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Abstract—In this paper, a nonlinear electrostatic surface 

integral equation is presented that is suitable for predicting 

corrosion-related fields. Nonlinear behavior arises due to 

electrochemical reactions at polarized surfaces. Hierarchical H2 

matrices are used to compress the discretized integral equation 

for the fast solution of large problems. A technique based on 

randomized linear algebra is discussed for the efficient 

computation of the Jacobian matrix required at each iteration of 

a nonlinear solution.   

Keywords—corrosion-related fields, hierarchical matrices, 

nonlinear integral equation, randomized linear algebra. 

I. INTRODUCTION 

The prediction of corrosion-related fields is an important 
problem in various areas such as ships in marine environments. 
Knowledge of the corrosion-related fields is useful in the 
design of various systems to mitigate corrosion. Due to the 
electrochemical reactions that may occur at polarized 
conducting surfaces in an electrolyte, the electromagnetic 
integral equations that describe the relevant physics are often 
nonlinear, and Newton-Raphson techniques are commonly 
used in the solution of these nonlinear problems.  However, for 
large problems, the Jacobian matrix that arises in the Newton-
Raphson solution of a nonlinear integral equation can be 
expensive to compute in terms of memory and time. The 
determination of the Jacobian matrix becomes even more 
challenging when using fast methods since the system matrices 
are not fully computed but are represented in a compressed form. 

In this paper, the basic electrostatic surface integral equation 
[1] for predicting corrosion-related (CR) fields is presented.
For large problems, the integral equation discretization is
compressed using Hierarchical (H2) matrices [2].  An overview
is then provided of the appropriate Jacobian matrix that arises
in the nonlinear solution. Finally, an efficient method for
determining the Jacobian matrix using randomized linear
algebra [3] is discussed.

II. THEORY

A. Nonlinear Integral Equation

Consider an unbounded electrolytic region V with a
homogeneous conductivity  . The region V is bound by a 

surface 
b    where 

 is an unbounded surface and

b is a bound surface. The electrostatic potential in the

electrolytic region V  is: 
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where Vr , n̂  is the unit normal to  oriented out of V, and

 1/ 4G   r r  is the static Green’s function. Restriction of

br  leads to the integral equation: 
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where    ˆ ,G d







          r n r r is a possible constant 

potential offset that must be determined as part of the nonlinear 
solution. The nonlinear problem admits a one-dimensional null 
space that is eliminated by requiring that the total flux through 
the bound surface be zero: 

 ˆ0

b

d


       n r . (3) 

A pure Neumann problem is assumed, and the normal 

flux on 
b  is specified as    ˆ f   n r . For insulating

surfaces,   0f   , and, for non-insulating surfaces,   0f   . 

If on any part of 
b ,   0f    , then that  portion of the surface

is polarized, and the integral equation is nonlinear. For polarized 
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surfaces,  f   is called a polarization curve. For a nonlinear

problem, the locally-corrected-Nyström discretized integral 
equation is [4]: 

     H G f   , (4) 

where  H  and  G  are the discretized forms of the left and

right (of the equal sign) parts of (2) and (3), respectively, and 

 jj
     r  where 

jr is the jth quadrature point in the

Nyström discretization.  Note that for a linear problem,  f 

in (4) does not depend on   and is known everywhere a priori; 

hence,  G f  reduces to a single excitation vector.

Application of the Newton-Raphson method to (4) gives the 
update equation at the kth iteration as: 

   
1

1k k k kJ F


      , (5) 

where the residual F  is: 

       F G f H     , (6) 

and the Jacobian matrix is: 

       diagk kJ G f H     . (7) 

Here,  diag kf    is a diagonal matrix whose diagonal

entries are taken from the vector  kf   . 

B. Efficient Jacobian Matrix Determination

When the matrices  G  and  H  in (7) are represented as

dense matrices, the determination of  kJ  is straight-forward.

Furthermore, when only a small portion of the bound surface 
is polarized, an efficient update using the Schur complement 

has been presented [4]. On the other hand, if  G  and  H  are

represented in a compressed form, the operations in (7) are more 
difficult since it is desired that all intermediate operations and 

the final  kJ remain in compressed form.  In this work,  G

and  H  are represented using Hierarchical H2 matrices [2],

and, so,  kJ  should also be represented in H2 form. Efficient

computation of (7) requires being able 1) to compute

   diag kG f    directly with the result in an H2 representation

and 2) to subtract two H2 -represented matrices directly with the 
result in an H2 representation.   

In general, the required operations fall into the general form: 

         diag diagC A a B b  , (8) 

where  diag x  indicates a diagonal matrix constructed from

the vector x  and  A ,  B , and  C  are H2 matrices. It is

further assumed that all H2 matrices are built using the same tree 
structure. The necessary algorithm to implement (8) is 
constructed by noting that H2 matrices are usually formed by 
compressing sub-blocks of the matrix using techniques such as 
the Adaptive Cross Approximation (ACA) to efficiently sample 
rows and columns of the sub-block and then compressing the 
sub-block ACA approximation using an SVD [5]. Direct use 
of the ACA+SVD method to sample the rows and columns of 

the        diag diagA a B b  would be inefficient, although it

does produce the desired H2  representation of  C .

Randomized linear algebra methods, on the other hand, 
provide a simple method to generate the SVD compressed sub-
blocks in the H2 representation without resorting to the row and 
column sampling required in an ACA technique.  For example, 
an efficient randomized sampling method to generate the 
SVD of a matrix is detailed in [3]. Such methods enable the 
construction of controllably accurate outer-product 
representations of the sub-matrices of (8) through left and right 
multiplication with sets of random vectors. Because the matrices 
in (8) are represented using H2 data structures, the required 
matrix-vector products encountered when using random 
projection methods (RPMs) can be rapidly evaluated. 

Hence, randomized projection methods can be used to 

construct the H2 representation of  C  in (8). For an efficient

and accurate method, the re-use of random matrix-vector 
product data at different levels of the nested H2 data structure as 

well as rank and convergence estimation for the blocks of  C

are necessary. Finally, random projection methods can be 
modularly fitted within an existing software framework that 

constructs the original H2 representations of  A  and   B  using

ACA-based methods. 
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Abstract—Basic Linear Algebra Subroutines (BLAS) are well-known 

low-level workhorse subroutines for linear algebra vector-vector, matrix-

vector and matrix-matrix operations for full rank matrices. The advent of 

block low rank (Rk) full wave direct solvers, where most blocks of the 

system matrix are Rk, an extension to the BLAS III matrix-matrix work 

horse routine is needed due to the agony of Rk addition.  This note outlines 

the problem of BLAS III for Rk LU and solve operations and then outlines 

an alternative approach, which we will call BLAS IV. This approach 

utilizes the thrill of Rk matrix-matrix multiply and uses the Adaptive Cross 

Approximation (ACA) as a methodology to evaluate sums of Rk terms to 

circumvent the agony of low rank addition. 

Keywords—direct factor method of moments, low rank matrix 

algebra and electromagnetic scattering.  

I. BACKGROUND

Full wave solvers for Maxwell’s integral equations are 

the much-preferred approach when they can be implemented. 

And direct factor rather than iterative solutions avoids the 

well-known failures of the latter. However, the direct factor 

computational cost for N unknowns is immense: N3 for matrix 

LU factorization and N2 for each RHS solution.    

The development of the Adaptive Cross Approximation 

(ACA) for computing the low rank UV approximation to 

system matrix blocks, based on spatial grouping of unknowns, 

has spawned whole new approaches to solving MOM system 

matrices. Included is the author’s development in 2006 of the 

first MOM code (Mercury MOM) to LU factor a problem with 

one million unknowns on a PC computer [1].   

Basic linear algebra computational routines are a set 

of low-level routines for performing common linear algebra 

operations for vector-vector, matrix-vector and matrix-matrix 

operations. These subroutines have been highly developed 

since the early 1990’s and collectively are known as the BLAS.  

They are typically found in specialized numerical matrix 

libraries for each type of computer architecture where they have 

been highly optimized.  For example, PC computers running 

Intel processors, the Intel Fortran and C compilers come with 

BLAS libraries optimized for their line of processors. BLAS 

routines come in three varieties: BLAS I for vector-vector 

with O(n) operations; BLAS II for matrix-vector with O(n2) 

operations; and BLAS III for matrix-matrix with O(n3) 

operations. 

II. RK ALGEBRA

A low rank approximation to a (m x n) matrix A is the U V 

product of a column and row matrices, A = U V, where U is (m 

x k) and V is (k x n).  Such an approximation to some tolerance 

ε is said to have rank k where k is usually << (m,n). Memory 

storage reduces from mn to k(m+n) with a rank fraction 

compression metric, defined as the ratio of low rank to full rank 

memory storage, RF = (k*(m+n)) / (mn). A tutorial of Rk matrix 

algebra is found in [2]. 

Multiplication of two Rk matrices has significant 

redeeming value in that the operations count is often reduced 

from O(n3) to O(n2), hence “the thrill of Rk multiplication” [2]. 

Sums of Rk matrices, however, have no redeeming value 

since the rank of the sum is the sum of the ranks of individual 

terms.  There is no memory storage savings since the memory 

storage for the resulting sum is the same as that for all the 

individual terms of the sum, hence the term “the agony of Rk 

summation” [2]. 

The truncation algorithm found in [3] allows 

recompression of an Rk sum to SVD rank. This is made 

possible by repeated application of the truncation algorithm of 

the UV approximation which uses QR and SVD factorizations. 

However, this approach is not feasible for cases where many 

Rk sum terms must be recompressed.  

III. BLAS IV

BLAS III for non Rk matrix-matrix operations is: 

,  C A B C (1) 

where C, A and B are full matrices and α and β are scalars. This 

has O(n3) operations and is usually the most optimized of the 

BLAS. The common name for this operation is “gemm”. 

With spatial grouping for electrically large problems (as 

characterized by tens of thousands to several million unknowns 

with group sizes from 500 to 10,000 unknowns) most all blocks 

in the system matrix, except for diagonal self-blocks, become 

Rk.  This includes not only Z blocks but also its L and U factors. 

And for scattering problems with many RHS illumination 

angles, the RHS voltage excitation matrix is Rk as well as the 

current solution J and/or M. 

To see the need for a BLAS IV operation for Rk matrices, 

we need to examine the block formulas for LU factorization and 

the forward/backward solve operation, [4]:   
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When the block matrices in (2) are of Rk form, we see the 

need for the BLAS IV operation involving the summation of 

matrix-matrix products: 

1

,
k

p p

p

 


 C A B C (3) 

where C, A and B are Rk matrices. This is the matrix-matrix 

multiply summation form of the BLAS III case. One could 

argue that this is simply a repeated operation of BLAS III, and 

indeed it is. The difficulty is the agony of computing the Rk 

sum.   

Matrix blocks, for perspective, are typically 500 x 500 to 

10 000 x 10 000 and the number of sum terms may be in the 

hundreds. 

A methodology for evaluating (3), using the thrill of Rk 

multiplication and the Adaptive Cross Approximation for 

bypassing the agony of low rank Rk sum evaluation is as 

follows.   

Use Rk multiplication to set ApBp = Sp, where Sp terms are 

also Rk, so that (3) is rewritten as: 

1

.
k

p

p

 


 C S C (4) 

The sum term is computed using the ACA where we recall 

that the ACA needs rows and columns of the matrix being 

approximated. Writing (4) in full Rk UV form we have: 
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The ACA algorithm to compute the left-hand side requires 

the rows / columns of the right-hand side of (5). This is a 

straight forward vector-matrix and matrix-vector evaluation of 

a gemv form: 
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(6) 

IV. PC WORKSTATIONS

BLAS IV methodology has allowed the use inexpensive 

PC workstations, such as found on engineer’s desks, to use a 

direct LU factorization for full wave electromagnetic solvers. 

Access to very costly and limited time slot availability of super 

computer clusters is not needed.  PC workstation problem sizes 

up to five million unknowns (with RWG average edge lengths 

of 0.1 λ) have been accomplished [5]. 

V. CONCLUDING REMARKS

The need for a BLAS IV for low rank Rk sums of matrix-

matrix multiply was demonstrated. A computational approach 

using Rk multiplication for the multiply terms and the ACA for 

computing the sum term was outlined. 

REFERENCES 

[1] J. Shaeffer, “Direct solve of electrically large integral equations for 
problem sizes to 1 M unknowns,” IEEE Trans. Antennas Propag., vol. 56, 

no. 8, pp. 2306-2313, Aug. 2008. 
[2] J. Shaeffer, “Low rank Matrix Algebra for the method of moments,” 

ACES Journal, Oct. 2018. 

[3] M. Bebendorf, Hierarchical Matrices, Berlin, Springer-Verlag, 2008. 

[4] J. Shaeffer, “Direct solve of electrically large integral equations for 

problem Sizes to 1M unknowns,” NASA/CR-2008-215353, Sept. 2008. 
[5] J. Shaeffer, “Five million unknown MOM LU factorization on a PC 

workstation,” Antenna Measurement Techniques Association Meeting, 

Long Beach, CA, Oct. 11-16, 2015. 

                SHAEFFER: BLAS IV: A BLAS FOR RK MATRIX ALGEBRA1267



Shooting-Bouncing-Rays Technique to Model Mine 

Tunnels: Theory and Accuracy Validation 

Stephen Kasdorf, Blake Troksa, Jake Harmon, Cam Key, and Branislav M. Notaroš 
Colorado State University, Electrical & Computer Engineering Department, Fort Collins, CO 

skasdorf@rams.colostate.edu, blake.troksa@gmail.com, J.Harmon@colostate.edu, camkey@rams.colostate.edu, 

notaros@colostate.edu 

Abstract—We present a shooting-bouncing rays technique for 

electromagnetic modeling of wireless propagation in long tunnels 

focusing on the accuracy of ray-tracing computation. The 

examples demonstrate excellent agreement with the traditionally 

more accurate but less efficient alternative ray-tracing approach 

using path corrections based on image theory and with a 

commercial solver.  

Keywords—computational electromagnetics, frequency-domain 

analysis, high-frequency techniques, microwaves, ray tracing, 

signal propagation, waveguides, wireless communications. 

I. INTRODUCTION

Electromagnetic (EM) modeling and simulation of 

wireless signal propagation in underground mines presents 

extraordinary challenges since the mine tunnels and galleries 

at wireless communication frequencies are electrically 

extremely large, with mine tunnels spanning thousands of 

wavelengths in length in typical applications. Using traditional 

full-wave computational electromagnetics (CEM) solvers for 

such applications may prove impractical in most cases due 

to computation run time required, as well as memory 

requirements, depending on the particular technique employed. 

Asymptotic methods for numerically approximate high-

frequency modeling, such as ray-based techniques, are less 

accurate but much faster than the full-wave methods for 

numerically rigorous field computation, such as integral-

equation techniques, and provide a good approach to modeling 

of wireless propagation and received signal strength 

simulation in underground mines.  

This paper addresses application of the ray-tracing (RT) 

approach [1] to CEM analysis of long real tunnels. It presents 

and validates our RT method based on a shooting-bouncing 

rays (SBR) approach. Most importantly, it shows that when 

all the major components of the SBR RT methodology are 

properly developed and implemented, the accuracy of the 

new technique is sufficient for realistic wireless propagation 

modeling of tunnels and matches or outperforms the accuracy 

of computationally slower but traditionally more accurate 

alternative RT simulations.   

II. SHOOTING-BOUNCING RAYS METHOD

There are two broad classes of ray tracing techniques 

common in CEM. The first is known as image theory (IT), or 

the method of images. This technique finds exact ray paths 

between a transmitter and receiver by employing images from 

the transmitter across reflecting surfaces in the environment 

being modeled. This is advantageous because the exact paths 

determination completely eliminates any phase error. 

However, the computational complexity of IT is O(NR) [2], 

where N is the number of observation points, and R is the 

number of reflections. In situations where reflection is the 

dominant propagation phenomenon, the IT technique becomes 

impractical due to its complexity. 

The SBR approach in RT involves launching a set of rays 

from a transmitter in every direction. Each ray represents an 

equiphase surface, which combine to cover the radiation 

pattern of an antenna. These rays are then geometrically traced 

through the scene according to Snell’s law, and their complex 

amplitude is governed by Fresnel’s coefficients [3]. Once the 

ray path has been determined, the paths are tested for 

intersections with receivers. If the ray is determined to 

intersect the receiver, its electric field is calculated and added 

to the total computed field at that point. These ray paths are 

not the exact paths from the source to the receiver, so phase 

error is introduced making it traditionally less accurate than 

IT. While SBR includes phase error, it offers much lower 

computational complexity than IT making it more flexible in 

different scenarios. For this reason, SBR is chosen as the 

technique for modeling mine structures and tunnels [4], [5] in 

the present study.  

Within the SBR family, there are two common methods of 

tracing the rays. The phase fronts are represented either using 

a center ray approach, known as “cones”, or rays are used to 

trace the edges of the phase front, i.e., “tubes.” To accurately 

model the radiation pattern of a transmitting antenna, the 

cones approach necessitates the overlap of phase fronts on 

adjacent rays. This leads to the problem of double counting 

of this phase surface, leading to substantial error in the 

simulation. While these double counts can be identified and 

eliminated, this causes an increase in computational demand 

of the simulation [6]. The tubes approach uses rays along the 

edge of triangular or rectangular geometries, which can fill the 

radiation pattern without any overlap. This eliminates overlaps 

of the phase fronts but requires a minimum of 4 times the 

number of rays per tube. In complex environments, a high 

number of rays is necessary to accurately sample the 

environment, which puts this method at a disadvantage. The 

cones method is used in our approach for this reason. 
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III. RESULTS AND DISCUSSION

Testing of the ray tracing method we developed was 

conducted on a real rectangular tunnel. This scene was chosen 

because the reflection phenomenon is extremely important in 

tunnel environments and represents a difficult simulation case 

for SBR. The tunnel cross section dimensions are chosen to be 

5 m × 8 m, and the tunnel walls are characterized by relative 

permittivity εr = 5.5 and conductivity σ = 0.03 S/m. The 

waveguide is excited with a vertically polarized half-wave 

dipole transmitter at a frequency of 1 GHz. Electric field 

measurements (simulations) are taken along the length of the 

tunnel from 30 m to 150 m.   

This tunnel embodies a very challenging case for ray-

tracing as reflections become very important for the electric 

field, and rays must be traced to very long distances. The rays 

propagating long distances can have a very large number of 

reflections before reaching a receiver, and they can, in turn, 

accumulate a large path length error, leading to significant 

inaccuracies in the electric field solutions.  

The results of the tunnel are compared to an SBR/IT hybrid 

method developed in [7], where an SBR algorithm was 

improved with IT path corrections. Fig. 1 shows the results of 

the two ray-tracing methods on this scene.  

Fig. 1. Received/transmitted power along a rectangular tunnel (εr = 5.5, σ = 

0.03 S/m) excited with a vertically polarized half-wave dipole transmitter at 
1 GHz: comparison of our SBR RT method and an SBR algorithm with IT 

path corrections from [7]. 

We observe in Fig. 1 an excellent match of our SBR 

technique when compared to SBR/IT reference solution, at 

distances up to 150 m. This shows the accuracy of the SBR 

technique developed and its ability to very successfully 

eliminate the phase errors up to very long distances. 

Additionally, we simulate a second real tunnel, now with a 

partly curved cross section to help verify the effectiveness of 

this model. Curved structures are traditionally difficult for ray-

based techniques due to the images not being well defined.     

We observe from Fig. 2 an excellent agreement of our 

SBR results with the hybrid SBR/IT solution from [7] for a 

tunnel with curved ceiling. Additionally, shown in Fig. 2 are 

the results obtained by the commercial software REMCOM 

Wireless InSite. We see that all three simulations agree very 

well.  

Fig. 2. Power [dBm] down the length of an arched tunnel (the tunnel cross 

section is shown; σ = 0.03 S/m, εr = 5.5; excitation: vertically polarized dipole 
antenna at 1 GHz): comparison of our SBR RT method with the results by the 

hybrid SBR/IT RT solution [7] and by the commercial REMCOM Wireless 

InSite solver. 

IV. CONCLUSIONS

This paper has presented and validated the accuracy of our 

shooting-bouncing rays technique for ray-tracing modeling of 

long tunnels. The examples have demonstrated the excellent 

agreement of our method with the traditionally more accurate 

but less efficient hybrid SBR/IT ray-tracing approach, using 

image-theory path corrections, as well as with REMCOM 

Wireless InSite.  
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Abstract—The reduction of the total computational over-
head in the design of complex geometries, such as modern air-
crafts, is a very challenging problem, particularly when elec-
trostatic fields (ESF) for lightning protection, are considered. 
To this aim, an efficient ESF evaluation scheme, based on the 
nonstandard finite-difference time-domain (NS-FDTD) method, 
is proposed. Combining the total-field/scattered-field (TF/SF) con-
cept with a distinct sine-wave form, the novel technique cancels 
the accumulative errors caused by the static field component. 
Numerical results reveal that the featured method enables the 
use of high-frequency discretization models to ESF problems, 
with notable accuracy and seriously decreased design costs.  

Keywords—FDTD methods, nonstandard (NS)-FDTD tech-
niques, numerical analysis, radar cross section. 

I. INTRODUCTION

There are many electric evaluation issues when it comes 
to the design of an aircraft. Amid them, lightning protection is 
a crucial safety factor [1]-[3]. So, to avoid the risk of light-
ning strikes, the electrostatic field (ESF) strength around air-
frame must be analyzed. Typically, the finite difference tech-
nique or the finite element method are employed for the static 
analysis [4], while, physical optics and the geometrical theory 
of diffraction [5] treat high frequency scenarios. On the other 
hand, for medium frequencies, the finite-difference time do-
main (FDTD) algorithm could be a solid choice [6], [7]. Thus, 
for wideband designs, several of the prior options should be 
combined, leading to rather inefficient implementations, ex-
plicitly for 3-D real-world applications. Not to mention that 
such combinations usually lead to excessively large numerical 
calculation models, i.e. discretized lattices, that can hardly be 
handled, even by contemporary computational systems. 

In this paper, we present a rigorous ESF calculation tech-
nique via the 3-D NS-FDTD method, that is a high frequency 
analysis tool, to treat all the electrical design requirements of 
an aircraft. However, the NS-FDTD method is applicable to 
only one preset wave (and not a dc) [8]. Hence, we introduce 
an adaptable procedure utilizing the total-field/scattered-field 
(TF/SF) separation model [7] as a source of the ESF and a 
tuned input wave form which cancels the accumulative errors 
generated by the dc component. Our algorithm is validated 
via the analysis of a perfectly electric conductor (PEC) 
sphere [9]. It is shown that the proposed method can success-
fully extend the application of high-frequency discretized 
grids to ESF computations, reducing significantly the system 
resource costs in the electrical design of realistic problems.  

II. THE ESF EVALUATION METHODOLOGY

A. Incorporation of the Input Wave Form
To embody the NS-FDTD method in the ESF analysis,

we adopt a modified sine-wave form with a dc component as: 
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inc
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r k r

r k r k r

r k r k r
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where t is the time, ω the angular frequency, r the TF/SF 
separation position vector, and knum the numerical wave-
number. Furthermore, Tw = m(2π/ω) is set long enough for 
the incident wave Einc to fully cover the TF/SF separation 
area, with m a natural number. The second and third branch 
in (1) correspond to Edc = – 1 and Edc = 1 in the time average, 
respectively. In fact, the second Einc term is the prior calcu-
lation part for the accumulative error owing to the dc-
component in 0 < t ≤ 2Tw. Its error is used to cancel the cor-
responding error in the third Einc term of (1). The time dia-
gram of Einc, during the aforementioned procedure, is de-
scribed in Fig. 1, which indicates that the ESF observation is 
performed after the period of 2Tw, via:

static

0

1 ( )
T

E E t dt
T

       with     2 /T   . (2) 

So, the total amount of calculation time-steps in our scheme 
is (2Tw + T)/Δt, unlike in the usual pulse response analysis 
where end time-steps can not be set beforehand. Additionally, 
the use of the TF/SF separation model, as a field source, per-
mits the generation of along arbitrary directions. 

Fig. 1. Time diagram of the Einc field for the proposed ESF evaluation. 

B. Verification of the ESF Calculation Scheme
The theoretical solution for a PEC sphere, of radius a and a

smooth surface, placed in a uniform ESF, is given by [9]: 
3

0 3

2( , ) 1 cosaE r E
r

 
 

  
 

     for   r a , (3) 

where E0 is the applied ESF, r the distance from the center 
of the sphere, and   the angle in spherical coordinates. 
Note that the electric potential of the sphere is 0. Using (3), 
we examine the ability of our scheme to treat the specific 
problem. The sphere is discretized into cubic cells of width 
Δ and is set at the center of TF/SF separation area. Moreover, 
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the incident field of (1) propagates along the x axis with 
θ = 90ο, φ = 0ο, Tw = 3600Δt, and Δ = λ/10, with λ = 1 m and 
Δt = (ω/2π)/36. In this context, Fig. 2 illustrates the behavior 
of the Ez component, indicating that our ESF evaluation 
scheme, combined with the NS-FDTD method, is in excel-
lent agreement with both the FDTD technique and the theo-
retical solution of (3), for E(a,0) = 3 V/m. Moreover, the 
NS-FDTD approach is more accurate than the FDTD one in 
the vicinity of the sphere surface. This fact proves the supe-
riority of the new formulation over existing methods, lead-
ing to the conclusion that the featured ESF evaluation 
scheme can be deemed a powerful tool for such problems. 

Fig. 2. Variation of the ESF (Ez) component vs. distance (along the z-axis) 
from the sphere center, derived by various methods. The applied field, with  
E0 = 1 V/m, is parallel to z axis. The theoretical values via (3) are shown for 
the cases of a and a + Δ, since a discretized cell model has an ambiguity of 
one Δ in the FDTD algorithm. The TF/SF separation area size is Lx,y,z = 290Δ. 

Fig. 3. A realistic aircraft model discretized by 9449 cubic PEC cells. The 
tail wing is placed at the center of the cylinder, while the main wing 
position is one Δ beyond the tail wing towards the z direction. The cylinder 
lies along the x axis and the main wing along the y axis. 

III. APPLICATION TO A REALISTIC AIRCRAFT DESIGN

Next, we apply our method to the ESF analysis of a real-
world aircraft model, as depicted in Fig. 3. All lattice cells 
are PEC cubes with a width of Δ = λ/20 and λ = 1 m, whereas 
the applied ESF magnitude is tatic 1s

zE   V/m. In this problem,
we consider a TF/SF separation area with Lx = 210Δ and 
Ly,z = 160Δ, illuminated by an incident field traveling along 
the x direction through (1) for Tw = 7200Δt and Δt = (ω/2π)/72. 
Numerical results are given in Fig. 4, together with the 
FDTD ones, for the sake of comparison. A very satisfactory 
coincidence may be promptly detected, while the demanding 
ESF concentration on the wingtips is simulated very well 
[10]. Also, as noted in Fig. 2, the NS-FDTD technique is 
more accurate than FDTD one, since NS-FDTD FDTD

z zE E . From 

this fact, it is deduced that we can successfully obtain the 
ESF solution by means of our evaluation method using the 
high-frequency discretized cell model directly in the 3-D NS-
FDTD method. Therefore, the proposed algorithm can dras-
tically reduce the total computational cost of the design pro-
cess, even for rather complex applications, such as the static 
field analysis of various aircrafts, with electrically large size, 
arbitrary shapes, ad diverse material properties. 

(a) 

(b) 

Fig. 4. Distribution of the ESF (Ez) magnitude along the central vertical cross-
section of the aircraft, given in Fig. 3, calculated in terms of (a) the NS-FDTD 
and (b) the FDTD method. 
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Abstract—Including optical nonlinearity in FDTD software in a
stable, efficient, and rigorous way can be challenging. Traditional
methods address this challenge by solving an implicit form of
Maxwell’s equations iteratively. Reaching numerical convergence
over the entire numerical space at each time step demands
significant computational resources, which can be a limiting
factor for the modeling of large-scale three-dimensional nonlinear
optics problems (complex photonics devices, laser filamentation,
...). Recently, we proposed an explicit methodology based on a
nonlinear generalization of the Lorentz dispersion model and
developed example cases where it was used to account for both
linear and nonlinear optical effects. An overview of this work is
proposed here.

Index Terms—FDTD modeling, nonlinear materials, photonics.

I. INTRODUCTION

Including optical nonlinearity in the finite-difference time-
domain (FDTD) framework is not straightforward. It is easily
demonstrated with the Ampère’s circuital law:

∇×H− ε0
∂E

∂t
=
∂P

∂t
, (1)

where the source term depends on a nonlinear susceptibility
of the form:

P = ε0(χ(1)E + χ(2)E2 + χ(3)E3 + . . .), (2)

Yee discretization of (1) with (2) leads to a set of coupled
nonlinear equations that are implicit in the electric field vector
and whose solution is nontrivial. A formal solving approach,
proposed by Greene and Taflove [1], uses a recursive Newton
method to obtain an approximate solution for E. To ensure
numerical convergence, it has to be iterated over the entire
numerical space a few times per time step, at minimum. This is
a rigorous way to include optical nonlinearity into FDTD, but
efficient implementation for solving three-dimensional prob-
lems is inherently complex. For that reason, FDTD developers

NSERC CCIPE (517932-17); FRQNT (2019-CO-254385); PADRRC
(10696); Deutsche Forschungsgemeinschaft (SPP1840); Heisenberg fellow-
ship (ID FE 1120/4-1).

typically rely, instead, on explicit tricks whose implementation
is simpler and computationally more efficient (see, e.g., [2]).
In a series of papers [3]–[5], we developed an explicit method-
ology based on a nonlinear generalization of the Lorentz
dispersion model, providing a rigorous, flexible, efficient, and
transparent approach to the nonlinear-FDTD problem.

II. THE NONLINEAR LORENTZ MODEL

Typical nonlinear optics scenarios are reasonably described
by the two-level atom model (see, e.g., [6]). We have shown
in [5] that when there is a negligible transition probability to
the upper level (weak field, long wavelength), this quantum
mechanical model can be reduced to the following second-
order differential equation for the induced macroscopic polar-
ization density P:

d2P

dt2
+γ

dP

dt
+ω2

0P = ω2
0ε0(χ̄(1)E+ χ̄(2)E2 + χ̄(3)E3 + . . .).

(3)
The model is parametrized by an effective damping constant
γ, the transition energy ~ω0, and the nth-order optical sus-
ceptibility parameters χ̄(n) (ε0 is the electric constant). The
overbar indicates that the χ̄(n)’s are assumed to be constant,
i.e., they do not vary much on the electronic time-scale
(see III-B for further details). As emphasized in [4], (3)
can be discretized using the leapfrog method to match the
Yee discretization scheme (see, e.g., [7]), resulting in a fully
explicit FDTD integration of Maxwell equations. The linear
and nonlinear material responses are then introduced via the
effective susceptibility parameters χ̄(n), while dispersion is set
by ω0 and γ (see [5] for further development on this topic).

III. APPLICATION EXAMPLES

A. Second Harmonic Generation

We considered quasi-phase-matched (QPM) second har-
monic generation (SHG) in periodically poled lithium niobate
(PPLN) and compared FDTD simulations using the nonlinear
Lorentz model (3) (referred to as NL-FDTD below) to a con-
ventional theoretical model for QPM SHG (see, e.g., (2.7.10)
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Fig. 1. Application examples of the nonlinear Lorentz model equation (3), combined with FDTD integration of Maxwell’s equations (NL-FDTD, see also
[3]–[5]). In (a), NL-FDTD simulations of quasi-phase matching (QPM) in periodically poled lithium niobate show exceptional agreement with traditional
theoretical models. In (b), a GaAs crystal is aligned with the polarization of the electric field to give no second harmonic (GaAs). However, SHG emerges
when a gold split-ring resonator is placed on top (+ SRR, see below legend for sketch). In (c), the propagation of a sech2-shaped laser pulse in fused silica is
modelled with NL-FDTD (the envelope is obtained by taking the absolute value of the Hilbert transform of the electric field). Depending on the input laser
intensity, the pulse after travelling over 6 mm exhibits a solitonic behavior (compare the “soliton” and “initial” curves) or pronounced envelope distortion due
to modulation instability (MI). Finally in (d), spatio-temporal structuring of a Gaussian laser pulse during self-focusing in air at propagation distance z.

and (2.7.11) in [6]). For the demonstration, we considered a
plane wave moving along the axis of an infinite PPLN crystal,
modelled with an homogeneous linear index and a second-
order parameter χ̄(2) whose sign is switched periodically to
achieve QPM (see [4] for details). The excellent agreement
between theory and NL-FDTD in Fig. 1 (a) shows that the
NL-FDTD analysis succeeds in reproducing quantitatively the
dispersion, scattering, and wave mixing processes in SHG, as
well as their interplay.

For rigorous modeling of three-dimensional (3D) optics in
solids, it is often necessary to consider the tensorial nature
of the susceptibility. This has to be added explicitly to (3).
To test this procedure, we considered 3D vectorial NL-FDTD
modeling of the SHG enhancement in a gallium arsenide
(GaAs) substrate by a split-ring resonator (SRR) nano-antenna.
The gold SRR was modelled with a Drude equation while
GaAs was modelled with the nonlinear Lorentz equation that
follows:

d2PGaAs

dt2
+
dPGaAs

dt
+ ω2

0PGaAs = (4)

ω2
0ε0χ̄

(1)E + ε0χ̄
(2) [(EzEz − EyEy) i− 2ExEy j] ,

where i and j are unit vectors along x and y, respectively. With
the electric field polarized along x, there is no second-order
effect with GaAs alone [see the “GaAs” curve in Fig. 1 (b)].
Nevertheless, when the SRR is present near-field components
in y and z are created, which induces SHG in GaAs [see the
“+ SRR” curve in Fig. 1 (b)].

B. Raman Nonlinearity

The nonlinear Lorentz equation (3) accounts for the fast
(almost instantaneous) optical response on the electronic
time scale. An accurate description of the nonlinear optical
processes in centrosymmetric dielectrics must also include
a delayed contribution associated with stimulated molecular
Raman scattering. This can be done by complementing (3)
with an equation that accounts for the modification of the
nonlinear susceptibility on the “slow” molecular time scale.

The complete model is then given by the following two
equations [4]:

d2P

dt2
+ γ

dP

dt
+ ω2

0P = ω2
0ε0(χ̄(1)E + αχ̄(3)E3 +QE),

(5a)
d2Q

dt2
+ 2γR

dQ

dt
+ ω2

RQ = (1− α)χ̄(3)ω2
R |E|

2
, (5b)

where α is a parameter that defines the balance between the
instantaneous (Kerr) and delayed (Raman) contributions to
the third-order susceptibility. The Raman response is itself
parameterized by the angular frequency and damping constants
ωR and γR whose values are chosen to fit a given Raman-gain
spectrum. An equation like (5b) is also used for the Greene-
Taflove’s implicit method [1], but here integration of both (5a)
and (5b) with the leapfrog technique leads to a fully explicit
nonlinear-FDTD scheme (see [4] for details). Examples of
results obtained with this model are given in Figs. 1 (c-d).
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Abstract—The equivalent isotopically radiated power 
(EIRP) of a wireless avionics intra-communication (WAIC) 
system is limited to 6 dBm/MHz at the geometrical center of the 
aircraft, to avoid interference with aircraft radio altimeters, 
which are operated at the same frequency band between 4,200–
4,400 MHz. In this paper, the height and angle characteristics 
of the point source EIRP of a WAIC system are analyzed based 
on the large scale FDTD analysis. Firstly, the strength of the 
electric field (E-field) around the three-dimensional model of 
Airbus A320-200 is analyzed. Then, the point source EIRP is 
calculated based on the analyzed E-field strength. Finally, the 
height and angle characteristics are analyzed to estimate the 
electromagnetic field characteristics of the aircraft.  

Keywords—aircraft, large-scale finite-difference time-domain 
method, point source transmitting power, radio altimeter 
interference, wireless avionics intra-communication. 

I. INTRODUCTION

A wireless avionics intra-communication (WAIC) system 
offers wireless connections between the various components 
in an aircraft. These systems are allocated the frequency band 
of 4,200–4,400 MHz [1]. However, conventional aircraft 
radio altimeters are already operated over the frequency band. 
Therefore, the condition of frequency coexistence between 
WAIC systems and radio altimeters are discussed at 
standardization organizations. The minimum aviation system 
performance standard (MASPS) of WAIC systems limit the 
equivalent isotopically radiated power (EIRP) of the WAIC 
transmitter to less than 6 dBm/MHz at the geometrical center 
of the aircraft [2]. We have been developing a method for a 
detailed estimation of the electromagnetic field (EMF) 
distribution, based on the large-scale finite-difference time-
domain (FDTD) analysis method [3]. 

In this paper, the height and angle characteristics of the 
point source EIRP estimations based on FDTD analysis are 
discussed. Firstly, the electric field (E-field) strength around 
the Airbus A320-200 aircraft, in which the WAIC transmitting 
antenna is installed inside the cabin, are analyzed. Then, the 
point source EIRP is calculated based on the analyzed E-field 
strength. This procedure is the same as the measurement 
procedures for the WAIC MASPS [2]. Finally, the evaluation 

height and angle characteristics of the point source EIRP are 
discussed to determine the EMF characteristics. 

Fig. 1. Overview of the electric field strength evaluations on the circle 
around the aircraft based on the three-dimensional Airbus A320-200 model. 

II. E-FIELD ESTIMATION BASED ON FDTD ANALYSIS

The strength of the E-field, which is converted to the point
source EIRP, is obtained by using the large-scale FDTD 
analysis [3]. Fig. 1 shows the overview of the E-field strength 
evaluations at a radius of 20 m for a three-dimensional model 
of Airbus A320-200. The center of the circle is also the 
geometrical center of the aircraft. The strength of the E-field 
at the surface of the cylinder is evaluated. Fig. 2 shows the 
analysis model and the location of the transmitting antenna. 
The vertically polarized dipole antenna is located at the center 
of the aircraft and at 1.0 m from the floor. The frequency and 
transmitting power are 4,400 MHz and 20 dBm, respectively. 
The aircraft model possesses internal structures and electric 
constants such as the conductivity and the loss tangent [3]. 
The dry ground with a thickness of 10 cm (relative dielectric 
constant = 15 and conductivity = 0.001 S/m) is modeled.  

The perfect magnetic walls are located at the center of the 
aircraft to reduce the required analysis memory. The total cell 
size of the analysis and the required memory are 66,800 M 
cells and 6,400 GB, respectively [3]. Fig. 3 shows the typical 
analyzed three axis combined E-field strength distributions 
along (a) the xz-plane at the antenna height (4.7 m from the 
ground), and along (b) the radius of 20 m. 

x

y
z
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Fig. 2. Three-dimensional aircraft model based on Airbus A320-200 and 
the evaluation height. 

(a) E-field strength distributions along the xz-plane at the transmitting antenna
height (4.7 m from the ground)

(b) E-field strength distributions along radius of 20 m

Fig. 3. Analyzed three axis combined E-field strength distributions
along: (a) the xz-plane at the antenna height and along; (b) a radius of 20 m.

III. POINT SOURCE EIRP EVALUATION

The point source EIRP is evaluated based on the analysis 
results. The point source EIRP PT is calculated using the 
following equation: 

𝑃𝑃𝑇𝑇 =
𝑃𝑃𝑅𝑅

𝐺𝐺𝑇𝑇𝐺𝐺𝑅𝑅
×
(4𝜋𝜋𝜋𝜋)2
𝜆𝜆2 ,  (1) 

where GT and GR are the transmitting and receiving antenna 
gains, respectively. In addition, PR is the received power 
at each point on the measurement circle. The terms r and 
 denote the radius of the measurement circle and the
wavelength, respectively. Assuming point source radiation,
GT and GR are equal to 0 dBi, and r and  are equal to 20 m
(i.e., the evaluation radius) and 0.068 m (4,400 MHz),
respectively. Fig. 4 shows the analyzed point source EIRP
angle characteristics along the circle around the aircraft, with
respect to different evaluation planes. The estimated point
source EIRP at 3.7 m (antenna height -1.0 m), 4.7 m (antenna
height), and 5.7 m (antenna height +1.0 m) are shown. The

point source EIRP between 0and 60120and 180which 
corresponds to the noise and tail directions of the aircraft, 
exhibit identical trends for all evaluation heights. On the 
contrary, different EIRP height patterns are observed between 
60and 120his is mainly due to the reflection from the 
main wing, which includes the winglets. Table I lists the 
maximum point source EIRP at different evaluation heights 
and angles. The maximum EIRP value of -4.3 dBm is observed 
at a height of 5.7 m and between 90and 120. On comparing 
the 20 dBm transmitting power, it is confirmed that a minimum 
of approximately 24 dB additional pass loss is obtained at this 
antenna location.  

Fig. 4. Analyzed point source equivalent isotopically radiated power 
(EIRP) angle characteristics on the circle around the aircraft for different 
evaluation planes. 

TABLE I. THE MAXIMUM POINT SOURCE EIRP AT DIFFERENT 
EVALUATION HEIGHT AND ANGLE 

Evaluation 
Height/Angle 

0
 

30
60 

60
90 

90
120 

120
150 

150
180 

0.7 m -19.1 -21.1 -23.2 -16.6 -12.9 -15.1
1.7 m -14.6 -17.1 -20.7 -11.9 -12.7 -13.9
2.7 m -12.5 -13.5 -15.8 -11.4 -11.2 -13.1
3.7 m -11.6 -10.6 -9.8 -8.30 -9.6 -12.1
4.7 m -11.6 -8.7 -5.5 -8.7 -7.8 -11.8
5.7 m -12.7 -6.9 -4.6 -4.3 -11.4 -14.6

Unit: dBm 

IV. CONCLUSIONS

The height and angle characteristics of the point source 
EIRP of a WAIC system was evaluated based on the large-
scale FDTD analysis. The point source EIRP evaluation was 
performed on a developed three-dimensional model of Airbus 
A320-200. Then, the E-field strength around the aircraft 
was calculated along a radius of 20 m. Finally, the height and 
angle characteristics of the maximum point source EIRPs 
were calculated. These results can be used to estimate the 
transmitting power tolerance of WAIC systems. 
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Abstract—It is shown using coupled mode theory and verified
using finite-difference time-domain simulations how a time-
modulated three-cavity array can be designed to allow transmis-
sion from port 1 to port 2 but to prevent transmission from port 2
to port 1 thereby implementing optical isolation. The reciprocity
of the system is broken by phase-shifting the modulation signal
applied to each cavity by 120 degrees which gives the system a
synthetic linear momentum.

Index Terms—cavity resonators, finite-difference time-domain
method, isolators, time-varying circuits.

I. INTRODUCTION

Optical isolators allow propagation of electromagnetic
waves in one direction and block them in the reverse direc-
tion. To implement this functionality, the Lorentz reciprocity
inherent in most materials must be broken. Most existing
optical isolators use Faraday rotation induced by the magneto-
optic effect. However, these devices can be bulky and require
specialized magneto-optic materials which can be difficult to
process in integrated photonics applications [1]. This work
presents a theoretical framework verified by finite-difference
time-domain simulation of an isolator device made by time-
modulating the refractive index of three coupled cavities.

II. COUPLED CAVITIES

Fig. 1 (a) depicts a generic system comprised of two waveg-
uides and three optical resonators with frequency ω0, cavity-
coupling rate κ and waveguide coupling rate d. Temporal
coupled mode theory (CMT) [2] can be used to model the
dynamics of the system according to:

ȧ = [−iΩ− Γ]a + 2DTsinc, (1)

where a =
[
a1(t) a2(t) a3(t)

]T
, Ω is given by:

Ω =

ω0 κ 0
κ ω0 κ
0 κ ω0

 , (2)

Γ is given by:

Γ =

γi + γc 0 0
0 γi 0
0 0 γi + γc

 , (3)

and D is given by:

D =
1

2

d 0 0
0 0 0
0 0 d

 . (4)

aj(t) is the field amplitude in the jth resonator, γi is the
intrinsic loss rate of an isolated resonator and γc is the loss
rate of a resonator due to waveguide coupling. d and γc are
related according to d2 = 2γc. sinc =

[
si1 0 si2

]T
is a

vector describing the incident field amplitudes in ports 1 and
2. The matrix D has only two non-zero values consistent with
only the left and right cavities being coupled to waveguides.
The presence of only two coupling loss terms γc in Γ also
reflects this configuration.
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Fig. 1. (a) Schematic depiction of two coupled resonant cavities each of
which is coupled to a waveguide. (b) Geometry of system modeled using
FDTD. The index of the gray waveguide is set to 3.1. White areas are air.
The time-variation of the refractive index was implemented within the FDTD
algorithm rather than through an applied voltage as shown.

Fig. 1 (b) shows how the coupled-cavity system depicted
in Fig. 1 (a) could be implemented in a compact integrated
photonics platform. The gray region represents an InP rectan-
gular waveguide. The cavities are defined by defects in a one-
dimensional array of air holes etched into the semiconductor
waveguide. The array of air holes creates a bandgap centered
at the normalized frequency Λ/λ0 = 0.24. When defects are
introduced into the array, incident energy can couple into them,
and the energy in the defects can then couple to output ports.
Without modulation, the transmission spectra of this system
would be the same for incidence from port 1 or 2.

Optical isolation is implemented by time-modulating the
resonance frequency of each cavity via the electro-optic effect
at a frequency ωm which is much smaller than the optical
carrier frequency. The sinusoidal signal applied to each cavity

ACES JOURNAL, Vol. 35, No. 11, November 2020

Submitted On: September 10, 2020 
Accepted On: September 10, 2020 1054-4887 © ACES

https://doi.org/10.47037/2020.ACES.J.351107

1276



is phase shifted by 2π/3 resulting in a synthetic forward
linear momentum applied to the system. It is this directional
momentum that breaks the reciprocity necessary for isolation.

In the presence of the proposed time-modulation, the CMT
equation becomes:

ȧ = [−iΩ− iδΩ(t)− Γ]a + 2DTsinc, (5)

where δΩ(t) is given by:

δω

cos(ωmt) 0 0
0 2 cos(ωmt+ 2π/3) 0
0 0 cos(ωmt+ 4π/3)

 .
(6)

To obtain the scattered wave amplitude into ports 1 and 2 one
solves Eq. 5 for aj and substitutes the result into:

sref = −sinc + Da, (7)

where sref =
[
sr1 0 sr2

]T
represents the amplitudes of the

outgoing waves in ports 1 and 2 [2].
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Fig. 2. (a) The scattering parameters calculated using CMT and simulated
using FDTD for incidence from port 1. (b) The scattering parameters for
incidence from port 2. (c) Depiction of |Hz(x, y)|2 on a logarithmic scale for
incidence from port 1 at the isolation frequency. The field is shown radiating
into port 2. (d) Same as (c) except incident energy is from port 2, and the
energy is blocked from reaching port 1.

Figs. 2 (a) and (b) depict the scattering spectra for inci-
dence from ports 1 and 2, respectively, calculated using CMT
and simulated via the two-dimensional finite-difference time-
domain (FDTD) method. The resonance frequencies of the
three-cavity system are ω0 and ω0 ±

√
2κ. The three peaks

in the transmission spectra |S21|2 correspond to the three
resonance frequencies. The system was designed to provide
optical isolation at the middle resonance frequency (ω0) at
a normalized frequency ω0Λ/(2πc) = Λ/λ0 = 0.2407. The
modulation parameters were set to ωm = 0.00082 and δω =
0.0046 which were determined using a numerical optimization
that simultaneously maximized (minimized) throughput in the
forward (backward) direction based on the CMT equations [3].
The qualitative agreement between the theoretical predictions
and the numerical simulation is good. Figs. 2 (a) and (b) show

how the transmission is on in the forward direction and off in
the backward direction. In both cases, the reflected energy
is minimal at the isolation frequency. Figs. 2 (c) and (d)
depict the fields in the cases of incidence in the forward and
backward directions, respectively, and confirm the isolation
behavior of the device. We found that with the phase-shifted
spatio-temporal modulation scheme and appropriately chosen
values of δω and ωm, the power transmission from port 1
to port 2 is 77%, and the power transmission from port
2 to port 1 is suppressed to 0.7% resulting in 20.4dB of
isolation. Using intuition from our previous studies [3], [4],
we believe the transmission can be further increased and the
required modulation frequency and amplitude decreased by
using cavities with lower intrinsic losses (γi). The intrinsic
loss of the proposed cavities can be decreased using straight-
forward geometry modifications [5].

III. ANALYSIS OF TIME-VARYING SYSTEMS

In the solution of the CMT equations in the presence
of modulation, one must introduce the ansatz aj(t) =∑

n aj,ne
−i(ω+nωm)t and solve for the Fourier series coef-

ficients aj,n. In order to keep the analysis reasonable, we
truncated the Fourier series and kept only the n = −1, 0, 1 har-
monics. Even with this approximation, the qualitative agree-
ment between the theoretical predictions and FDTD simulation
is good.

The FDTD simulation is performed by exciting the system
with a pulse centered at the frequency of interest. The incident,
reflected and transmitted power spectra are recorded. |S11|2
and |S21|2 are obtained by dividing the reflected and transmit-
ted power spectra by the incident power spectra (|S12|2 and
|S22|2 are obtained analogously). This excitation energizes a
range of frequencies simultaneously thereby producing entire
scattering spectra with a single simulation. In the presence
of time-varying materials, the scattering spectra will display
frequency mixing. In Figs. 2 (a) and (b) the reflected scattering
parameter exceeds 1 due to overlapping of multiple sidebands.
In another presentation [6], we discuss more details of time-
domain modeling of time-varying materials.
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Abstract—In this paper we present the development of 

feedstock materials, specifically tailored permittivity materials 

used in fused filament fabrication (FFF), for microwave 

applications. One of the major bottlenecks in utilizing additive 

manufacturing for useful radiofrequency (RF) applications is 

the lack of suitable materials. Flexible, high-dielectric constant 

and low dielectric loss tangent composite materials, consisting of 

a mixture of polymer and ceramic nanoparticles in controlled 

volume fractions, are manufactured. Effective medium 

approximations (EMA) to predict composite properties, such as 

Bruggeman approximations, are validated with measurements 

between 18 – 40 GHz and are presented.  

Keywords—additive manufacturing, composite materials, 

dielectric characterization, fused filament fabrication, antennas. 

I. INTRODUCTION

To reduce size, weight, power and cost (SWaP-c), military 
platforms have been evolving towards a more integrated design 
approach that efficiently utilizes all available space. In fact, to 
accommodate limited space constraints many commercial off-
the-shelf (COTS) systems will need to be replaced by custom 
designed and fabricated systems. In the case of RF antennas and 
electronic systems, this will require exploring innovative 
design methods, new materials and novel manufacturing 
approaches to realize cost-effective, customizable and 
conformal radar and communication systems that do not rely on 
standard COTS technologies. 

An attractive solution to this challenge is offered by the field 
of additive manufacturing (AM). While the current AM market 
has been growing rapidly, it is still built primarily around single 
material based systems, where the applicability of these 
systems to RF applications is limited. While very good progress 
has been made on the development of general multi-material 
AM printers less progress has been made on the development 
of materials designed specifically for use in RF applications, 
where the typical dielectric properties at RF or microwave 
frequencies of base materials are shown in Fig. 1 [1]. In many 
cases, the lack of suitable materials is the bottleneck that is 
preventing the applicability of this technology towards real-
world applications. 

In this paper we present our methods of addressing 
the material development concerns for AM-RF applications, 
by demonstrating flexible, high-dielectric constant and low 

dielectric loss tangent composite filaments feedstock materials 
that have been characterized between 18 – 40 GHz. 

Fig. 1. Reported electrical properties of various commercially available 
polymer filament materials used in FFF processes. These materials offer a 

relatively narrow range in dielectric constant. 

II. FABRICATION OF FLEXIBLE FILAMENTS AND SAMPLES

Composite materials were prepared using mixing techniques 
used by other research groups [2, 3]. Pellets of acrylonitrile 
butadiene styrene (ABS) were dissolved using acetone, 
afterwards a plasticizer, dibutyl phthalate (DBP), and a 
surfactant, octyl gallate (OG) were added in small 
concentrations. These additives are necessary, as the plasticizer 
acts as a lubricant between molecular chains in the polymer, 
enabling flexibility even with loading of ceramic powders; 
however, the addition of too much plasticizer negatively affects 
the composite by rendering it too elastic. The surfactant is used 
to prevent aggregation between the ceramic particles. 

Ceramic nanoparticles, (diameter < 800 nm) of BaTiO3, 
SrTiO3, or Ba0.67Sr0.33TiO3 are added in controlled amounts to 
the mixtures, in volume fractions between 15 – 30%, and 
allowed to homogenize within the matrix. We specifically 
selected nanoparticles over microparticles owing to their lower 
dielectric loss tangents at the expense of a reduced maximum 
relative permittivity. The suspension was spread onto a 
chemically inert tray where the acetone was allowed to 
evaporate. After fully evaporating, the composite slab was cut 
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into pieces and then ground into approximately 2 mm pellets. 
The composite pellets were extruded into 1.75mm diameter 
filaments using a single screw extruder at 190°C. We found that 
adding more than 40% ceramic powder resulted in a filament 
that was too brittle for use, even with the addition of plasticizer. 
To address this, we utilize a hopper-fed approach to printing 
samples, which we will expand in the future. 

These filaments were then printed into 150 mm x 150 mm x 

1-2 mm samples for dielectric characterization using an nScrypt
3Dn-300 multi-material platform. Print head and build plate
temperatures during deposition were set to 240°C and 110°C,
respectively. We also observed that as the loading of ceramic
inclusions increases, so too does the viscosity of the material.
Care needs to be exercised as these viscous materials are prone
to printing defects, such as voids, and we found that use off an
overlapping fill pattern minimizes such defects.

III. MATERIAL CHARACTERIZATION AND RESULTS

The composite sample plates were characterized using a 
free-space focused beam system (VNA model E8364B) between 
18 – 40 GHz, with the mean relative permittivity and dielectric 
loss tangents summarized in Table I. 

TABLE I. DIELECTRIC PROPERTIES OF ABS-COMPOSITE FILAMENTS 

Ceramic 

Inclusion 

Vol. Loading 

(%) 
Permittivity 

Loss 

Tangent 

BaTiO3 
25 7.01 0.011 

30 8.39 0.016 

Ba0.67Sr0.33TiO3 
20 4.72 0.029 

30 8.02 0.069 

SrTiO3 

15 4.10 <0.01 

20 5.39 < 0.01 

30 8.18 < 0.01 

The relative permittivity and dielectric loss tangent increase 
as the loading of ceramic increases. Surprisingly, all of the 
ceramic materials measure similar values of permittivity (εr ≈ 5 
at 20% and εr ≈ 8 at 30% loading) and is shown in Fig. 2 
compared to Bruggeman predictions. However, out of all the 
ceramic nanoparticles, ABS-SrTiO3 shows the most promise as 
a low-loss tangent candidate. 

Scanning electron microscope (SEM) images of a composite 
filament sample is presented in Fig. 3, which are used to 
determine the relative dispersion of ceramic nanoparticles 

within the polymer matrix. We observe that this mixing 
approach provided well-dispersed materials. 

IV. CONCLUSIONS

We have produced flexible filament composite materials for 
AM platforms that contain high dielectric constants and low 
dielectric loss tangents that are attractive for RF applications. 
These composites incorporate ceramic nanoparticles into an 
ABS matrix, aided by a plasticizer and surfactant. Sample plates 
using these materials were fabricated using an AM platform, and 
then characterized with a free-space focused beam system 
between 18 – 40 GHz, where predictions using EMA have been 
experimentally validated.  
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Fig. 3. SEM image of a ceramic nanoparticle-loaded ABS-composite filament 
showing well-dispersed particles within the polymer matrix. 
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Abstract ─ This paper demonstrates a shape synthesis 
technique for multi-mode dielectric resonator antennas 
using binary genetic algorithm and characteristic mode 
analysis. The cost function for the synthesis process is 
defined from characteristic modal parameters, such as 
modal quality factors and self-resonance frequencies. 
Since only modal parameters are involved in the cost 
function, the shape synthesis process is made independent 
of feeds. In the paper, we demonstrate the shape synthesis 
of a DRA with three self-resonant modes at 3 GHz. 

Index Terms ─ characteristic modes, dielectric resonator 
antennas, multi-mode antennas, shape synthesis. 

I. INTRODUCTION
Due to their compactness and high radiation 

efficiency at microwave and millimeter wave frequencies, 
dielectric resonator antennas (DRAs) have attracted a lot 
of attention since their initial investigation by Long [1]. 
However, most of the analysis and designs in literature 
are limited to DRAs of canonical geometries, such as 
cylindrical, spherical and rectangular blocks, partially 
because of the readily available analytical design formulas 
[2]. While the analytical and empirical design formulas 
serve the purpose for simple DRA designs, it limits the 
form factor and the search space of the design. Exploring 
DRAs of non-canonical geometries could provide new 
possibilities for DRA miniaturization, multi-mode DRAs 
and broadband DRAs. With recent advances in the 3D 
printing of high dielectric constant materials that can 
be applied to DRA design [3], there are opportunities 
to investigate novel 3D DRA geometries. Several 
unconventional DRA designs can be found in [4], [5]. 
However, the designs are still based on slight modification 
of the canonical geometry using a combination of 
intuition and parametric study. A more methodical search 
algorithm for the desirable DRA geometries would 
provide a more uniform approach to DRA design and 
potentially yield performance improvements. 

In this paper, we introduce a feed-independent shape 
synthesis technique for dielectric resonator antennas, 
as an expansion of our prior work on planar metallic 
antennas [6]. Though one interesting work on shape 
synthesis of DRAs has been reported in [7], our approach 

takes into account of the bandwidth of individual modes 
in optimization and also has fewer constraints on 
allowable geometry. 

II. SHAPE SYNTHESIS TECHNIQUE AND
IMPLEMENTATION

The shape synthesis technique we adopt relies largely
upon characteristic mode analysis in order to first create 
a resonator shape that supports modes with the desired 
properties. Characteristic mode theory (CMT) [8], a 
theory for the modal analysis of an antenna/scattering 
structure, solves the following eigenvalue equation: 

XJn=λnRJn,                                (1) 
where X and R are the imaginary and real parts of the 
method of moments (MoM) Z matrix, and λn and Jn 
are the eigenvalue and eigencurrent of the n-th mode. 
Depending on the way dielectric objects are modeled, the 
MoM Z matrix could be based on surface integral 
equation (SIE) or volume integral equation (VIE).  

As pointed out in [9], the VIE, though 
computationally heavier than the SIE, avoids the issue of 
non-physical modes in characteristic mode analysis of 
DRAs. Furthermore, the eigencurrents calculated from 
the VIE can be directly used to calculate Q factors from 
the source formulation as demonstrated in [9]. We 
therefore choose the VIE for our analysis here.  

An important parameter we will use in our 
optimization is the quality factor of each individual 
characteristic mode. Once having solved the characteristic 
eigenvalue equation, the characteristic modal Q factors 
of DRAs can be calculated from the characteristic modal 
current and charge distribution, as shown in [9]. 

A. Shape Synthesis Framework for Multi-mode DRAs
Our shape synthesis of DRAs is based on a

binary genetic algorithm, where the binary gene in the 
chromosome represents the presence or absence of a 
tetrahedron in the mesh. For the multi-mode DRA synthesis 
problem studied here, the goal is to search for an antenna 
geometry with multiple modes resonating at the same 
frequency, which could be useful for MIMO applications. 
To facilitate the optimization of broadband self-resonant 
DRAs, the cost function for the shape synthesis is defined 
from characteristic modal parameters as: 
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VwC
N

n
n 2

1
cost +=∑

=
,            (2) 

where nnn QMSwC +−= )1(1  represents the contribution 
from the n-th mode. MSn=1/|1+jλn| is the characteristic 
modal significance, and reaches the maximum of 1 at 
self resonance (λn=0). Qn is the modal Q factor, the 
minimization of which maximizes the bandwidth. V is 
the volume of the search geometry normalized to that of 
the complete geometry, the inclusion of which in the cost 
function removes unnecessary tetrahedra in the mesh while 
reducing size and weight. w1 and w2 are the weighting 
coefficients to be selected depending on the problem. 

III. DESIGN EXAMPLE
Following the shape synthesis technique explained 

in Section II, we demonstrate the shape synthesis 
process using an example. The complete structure before 
optimization has a dimension of 40×25×7.7mm3, as 
shown in Fig. 1 (a). The dielectric constant of the material 
is chosen as 23. The characteristic modal significance for 
the first three modes of the complete geometry are 
calculated and shown as dashed lines in Fig. 1 (d). The 
self-resonant frequencies correspond to the frequencies 
where MSn = 1, and we observe from Fig. 1 (d) that the 
three modes are resonant at 3 GHz, 2.8 GHz and 2.4 GHz 
respectively.  

For demonstration, we optimize the antenna geometry 
so that three modes are resonant at 3 GHz. The shape 
synthesis is conducted using a binary genetic algorithm 
with the cost function in (2) with three modes, a mutation 
rate of 10%, and the number of generations as 200. The 
weighting coefficients are selected as w1= 200, and w2= 
20 after several trials. In order to simplify the optimized 

geometry and expedite the convergence, we force 
geometric symmetry in x, y and z dimensions. Figs. 1 (b) 
and (c) show the top view and isometric view of the final 
optimized geometry. The modal significance of the first 
three modes of the optimized geometry is shown as solid 
lines in Fig. 1 (d). Comparing with the dashed lines, we 
notice that the resonance frequency of mode 2 has shifted 
from 2.8 GHz to 3.09 GHz and that of mode 3 has shifted 
from 2.4 GHz to 2.97 GHz, while the resonance 
frequency of mode 1 has slightly shifted up (3.3 GHz) as 
a trade-off. Table 1 compares the modal significance and 
the modal Q factors of the three modes before and after 
optimization. It is obvious from the modal significance 
that all three modes are very close to resonance at 3 GHz 
after shape synthesis. It is also worth noting that the Q 
factors of the three modes are optimized as well, with 
that of mode 2 being significantly reduced from 118 to 8 
after optimization. 
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Fig. 1. (a) The complete antenna geometry (Rect), (b) 
top view, and (c) isometric view of the optimized 
antenna geometry (GA), (d) the modal significance 
before (dash) and after (solid) optimization. 

Table 1: Comparison of modal significance and modal 
Q factors before and after optimization at 3 GHz 

Modes MS (Before) MS (After) Q (Before) Q (After) 
Mode1 1 0.95 2.2 1.7 
Mode2 0.15 0.85 118 8 
Mode3 0.29 0.97 11 9.6 
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Abstract ─ We describe the additive manufacturing 

results pertaining to a multi-function antenna aperture. 

The antenna consists of customized high dielectric and 

low loss feedstocks as the enabling technology. The 

3D printed prototype shows agreement with simulation 

while providing excellent performance. 

Index Terms ─ additive manufacturing, 3D printing, 

dual-band antenna, dual polarization, hybrid dielectric. 

I. INTRODUCTION
Additive manufacturing (AM) allows engineers to 

re-think the RF design space. AM facilitates complex 

designs that required properties not achievable by current 

manufacturing methods. The 3D and hybrid-material 

approaches needed to achieve these designs makes AM 

critical to the future of radio frequency (RF) systems. 

Industry has yet to develop and characterize 

electromagnetic properties of AM feedstocks for antennas. 

Recent research into the composition of high dielectric 

feedstocks for AM opens the design space for printed 

hybrid material antennas [1],[2]. We propose a dual band 

antenna utilizing hybrid dielectric substrates to shrink 

the footprint of the low frequency antenna element. For 

this investigation, we design the dual-band antenna for 

S-band and X-band respectively. Each of these elements

achieves both vertical and horizontal polarization via

a pair of orthogonal pin feeds for each element. We

perform all simulations using the finite difference time

domain (FDTD) solver of CST Studio Suite 2019.

II. ANTENNA DESIGN
We base the hybrid substrate shared aperture 

antenna on a previously documented shorted annular 

ring and concentric patch antenna [3]-[5]. Figure 1 (left) 

shows the geometry of the dual band antenna on the 

hybrid substrates, and Fig. 1 (right) shows the layout of 

the concentric hybrid substrates themselves. Table 1 

shows the dimensions of the geometries given in Fig. 1. 

Using a substrate of εr2=6.15 instead of εr1=2.65 under 

the S-band element allows us to shrink the footprint of 

the antenna by 32%. 

Orthogonal microstrip pin feeds achieve either 

vertical or horizontal polarization at both S- and X-

bands. Figure 2 shows the locations of the orthogonal pin 

feeds for both the annular ring and the concentric patch. 

We use a shorting wall, shown in Fig. 2, to short the 

annular ring at its inner perimeter. This cancels surface 

waves on the dielectrics by suppressing the dominant 

mode, and helps increase isolation between both the 

cross polarization ports in the same frequency band and 

the isolation between the ports in the S- and X-bands. 

Fig. 1. Top view geometry of the dual band antenna (left) 

and layout of the hybrid substrates (right). 

Table 1: Dimensions of Fig. 1 in millimeters 

L1 L2 L3 L4 D r1 r2 

36.7 22.57 10.23 7.08 5.05 2.65 6.15 

Fig. 2. Transparent schematic view of the dual band 

antenna and the 50Ω pin feed network. 

Figure 3 shows a to-scale 3D printed prototype of 

the antenna shown in Fig. 2. The antenna shown in Fig. 

3 utilizes a microstrip stack of a silver ink layer, hybrid 
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custom dielectric layer, and a copper ground layer. All 

conductive layers are 0.1 mm thick. The hybrid substrate 

layer is 5.05 mm thick. The total profile of the antenna is 

5.25 mm. 

III. EXPERIMENTAL RESULTS
We show the measured versus simulated return loss 

and realized gain of the dual band antenna at S-band in 

Fig. 4 and Fig. 5 as well as at X-band in Fig. 6 and Fig. 

7. We measured all realized gain versus frequency

measurements at boresight to the antenna. We see

general agreement at both bands for all measurements.

One discrepancy is in the S-band realized gain where

measurements show a drop out at resonance of 6 dB. We

believe this is due to poor isolation between the

orthogonal ports at S-band at resonance, but this

warrants further investigation. We attribute measured

differences in the return loss to manufacturing tolerances

since the pin fed patch is an extremely resonant type of

feed. This is more apparent at X-band frequencies where

tolerances become electrically larger.

Fig. 3. Prototype dual band antenna of Fig. 1 produced 

visa additive manufacturing. 

Fig. 4. Return loss comparison at S-band ports. 

Fig. 5. Realized gain comparison at S-band ports. 

Fig. 6. Return loss comparison at S-band ports. 

Fig. 7. Realized gain comparison at X-band ports. 

IV. CONCLUSIONS
This article shows that AM customizes dielectric 

properties to optimize antenna designs, and achieves 

robust measured data compared to simulation. AM 

enables complex antenna designs combining multi-

functionality into a single aperture that would be 

expensive and cumbersome using traditional methods. 

Future work includes researching conductivity of AM 

inks, increasing achievable dielectric constants of AM 

materials, researching coupling issues, and broad banding 

the multi-function antenna through future AM advances. 
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Abstract ─ Circular waveguide hybrid coupler operating over a 

frequency range of ISM 57-64 GHz, additively printed and 

metal plated using electroless technique is introduced. Effects 

of orientation of print and thickness of intricate structures on 

the performance of circular waveguide hybrid coupler are 

presented. The structure is printed using commercially available 

stereolithographic (SLA) printer. Circulatory system operated 

by a peristaltic pump is used for selective silver deposition of 

the hybrid coupler. 

Index Terms ─ 3D printing, circular waveguide hybrid coupler 

and electroless silver deposition. 

I. INTRODUCTION
Different 3D printing processes are used for fabrication of 

microwave and millimeter-wave components in lesser time and 

cost. These techniques are stereolithography (SLA), polyjet, 

digital light processing (DLP), selective laser melting (SLM) 

and various others. Various structures fabricated using these 

additive manufacturing techniques are discussed in [1]. Print 

inaccuracies can lead to degraded performance. Inaccuracies 

introduced during printing and their impact on the performance 

of the structure is analyzed in [2]. Waveguide components are 

often modified for ease of fabrication and metal deposition [3]. 

Metal deposition is an important step that follows 3D printing. 

Metal deposition using electroless methods is discussed in [4].  

This article aims to draw attention on the 3D printing 

inaccuracies and their effects on the performance of the 

structure. Simulation results of hybrid coupler are compared 

with measured structure with print inaccuracies. Figure 1 shows 

the CAD model and the fabricated model of the circular 

waveguide hybrid coupler. Figure 2 focusses on the intricate 

structures of the coupler. The group of ridges at the center of 

the structure and the vertical posts are prone to inaccurate 

prints. The authors aim to focus on the deviation between 

measured and simulated results due to print inaccuracies. High-

frequency Structure Simulator (HFSS) is used for carrying out 

simulations of the hybrid assuming perfectly conducting 

electric walls). 

Fig. 1. Fabricated model (top) and CAD model (bottom) of 

coupler. 

Fig. 2. Delicate structures inside the circular waveguide hybrid 

coupler. 

II. 3D PRINTING OF THE HYBRID COUPLER
The hybrid coupler is printed in different orientations along

x- and y-axis on the build plate for accurate prints of the group

of ridges. On printing the hybrid horizontally on the build plate,

two among the four ridges supported by the internal post in

the structure are printed accurately while, the other two

unsupported ridges get deformed. In the next iteration the
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structure is printed at incremental angles from 10 to 30 degrees 

with respect to x- and y-axis. Figure 3 compares the printed 

ridges at the center of the structure for angle of print 10 and 30 

degrees respectively. Clearly the ridges are printed accurately 

at higher elevation. 

Fig. 3. Printed structure at 10 degree (left) and 30 degree (right) 

elevation along x- and y-axis. 

A comparison of the printed posts of diameter 0.2 mm and 

0.42 mm for similar curvature are shown in Fig. 4. Clearly, the 

0.42 mm diameter post is printed accurately than the 0.2 mm 

diameter post.   

Fig. 4. Printed post of diameter 0.2 mm (left) and 0.42 mm 

(right). 

III. MEASURED RESULTS

A. Equation formatting

This section discusses the effects of printing inaccuracies

on the performance of the structure. The measured structure has 

inductive post of diameter 0.2 mm, printed at an elevation of 10 

degrees to x- and y-axis. The hybrid coupler is metal plated 

using electroless silver deposition technique discussed in [4]. 

Figures 5 and 6 show the measured and simulated results. 

Figure 6 shows the unequal power division at the output ports. 

Figure 7 shows the error encountered in path length between 

input and output due to fabrication inaccuracies. 

Fig. 5. Measured and simulated phase difference between 

output ports. 

Fig. 6. Measured and simulated magnitude distribution at output 

ports when PORT 1 (top) and PORT 2 (bottom) are excited. 

Fig. 7. Difference in path length between input and output ports. 

VI. CONCLUSION
This paper summarizes the performance variations 

observed in a hybrid coupler due to print inaccuracies. Unequal 

power distribution at output and significantly different path 

lengths are some of the effects of print inaccuracies. These 

results can be leveraged to understand similar 3D printed 

microwave components with delicate structures. 
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On the Crosstalks between a Pair of Transmission 

Lines in the Presence of a 3D Printed Electrifi Trace 

Abstract—The technology of additive manufacturing results in 

3D printing of conductive traces in radio frequency circuits. This 

creates a plethora of possibilities in realizing flexible and wearable 

electronics. While the prototypes of microstrip transmission lines 

and antennas have been recently reported, there is now a need of 

Electromagnetic Compatibility based study of such 3D printed 

conductive traces. This paper presents a comparative study on the 

near end and far end unintentional crosstalk components between 

a pair of microstrip transmission lines made of Copper in the 

presence of a 3D printed conductive trace made of a commercially 

available conductive filament, Electrifi. Any physical contact with 

the 3D printed trace has been purposefully averted to discard the 

high contact resistance between the trace and such contacts. 

Keywords—additive manufacturing, crosstalk, electrifi, EMC 

analysis, transmission lines. 

I. INTRODUCTION

Additive manufacturing (AM) technology has been gaining 
popularity among researchers [1] - [3] in realizing radio 
frequency (RF) circuits for applications such as Internet of 
Things (IoT), health monitoring, sports monitoring, and 
consumer electronics. Researchers have recently demonstrated 
that it is now possible to develop printed microstrip transmission 
lines (TLs) [1] – [2] and simple microstrip antennas [3] by 
incorporating the economic fused filament fabrication (FFF) 
method of AM technology. Specifically, a commercially 
available conductive filament [4], Electrifi, was used in 
designing such RF circuits. Now, it is imperative to perform 
an electromagnetic compatibility (EMC) analysis on such a 
material to better understand its suitability for use in the 
proximity of other RF circuitry. One of the major aspects of 
EMC analysis is to find out the crosstalk or noise coupling 
components of the printed transmission lines. To the best of the 
authors’ knowledge, this paper presents for the first time an 
EMC analysis of a 3D printed Electrifi based trace in the 
proximity of a pair of copper-based microstrip TLs. Specifically, 
the pair of copper-based microstrip TLs was initially prototyped 
(“setup a”) and validated by comparing the measured near-end 
and far-end crosstalk elements with a full wave simulation 
model. Next, the Electrifi based trace was placed in between the 
copper-based TL (“setup b”) and the measurement was again 

taken. Finally, an equivalent full-wave simulation model was 
designed and presented for comparison. It must be noted here 
that to prevent any error in the study due to reported high 
resistive contact between the Electrifi based trace and 
connectors [1], the authors purposefully avoided usual study 
cases which might involve a physical contact between the 3D 
printed Electrifi trace and connector(s). 

II. METHODOLOGY AND FABRICATION OF PROTOTYPE

Two test setups were considered to test the interaction of 
the 3D printed Electrifi 50 Ω trace, when placed between two 
standard 50 Ω microstrip TLs, as shown in Fig. 1. Both the 
setups (a) and (b) were prototyped on Rogers TMM4 [5] (εr = 
4.5 and tan δ = 0.0020) with a thickness of 1.52 mm with 35µm 
copper cladding on the bottom (i.e., grounded substrate). The 
Electrifi trace in setup (b) was fabricated using a Creality CR-10 
printer by FFF process. The 3-D printing settings mentioned in 
[2] were followed. The manufactured prototypes are shown in
Fig. 2. The fabricated prototypes were also full-wave modeled
in HFSS [5].

Fig. 1. Diagram of the two test setups on a 1.57 mm thick Rogers TMM4 
substrate (bottom plane  grounded), involving (a) only a pair of 50 Ω 

microstrip TLs, and (b) with a presence of the 3D printed Electrifi 50 Ω trace 

in-between. Dimensions: A = B = 50 mm, C = 8 mm and D = E = 2.6mm. 

III. SIMULATION AND MEASUREMENT VALIDATION RESULTS

All the measurements were performed using a Keysight
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E5071C 100 KHz – 8.5 GHz ENA series network analyzer. The 
network analyzer was set from 1GHz to 5GHz with 1601 points 
before calibration. The prototypes of setups (a) and (b) are 
shown in Figs. 2 (a) and (b), respectively. The ports not being 
measured were terminated each time with a 50 Ω load. Followed 
by a two-port (SOLT) calibration in the network analyzer, the 
magnitudes of the near-end coupling components (S31 and S42) 
and the far-end coupling components (S32 and S41) were 
measured for both setups. Fig. 3 demonstrates the near end 
coupling components (S31 and S42) for both setups. It was 
observed that in the presence of Electrifi trace between the two 
regular copper TLs, the near end coupling voltage changes 
significantly at the resonant frequencies. Fig. 4 shows the far end 
coupling voltages (S31 and S42) for both the cases. A significant 
change in the far end coupling components was also observed 
with the addition of 3D printed trace between the two regular 
copper TLs. Overall, a fair agreement between measurements 
and full-wave simulation can be observed. 

(a)  (b) 

Fig. 2. Prototype of the two test setups on a 1.57 mm thick Rogers TMM4 
substrate (bottom plane  grounded), involving (a) only a pair of 50 Ω 

microstrip TLs, and (b) with a presence of the 3D printed Electrifi 50 Ω trace 

in-between. 

    (a) 

    (b) 

Fig. 3. Near End Coupling components (a) without 3D printed trace and (b) 
with 3D printed trace. 

    (a) 

    (b) 

Fig. 4. Far End Coupling components (a) without 3D printed line (case 1) and 

(b) with 3D printed line (case 2).

IV. CONCLUSION

An analysis of the unintentional noise crosstalk between two 
regular copper TLs in the presence of a conductive Electrifi 
filament-based 3D printed trace is presented here. Two 
prototypes were tested: “without 3D printed trace” and “with 3D 
printed trace”. The full wave simulated model and measured 
near and far end noise coupling scattering parameters for both 
the cases were presented for validation. An overall agreement 
between simulations and measurements were observed.  

ACKNOWLEDGMENT 

This material is based upon work supported by the National 
Science Foundation South Dakota EPSCoR under Grant No. 
1849206 and South Dakota Board of Regents under FY21 
Competitive Research Grant. The authors declare no competing 
financial interest. 

REFERENCES 

[1] S. Roy, M. B. Qureshi, S. Asif, and B. D. Braaten, “A Model for 3D
Printed Microstrip Transmission Lines using Conductive Electrifi 
Filament,” 2017 IEEE International Symposium on Antennas and 
Propagation, California, USA, July 9-14, 2017. 

[2] D. Mitra, R. Striker, B. D. Braaten, A. Aqueeb, K. S. Kabir, and S. Roy,
“On the Design of An Improved Model of Additively Manufactured 
Microstrip Transmission Lines for Radio Frequency Applications,” 2019 
IEEE International Conference on Electro Information Technology (EIT),
Brookings, SD, USA, 2019, pp. 182-184. 

[3] F. Pizarro, R. Salazar, E. Rajo-Iglesias, M. Rodríguez, S. Fingerhuth, and 
G. Hermosilla, “Parametric study of 3D additive printing parameters
using conductive filaments on microwave topologies,” in IEEE Access,
vol. 7, pp. 106814-106823, 2019. 

[4] Multi3D. [online] Available: www.multi3dllc.com

[5] Rogers Corporation [online] Available: www.rogerscorp.com 

[6] 2016 Ansys Inc., Available: https://www.ansys.com

  MITRA, KABIR, CLEVELENAD, STRIKER, BRAATEN, YE, ROY: ON THE CROSSTALKS BETWEEN A PAIR OF TRANSMISSION LINES1287

http://www.rogerscorp.com/


Calculating Scattering Spectra using Time-domain
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Abstract—Obtaining agreement between theoretical predic-
tions that assume single-frequency excitation and finite-difference
time-domain (FDTD) simulations that employ broadband excita-
tion in the presence of time-varying materials is challenging due
to frequency mixing. A simple solution is proposed to reduce
artifacts in FDTD-calculated spectra from the frequency mixing
induced by harmonic refractive index modulation applicable to
scenarios in which second order and higher harmonics are negli-
gible. Advantages of the proposed method are its simplicity and
applicability to arbitrary problems including resonant structures.

Index Terms—cavity resonators, finite-difference time-domain
method, time-varying circuits.

I. INTRODUCTION

The finite-difference time-domain method (FDTD) can gen-
erate entire scattering spectra in a single simulation run by
exciting the system with a broadband source. The scattering
parameters are calculated by dividing the scattered power
spectrum by the incident power spectrum. However, in the case
of time-modulated systems, one must exercise caution when
calculating the scattering coefficients by dividing the scattered
power by the incident power due to the frequency mixing
caused by the modulation. Here, we explore the severity
of this problem by comparing FDTD simulation results to
theoretical predications, and we propose a simple solution
to improve the agreement between theory and simulation in
time-modulated systems. This problem has been previously
addressed in the context of scattering from space-time mod-
ulated metasurfaces [1]; however, extension of that technique
to resonant structures such as those analyzed here has not yet
been reported. An advantage of the approach reported here
is its simplicity, requiring only two executions of a standard
pulse scattering simulation and minimal post-processing.

II. COUPLED MODE ANALYSIS OF MODULATED SYSTEM

Fig. 1 (a) illustrates the coupling of two generic resonators
that are each coupled to a waveguide. Fig. 1 (b) shows
the system geometry that was simulated using FDTD. Of
particular interest is the modulation of the refractive index
via the electrooptic effect and an applied voltage. Modulating
the refractive indices of the cavities introduces a small signal
perturbation to the resonance frequency ω0 + δω cos(ωmt)
where δω is the change in resonance frequency due to the
refractive index change. In another presentation [2] we show

how the system can be designed to transmit near unity power at
the resonance frequencies of the coupled cavities (ω0±κ) when
the modulation is off (δω = 0) and to reduce transmission to
less than 1% when the modulation is applied as shown in
Fig. 1 (b).
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Fig. 1. (a) Generic depiction of two coupled resonant cavities each of which
is coupled to a waveguide. ω0 is the resonance frequency of an isolated
resonator. κ is the coupling rate between the two cavities. d is the coupling
rate between one cavity and one waveguide. (b) Depiction of the system
modeled using FDTD. (c)-(f) Comparison between CMT and FDTD results:
(c) when there is no applied modulation; (d) in the presence of modulation
with normalized modulation frequency ωm = 0.005 and amplitude δω =
0.0031; (e) in the presence of modulation and a multi-frequency CMT model
is used; (f) when the first order harmonics are canceled from the FDTD results.

Working in the coupled-cavity basis, the coupled mode
theory (CMT) equations describing the dynamics of the system
in Fig. 1 (a) are given by ȧ = [−iΩ−iδΩ(t)−Γ]a+

√
2DTsinc

where a =
[
a+(t) a−(t)

]T
represents the energy in the even

(+) and odd (−) coupled cavity modes, Γ is a diagonal matrix
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with γ on the diagonal, Ω is given by:

Ω =

[
ω0 + κ 0

0 ω0 − κ

]
, (1)

and

D =
1√
2

[
d d
d −d

]
. (2)

d is the coupling rate between the cavity and the waveguide.
sinc =

[
si1 si2

]T
is a vector describing the incident field

amplitudes in ports 1 and 2 [3]. In the presence of waveguide
coupling, the loss rate decomposes into γ = γi + γc where
γi is the intrinsic cavity loss rate, and γc is the loss rate due
to cavity coupling. The loss rate is related to the waveguide
coupling parameter d via d2 = 2γc. In the coupled-cavity basis
δΩ(t) is given by:

δΩ(t) =

[
0 δω cos(ωmt)

δω cos(ωmt) 0

]
. (3)

The scattered wave amplitude into ports 1 and 2 is determined
using sref = −sinc+Da where sref =

[
sr1 sr2

]T
represents

the amplitudes of the outgoing waves in ports 1 and 2 [3].
To solve the CMT equations, one must introduce the ansatz

a±(t) =
∑

n a±,ne
−i(ω+nωm)t and solve for the Fourier series

coefficients a±,n. The equations governing a±,n are:

[−i(ω + nωm − w0 − κ) + γ]a+,n+

δω

2
(a−,n+1 + a−,n−1) = dsi1δn,0, (4)

and

[−i(ω + nωm − w0 + κ) + γ]a−,n+

δω

2
(a+,n+1 + a+,n−1) = dsi1δn,0, (5)

assuming incidence from port 1. Exact solutions to these equa-
tions do not exist, so the Fourier series must be truncated. We
discovered that the solution for a±,n ∼ (δω)n. So if δω � ω0,
then keeping only the first order harmonics n = −1, 0, 1 is
justified.

III. TIME-MODULATED CAVITIES

Fig. 1 (c) displays the reflection (|S11|2) and transmission
(|S21|2) coefficients determined using FDTD when no mod-
ulation is applied to the cavities (δω = 0). The system is
excited by a broadband pulse in port 1. The incident and
scattered powers are measured in ports 1 and 2. The plot
shows significant power transmission at the coupled-cavity
resonances (ω0±κ) but little transmission at other frequencies.
The agreement between the CMT results and the FDTD results
is good. Fig. 1 (d) shows the scattering spectra when the
modulation is applied, and less agreement between the CMT
and FDTD results is observed. The reason for this disagree-
ment is that the system is excited by a continuous range of
frequencies; whereas, the CMT model assumes excitation by a
single frequency. To confirm this hypothesis, we can remove
the delta functions in Eqs. 4 and 5 which introduces input
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Fig. 2. Comparison between CMT and FDTD using the odd-order harmonic
cancelation scheme. (a) and (c) change the modulation frequency while
keeping δω = 0.0031. (b) and (d) change the modulation amplitude while
keeping ωm = 0.005.

energy at all harmonic frequencies ω + nωm. The result is
shown in Fig. 1 (e) where the agreement between CMT and
FDTD results is improved.

Returning to the observation that a±,n ∼ (δω)n, we
surmised that if two FDTD simulations are run where the first
is run normally, and then a second is run with δω → −δω
and the scattering spectra of the two are added, then the
odd-order harmonics will be filtered out. Fig. 1 (f) depicts
the comparison of FDTD results obtained in this manner
with CMT calculations assuming single-frequency excitation
showing good agreement.

The technique of running two FDTD simulations with the
sign of the perturbation reversed is applicable only when
the contributions from a±,±1 are the dominant terms caus-
ing disagreement between single-frequency CMT and pulsed
excitation FDTD. Fig. 2 explores regions of validity of this
assumption. Figs. 2 (a) and (c) consider modulation frequen-
cies ωm = 0.003 and 0.007. As the modulation frequency
increases, the interference from uncanceled second order
harmonics decreases and the agreement improves. Figs. 2
(b) and (d) consider δω values 0.0055 and 0.0016. As the
modulation modulation amplitude decreases, the interference
from uncanceled second order harmonics decreases and the
agreement improves.
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Abstract—We describe the construction, analysis, and imple-
mentation of arbitrary-order local radiation boundary condition
sequences for Maxwell’s equations. In particular we use the
complete radiation boundary conditions which implicitly apply
uniformly accurate exponentially convergent rational approxi-
mants to the exact radiation boundary conditions. Numerical
experiments for waveguide and free space problems using high-
order discontinuous Galerkin spatial discretizations are pre-
sented.

Index Terms—radiation boundary conditions, time-domain
methods.

I. INTRODUCTION

The radiation of energy to the far field is a central feature

of electromagnetism. As such, efficient, convergent domain

truncation algorithms are a necessary component of any soft-

ware for simulating electromagnetic waves in the time domain.

Complete radiation boundary conditions (CRBC), introduced

for acoustics in [1], are, in our view, an ideal solution to

this problem. In particular they have a number of advantages

relative to the popular perfectly matched layers (PML) [2].

Most importantly:

i. They are provably spectrally convergent and the

required parameters can be chosen automatically to

guarantee any required accuracy;

ii. The computational boundary can be placed arbitrarily

close to scatterers or other inhomogeneities.

In this paper we will outline the theory behind the method,

discuss the auxiliary equations which must be solved, and

show some results from simple numerical experiments using

high-order discontinuous Galerkin (DG) discretizations [3].

II. EXACT RADIATION CONDITIONS AND LOCAL

APPROXIMATIONS

Consider Maxwell’s equations in a uniform dielectric half-

space, x1 > 0:

ǫ
∂E

∂t
= ∇×H, µ

∂H

∂t
= −∇× E.

We imagine the computational domain to be located in x1 < 0
with x1 = 0 being the radiation boundary. The model used in

x1 < 0 may contain complex scatterers, dispersive media, and

other complexities. It is possible to generalize our construction

to the case of stratified media (see [4] for the acoustic case)

and dispersive models [5] extending into the far field, but here

we will restrict ourselves to the simplest case.

An exact radiation condition with c = 1/
√
ǫµ and α =

√

µ
ǫ

is given by [6]:

2

c

∂

∂t
(E2 − αH3) +R (E2 − αH3) = α

∂H1

∂x3

−
∂E1

∂x2

, (1)

2

c

∂

∂t
(E3 + αH2) +R (E3 + αH2) = −α

∂H1

∂x2

−
∂E1

∂x3

. (2)

Here R is a nonlocal operator defined in terms of the spatial

Fourier transform F on the hyperplane x1 = 0 and a

convolution in time with a Bessel kernel:

Rw = F−1 c|k|2K(c|k|t) ∗ (Fw)
)

, K(z) =
J1(z)

z
.

(A similar formula holds on a spherical boundary [6].)

It is possible to construct efficient, low-memory algorithms

to evaluate these nonlocal operators [7], [8], which could be

a useful alternative for waveguide geometries or scatterers

which can be snugly fit by a spherical radiation boundary.

With CRBC we approximate the nonlocal operator R using a

sequence of auxiliary fields which satisfy hyperbolic equations

on the radiation boundary. Advantages of the local approach

are relative ease of implementation (no spatial transforms are

required) and the possibility to use a rectangular cuboid or a

more general polyhedron as the radiation boundary.

Fundamentally the local methods implement rational ap-

proximations in frequency space to the Laplace transform of

the temporal convolution kernel K ,

K̂(s) =
1

s+ (s2 + c2|k|2)
1/2

.

We demand an accuracy τ uniformly on an inversion contour

ℜs = T−1 where T is the simulation time. Assuming a

separation δ > 0 from sources and scatterers we guarantee

this accuracy with a CRBC using P auxiliary fields and [1]:

P ∝ ln

(

cT

δ

)

· ln

(

1

τ

)

.

Optimal approximants are easily computed. They are defined

via certain parameters aj and a code for their computation

given the error tolerance τ and the dimensionless parameter
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η = cT/δ can be found at www.rbcpack.org. The approxi-

mations are extraordinarily efficient. For example, if we take

τ = 10−4 and η = 103 then P = 9 suffices.

III. CRBC SYSTEM

The CRBC system on a face with normal e1 is defined via a

collection of parameters aj mentioned above. It is most easily

understood using the normal characteristic variables, which we

also note are what appear in (1)-(2). They are:

w± =

(

E2 ± αH3

E3 ∓ αH2

)

, wtan =

(

E1

αH1

)

.

Written in terms of these variables Maxwell’s equations take

the form:

∂w+

∂t
+ c

∂w+

∂x1

+ cS+

(

∂

∂x2

,
∂

∂x3

)

wtan = 0

∂w−

∂t
− c

∂w+

∂x1

+ cS−

(

∂

∂x2

,
∂

∂x3

)

wtan = 0

∂wtan

∂t
+ cStan

(

∂

∂x2

,
∂

∂x3

)

(

w+, w−
)

= 0,

where S+,−,0 are linear partial differential operators. We now

introduce auxiliary fields (w+

j , w
−

j , w
tan

j ), j = 0, . . . , P and

solve for j = 1, . . . , P :

(1 + a2j)
∂w+

j

∂t
+

1− a2
2j

Ta2j
w+

j + S+wtan

j =

(1− a2j−1)
∂w+

j−1

∂t
−

1− a2
2j−1

Ta2j−1

w+

j−1
+ S+wtan

j−1
,

(1 + a2j−1)
∂w−

j−1

∂t
+

1− a2
2j−1

Ta2j−1

w−

j−1
+ S−wtan

j−1
=

(1− a2j)
∂w−

j

∂t
−

1− a2
2j

Ta2j
w−

j + S−wtan

j ,

∂wtan

j

∂t
+ Stan

(

w+

j , w
−

j

)

= 0.

Additionally we impose data from the interior related to w+

0

and a termination condition on w−

P - the precise choices of

these may be implementation-dependent. The equations solved

on faces with different normals are analogously defined. For

our DG schemes we use w
+,−,tan
0

as the outside states to

define fluxes at the outer boundary of the mesh; full details

will appear elsewhere.

For waveguide problems the auxiliary variables simply

inherit the boundary conditions satisfied by the corresponding

physical fields. For exterior problems we impose relations at

edges and corners to close the system. These involve multiply-

indexed auxiliary variables associated with the adjoining faces:

P 2 at an edge and P 3 at a corner.

We note that a completely different approach to implement-

ing the local boundary conditions is based on defining the aux-

iliary functions in a small layer. Termed the double absorbing

boundary (DAB) formulation [9], the method has advantages

for second order formulations of Maxwell’s equations and for

finite difference discretizations. In particular we have used to

implement CRBC in conjunction with the Yee scheme [10],

which we have made available at www.rbcpack.org. We have

also used it for high order difference methods [11].

IV. NUMERICAL EXPERIMENTS

Here we demonstrate the accuracy of the method with DG

discretizations of the TM system in two space dimensions.

Further results, including computations in three space dimen-

sions, will be presented in the talk. We consider initial value

problems in a waveguide of width 1 and in free space. For the

waveguide problem the computational domain is (−1, 1) ×
(0, 1) with PEC boundary conditions imposed at x2 = 0, 1
and the CRBCs imposed at x1 = ±1. Exact solutions are

given by appropriate derivatives of solutions of the scalar wave

equation produced by a point source centered near (0, 0.1)
with time amplitude exp (−125(t+ .475)2). For the free space

problem the computational domain is (−1, 1)× (−1, 1) with

CRBCs imposed at all four boundaries. This requires the

corner closures alluded to above at the four corners of the

domain. The exact solution is now produced, using the same

prescription as above, with a free space solution of the wave

equation produced by the point source centered near the origin.

We take ǫ = 0.8, µ = 1.25 and solve up to T = 100.

Since the radiation boundaries are a distance 1 from the source

we set η = 100. We use an upwind DG discretization with

polynomial degree 9 and square elements of width 1/12, time

stepping using eighth order order Taylor series with ∆t =
1/600. We compare results with P = 5 and P = 9. For

these choices the a priori error bounds are 5.6 × 10−4 and

3.7 × 10−6 respectively. The actual maximum relative errors

in the computations were approximately the same for each

case and were below tolerance: 3.7× 10−4 and 2.6× 10−6.
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Abstract—Understanding the evolution of Universe is, in 
the forefront of, the modern day observational cosmology. It 
requires precise and accurate measurement of cosmological 
signal, orders of magnitude weaker than the bright sky 
background. Detection of such a signal having distinct spectral 
signature, needs an antenna with frequency independent 
characteristics over more than an octave bandwidth. A 
spherical monopole antenna has been designed to operate in 
the frequency range 50-200 MHz with a spectral smoothness of 
about few parts in 104. The structure has been modeled and 
optimized using WIPL-D, to minimize spectral features arising 
out of abrupt reflections of surface currents and frequency 
dependent radiation patterns. A prototype has been built to 
validate the design. This paper presents the methodology 
adopted in the overall antenna design, experiences in its 
prototyping and simulation and the measurement results. 

Keywords—Antenna, cosmic microwave background 
radiation. 

I. INTRODUCTION

Continuous efforts are being made to get a better 
understanding of the thermal history of the Universe. 
Astrophysical evolution over cosmic times is predicted to 
distort the spectrum of the primordial cosmic microwave 
background radiation. In the evolutionary process of the 
Universe, Epoch of reionization (EoR) is considered as an 
important period during which the universe had a complete 
transformation from its neutral state to ionized state. Spin 
flip transition in neutral hydrogen during this era resulted in 
the generation of 21cm signal corresponding to 1420 MHz. 
This signal is predicted to distort the spectrum of cosmic 
microwave background radiation and appear today at red 
shifted frequency range of 50-200 MHz due to the 
cosmological expansion of the Universe [1]. The magnitude 
of the distortion (~20mK) is predicted to be orders of 
magnitude weaker than the bright sky background (~3000K) 
at these frequencies. Hence, detection of such a signal 
requires a wideband antenna free from spectral features.  

 

It is an engineering challenge to design an antenna of 
more than an octave bandwidth with frequency independent 
characteristics. Frequency dependent radiation and impedance 
characteristics and squint in the antenna pointing in the sky 
result in undesirable features similar to the cosmological 
signal of interest, in the antenna’s spectral response. We 
have designed a spherical monopole antenna to operate in its 
non-resonant mode in the frequency range of 50-200 MHz. 
It has, i) a return loss of more than 10 dB at the highest 
frequency and an acceptable 0.05 dB at the lowest 
frequency, ii) frequency independent radiation patterns, and 
iii) spectral response smooth to an extent of few parts in
104. Sections below describe design methodology adopted,
fabrication details, measurement and simulation results and
summary of work carried out.

II. DESIGN METHODOLOGY

Literature lists [2] as ultra wide band spherical monopole 
antenna. We have appropriately modified it to suit our 
requirement. While modifying it, it is, i) made electrically 
small at the highest operating frequency to achieve frequency 
independent radiation patterns, and ii) shaped to minimize 
reactive component of antenna impedance. Cone introduced 
at the feeding section for impedance match is made to 
intersect the sphere at the top tangentially to ensure smooth 
transition at their line of contact. The structural dimensions 
of the antenna are optimized in WIPL-D to reduce the 
undesirable features in the spectral response caused by the 
multiple reflections of the surface current. While this is 
carried out, the dielectric constant and conductivity are 
assumed to be 13 and 0.005 S/m. The simulated structure 
with real earth around and its schematic showing dimensions 
symbolically are shown in Figs. 1-2. The optimized 
dimensions expressed as fractions of design wavelength of 
1333mm are: i) radius of sphere (r3)=0.11, ii) radius of 
feeding conic section at the top (r2)=0.0765, iii) radius of 
feeding conic section at the bottom (r1)=0.0045, iv) gap at 
the feeding section (g0)=0.001, v) radius of metallic reflector 
(a0)=0.3, and vi) length of monopole antenna (L)=0.26.  

III. FABRICATION DETAILS

The fabricated antenna is shown in Fig. 3. It has mainly 
two parts: i) conic section at the feeding point and ii) sphere 
on top as radiator. Conic section is fabricated by turning an 
aluminium cylinder block to the desired shape and spherical 
radiator is fabricated using metal spinning process. The 
metal spinning is a cold forming process of forming a blank 
metal sheet into the desired shape. The excitation of the 

Fig. 1. Simulated spherical 
monopole antenna structure. 

Fig. 2. Schematic diagram of the antenna 
structure with real earth below. 
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antenna is done using SMA pin-jack arrangement as shown 
in Fig. 4. Pin is made part of the antenna and jack is inserted 
in the reflector. Styrofoam is used for supporting the antenna. 

 

IV. MEASUREMENT AND RESULTS

The spherical monopole antenna was characterised by 
measuring its return loss and radiation patterns in the field. 
Since the moisture content in the ground was observed to 
influence the antenna characteristics significantly, all the 
measurements were carried out under dry ground conditions 
Fig. 5 shows return loss characteristics. Both simulation and 
measurement results made by Agilent N9915A - Field fox 
microwave hand held analyser are observed to match closely 
within few percent. The residuals obtained after fitting the 
measured return loss data with maximally smooth function 
is shown in Fig. 6. We observe that the return loss 
characteristics has smoothness to a few parts in 104, but still 
an order poorer than the desired value. 

The simulated and measured radiation patterns at several 
discrete frequencies are shown in Figs. 7 and 8. Measured 
patterns matched with the simulation within 10-12% of 
their 3 dB beamwidths. The observed deviation in the peak 
position at low frequencies is attributed primarily to the 
near field effect and reflections from nearby objects. The 
total efficiency computed is shown in Fig. 9. Poor efficiency 
observed at low frequencies is primarily due to loss of sky 
signal by the absorption of real earth and poor impedance 
match of the antenna respectively. 

 
 
 

 

V. SUMMARY

We have designed a wide band spherical monopole 
antenna for detecting EoR signal in the freq. range 50-200 
MHz. It has acceptable return loss of about 0.05 dB at 50 
MHz and better than 10 dB at 200 MHz, However its spectral 
response is smooth to few parts in 104. The radiation patterns 
are frequency independent with a maximum deviation of 10-
12% in their 3dB beamwidths. The total efficiency observed 
at low frequencies is inadequate for the detection of EoR 
signal. Work is in progress towards constructing one which 
is most suitable for the detection. 
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Fig. 5. Return loss characteristics: 
Solid line is simulation and dotted 
is measurement. 

Fig. 6. Residuals obtained after 
fitting the measured return loss data 
with maximally smooth function. 
 

Fig. 8. Measured radiation patterns of the spherical monopole antenna at 
discrete frequencies in the range 40-200 MHz. 

Fig. 9. Total efficiency computed from return loss and radiation 
efficiency. 

Fig. 3. Antenna prototype 
fabricated. 
 

Fig. 4. Mechanism adopted to excite 
the antenna. 

Fig. 7. Simulated radiation patterns of the spherical monopole antenna at 
discrete frequencies in the range 40-200 MHz. 
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Abstract — This paper provides a new technique that improves 

the all-quad meshing algorithm implemented in the WIPL-D 

software. The technique allows for the insertion of required 

auxiliary segments to achieve parity of a number of segments over 

all closed loops of all faces. The aim of the improvement is to 

reduce the total number of mesh elements in the final mesh. The 

efficiency of the proposed technique is compared to the traditional 

one mentioned earlier. A reduction in the number of mesh 

elements of about 15% has been achieved when applied to a 

log-periodic antenna WIPL-D model. 

Keywords — All-quad mesh, fully connected mesh, parity of 

closed loops, WIPL-D. 

I. INTRODUCTION

In most cases, a CEM simulation starts with meshing of 
an appropriate CAD model. From the perspective of this paper, 
emphasis is placed on MoM SIE numerical engines that 
typically implement triangular or quadrilateral mesh elements. 
It is shown in [1] that the use of a quadrilateral mesh results in 
a more efficient analysis. According to [2], using higher order 
basis functions (HOBFs), rather than low-order ones, brings an 
additional effectiveness to the method since it reduces memory 
requirements and increases simulation speed even further [3]. 

A quadrilateral meshing algorithm, optimized for HOBFs 
and based on reducing the meshing of an arbitrary shaped 
surface to the meshing of a flat polygon, is presented in [4]. A 
problem occurring with the mesh described in [4] is how to 
minimize the number of auxiliary segments to be added to the 
polyline representation of the edges, in order to achieve parity 
of the total number of segments over the closed loops of the 
faces. The requirement to achieve a fully connected mesh 
implies that the addition of auxiliary segments on an edge cannot 
be performed independently from the meshing of its adjacent 
faces. A technique to eliminate redundant auxiliary parity 
segments is suggested in [4]. In this paper, an improvement 
to the meshing technique that enables further reduction of 
the number of auxiliary parity segments, and consequently, a 
reduction of the total number of mesh elements in the final mesh, 
is described. 

The quadrilateral meshing algorithm implemented in 
WIPL-D is briefly described in Section II. Improvement to the 
technique of insertion of parity segments over closed loops is 
described in Section III. Finally, a comparison between the 
technique described in [4] and the new technique is provided in 
Section IV.   

II. DESCRIPTION OF MESHING ALGORITHM

The specific all-quad meshing algorithm of interest is 
described in detail in [4]. Only the basics will be repeated here. 
The algorithm is composed of 5 steps: 

1. Division of all faces into sub-faces. At the completion of
this procedure, the angle between the normal vectors of
any two points of a sub-face is smaller than or equal to
the predefined surface angle tolerance.

2. Polyline representation of edges. The edges of sub-faces,
created in Step 1 are divided into polylines according to
the predefined mesh size and the edge angle tolerance.
The lengths of all the segments within these polylines are
less than or equal to the maximum mesh size. The outer
angle between adjacent segments is less than or equal to
the predefined edge angle tolerance.

3. Face projecting on a plane. All polyline nodes created in
Step 2 are projected to a plane that uniquely corresponds
to the face. In this way, a face is mapped into a flat
polygon that lies in the plane. The plane itself contains a
parametric center of the face and its normal vector is
parallel to the normal vector of the face in its parametric
center.

4. Quadrilateral meshing of flat polygons. The algorithm
used for meshing flat polygons is described in [5]. This
algorithm has been modified in order to take into account
the shape of the face mapped to the polygon. In order to
maintain face connectivity in the final mesh, insertion of
additional points to the polygon edges is forbidden.

5. Projecting flat polygon meshes onto corresponding faces.
Once the flat polygon is meshed, the final mesh is created
by projecting the flat quads to the face.

III. INSERTION OF AUXILIARY SEGMENTS

After the second phase of the algorithm described in Section 
II is completed, all quasi-planar sub-faces are ready to be 
projected onto the polygons that lie in the corresponding planes. 
Meshing of these polygons and the projection of the mesh 
elements onto the original sub-faces will then result in the final 
mesh of the structure. Nevertheless, polygons whose number of 
segments over closed loops is an odd number cannot be divided 
into quads without leaving triangular gaps in the division. 
Therefore, auxiliary segments have to be added to the polyline 
representation of certain edges in order to achieve an even 
number of segments over the closed loops of all sub-faces. 
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In the proposed technique, it is assumed that auxiliary 
segments have to be added to the polyline representation of all 
edges initially represented by a polyline with an odd number of 
segments. In the technique proposed in [4], the additional 
segments are not required on the edges that satisfy certain 
conditions. The basic idea of the new technique is that auxiliary 
segments can be added not only to the polylines that initially 
possess an odd number of segments, but to all polylines. The 
following principles are applied in the new technique: 

1. Edges going out from one vertex or going out from two
adjacent vertices, must have an all even or an all odd
number of segments. The decision regarding the parity of
the edges is based on the number of additional auxiliary
segments that should be added to the analyzed group in
its entirety, in order to achieve the mentioned condition.
A minimal number of auxiliary segments is preferred.

2. If an auxiliary segment is already added to some edge
from the analyzed group (as defined above), no change
is allowed to the other edges, i.e., the initial requirement
that the auxiliary segments should be added to odd edges
but not even edges remains.

IV. NUMERICAL EXAMPLE

A comparison of the new technique and the one proposed in 
[4] is provided for the WIPL-D Pro CAD [6] model of a
log-periodic antenna, shown in Fig. 1.

Fig. 1. WIPL-D Pro CAD model of a log-periodic antenna. 

The antenna length is equal to 1.6 m. The longest dipole 
length is 1 m, and the shortest dipole length is 0.15 m. The 
antenna is simulated in the frequency range of 100 MHz to 
1 GHz. 

The number of mesh elements and number of unknown 
coefficients for the two techniques is provided in Table I. As can 
be seen, the new technique brings a reduction in both: number 
of mesh elements and number of unknown coefficients.   

TABLE I.  NUMBER OF MESH ELEMENTS AND UNKNOWNS 

Technique 
Number of Mesh 

Elements 

Number of Unknown 

Coefficients 

Old technique 2056 7147 

New technique 1764 6374 

The mesh of the antenna obtained using the two techniques 
is shown in Fig. 2. The portions of the model where large 
differences in the meshes occurs are marked and magnified in 
the picture.   

The meshes shown in Fig. 2 demonstrate that, in certain parts 
of the model, the number of mesh elements is reduced by a factor 
of 4 using the insertion of auxiliary parity segments technique 
proposed in this paper.    

(a) Old Technique 

(b) New Technique 

Fig. 2. All-quad mesh of log-periodic antenna. 

V. CONCLUSION

The new technique of insertion of auxiliary segments, 
required to achieve parity of the total number of segments on the 
closed loops of the faces, has been introduced. The basic idea of 
the proposed method is that it allows the addition of auxiliary 
segments to all edges, and not only to those whose initial 
polyline representation contains an odd number of segments as 
previously proposed. Moreover, using the new technique 
significantly reduces the total number of mesh elements in the 
final mesh. 

In this paper, the focus was solely on the number of mesh 
elements. Nevertheless, it is important to note that the new 
technique provides much more flexibility than its predecessor. 
Auxiliary segments can be added to edges represented by even 
and odd number of segments. Applying different criteria than 
the number of additional segments, such as minimal length of 
a segment or a number of segments over the analyzed edges, 
should also be considered in order to obtain a better mesh quality 
factor and further reduce the number of mesh elements.   
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Abstract—The ultra low profile inverted L (ULPIL) antenna 
on a rectangular conducting plane is located above the lower 
conducting plane and numerically analyzed for the application 
of IoT. The coplanar waveguide (CPW) is inserted within 
the antenna element. The antenna element is printed on the 
polyethylene terephthalate (PET) sheet. The shift of the 
resonant frequency of this antenna is small due to the existence 
of lower conducting plane. The influence of the existence of the 
lower conducting plane can be neglected when the distance 
between the ULPIL antenna and the lower conducting plane 
is longer than 6 mm (0.049 wavelength). Therefore the ULPIL 
antenna may be promising for the IoT application. 

Keywords—inverted L antenna, IoT, low profile antenna, 
printed antenna, polyethylene terephthalate sheet. 

I. INTRODUCTION

In the antennas closely located on a conducting body for 
the IoT application, the existence of conducting body near 
antenna affects to the antenna characteristics because it works 
as an antenna element. The authors have proposed the 
unbalanced fed ultra low profile inverted L (ULPIL) antenna 
on the rectangular conducting plane [1]. The inverted L 
antenna is composed of the semi-rigid coaxial cable. The inner 
conductor of the coaxial cable is extended from the end of 
outer conductor, that is, this antenna is excited at the end of 
outer conductor. The resonant frequency is adjusted by the 
horizontal length of antenna, and the impedance matching is 
adjusted by the length of outer conductor of coaxial cable. 
When the size of conducting plane is 0.245 λ (λ: wavelength) 
by 0.49 λ and the antenna height is λ/30, and the length of 
horizontal element is around a quarter wavelength, the input 
impedance of this antenna is matched to 50 Ω and its 
directivity becomes more than 4 dBi. In this antenna, the 
electromagnetic field concentrates on the inverted L element 
and the ground plane under it. Therefore, when this antenna is 
used for the IoT application, the existence of conducting body 
may not affect to the antenna characteristics. In [2], the coaxial 
cable of the antenna of the inverted L antenna is replaced by 
the planar conductor and it is fed by a delta-gap generator. 
Then the coplanar waveguide (CPW) is inserted within a 
planar conductor in order to realize the feed line on the 
conducting plane [3]. An off-center-fed printed dipole was 
proposed for the Machine-to-Machine (M2M) application [4]. 
This antenna is constructed from a polyethylene terephthalate 
(PET) sheet. The antenna element is printed by a inkjet printer. 
The authors proposed the ULPIL antenna on a rectangular 
conducting plane with its inverted L element printed on the 
PET sheet [5]. The end of center conductor of CPW is T 
shaped. Then, this antenna located on the lower conducting 

plane is studied as an example of antennas for IoT application 
[6].  

In this paper, an ULIPL antenna closely located on the 
lower rectangular conducting plane is numerically analyzed 
and the antenna characteristics are studied by changing 
the geometry of lower conducting plane. In the numerical 
analysis, the electromagnetic simulator WIPL-D based on the 
Method of Moments is used [7]. 

(a) Bird’s-eye view 

 

(b) Side view 

(c) Top view 

Fig. 1. ULPIL antenna located above a lower conducting plane. 

II. ANALYTICAL MODEL

Fig. 1 shows the proposed ULPIL antenna with a built-in 
CPW mounted on the rectangular conducting plane. The 
size of conducting plane is (pxp + pxm) by (pyp + pym). 
This antenna is located above the lower conducting plane. 
The distance between the ULPIL antenna and the lower 
conducting plane is gh. The size of lower conducting plane is 
(pxp+pxm+2*gx) by (pyp+pym+2*gy). The design frequency 

L 
L1 

d 
d pxm 

d 
pxp 

pym 

PET sheet 
Conducting plane 

y g h 
pyp 

Conducting plane x gh 

gx Lower conducting plane 
gy 

conductor 

PET sheet 

gy gy 

gh 

Lower conducting 
plane 

h 

PET sheet 

Conducting plane 

y 

Lower conducting plane 
x 

CPW 

ACES JOURNAL, Vol. 35, No. 11, November 2020

Submitted On: September 1, 2020 
Accepted On: September 5, 2020 1054-4887 © ACES

https://doi.org/10.47037/2020.ACES.J.351117

1296



is 2.45 GHz. The parameters of proposed antenna are as 
follows: L = 35.9 mm, L1 = 24.5 mm, pxp = pxm = 15 mm, 
pym = 10 mm, pyp = 50 mm, d = 4.6 mm, g = 0.3 mm, h = 2.4 
mm. The relative permittivity of PET sheet = 3.0 and its
thickness = 0.135 mm. The conductivity of conducting plane
is assumed to be infinite.

III. RESULTS AND DISCUSSION

Fig. 2 shows the S11 characteristics of the antenna as a 
function of gh. The shift of resonant frequency is small by 
changing the size of lower conducting plane and the distance 
gh between the ULPIL antenna and lower conducting plane. 
When gh becomes longer than 6 mm, the influence of lower 
conducting plane to the antenna characteristics can be 
neglected. Fig. 3 shows the directivity characteristics in the z 
direction as a function of gx = gy. The distance gh between 
ULPIL antenna and the lower conducting plane is 2 mm. The 
directivity at the lower resonant frequency becomes small. 
Fig. 4 shows the current distribution on antenna at the lower 
resonant frequency of 2.33 GHz and the design frequency of 
2.45 GHz. In the antenna in [6], the edge current of outer 
conductor of CPW becomes large. On the other hand, in the 
proposed antenna, the edge currents flow along the outer 
conductor and the top end of center conductor of CPW. The 
length of outer conductor L1 is small compared with the 
length, pym + pyp, of ground plane. Therefore the mutual 
coupling between ULPIL antenna and the lower conducting 
plane becomes small in the proposed antenna.   

IV. CONCLUSION

The ultra low profile inverted L antenna on a rectangular 
conducting plane closely located above the lower conducting 
plane has been numerically analyzed. The CPW is installed 
within antenna element printed on the PET sheet. The shift of 
the resonant frequency of ULPIL antenna is small when the 
size of the lower conducting plane and distance to ULPIL 
antenna are changed. The second lower resonance occurs due 
to the coupling of ULPIL and the lower conducting plane. The 
influence of the existence of the lower conducting plane can 
be neglected when the distance between the ULPIL antenna 
and the lower conducting plane is longer than 6 mm (0.049 ). 
Therefore the ULPIL antenna may be promising for the IoT 
antenna. 

Fig. 2. S11 characteristics of proposed antenna. L = 35.9 mm, L1 = 24.5 mm, 
pxp = pxm =15 mm, pym =10 mm, pyp = 50 mm, d = 4.6 mm, g = 0.3 mm, 
h = 2.4 mm, gx = gy = 10 mm. 

Fig. 3. Directivity characteristics of proposed antenna in z direction.  L = 
35.9 mm, L1 = 24.5 mm, pxp = pxm =15 mm, pym =10 mm, pyp = 50 mm, 
d = 4.6 mm, g = 0.3 mm, h = 2.4 mm, gh 2 mm. 

(a) Resonant frequency of 2.33 GHz 

(b) Design frequency of 2.45 GHz 

Fig. 4. Current distributions on proposed antenna.  L = 30.9 mm, L1 = 24.8 
mm, pxp = pxm =15 mm, pym =10 mm, pyp = 50 mm, d = 4.6 mm, g = 0.3 
mm, h = 2.4 mm, gh = 2 mm, gx = gy = 10 mm. 
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Abstract—Comparison of in-situ measured antenna radiation 

patterns (RPs) to modeled ones is vital for validation of both. In-

flight measured RPs do not always produce a standard conic or 

elevation cut (constant θ or ϕ angle, respectively), but rather Great 

Circle (GC) cuts at the aircraft bank angle of interest. WIPL-D’s 

post-processing routines, on the other hand, do not produce GC 

cuts in normal setups. A manipulation of the aircraft orientation 

in xyz-coordinates is required to accomplish this task. Under 

standard conditions in WIPL-D, the fuselage is positioned parallel 

to the x-axis and the wings parallel to the y-axis. A model rotation 

of 90° with respect to the y-axis allows for the generation of GC 

cuts, where θ and ϕ swap roles. This makes comparison between 

in-flight measurements and computed data cumbersome. This 

paper investigates several options to produce non-standard RPs 

in WIPL-D and MATLAB (using WIPL-D results) that are 

equivalent to those of in-flight measurements. 

Keywords—Great circle, in-flight measurements, radiation 

pattern, WIPL-D. 

I. INTRODUCTION

In-flight Radiation Pattern (RP) measurements for in-situ 
antennas are normally collected by flying the aircraft in a 
circular flight path at a distance from the data collection tower. 
As the aircraft executes its flight path, collected points that are 
away from the aircraft’s centerline will be above the aircraft’s 
horizon on one side and below the aircraft’s horizon on the 
opposite side. The collected data points form a great circle (GC) 
cut at a bank angle γ with respect to the aircraft’s horizon, as 
shown in Fig. 1. 

For a single simulation run, the WIPL-D Pro graphing utility 
provides the ability to plot standard conic and elevation cuts, 
assuming the aircraft is oriented in standard position (x-axis is 
parallel to the fuselage, y-axis is parallel to the wings, and 
positive z-axis towards zenith). Multiple runs would be required 
to produce both standard and non-standard cuts. A simple 
rotation of the aircraft along the x-axis for each γ angle will 
produce the desired data. However, this approach may be 
prohibitive if data sets for a large number of cases (frequencies 
and/or bank angles) are being analyzed. This is especially true 
for models with very large number of unknowns. This effort 
provides a description of how to achieve non-standard GC cuts, 
in WIPL-D, using various methods. 

Fig. 1. Great circle illustration at angle γ. 

II. CEM MODELING DETAILS

A half-wave cross-dipole antenna, arbitrarily designed to 

operate at 300 MHz, was constructed in WIPL-D. Its dipole 

elements were fed in quadrature, to produce right-hand circular 

polarization (RHCP). The antenna was then placed a quarter-

wavelength above the surface of a Beechcraft Bonanza aircraft 

WIPL-D model, as shown in Fig. 2. The model was run at 

300 MHz in WIPL-D using the standard position to produce 

standard elevation and conic cuts. The model was subsequently 

run in various orientations to generate GC cuts for each of the 

methods, as described below. 

Fig. 2. Cross-dipole onboard Beechcraft Bonanza WIPL-D model. 
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A. Rotation about x-axis

For each bank angle γ of interest, rotate the model about the
x-axis accordingly and re-run the model individually. This is
the reference case, since it emulates real world in-flight
measurements.

B. Sampling Discrete Points on Full Sphere

Generate a dense three-dimensional (3-D) RP over the entire
4π steradian space. Rotate the γ = 0° cut, [1], to the bank 
angle of interest. Run a MATLAB post-processing routine to 
interpolate the gain values from the original 3-D RP file to 
generate the GC cut of interest. 

C. Matrix Inversion Avoided

Run the CEM model in the standard position and save a copy
of the WIPL-D generated current distribution “.dis” file, as well 
as the WIPL-D input “.IWP” file, [2]. Open the “.IWP” and 
modify it by rotating the model by the bank angle γ. Turn on 
the “Matrix Inversion Avoided” option in WIPL-D. Set the RP 
output to provide only the principal azimuth cut, re-run the 
model to generate the corresponding GC cut quickly. This 
process is repeated to generate GC cuts for other bank angles of 
interest. 

D. Rotation About y-Axis

Rotate the standard position model by 90° along the y-axis,
as shown in Fig. 3. Set up and run the model to generate 
elevation cuts that actually represent the GC cuts of interest. 
However, the equivalent θ–range must be -90° to 270°, to match 
the ϕ-range of 0° to 360° for the standard position, respectively. 

Comparison of GC gain, for γ = 20°, in Method B to the 
reference case is provided in Fig. 4. Comparison of Methods C 
and D, for γ = 20°, to the reference case is provided in Fig. 5. 
Comparison of unwrapped GC phase in Method D, for γ = 20°, 
to the reference case is shown in Fig. 6. 

Fig. 3. Beechcraft Bonanza WIPL-D model rotated 90° about y-axis. 

Fig. 4. Gain comparison of discrete sampling to reference case. 

Fig. 5. Gain comparison of matrix inversion avoided and y-axis rotation to 

reference case. 

Fig. 6. Phase comparison of y-axis rotation to reference case. 

III. CONCLUSIONS

Even though it is equivalent to in-flight measurements, the 
reference case has the major drawback of having to run the 
model multiple times. This is not an issue when the WIPL-D 
model has a very low number of unknowns, and runs in a few 
minutes. However, that is not the case when there are many 
frequencies to study and the model grows into the hundreds of 
thousands of unknowns, taking hours to days to run each case 
individually. 

The discrete sampling method, Method B, requires very 
small increments in θ and ϕ to yield acceptable results, 
especially for linear polarization components where the error 
increases with the increase in γ. This requires a significant 
amount of additional post-processing to overcome. The Matrix 
Inversion Avoided method (Method C) is ideally suited for this 
purpose. However, when WIPL-D automatically internally re-
meshes the model, this could lead to a mismatch between the 
stored current coefficients and the respective surfaces to which 
they belong, thus producing erroneous results.  The rotation 
about the y-axis method (Method D) generates identical GC gain 
results to the reference case. However, all the unwrapped GC 
phase results shifted by 90°, even though the RHCP feature of 
the cross-dipole is preserved. The root cause for this phase shift 
must be investigated further, but is suspected to mainly be due 
to the contrasting ways θ and ϕ are incremented. 
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Abstract—Recently, for Radio Frequency (RF) signal 

identification on air vehicles, it has become critical to not only 

be able to detect the direction and angle of arrival of signals, but 

to also properly identify the polarization of such signals. For 

decades, cavity-backed dual-spiral antennas were heavily used 

for this purpose. However, that required the placement of both 

right-hand and left-hand elements to perform this function. 

Due to limited space and other issues, an alternative type of 

broadband antenna had to be identified. The Cavity-Backed 

Dual-Sinuous (CBDS) antenna makes an excellent replacement 

for this function. With its elements rotated 45° about its center, 

each element exhibits slant linear performance. Such an 

antenna, paired with proper connections and detection 

hardware, allows the detector to determine the polarization of 

arriving RF signals. A CBDS antenna was developed in the 

WIPL-D CEM code. Its RHCP and LHCP performance was 

studied over a broad range of frequencies. Results did prove that 

CBDS antennas have excellent broadband performance and 

polarization extraction. 

Keywords—Angle of arrival, cavity-backed, dual-sinuous, 

dual-spiral, polarization, RF signal, WIPL-D. 

I. INTRODUCTION

Sinuous type antennas are very attractive for many 

applications due to their broadband performance, polarization 

agility and miniaturized size. A sinuous antenna belongs to the 

log-periodic antenna family. However, its arms (made up of 

arcs and bends) are etched on PC-boards, which miniaturizes 

their size. Two sinuous asymmetric arms form a very 

broadband log-periodic dipole. The smallest and largest arcs 

and bends dictate its highest and lowest frequencies of 

operation, respectively. The number of arcs and bends allows 

the designer to better control a sinuous antenna’s Radiation 

Pattern (RP) at intermediate frequencies. 

A crisscrossed four-arm sinuous antenna [1] is one of the 

more commonly used versions of the antenna. The four arms 

form a cross-dipole antenna. Similar spiral antennas, sinuous 

antennas radiate in both directions, normal to the plane of the 

antenna. However, in most uses, the RP needs to be directed 

to one side only. Due to its broadband performance, one 

cannot place a ground plane at ¼-wavelength from one side of 

the antenna that will achieve the required performance at 

all operating frequencies. Therefore, a square or circular 

cylindrical conductive cavity, filled with absorbing materials, 

is customarily used to eliminate or significantly reduce the 

unwanted radiation. In this effort, a circular cylinder cavity, 

whose interior is laced with thin layers of magnetically loaded 

absorbing materials, is considered. Sources for such absorbing 

materials are Laird’s Emerson Cuming and PPG Aerospace’s 

Cuming Microwave Corporation. 

II. MODELING EFFORT DETAILS

A. Cavity-Backed Dual-Sinuous Antenna Design

The sinuous antenna described in this effort is capable of

three-octave frequency coverage 2-18 GHz). The number of 

arcs/bends per arm was set to nine. Due to the lack of antenna 

software (such as Antenna Magus) to generate the arm models, 

an alternate approach was used. A web-search identified [2] 

as a source for sinuous arm design. Following the design 

procedures in [2], a MATLAB script was used to generate a 

single sinuous line with nine arcs/bends. The dense number of 

points forming one bound of the sinuous line were then 

imported into a CAD tool, where a Non-Unifrom Rational B-

Spline (NURB) line containing those points was generated. 

The other bound, required to form the metalized arms, was 

created by copying the first sinuous line and rotating it to fit a 

sample physical antenna’s footprint. 

The two created nurb lines were then connected to 

form nurb surfaces representing a single sinuous arm’s 

metallization. The sinuous arm was then copied three times, 

using a 90° rotational copying command, to form the 

antenna’s four arms. Once that was completed, the four arms 

were rotated by 45° to form two slant linear sinuous dipoles. 

This model was then meshed in CAD and the mesh was 

exported into WIPL-D [3]. The feed region, all with feed wires 

were added in WIPL-D. The cylindrical cavity, including all 

absorbing materials, was then created using WIPL-D’s 

Canonical Shape generators, to produce the WIPL-D model 

shown in Fig. 1. 

Due to the frequency dependent nature of the absorbing 

materials used, a relatively new feature in WIPL-D was 

utilized. This feature allows for the frequency dependent 
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absorbing materials characteristics to be read directly from 

files, for each frequency of interest. If an exact frequency 

match is not available in the materials’ table, WIPL-D 

interpolates the available data to produce an approximate set 

of absorbing materials’ electrical properties to use for that 

frequency. 

  (a)  (b) 

Fig. 1. CBDS antenna WIPL-D model: (a) full; (b) absorbing materials. 

B. Cavity-Backed Dual-Sinuous Antenna Performance

The two slanted dipole elements of the CBDS antenna in

Fig. 1 were driven using quadrature phasing to produce RHCP 

and LHCP RPs. Overlays of the broadband peak gain and 

beamwidth (BW), over the 2-18 GHz frequency range, for 

RHCP and LHCP is provided in Figs. 2 (a, b), respectively. 

  (a) 

  (b) 

Fig. 2. CBDS antenna broadband RHCP and LHCP overlays: (a) peak gain; 
(b) beamwidth. 

Overlays of RHCP and LHCP principal plane RPs at 2, 6, 

10, 14 and 18 GHz are provided in Fig. 3. 

III. ANALYSIS OF RESULTS

Figs. 2 and 3 provide ample proof that CBDS antennas 

possess excellent performance, similar to the previously 

commonly used Cavity-Backed Dual-Spiral antenna, over a 

three-octave range. This is evident on two fronts: Peak gain 

exceeds 0 dBiC, except at 2 GHz; BW of 67° to 100°, across 

the 2-18 GHz range. Such gain and BW performance is critical 

in quadrant angle-of-arrival determination. 

The most significant difference in the RHCP and LHCP 

RP and BW performance of the CBDS antenna occurs at 2 

GHz. Inexplicably, the LHCP peak gain and BW are more 

than 2 dBiC and 10° lower than those for RHCP, respectively. 

  (a)   (b) 

(c)     (d) 

(e) 

Fig. 3. CBDS antenna RHCP and LHCP overlays: (a) 2 GHz; (b) 6 GHz; (c) 

10 GHz; (d) 14 GHz; (e) 18 GHz.
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Abstract—Slot antenna elements are quite popular for use in 

flat-panel arrays, due to their compactness and relatively large 

bandwidth. According to Babinet’s Principle, slots and dipoles 

are duals in performance. Therefore, a vertically placed slot is 

horizontally polarized and a horizontally placed slot is vertically 

polarized. A rectangular slot array lends itself to a broad range 

of applications, e.g., tactical and weather radar. Such arrays can 

be gimbaled to point their beam in any azimuth and elevation 

angle of interest. In this effort, a slot antenna element is designed 

in WIPL-D Pro to operate over the 7.5 - 8.5 GHz frequency 

range. The element is designed to resonate at 8 GHz. The slot 

element is used to generate a 6x12 slot array normal to the 

xy-plane. Separate Taylor tapers (nbar = 5) are applied to the 

6-row and 12-column elements to provide 25 dB and 30 dB

sidelobe level (SLL) suppression, respectively. The input

impedance and pattern performance for a single slot, as well

as the slot array’s radiation performance show excellent

broadband performance.

Keywords—Array, broadband, sidelobe, slot, taylor taper, 

WIPL-D. 

I. INTRODUCTION

A slot antenna is a very useful type of antenna for specific 

applications. Its duality with respect to a dipole (Babinet’s 

Principle) is one of its primary features, especially when a 

vertically oriented, horizontally polarized antenna is required. 

When a large number of half-wave dipoles is used to produce 

a horizontally polarized array, the width of the array may 

become physically untenable. On the other hand, a similar 

array built from half-wave slots would be vertically oriented, 

allowing for a much larger number of slot elements to be 

included in the same available space. 

A common application for slot arrays is in horizontally 

polarized tactical and weather radar, where the array is 

positioned normal to the xy-plane. The need for a much 

narrow azimuth beamwidth (BW) relative to the elevation 

BW, lends itself quite well for the use of vertical slot arrays. 

In such a configuration, a large number of elements in each 

row and a much smaller number of elements in each column 

are used to produce a narrow azimuth beam and wider 

elevation beam (known as a fan beam), respectively. 

According to Babinet’s Principle, a center-fed half-wave 

thin slot placed in an infinite Perfect Electric Conductor (PEC) 

plane is the dual of a center-fed half-wave dipole of 

infinitesimal wire radius. The input impedance of the slot is 

related to that of the half-wave dipole as provided in [1]. The 

resulting input impedance is very high, hence poorly matched 

to 50 W. Moreover, in order for a slot to be useful in antenna 

array applications, a slot element must be confined to a finite 

space. Those elements can then be duplicated to form an array 

with properties unique to the application at hand. 

In this effort, a self-contained slot antenna is designed in 

WIPL-D Pro [2]. The self-contained slot is then used to design 

a 6x12 vertical slot array. Separate Taylor tapers (nbar = 5; 

Number of nearly constant adjacent sidelobes) are applied to 

the 6-row and 12-column elements to provide 25 dB and 30 

dB sidelobe levels (SLLs), respectively.   

II. MODELING EFFORT DETAILS

A. Slot Antenna and Array Design and Modeling

A self-contained slot antenna (antenna from hereon), as

shown in Fig. 1, was designed in WIPL-D for an 8 GHz center 

frequency and a 7.5 - 8.5 GHz frequency range of operation. 

The slot length was set to half-wave at 8 GHz, while its width 

was set to 0.015l. The slot feed location was swept from its 

center towards one end until a perfect match to 50 W at 8 GHz 

was achieved. The slot was designed to be self-contained in a 

rectangular box. The backplane of the box was set to 0.25l at 

8 GHz, for best boresight performance. The height and width 

of the box were arbitrarily chosen and each set to 1″. 

The antenna input impedance and VSWR performance, 

from 7.5 – 8.5 GHz, are shown in Fig. 2. Principal azimuth 

and elevation cut overlays at 7.5, 8 and 8.5 GHz are shown in 

Figs. 3 and 4, respectively. 

  (a)   (b)  

Fig. 1. Slot antenna model: (a) front view; (b) isometric view. 
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(a) 

(b) 

Fig. 2. Slot antenna parameters: (a) input impedance; (b) VSWR. 

A slot array was then formed by copying the one slot 

element model five times to form one 6-element column sub-

array. Then the entire 6-element column was grouped and 

copied 11 times to form the entire 6x12 (6″x12″) slot array, as 

shown in Fig. 3. 

(a) 

(b) 

Fig. 3. Slot antenna array model: (a) front view; (b) isometric view. 

The slot array’s Principal azimuth and elevation cut 

overlays at 7.5, 8 and 8.5 GHz are shown in Figs. 4 and 5, 

respectively. 

Fig. 4. Slot array principal azimuth cut overlays. 

Fig. 4. Slot array principal elevation cut overlays. 

III. CONCLUSIONS

A compact self-contained slot antenna element is 

designed to provide directional boresight radiation and good 

impedance matching to 50 W, over a relatively broad range of 

frequencies. Due to its compact size, the slot element is used 

to produce a 6x12 element array that fit within a 6″x12″ 

space, respectively. The array exhibits consistent azimuth 

and elevation gain, BW and SLL performance relative to the 

design parameters, across the entire 7.5 – 8.5 GHz frequency 

range of operation. 
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Abstract—Isolation improvement between two closely spaced 

antennas using a single column EBG is proposed for compact 

wireless devices. The proposed design developed for the 2.4 GHz 

WLAN band achieves more than 17 dB isolation improvement 

between two planar inverted-F antennas (PIFAs) compared to 

the no-EBG case. As a result, improved MIMO capacity is also 

achieved. The proposed design can be scaled up or down in 

frequency and may be implemented for small devices such as, 
smart watches, Wi-Fi routers, internet of things (IoT) devices etc. 

Keywords—EBG structure, MIMO, mutual coupling, PIFA. 

I. INTRODUCTION

Multiple antenna placement and operation are essential 
for multiple-input multiple-output (MIMO) communication 
systems. It is well known that such system can significantly 
improve wireless capacity and quality [1]. For small devices, 
such as, mobile phones, Wi-Fi routers, smart watches, and IoT 
devices placing multiple antennas within a small platform 
inevitably leads to higher mutual coupling between them. 
Excellent MIMO performance demands low mutual coupling or 
high isolation between antennas.  

Electromagnetic band gap (EBG) structures have been 
proposed to reduce or suppress the mutual coupling between 
antennas [2]. Such structures act like bandstop filters if properly 
designed [3]. 

In this paper, a single column mushroom EBG is introduced 
that can significantly improve the isolation between two closely 
spaced PIFAs. Each PIFA and the EBG are designed to 
operate at 2.4 GHz. Thus, the concept can be implemented in 
applications and services that utilize the 2.4 GHz frequency 
band. The design can be scaled up or down in frequency to make 
suitable for other applications as well. 

II. ANTENNA AND EBG CONFIGURATION

The proposed antenna plus EBG configuration is shown in 

Fig. 1. There are two PIFAs at the two ends of a printed circuit 

board (PCB). In between the PIFAs resides a single column 

mushroom EBG structure. A single column EBG is proposed 

here to allow its application in compact structures. The PCB is 

made of FR4 substrate ( 𝜀𝑟 =  4.4 , and tan𝛿 =  0.02 ). An
additional FR4 substrate was used to create the EBG structure. 

All dimensions for 2.4 GHz operation can be seen in Fig. 1. For 

comparison, a second configuration with no EBG was also 

considered. For this case, a rectangular slot was etched on the 

ground plane of the PCB as shown in Fig. 1 (b). 

(a) (b) 

Fig. 1. (a) Antenna and EBG configuration, and (b) no EBG design, (upper) 
structure (lower) ground plane. (Dimensions are in mm). 

III. RESULTS 

The design and analyses of the proposed structures were 
performed using Ansys HFSS. Simulated S-parameters for cases 
with and without EBG are compared in Fig. 2. For either case, 
the antenna exhibits operation from about 2.2 to 2.6 GHz within 
S11 < -10 dB. The mutual coupling, 𝑆21, without EBG is -8.5 dB
at 2.4 GHz. The mutual coupling with EBG is -26 dB at 2.4 GHz. 
Thus, more than 17 dB isolation improvement is achieved 
between the antennas using only a single column mushroom 
EBG at 2.4 GHz. The two antennas have over 20 dB isolation 
for a bandwidth of 10% which is greater than the bandwidth 
required for WLAN. Fig. 3 compares the efficiencies of the two 
configurations. The EBG structure improves the efficiency of 
each antenna by 11% at 2.4 GHz. 

Fig. 2. Simulated S-parameters with and without EBG. 
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Fig. 3. Antenna efficiency with and without EBG. 

(a) 

(b) 

Fig. 4. Surface current distributions (port 2 excited), patches on the left and 
ground plane on the right: (a) with EBG and (b) without EBG. 

Simulated current density distributions for the two studied 
configurations are shown in Fig. 4. Clearly the EBG significantly 
inhibits the flow of current between the two antenna ports, thus 
reducing the mutual coupling between them.  

In order to evaluate the diversity and MIMO performance of 
the two configurations, the mean effective gain (MEG) and the 
envelope correlation coefficient (ECC) were calculated assuming 
a uniform propagation environment [4]. The cumulative density 
function (CDF) data as function of the relative signal to noise 
ratio (SNR) computed using a maximum ratio combining 
(MRC) scheme have been plotted in Fig. 5. For comparison, the 
Rayleigh distribution is also added as a reference. The effective 
diversity gain (EDG) values at 1% outage probability are 8.33 
and 8.90 dB, respectively for the cases with and without EBG. 
Thus, as seen, the EBG allows improvement in the EDG as 
well. The capacity of the antennas was also estimated using the 
equations presented in [5]. The capacities of the antennas with 
and without EBG are compared in Fig. 6 which clarifies that 
the EBG allows higher ergodic capacity compared to the one 
without the EBG. This improvement is attributed to the reduced 
mutual coupling and the ECC the former of which is also 
reflected in the efficiencies. 

Fig. 5. CDF as function of relative SNR for configurations with and without 
EBG. 

Fig. 6. The Ergodic MIMO capacity with and without EBG. 

IV. CONCLUSION

A single column mushroom EBG structure is proposed to 

improve the isolation between two closely spaced PIFAs. The 

designed EBG can improve the isolation between the PIFAs by 

as much as 17.5 dB compared to the no-EBG case. As a result, 

the EBG also improves MIMO capacity due to improved 

antenna efficiencies. 
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Abstract—This paper presents a study of a Two Monopole 
Antenna Array. The design takes into account considerations of 
non sinusoidal current distribution of each monopole antenna 
approximated by the three term theory developed by King et al. in 
1966 and effects of mutual coupling between the two radiating 
elements. A physical implementation was done to verify the 
simulated results with good accuracy. 

Index Terms—Antenna array, monopole antenna, non ideal current 
distribution. 

I. INTRODUCTION

An antenna is the transitional structure between free-space 

and a guiding device [1], in other words an antenna is used to 

propagate signals through electromagnetic fields in free-space 

in order to accomplish wireless communication. 

For some applications, a single antenna elements, may not 

be adequate to meet some technical requirements for high 

gain, narrow and/or steerable beams, pattern nulls, and low 

sidelobes. An array of discrete elements can, however, cover 

most of these constraints [2], the simplest wire array is the two 

wire elements array. Nevertheless, the design of single wire 

antennas and antenna arrays is often done by making ideal 

assumptions of wire parameters as: radius, conductivity of the 

material among others. In 1966, King et al. [3] developed a 

whole theory related to the non ideal wire antennas by making 

considerations of a complex propagation constant which is 

relates the current distribution in the antenna with the real 

characteristics of the wire. 

In this paper the idea of the Imperfectly Conducting 

Cylindrical is taken into account to design a two monopole 

antenna array, making considerations of non ideal conductors, 

in order to contribute to the theory of non ideal antenna arrays. 

II. CURRENT IN CYLINDRICAL CONDUCTORS

The antenna characteristics like driving point impedance 

and field pattern can be determined by knowing the current in 

the cylindrical conductor. The current in an ideal wire antenna 

is assumed to be sinusoidal, thus, this consideration ignores as 

an example, the effect of the ohmic resistance along their 

lengths, which is used in some applications in the designing of 

broadband antennas.  

A well approximated expression for the current on a non 

ideal wire antenna has been developed for a non ideal dipole 

antenna [3], the proposed expression for a half length dipole 

antenna is shown in 1. Where TU, TD, ΦdR are complex 

constants, β is the complex propagation constant which depends 

on the impedance per unit length of the conductor zi = ri + jxi, 

ζ0 is the characteristic impedance of the radiation media, in 

this case vacuum: 

, (1) 

, (2) 

These equations have been evaluated by King giving several 

examples [4]. 

III. ARRAY OF CYLINDRICAL ANTENNAS

Since the distance between elements is short, the currents 

of the antennas interact between them. Thus, the current 

distribution depends not only on the radius, conductivity, 

length and driving point voltage, but also on the other current 

distribution of all the elements in the array. The driving point 

impedances and radiation field are computed from these 

currents, they cannot be assumed to be identical. 

A. Mutual Coupling

The interaction of two radiating elements near alters the

currents of each element and therefore their respective 

impedance. This interaction is called mutual coupling and 

changes the current magnitude, phase and distribution on each 

element from their free-space counterparts [6]. 

For two monopole antennas, let I1z(z) and I2z(z) be their 

respective current distributions. It has been shown that, for a 

coupled array the expression in 4 is valid; 
(0)

zI  and 
(1)

zI  are 

found by shifting the V20 driving point voltage 180º respect the 

V10 voltage: 

(0) (1)
1 10 20

(0) (1)
2 10 20

( ) ( ) ( ),

( ) ( ) ( ).

z z z v w

z z z v w

I z I I V z V z

I z I I V z V z
(4) 

Where v(0) = Ys1 = Ys2 being Ys1 the self admittances of each 

element, and w(0) = Y12 = Y21 the mutual impedance of the two 

element array [5]. 
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The last has been developed for ideal cylindrical 

conductors. Thus, by combining the results on the current 

distribution of (1), making the same considerations and 

including the complex propagation constant that takes into 

account the surface impedance per unit length (3), it is 

possible to get an even more accurate expression for the 

currents and admittances of (4): 

,             (5) 

(6) 

IV. IMPLEMENTATION OF A TWO MONOPOLE ARRAY

A Monopole array of copper wires (σ1 = 5.96x107[S/m], 

µ1 = µoµcopper ≈ µo[H/m]) was used, both elements with a 

heigth of 5 [cm], diameter 2a = 0.81 [mm], it is expected a 

resonance frequency of about 1.363 [GHz] and, the model for 

the surface impedance is as shown in (3). The monopoles 

are two parallel wires prolonged from their respective 

transmission line over an aluminum squared ground of length 

3λ/2 = 30[cm] of sides, separated λ/2 = 10[cm]. 

A. Calculating Mutual Impedance from the Implemented Array

In [6] there is a procedure used to find the mutual

impedance of an array, which is cited up-next: 

• Open circuit (or remove antenna 2. Measure Zoc = Z11 at

the terminals to antenna 1. For identical antennas, Z22 = Z21.

• Short circuit antenna 2. Measure Zsc at the terminals to

antenna 1.

• Comute Z12 using Z12 = ( ).oc oc scZ Z Z

Using a Vector Network Analyzer it is possible to measure 

the respective impedances in terms of the total reflection 

coefficient Γ, next, the mutual impedance is then measured in 

terms of the reflection coefficients using (7), the monopoles 

were feed using a signal splitter to divide the signal of the 

VNA into two coaxial transmission lines of the same length 

(15 [cm]), thus guaranteeing both monopoles were feed at the 

same phase: 

. (7) 

Fig. 1. Comparison between the method described in [6] and the results from 
CST Studio for two quarter wavelength monopoles separated λ/2 to obtain the 

|S21| in dB. 

The previous procedure was done comparing experimental 

process with the mutual coupling in CST Studio assuming a 

transmission line of Zo = 50 [Ω]. 

In the Fig. 1, the result of estimating practically the mutual 

impedance and a comparison of the results obtained by CST 

studio is shown. Using Kings method the driving point 

impedance magnitude was found to be 35.1299 [Ω] at the 

resonance frequency, by CST Studio was 36.981 [Ω] and 

practically 37.42 [Ω]. The model in CST Studio didn’t 

take into account the effects on the phase of the feeding 

transmission line coaxial cable type. 

V. CONCLUSION

Several methods to determine the effects of non ideal 

conductors in a two monopole antenna array were presented, 

it is shown that there is a difference between the procedures in 

order to find the magnitude of the mutual impedance, this 

because the effects of the imaginary part which in the Kings 

method is not accurate, nevertheless, the procedures were 

evaluated and tested, proposing tools for future work related to 

Non-Ideal Cylindrical Conductors. 
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Abstract—This paper introduces a novel architecture of 
reconfigurable balanced (differential) dualband bandstop filter 
(BSF). In differential mode (DM), each symmetrical bisection 
of the filter incorporates in-series cascade of two tunable 
dualband bandstop sections whereas high CMRR is achieved 
by loading open stubs to the symmetry plane of the branch line 
structure. To validate the proposed topology, a microstrip 
prototype is designed and fabricated. Both simulation and 
measured results show a good agreement with each other. 

Keywords—Branchline structure, CM noise, CMRR, non-
resonating node (NRN), tunable. 

I. INTRODUCTION

Bandstop filter (BSF) is an important building block of 
modern communication system as it protects the transceiver 
from unwanted interference [1]. Recent development of 
communication systems with multiband services is attracting 
much attention for notch filters capable of producing 
multiple stopbands [2]. Furthermore, electronic industry is 
continuously striving for compact size for which 
reconfigurable circuitry is getting popular in both digital 
[3],[4] and analog applications [5],[6]. Because of this, the 
demand of multiband BSF with tunable response is growing 
rapidly for research and development. 

Meanwhile, balanced topology is being widely employed 
in constructing microwave circuits and systems because they 
are more immune to signal noise than their single-ended 
counterparts. So far, researchers have investigated a variety 
of differential bandpass filter topologies [5] whereas 
significantly less work has been done in the field of 
differential BSF. In [1] and [7], CM noise of a single-band 
tunable balanced BSF has been suppressed by using 
magnetic field property of Substrate Integrated Waveguide 
(SIW) resonator and balanced property of double-sided 
parallel-strip line (DSPSL), respectively. In [8] and [9], two 
balanced BSF structures employing one or more coupled line 
sections terminated with different loads are reported. In [6], 
a single-ended reconfigurable multiband BSF is reported. 
However, to the best of the author’s knowledge, no work has 
been published yet which applies differential topology to a 
dualband tunable BSF structure. 

In this paper, a tunable balanced dualband BSF structure 
is proposed by integrating tunable dualband sections in a 
branch line structure. The high CMRR is obtained by using 
the properties of stepped impedance resonator (SIR). 

II. PROPOSED DESIGN

Fig. 1 (a) shows the schematic of the proposed balanced 
dualband tunable BSF structure. This four-port branchline 
structure is symmetric about the horizontal central plane and 
each symmetrical bisection consists of two dualband sections 
connected in series through immittance inverter K12. In each 

dualband section, (θL1, ZL1) and (θL2, ZL2) are two quarter-
wavelength lines at resonant frequencies f1 and f2 respectively 
and they are connected to the NRN (or NRN’) through 
inverters K01 and K02, respectively. Both symmetrical 
bisections of the differential design are connected through 
tunable capacitors C1 and C2 in the central plane. Both NRN-
NRN’ pairs share the open stubs (θos1, Zos1) and (θos2, Zos2) in 
the horizontal symmetry plane using Kos inverters for the 
flexible control of CM response. All the inverters are 
designed at the center frequency of the entire frequency 
spectrum, (f1+ f2)/2. 

A. Differential Mode (DM) Operation
When the circuit in Fig. 1 (a) is excited by a differential

signal, the horizontal symmetry plane acts as a perfect 
electric wall (Fig. 1 (b)). Therefore, the open stubs are short-
circuited and have no effect on differential resonant 
frequencies. Note that the capacitor values C1 and C2 in Fig. 
1 (a) become 2C1 and 2C2, respectively in DM operation. 

(a) 

(b) 

   (c) 

Fig. 1. (a) Schematic of the proposed topology, (b) DM equivalent circuit, 
and (c) CM equivalent circuit. 
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   (a)     (b) 

Fig. 2. (a) Layout of the design with zoomed version of the lumped element 
section and (b) fabricated prototype. 

Fig. 3. DM insertion loss (Sdd21) and CM insertion loss (Scc21) plots of 
the proposed design. 

B. Common Mode (CM) Operation
Under CM operation, the horizontal symmetry plane

behaves as a perfect magnetic wall (Fig. 1 (c)). Therefore, 
the open stubs loaded in the symmetry plane cause extension 
and reconstruction of their corresponding couplings from the 
NRNs to form two SIRs. At resonance, each SIR produces 
two transmission zeros (TZs) [10]. By adjusting length and 
impedance of each open stub, the locations of the TZs can be 
controlled so that a flat CM bandpass response is achieved 
for each differential stopband, maintaining high CMRR. 

III. RESULTS AND DISCUSSION

To validate the proposed topology, a microstrip line 
prototype is fabricated on Rogers RO4003 substrate with 
relative dielectric constant 3.38, dielectric thickness 1.52mm 
and dielectric loss tangent 0.0027 (Fig. 2). The two line- 
sections (θL1, ZL1) and (θL2, ZL2) are replaced by their 
equivalent low-pass π networks [11]. The π network for (θL1, 
ZL1) consists of a series inductance of 3.6 nH (Coilcraft 
0402CS series) and two shunt capacitances of 3 pF (ATC 
100A series) each. Similarly, the π network for (θL2, ZL2) 
consists of a series inductance of 1.4 nH (Coilcraft 0402CS 
series) and two shunt capacitances of 2 pF (ATC 100A series) 
each. Dimensions of the other line sections are presented in 
Fig. 2 (a). For both C1 and C2, Skyworks SMV1233 model is 
used. 

Fig. 3 shows that the measured response is in good 
agreement with the simulated response. The design is 
simulated using NI/AWR microwave office and the fabricated 
model is characterized with the help of Keysight N5224A 4-
port network. From the Sdd21 plot, the tuning ranges of the 

lower and upper stopbands are 1.16 GHz- 1.29 GHz and 1.6 
GHz-1.76 GHz, respectively. The attenuation level of the 
lower stopband varies in the range of 20.5dB-30.7dB 
whereas for the upper stopband, it varies from 24dB to 
26.7dB. The 3dB FBW of the lower band changes from 9% 
to 12% whereas the same for the upper band varies from 
2.4% to 3.2%. Also, the Scc21 plot shows a flat 0 dB 
passband response which results in the minimum CMRR 
values of 20.5 dB and 24 dB for the lower stopband and the 
upper stopband, respectively. 

IV. CONCLUSION

     A novel topology of tunable balanced dualband BSF is 
proposed in this paper. Each DM bisection of this branch 
line structure consists of two dualband BSF sections separated 
by an impedance inverter. The CM noise is eliminated by 
loading the four-port differential structure with open stubs 
in the horizontal symmetry plane. Finally, the simulated 
response and the measured response are compared to show a 
good match with each other. 
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Abstract—In this paper, the scattering properties of graphene
patches are investigated to design arrays that are able to control
effectively plane wave propagation. Initially, single patches are
examined in terms of their radar cross-section and surface wave

generation. Moreover, an array of four identical elements is
designed and thoroughly investigated indicating that electrostatic
bias field has not a significant effect. However, the application
of non-uniform biasing on the same setup reveals the fine
adjustment of the scattered wave’s main lobe direction.

Index Terms—anisotropy, beam manipulation, chemical poten-
tial, surface waves.

I. INTRODUCTION

Recently, technological advancements require efficiently ad-

justable devices such as radiators with beam manipulation fea-

tures [1]. Moreover, the operation frequencies are continuously

increasing, approximating THz regime, to support the demands

of data rate transfer. However, conventional materials, such

as metals, present degraded performance at this spectrum

resulting in the consideration of alternative ones, such as the

popular graphene [2]. Despite its negligible thickness, this

truly two-dimensional carbon allotrope has gained significant

recognition due to its exotic properties, such as the ability

to support strongly confined surface plasmon polariton (SPP)

waves at far-infrared frequencies.

This feature is exploited in this work to control the scatte-

ring properties of a graphene patch with finite dimensions.

Specifically, our initial goal is the radar cross-section ex-

traction of single square patches as well as the observation

of surface wave generation onto graphene that are strongly

connected to the application of electrostatic bias fields. To

this end, the two-dimensional material is introduced in a pro-

perly modified Finite-Difference Time-Domain scheme as an

equivalent surface current density that depends on graphene’s

surface conductivity [3]. Then, a 2 × 2 patch array setup is

examined indicating that a non-uniform electrostatic biasing is

able to rotate finely the main-lobes of both back and forward

scattered waves.

II. GRAPHENE CONDUCTIVITY AND SURFACE WAVES

In our work, graphene is considered as infinitesimally thin

layer, characterized via its surface conductivity σ(ω, µc,Γ, T );
where ω is the radian frequency, µc the chemical potential

k E0

z

x y

mc2

mc2

mc1

mc1

Fig. 1. Plane wave propagating towards a 2×2 graphene patch array.

that is controlled via an applied electrostatic bias, Γ a phe-

nomenological scattering rate assumed to be independent of

energy, and T the temperature. Graphene’s conductivity is

evaluated by the compact expression resulting from the Kubo

formula [4], involving only the dominant, at the far-infrared

spectrum, intraband term:

σintra(ω, µc,Γ, T ) =
e2kBT

π~2(jω + 2Γ)
×

×

[

µc

kBT
+ 2 ln(e−µc/kBT + 1)

]

. (1)

Moreover, the propagation properties of the surface wave onto

graphene are evaluated via the complex wavenumber kρ of that

depends on the material’s conductivity and is extracted via [5]:

kρ = k0

√

1−

(

2

σintraη0

)2

, (2)

with k0 and η0 the free space wavenumber and wave impe-

dance, respectively. An additional, more intuitive feature of the

SPP wave is its wavelength λSPP that is promptly calculated

in terms of:

λSPP =
2π

ℜ{kρ}
. (3)

III. PLANE WAVE SCATTERING ON GRAPHENE PATCHES

The general setup that is under investigation is depicted in

Fig. 1, where graphene is on xy-plane and a plane wave is
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Fig. 2. Distribution of electric field component that is normal to
graphene.

propagating towards positive z-axis, that is normal to graphene

surface. Observe that the plane wave polarization is along

negative x-axis. The computational domain for the subsequent

analyses is divided into 300×300×300 cells with ∆x = ∆y =
∆z = 2.5µm and a time-step of ∆t = 4.5 fs, while open

boundaries are terminated with an 8-cell perfectly matched

layer. The simulations are conducting at operating frequency

1−2THz, where graphene SPP wave contribution is enhanced,

while the dimension of square patches is selected α = 100µm.

Finally, graphene parameters are set to Γ = 0.33meV and

the chemical potential varies from low to moderate values,

specifically 0.1− 0.3 eV.

A. Single Patch Scenario

Initially, a single graphene patch is placed into the com-

putational domain and the generation of surface waves is

investigated thoroughly. In particular, the distribution of the

normal, to graphene, electric field component, namely Ez , is

depicted in Fig. 2 for different chemical potential values. It

is evident that as the latter increases, the SPP wavelength

is larger, as expected through (3), where λSPP is 26.3, 50
and 70.2µm for µc equal to 0.1, 0.2 and 0.3 eV, accordingly.

Moreover, the standing waves are appearing towards polari-

zation, while electric field is stronger as chemical potential

increases that can be explained due to the weaker matching

of the propagating surface wave to the surface waves with

decreased wavelength. Finally, the directivity of the scattered

wave is evaluated and sketched in Fig. 3. It is evident that

resonance regions exist due to the surface wave stimulation,

while chemical potential variation is able to influence the

resonance frequency.

B. Array of Graphene Patches

In our second scenario, the 2 × 2 array of Fig. 1 is

investigated at 1.8THz, where the resonance frequency of

µc = 0.3 eV patch is observed. Firstly, graphene patches are

uniformly biased with µc1 = µc2 = 0.1 eV while a final setup

is designed, where the patches are distinguished in two groups

along the polarization. Two different cases are examined, the

former with µc1 = 0.1 eV and µc2 = 0.2 eV, the latter with

µc1 = 0.1 eV and µc2 = 0.3 eV. It is illustrated in Fig. 4

that for the non-uniform biased sheets are able to turn the
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Fig. 3. Radar cross-section of a single graphene patch at a plane
normal to plane wave direction and polarization.
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Fig. 4. Radar cross-section of a 2×2 graphene patch array at xz-plane
that is normal to plane wave direction and polarization.

main lobe. Specifically, the rotation angle is negligible for

µc2 = 0.2 eV, since the directivity is the patches is almost

identical. However, the main lobe turns considerably, about

8◦ for µc2 = 0.3 eV because of the increased directivity

difference between the neighboring patches.

REFERENCES

[1] L. Zhang, S. Mei, K. Huang, and C.-W. Qiu, “Advances in full control of
electromagnetic waves with metasurfaces,” Advanced Optical Materials,
vol. 4, no. 6, pp. 818–833, 2016.

[2] A. K. Geim and K. S. Novoselov, “The rise of graphene,” in Nanoscience
and Technology: A Collection of Reviews from Nature Journals. World
Scientific, 2010, pp. 11–19.

[3] G. D. Bouzianas, N. V. Kantartzis, T. V. Yioultsis, and T. D. Tsiboukis,
“Consistent study of graphene structures through the direct incorporation
of surface conductivity,” IEEE Transactions on Magnetics, vol. 50, no. 2,
pp. 161–164, 2014.

[4] V. Gusynin, S. Sharapov, and J. Carbotte, “Magneto-optical conductivity
in graphene,” Journal of Physics: Condensed Matter, vol. 19, no. 2, p.
026222, 2006.

[5] G. W. Hanson, “Dyadic Green’s functions and guided surface waves for a
surface conductivity model of graphene,” J. Appl. Phys., vol. 103, no. 6,
pp. 064 302(1–8), 2008.

         AMANATIADIS, OHTANI, KANAI, KANTARTZIS: EFFECTIVE DESIGN OF GRAPHENE PATCH ARRAYS1311



Circularly Polarized Log Periodic Dipole Antennas
Haruo Kawakami 1, Masao Tanioka 1, and Ryoji Wakabayashi 2 

1 Kato Electric Industry Co., Ltd.  
1-9-2-704 Haruno Minuma-ku

Saitama-city, Saitama Pref., Japan 
2 Tokyo Metropolitan College of Industrial Technology 

8-17-1, Minami-Senju, Arakawa, Tokyo, 116-8523

Abstract- This Modified Self-complementary LPDA [1] has a 
second array of dipoles so arranged that each dipole of the second 
array has a quarter-wavelength phase difference from that of the 
corresponding dipole of the standard LPDA array for the given 
radiation field. The cross-element LPDA does not need a broadband 
90-degree hybrid junction to produce circular polarization.

Index Terms- Broadband, LPDA antennas. 

I. INTRODUCTION

In this paper we propose a LPDA. This LPDA, called a 
“cross-element LPDA,” has a second dipole array which is 
orthogonal to that of the standard LPDA. Though a cross-
element LPDA for EMC measurement has been manufactured 
by EMCO, this version of the antenna requires a discrete 
broadband 90-degree hybrid junction to produce the circular 
polarization. However, our version of an LPDA antenna does 
not require such a hybrid junction. 

The cross-element LPDA antenna can radiate the 
horizontal and vertical components of the electric field with a 
polarization ratio of about only 1 dB for the vertical plane, and 
so the cross-element LPDA gives good circular polarization. 

II. CROSS ELEMENT OF THEORY AND MESUREMENT
VALUE 

The geometry of a standard N-element LPDA [2]-[3] with 
associated parameters is shown in Fig. 1. An antenna length 
shows the length of the ith element, the distance between 
element i-1 and i and the wire radius of the ith element of a 
standard 16-element LPDA. These parameters are referred to 
the model 3146 (a product of EMCO). The parameters of the 
LPDA, di/li, scale factor (τ=di/di-1), the frequency of the half-
wave resonance spacing factor (σ=di/li) and apex angle α. Then, 
it reasoned that the LPDA would have circular polarization if 
the LPDA had a set of cross elements perpendicular to the 
original elements and if each cross element was shifted from 
the original elements a distance equivalent to a phase shift of 
π/4 for the given radiation field. 

The geometry of the cross-element LPDA with 2N 
elements is shown in Figs. 2 (a) and (b). Each N+ith cross 
element is lengthened to be 14.2/13＝1.09 times longer than 
the corresponding i-th element so that α of the cross elements 
of the LPDA comes to the values of the original LPDA. 

Fig. 3 shows the front view of the feed lines of the cross-
element LPDA for the # i and # i+N elements. The characteristic 
impedance Z0 of the feed line in Fig. 3 can be given as: 

0 10

2 2
138log

D
Z

a
 , 

It is found that 0 62.3( )Z   , because D>a. In this paper,

0Z  is 75( ) , for example, if a=10.0 mm, then D= 12.4 mm. 
Figs. 4 (a) and (b) shows values calculated by the moment 

method [4] and the typical measured radiation pattern of the 
cross-element LPDA for a frequency of 1 GHz. The calculated 
patterns seem to be in close agreement to the measured patterns. 

Fig. 1. Standard LPDA with associated parameters. 

(a) 

(b) 

Fig. 2. (a) An exterior view of the suggested cross-element LPDA. (b) 
Suggested cross-element LPDA with associated parameters. 
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Fig. 3. A pair of feed lines with #ith and #i+Nth elements of the cross-element 
LPDA. 

Figs. 5 (a) and (b) shows the measured an axial ratio of the 
cross-element LPDA for a frequency of 750MHz. An axial 
ratio of the cross-element LPDA is within 3 dB for the 
horizontal and 1 dB for the vertical plane in the forward 
direction. This shows that this type of antenna has circular 
polarization. Similar patterns are obtained for other frequencies 
from 300 MHz to 1000MHz. This antenna has a gain of about 
5.8-5.0 dB at the frequency 300-1000MHz. 

We consider that the two orthogonal components of the 
electric field, the E   component radiated from the original 
element and the E  component radiated from the cross element 
of the LPDA where maximum current is obtained, have a phase 
difference of π/4. 

 

Fig. 4. Radiation pattern of the cross-element LPDA at 1000MHz: (a) 
horizontal plane and (b) vertical plane.

Fig. 5. Measured polarization ratio of the cross-element LPDA at 750MHz: 
(a) horizontal plane and (b) vertical plane.

III. CONCLUSION

It has calculated the gain for the cross-element LPDA and 
has shown the characteristics of the cross-element LPDA 
clearly. The cross-element LPDA has an axial ratio of about 1 
dB for the vertical plane. The cross-element LPDA has almost 
circular polarization.  
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Abstract ─ A side-frame dual-band multi-input multi-

output (MIMO) antenna system for fifth-generation (5G) 

mobile communication in smartphone applications is 

presented, operating in 3.5 GHz band (3400-3600 MHz) 

and 5 GHz band (4800-5000 MHz). The proposed four-

element antenna array is placed at four corners of the 

circuit board and printed on the side edge frame. The 

height of the structure is only 4.1 mm, which is compatible 

for ultra-thin full screen smartphones. According to the 

verification of HFSS and CST, ideal impedance matching 

bandwidths (superior to 10dB) and excellent isolations 

(superior to 18 dB) are obtained over the 3.5 GHz band 

and 5 GHz band, with peak gain of 6.18 dB and 4.9 dB, 

respectively.  

Index Terms ─ Dual band, fifth-generation (5G), multi-

input multi-output (MIMO), side frame. 

I. INTRODUCTION
In recent years, with the rapid development of 5G 

communication technology, multi-input multi-output 

(MIMO) antennas have become a hot topic [1-3], due to 

the advantages of low loss of signal, low co-channel 

interference and high data rate [1]. China have assigned 

3.5 GHz band (3400-3600 MHz) and 5 GHz band (4800-

5000 MHz) for 5G mobile phone communication. A 

dual-band antenna array is come up with 10 T-shaped 

slot elements, operating LTE 42/43/46 bands [3]. But 

antenna efficiencies of the system is not high. Nowadays, 

the side-edge frame antenna is a hot trend in current 

research, in order to satisfy the demand for ultra-thin 

and full-screen smartphones. Several side frame MIMO 

antennas have been proposed for 5G smartphones [4-5]. 

An eight-port side-edge frame printed antenna array is 

presented in [4], operating in 3.5 GHz band and 5 GHz 

band. However, the dimensions of the proposed antenna 

array are 15 mm × 7 mm. A MIMO antenna array printed 

along the long frame of the phone is presented in [5], 

working in the 3.5GHz band and 5GHz band. Each 

antenna array consists of a gap-coupled branch and a 

curved monopole, fed by a 50Ω microstrip line.  

In this paper, a MIMO antenna operating in the 

3.5 GHz band and 5 GHz band for 5G ultra-thin full 

screen smartphones is proposed. The proposed four-port 

antennas are printed on the side frame with small 

requirements for clearance area. And 4.1 mm high is 

suitable for ultra-thin smartphones. The proposed mobile 

phone antenna was simulated by HFSS and CST.  

(a) 

(b) 

(c) 

Fig. 1. Geometries and dimensions. (a) Front elevation, 

(b) side frame structure, and (c) feeding line.

II. ANTENNA DESIGN
The proposed MIMO antenna array is given in 

Fig. 1, which is composed of four similar elements. A 

150 mm × 70 mm × 0.8 mm FR4 substrate (relative 

permittivity = 4.4, loss tangent = 0.02) is chosen for 

5.5-inch smartphone system circuit board. Figure 1 (a) 

exhibits the main view of the proposed antenna. The 

details of the radiating slot and 50-ohm feeding line are 

indicated in Figs. 1 (b) and (c). The pectinate strips and 

0.8-mm thick FR4 substrate 

as system circuit board (150 ×70 ×0.8   )

50-ohm Microstrip feedline
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the prominent T-shaped structure in the gap of the ground 

plane are applied to realizing antenna miniaturization 

and adjust impedance matching, which can be observed 

in Fig. 2. 

Fig. 2. Current distributions at 3.5GHz and 5GHz. 

III. RESULTS AND DISCUSSIONS
Figure 3 shows the simulated S Parameters of 

the designed antenna by HFSS and CST (commercial 

software). It is obvious that ideal impedance matching 

bandwidths and excellent isolations (superior to 18 dB) 

are obtained (superior to 10 dB) over the 3.5GHz band 

and 5GHz band. It can be observed that the antenna gains 

are approximately 4.89-6.18 dB and 4.65-4.90 dB over 

the desired bands in Fig. 4. The antenna total efficiencies 

are 62 – 72% and 72 – 80% over the 3.5GHz band and 

5GHz band, respectively. 

Fig. 3. Simulated S parameters by HFSS and CST. 

Fig. 4. Peak gains and Radiation efficiencies. 

IV. CONCLUSION
Table 1 exhibits the comparison of the proposed 

antenna with the references. Compared to the references, 

it can draw a conclusion that the designed antenna 

performs better impedance matching bandwidth (better 

than 10 dB), low isolations (better than 18 dB), excellent 

antenna gains (superior to 4.65 dB and 4.89 dB, 

respectively) and good antenna efficiencies (62 – 72% 

and 72 –80 %). Particularly, due to printed on the side 

frame (4.1-mm high), the designed antenna system is an 

eligible candidate for 5G ultra-thin full screen smartphones. 

Table 1: Contrast of the referenced and proposed antenna 

Reference 
Bandwidths 

(GHz) 

Isolation 

(dB) 

Dimensions 

(mm × mm) 

3 

3.4-3.8 

and 5.1-5.9 

(-6 dB) 

>11 16.2 × 3 

5 

3.4-3.6   

and 4.8-5.1 

(-6 dB) 

>11.5 15 × 7 

The 

Proposed 

Antenna 

3.40-3.60 

and 4.80-5.0 

(-10 dB) 

>18 12 × 3.3 
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Abstract—Mutual coupling compensation in uniform linear
and circular receiving antenna arrays of thin wire dipoles is
presented. It was observed that the mutual impedance is inde-
pendent of the incident angle and depends solely on the geometry
of the array. By using only one measurement, decoupling matrix
is computed and direction of arrival is estimated.

Index Terms—Direction of Arrival, Method of Moments, Mu-
tual Coupling, Receiving Antenna Arrays, UCA, ULA.

I. INTRODUCTION

Mutual Coupling is responsible for the degradation in an-
tenna array performance, both in transmitting and receiving
arrays [1–4]. In direction of arrival (DoA) estimation for
receiving antennas, the received voltages must be decoupled
in order to estimate the incoming signal DoA. In [5], mutual
impedances are calculated when the array is in receiving
mode. It has been shown experimentally [6], that this method
works well for decoupling with a high resolution. However,
measurements are required from various incident angles in
order to compute the mutual impedances. This may not be
practical for experimental purposes.

In this paper, an array of thin wire dipole antennas is illu-
minated by a plane wave. The received voltages are decoupled
and the DoA is estimated. Examples for Uniform Linear Array
(ULA) and Uniform Circular Array (UCA) are presented.
Method of moments (MoM) is used to find the currents and
voltages on the single mode antennas. Here, we show that
the mutual impedance is constant for all angles and depends
solely on the geometry of the antenna array. Furthermore, it
can be calculated using only one measurement. This reduces
the computation complexity and the physical labour in the
experiments without degrading the accuracy of the mutual
coupling compensation.

II. FORMULATION

Consider an N element array of thin wire dipoles where
each element is terminated with a load ZL. The received
voltage at the antenna terminal Vi can be written as:

Vi = IiZL. (1)

The received voltage is the sum of two voltages, Si and Ci.
Si is the voltage induced on the ith isolated antenna and Ci
is the coupling effect from other elements. Thus (1) can be
rewritten as,

Vi = Si + Ci. (2)

Ci includes the re-radiation effects from all the other elements
of the array on the ith antenna as:

Ci = Zi,1I1 + Zi,2I2 + ...+ Zi,i−1Ii−1 + Zi,i+1Ii+1 + ...+ Zi,NIN . (3)

Here, Zi,j is the mutual impedance between elements i and j
and Ij is the current induced at the jth port, given by:

Ij =
Vj

ZL
for j = 1, 2, ..., N. (4)

To make the presentation simple, let us assume number of
elements of the array N = 4. Then, from (2), (3) and (4) we
get,

V1 − Z1,2 V2

ZL
− Z1,3 V3

ZL
− Z1,4 V4

ZL
= S1, (5)

V2 − Z1,2 V1

ZL
− Z1,2 V3

ZL
− Z1,3 V4

ZL
= S2, (6)

V3 − Z1,3 V1

ZL
− Z1,2 V2

ZL
− Z1,2 V4

ZL
= S3, (7)

V4 − Z1,4 V1

ZL
− Z1,3 V2

ZL
− Z1,2 V3

ZL
= S4. (8)

Due to the symmetry of the problems investigated, the mutual
impedance matrix is Toeplitz. This property is used in the
above equations. There are three unknowns, Z1,2, Z1,3 and
Z1,4 which can be solved by applying least square (LS)
method to the above over-determined system for a single
incident angle. Once the mutual impedances are found, the
decoupling matrix can be found as follows,

1 −Z1,2

ZL
−Z1,3

ZL
−Z1,4

ZL

−Z1,2

ZL
1 −Z1,2

ZL
−Z1,3

ZL

−Z1,3

ZL
−Z1,2

ZL
1 −Z1,2

ZL

−Z1,4

ZL
−Z1,3

ZL
−Z1,2

ZL
1


V1

V2

V3

V4

 =

S1

S2

S3

S4

 . (9)

III. NUMERICAL EXAMPLES

In this section, examples of four-element ULA and UCA
are presented. The computations are done using MoM as
mentioned in [1], [7]. The mutual impedances calculated by
the proposed method are compared with those of [5]. The DoA
is estimated for two-coherent sources using the decoupled
voltages.

A. Four-element ULA

A ULA with four dipole antennas at 2.4 GHz is considered
with spacing d = 0.2λ0, length l= 0.48λ0 and l/a = 100,
where a is the radius and λ0 is the free space wavelength.
Each antenna is terminated with ZL = 50 Ω load impedance.
The array is excited by a plane wave with θ=90◦ and φ=90◦,
where θ and φ are measured from positive z and positive
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x directions, respectively. These angles are chosen because
coupling effect is maximum for the ULA. Using MoM, we
find the received voltages at each antenna terminal, which is
the coupled voltage. Then, the isolated voltages are computed
by considering one antenna at a time in the absence of the
others. Solving (5) to (8), we find the mutual impedances
which are shown in Table I. It should be noted that in the
proposed method, only one measurement angle (θ, φ) was
used to compute the mutual impedances, whereas in [5] at
least 10 angles were required to compute the same mutual
impedances. It was observed that the mutual impedances found
in the proposed method are more accurate than in [5]. Since
mutual impedance is independent of the angle of arrival, the
decoupling matrix of the proposed method can decouple any
voltage irrespective of the incident angle, whereas [5] limits
itself to a fixed elevation angle. The real and imaginary mutual
impedances are shown in Fig. 1, which are constant for all
angles (θ, φ).

B. DoA Estimation of Two Sources
Here, two cases for DoA estimation are discussed. In case I,

the ULA was excited by two plane waves, with fixed φ=90o

and different elevation angles, θ1=45o and θ2=75o. The un-
coupled voltages were computed using the mutual impedances
of Table I. The isolated, coupled and uncoupled voltages were
given as an input to MUSIC algorithm [5] with forward-only
spatial smoothing due to the coherent sources as plane wave.
In case II, the plane waves were incident from a fixed θ=90o

but different azimuth angles φ1 =45o and φ2 =75o. As Fig. 2
shows, both of the DoAs are successfully detected.

C. Four-element UCA
The same dipole antennas are arranged in a UCA with a

radius of λ0/8 and excited by the plane wave with θ=90◦, φ=
90◦. The coupled and isolated voltages are calculated and then
the mutual impedances are computed which are compared in
Table I. As an example, the UCA was excited by two incident

TABLE I. RECEIVED MUTUAL IMPEDANCES

Comparison ULA
Z1,2 Z1,3 Z1,4

Proposed −19.26 + 11.13i 0.0675 + 15.38i 10.39 + 4.866i
Ref [5] −18.47 + 10.94i 0.0263 + 15.61i 10.72 + 4.732i

UCA
Proposed −21.56 + 9.238i −14.52 + 14.12i −21.74 + 9.371i
Ref [5] −21.95 + 10.62i −12.39 + 15.71i −21.95 + 10.62i

TABLE II. ISOLATED, COUPLED AND UNCOUPLED VOLTAGES

Ports UCA
Isolated [mV ] Coupled [mV ] Uncoupled [mV ]

V1 31.7∠ 14.0o 29∠31.8o 31.7∠ 14.0o

V2 31.7∠− 49.1o 18∠− 101.2o 31.7∠− 49.1o

V3 31.7∠− 43.6o 16.6∠− 83.9o 31.7∠− 43.6o

V4 31.7∠ 19.5o 31.4∠39.7o 31.7∠ 19.5o

plane waves with θ = 90o and φ1 = 35o and φ2 = 45o. The
isolated, coupled and uncoupled voltages are shown in Table
II. It can be seen that mutual coupling has been successfully
compensated.

Fig. 1. Mutual impedance (left) real and (right) imaginary for four elements
ULA, for all elevation angles.

Fig. 2. Spatial spectrum of MUSIC algorithm for DoA detection of two
coherent signals from. (Left): φ=90o, θ1=45o, θ2=75o. (Right): θ=90o,
φ1=45o, φ2=75o.

IV. CONCLUSION

Mutual coupling in receiving antenna arrays of thin wire
dipoles has been compensated by using only one measurement.
It was observed that the mutual impedance depends only on
the geometry of the structure and is independent of the incident
angle.
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Abstract—Electromagnetic coupling to realistic wire
configurations exhibit large variations with respect to the
frequency, incident angle, and polarization of the interfering
signal. In this work, Characteristic Mode Analysis (CMA) is used
to calculate the fundamental modes of a terminated wire above an
infinite ground plane. Using the properties of the modes, the
coupled currents to the wire’s loads are predicted for different
incident excitations. Using this simple but practical wire
configuration, we show the versatility of CMA in practical
electromagnetic interference and coupling applications.
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I. INTRODUCTION

In a highly congested wireless spectrum, electromagnetic
interference poses a significant challenge in a wide range of
applications. Therefore, predicting the coupling or interfering
current to a particular load in a practical wiring system has 
received rising interest over the last decade [1], [2]. For
a particular wire configuration, several simulations and/or
measurements are needed to exhaustively quantify the
variations in the coupled currents due to variations in the
frequency, angle of incidence, and polarization of the
interfering signal. In this work, Characteristic Mode Analysis
(CMA) is applied to predict the coupling to a terminated wire
above an infinite ground plane. CMA decomposes the currents
induced on a scatterer in terms of a set of independent modes
and quantifies the modal behavior such as the relative
importance of each mode at the frequency of interest [3]. In
this work, we show how this modal behavior can be used to 
guide coupling and interference to practical wire systems.

II. COMPUTATIONAL ANALYSIS

A. Wire Configuration
Fig. 1 shows a 1 m wire, 3 mm in radius, and at a height of

0.1 m above an infinite ground plane. The wire is terminated
at both of its ends by 50 Ω loads labelled as Load 1 and Load
2, respectively. Moreover, a third 50 Ω load, Load 3, is
attached to the middle of the wire. In spite of the simplicity of
the configuration in Fig. 1, it has practical relevance in a wide
range of studies [4]–[6]. In the next Sub-section, we show how
CMA can be used to simplify the coupling analysis to the
different loads in Fig. 1.

B. Characteristic Mode Analysis of the structure
The CMA of the wire configuration in Fig. 1 is performed

using the commercial electromagnetic solver FEKO [7]. 
The components of the CMA are threefold: (i) the modal
significance spectrum (Fig. 2), (ii) the modal current 

distribution(Fig. 3), and (iii) the modal fields or the radiation
characteristics of each mode (Fig. 4) [8]. In the context of
electromagnetic interference, the modes represent all possible 
pathways for the external electromagnetic radiation to couple
to the wire configuration in Fig. 1. The modal current
distribution and the modal significance are completely
independent of the external excitation. The modal fields
represent the coupling between the incident field and the
modes. That is, the modal field patterns can be defined as the
map of the electric field directions that minimize/maximize
the coupling between the incident radiation and a particular
mode.

III. ELECTROMAGNETIC INTERFERENCE RESULTS

CMA provides the current distribution of the fundamental
modes of the structure allowing the prediction of the response
at different wire locations. For example, Fig. 3 shows that only 
the even modes, Modes 2, 4 and 6, have nonzero currents
at the middle of the wire. Thus the middle load, Load 3, is 
immune to coupling from the odd modes. Starting with Mode 
2, Fig. 4 shows that Mode 2 is more efficiently excited by
an excitation at incidence angles of θ = 90ᵒ and Φ = 45ᵒ (the
green curve). Fig. 3 shows that Mode 2 resonates at 0.3 GHz.
Therefore, Mode 3 should be strongly expressed in the
coupled current to Load 3 at 0.3 GHz for an incident plane
wave at angles of incidence θ = 90ᵒ and Φ = 45ᵒ. On the other
hand, Fig. 2 shows that Mode 6 resonates at 0.9 GHz and Fig.
4 shows that Mode 6 can be most efficiently excited at angles
of incidence θ = 50ᵒ and Φ = 0ᵒ. Therefore, at angles of
incidence θ = 50ᵒ and Φ = 0ᵒ maximum coupling should occur
at 0.9 GHz which is the resonance frequency of Mode 6. 

To test this hypothesis, Fig. 5 shows the coupled current to
Load 3 for two different excitations. Clearly, the current
coupled to Load 3 is maximum at 0.3 GHz when θ = 90ᵒ and
Φ = 45ᵒ, due to the strong excitation of Mode 2, and the current 
coupled to Load 3 is maximum at 0.9 GHz when θ = 50ᵒ and
Φ = 0ᵒ, due to the excitation of Mode 6.

For the terminal loads, Load 1 and Load 2, all the modes
have high current values at the load locations as shown in Fig. 
3. However, for frequencies below the resonance frequency of
the first mode, i.e., frequencies below 0.15 GHz, only Mode 1
will contribute to the current coupled to the terminal loads
because it will be the only mode that is significant as shown in
Fig. 2. Fig. 4 shows that if the incident field is exerted at θ =
90ᵒ and Φ = 90ᵒ, maximum coupling to Mode 1 will occur
which will directly maximize the coupling to the terminal 
loads. For these angles of incidence, the maximum coupling
to the terminal loads will occur at the resonance frequency of
Mode 1, 0.15 GHz, as shown in Fig. 6. As the frequency
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I. INTRODUCTION

In a highly congested wireless spectrum, electromagnetic 
interference poses a significant challenge in a wide range of 
applications. Therefore, predicting the coupling or interfering 
current to a particular load in a practical wiring system has 
received rising interest over the last decade [1], [2]. For 
a particular wire configuration, several simulations and/or 
measurements are needed to exhaustively quantify the 
variations in the coupled currents due to variations in the 
frequency, angle of incidence, and polarization of the 
interfering signal. In this work, Characteristic Mode Analysis 
(CMA) is applied to predict the coupling to a terminated wire 
above an infinite ground plane. CMA decomposes the currents 
induced on a scatterer in terms of a set of independent modes 
and quantifies the modal behavior such as the relative 
importance of each mode at the frequency of interest [3]. In 
this work, we show how this modal behavior can be used to 
guide coupling and interference to practical wire systems.  

II. COMPUTATIONAL ANALYSIS 

A. Wire Configuration 
Fig. 1 shows a 1 m wire, 3 mm in radius, and at a height of 

0.1 m above an infinite ground plane. The wire is terminated 
at both of its ends by 50 Ω loads labelled as Load 1 and Load 
2, respectively. Moreover, a third 50 Ω load, Load 3, is 
attached to the middle of the wire. In spite of the simplicity of 
the configuration in Fig. 1, it has practical relevance in a wide 
range of studies [4]–[6]. In the next Sub-section, we show how 
CMA can be used to simplify the coupling analysis to the 
different loads in Fig. 1.  

B. Characteristic Mode Analysis of the structure
The CMA of the wire configuration in Fig. 1 is performed 

using the commercial electromagnetic solver FEKO [7]. 
The components of the CMA are threefold: (i) the modal 
significance spectrum (Fig. 2), (ii) the modal current 

distribution (Fig. 3), and (iii) the modal fields or the radiation 
characteristics of each mode (Fig. 4) [8]. In the context of 
electromagnetic interference, the modes represent all possible 
pathways for the external electromagnetic radiation to couple 
to the wire configuration in Fig. 1. The modal current 
distribution and the modal significance are completely 
independent of the external excitation.  The modal fields 
represent the coupling between the incident field and the 
modes. That is, the modal field patterns can be defined as the 
map of the electric field directions that minimize/maximize 
the coupling between the incident radiation and a particular 
mode.  

III. ELECTROMAGNETIC INTERFERENCE RESULTS 
CMA provides the current distribution of the fundamental 

modes of the structure allowing the prediction of the response 
at different wire locations. For example, Fig. 3 shows that only 
the even modes, Modes 2, 4 and 6, have nonzero currents 
at the middle of the wire. Thus the middle load, Load 3, is 
immune to coupling from the odd modes. Starting with Mode 
2, Fig. 4 shows that Mode 2 is more efficiently excited by 
an excitation at incidence angles of θ = 90ᵒ and Φ = 45ᵒ (the 
green curve). Fig. 3 shows that Mode 2 resonates at 0.3 GHz. 
Therefore, Mode 3 should be strongly expressed in the 
coupled current to Load 3 at 0.3 GHz for an incident plane 
wave at angles of incidence θ = 90ᵒ and Φ = 45ᵒ. On the other 
hand, Fig. 2 shows that Mode 6 resonates at 0.9 GHz and Fig. 
4 shows that Mode 6 can be most efficiently excited at angles 
of incidence θ = 50ᵒ and Φ = 0ᵒ. Therefore, at angles of 
incidence θ = 50ᵒ and Φ = 0ᵒ maximum coupling should occur 
at 0.9 GHz which is the resonance frequency of Mode 6.  

To test this hypothesis, Fig. 5 shows the coupled current to 
Load 3 for two different excitations. Clearly, the current 
coupled to Load 3 is maximum at 0.3 GHz when θ = 90ᵒ and 
Φ = 45ᵒ, due to the strong excitation of Mode 2, and the current 
coupled to Load 3 is maximum at 0.9 GHz when θ = 50ᵒ and 
Φ = 0ᵒ, due to the excitation of Mode 6.  

For the terminal loads, Load 1 and Load 2, all the modes 
have high current values at the load locations as shown in Fig. 
3. However, for frequencies below the resonance frequency of 
the first mode, i.e., frequencies below 0.15 GHz, only Mode 1 
will contribute to the current coupled to the terminal loads 
because it will be the only mode that is significant as shown in 
Fig. 2. Fig. 4 shows that if the incident field is exerted at θ = 
90ᵒ and Φ = 90ᵒ, maximum coupling to Mode 1 will occur 
which will directly maximize the coupling to the terminal 
loads. For these angles of incidence, the maximum coupling 
to the terminal loads will occur at the resonance frequency of 
Mode 1, 0.15 GHz, as shown in Fig. 6. As the frequency 
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increases, the higher-order modes, both odd and even, will 
start contributing to the current coupled to the terminal loads 
according to their modal significance shown in Fig. 2 and their 
modal fields in Fig. 4. The example studied in this paper shows 
the versatility of CMA in quantifying and predicting coupling. 
A similar CMA approach can be used to quantify and predict 
coupling to wire systems that are more complex than the one 
shown in Fig. 1 which will be presented at the conference. 

Fig. 1. Terminated wire above perfectly conducting ground plane. 

Fig. 2. Modal Significance of the wire configuration shown in Fig. 1. 

Fig. 3. Modal currents of the first 6 modes of the wire configuration.

Fig. 4. Modal fields of the first 6 modes of the wire configuration shown in 
Fig. 1. 

Fig. 5. Induced current on Load 3 for different field orientations. 

Fig. 6. Maximum induced current on Load 1. 

IV. CONCLUSION

A simple wire configuration with three loads was studied 
to predict and control the coupling to each load individually at 
different frequencies. Characteristic Mode Analysis (CMA) 
was applied to identify all the modes of the structure and the 
possible ways to maximize/minimize coupling to each mode. 
This study will be extended in the future to study more 
complex wire systems and experimental validations of the 
CMA predictions will be presented. 
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Abstract—In this work, we study the use of asymmetric 

carbon nanotube (CNT) dimers for the contactless detection 

of foreign nano-particles. Asymmetric CNT dimers create a 

unique field distribution, through the electromagnetic coupling, 

which in turn generates two distinct resonances representing the 

bonding and anti-bonding modes. The presence of a foreign 

nano-particle (NP) in the vicinity of the CNT dimer perturbs 

the dimer’s field distribution and causes the bonding and anti-

bonding resonances to shift by unequal amounts depending on 

the NP location. By studying the difference in the shift of the 

bonding and the anti-bonding resonances, we show that the 

NP relative location can be reconstructed. The computational 

experiments performed in this work show how asymmetric 

CNT dimers can be used for novel sensing applications.     

Index Terms—Anti-bonding modes, bonding modes, carbon 

nanotubes (CNTs), dimers, sensors. 

I. INTRODUCTION

Carbon nanotubes (CNTs) are rolled versions of two-
dimensional graphene sheets forming single-walled (SWCNT) 
or concentric multi-walled (MWCNT) tubes with high aspect 
ratios and exceptional mechanical, thermal and electrical 
properties [1]. Recent experimental and computational studies 
have demonstrated the existence of localized surface plasmon 
resonances (LSPR) in CNTs which vary depending on the 
CNT’s length, shape, and environment [2]. This has paved the 
way for several potential applications of CNTs including nano-
antennas, emitters, detectors, polarizers, and THz absorbers. [2]. 
In most of these applications, the CNTs are studied in bulk 
agglomerated form or in a large array [3]. A CNT pair, termed 
as CNT dimer, has recently received rising interest. If two CNTs 
of comparable dimensions are arranged in close proximity, they 
exhibit strong electromagnetic coupling and develop bonding 
and anti-bonding modes or resonances [4]. In the bonding 
resonance (BR), the currents of the two CNTs are in phase 
whereas in the anti-bonding resonance (ABR) the currents of the 
two CNTs are out of phase. This phenomenon exhibited by a 
CNT dimer is similar to the energy level splitting effect under 
optical illumination in plasmonic nano-particle assemblies [5].  

We have re-investigated this dual-mode feature of CNT 
dimer and shown its potential in sensing applications. In order 
to get a strong expression from both the ABR and BR, we used 
length asymmetry in the CNT dimer assembly [4]. Each of these 
modes shows a unique near-field distribution that is sensitive to 

any external perturbations.  Our analysis shows that the presence 
of an external nano-particle (NP) in the vicinity of the CNT 
dimer will perturb the near-field distribution and produce 
unequal shifts in the BR and ABR, depending on the particle 
location. The unequal shifts in the resonances can then be 
translated into a measure of the external NP’s location.  

II. COMPUTATIONAL MODELLING

The far-field electromagnetic response of the CNT dimer 

assemblies was calculated using our in-house full-wave Method 

of Moment (MOM) algorithm for Arbitrary Thin Wires (ATW) 

[4], and the near-field response was calculated using 

commercial electromagnetic solver FEKO [6]. The schematic 

configuration of the CNT dimer along with a foreign NP (a 50 

nm long perfectly conducting nano-wire) is shown in Fig. 1 (a). 

Both the CNTs and the foreign NP are positioned in the xy-

plane and aligned parallel to the x-axis. The assembly in Fig. 1 

(a) is excited with a normally incident plane wave with an x-

polarized electric field. Both CNTs are single-walled, have an

armchair (9, 9) chirality, and a radius a = 0.61 nm. However, to

create an asymmetric dimer, the CNTs are chosen of slightly

different lengths, 96 nm and 86.4 nm separated by a constant

gap of 20a = 12.2 nm. The position of the foreign NP is varied

schematically over the five different locations as highlighted in

Fig. 1 (b).

III. ISOLATED CNT VS ASYMMETRIC CNT DIMER

In Fig. 2 (a), we compare the absorbed power of an isolated 
96 nm long CNT1, in the absence of CNT2, versus that of 
an asymmetric CNT dimer. The asymmetric dimer exhibits 
two resonances whereas the single CNT exhibits only a single 
resonance. Fig. 2 (b) shows the x-component of the near electric 
field generated by a single CNT. Fig. 2 (c) and Fig. 2 (d) show 
the x-component of the near electric field generated by the 
asymmetric CNT dimer at the ABR and BR, respectively. Apart 
from the differences in magnitude, the near-field pattern changes 
considerably from the isolated CNT to the dimer case as shown 
in Fig. 2 (b) to Fig. 2 (d). These differences in the near-field 
distribution help in sensing the relative location of the foreign 
NP.  

IV. SENSITIVITY TO FOREIGN NP LOCATION

Keeping all the previous parameters constant, we varied the 
y-location of the foreign NP symmetrically about the dimer axis
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as shown in Fig. 1 (b), and calculated the corresponding 
absorbed power spectrums as shown in Fig. 3. The percentage 
shifts in resonances relative to unperturbed dimer configuration 
have been tabulated in Table 1. When the foreign NP is placed 
in Position 1, it produces almost no shift in the ABR but a large 
shift in the BR. This is because, in the middle of the dimer, the 
anti-bonding mode has a vanishing near-field (Fig. 2 (c)) 
whereas the bonding mode has a strong near-field (Fig. 2 (d)). 
Moving the NP from Position 1 to Position 2, i.e., close to 
CNT1, where the anti-bonding near-field increases (Fig. 2 (c)) 
causes an increasing shift in ABR. The shift in BR remains the 
same since there is no relative change in the bonding mode near-
field between Position 1 and 2 (Fig. 2 (d)). The opposite happens 
when we move NP from Position 1 to Position 3. If the NP is 
not in the dimer gap and is close to CNT1 (Position4) we see a 
comparatively bigger shift in ABR compared to BR. The 
opposite happens when we place NP at Position 5. Therefore, 
the main conclusion from Fig. 2., Fig. 3. and Table I is that the 
shifts in ABR and BR are proportional to their respective near-
field intensity values at the location of the NP. However, due to 
the non-linear nature of the near-field variation (Figs. 2 (c)-(d)), 
the resonant frequency shifts will have a non-linear relationship 
with the NP position. There are many ways to control the near-

field distribution of the dimer modes, such as by varying the 
CNT shape, orientation, conductivity, and dimer gap. The 
inclusion of these parameters can give extra degrees of freedom 
to the existing model.  

Fig. 3. Sensing foreign NP location by observing relative shifts in bonding and 
anti-bonding resonances of CNT dimer (calculated by in-house MOM 
algorithm). 1 

Table 1: Shift in resoances compared to unperturbed dimer 

Position of NP 
Shift in Anti-bonding 

Resonance 

Shift in Bonding 

Resonance 

1 -0.38% -4.05% 

2 -2.17% -4.05% 

3 -0.38% -6.34% 

4 -2.89% -2.6% 

5 -1.45% -5.2% 

V. CONCLUSION AND FUTURE WORK

The unique sensing abilities of asymmetric CNT dimers 
have been presented with several computational experiments. 
This study reveals that the location of a foreign NP can be traced 
by mapping the relative frequency shifts of dimer anti-bonding 
and bonding mode resonances. However, the sensitivity and 
reliability of this mechanism may have a dependency on the 
geometrical and material properties of CNTs as well as target 
NP. A more detailed analysis is required to set the allowable 
tolerance levels for this mechanism to work precisely.  
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Fig. 1. (a) Asymmetric CNT dimer along with a PEC nano-wire placed at the 
center of the dimer gap excited with an x-polarized normally incident plane 
wave, and (b) schematic view of five different y-locations of the PEC nano-wire 
on the same plane as the CNT dimer.  

Fig. 2. (a) Absorbed power spectrums: CNT1 alone Vs CNT Dimer with 20a 
dimer gap (calculated by in-house algorithm). (b) Magnitude of 𝐸𝑥 near-field 
component for CNT1 at 21.6 THz. (c) CNT-dimer at 20.7 THz (Anti-bonding 
mode). (d) CNT-dimer at 26.1 THz (Bonding mode). (Simulated in FEKO 3D 
MOM solver [6]). 
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Abstract—This document presents the design and validation of 
an applicator conceived for hyperthermia treatment of the 
melanoma in the human male torso and female leg. The applicator 
consists of an antenna array operating in the 5.8GHz ISM band 
immersed in an interface layer. The resulting device is comfortable 
to wear by the patient, low-cost and easy to store and handle. 
Simulation is carried out using Sim4Life and the ViP 3.0 human 
model, and the results demonstrate correct energy delivery to the 
tissue under treatment. 

Index Terms—Cancer, hyperthermia, melanoma, multi-physics 
Sim4Life, simulation, tissue. 

I. INTRODUCTION

Hyperthermia is a therapy for the treatment of tumors that 

operates by raising the temperature of affected tissue above the 

body average temperature in a selective manner, typically in the 

range 42°C-45°C. By combining hyperthermia with radiotherapy 

and chemotherapy, the effectiveness of these conventional 

treatments may reach five-fold and ten-fold improvements 

respectively [1]. Nonetheless, hyperthermia is still under 

scrutiny as there is no evidence that it induces increased 

survival rates, while side effects such as burns, blisters, pain and 

nausea have been reported [2]. 

In order to improve the effectiveness of hyperthermia and 

avoid its negative side effects, several works have been carried 

out recently. In [3] it is presented an improvement to the 

magnetic heat induction technique consisting in the insertion of 

nanoparticles in the affected tissue. The work in [4] proposes  

a metamaterial structure operating at the 2.4GHz ISM band  

to improve focusing of electromagnetic energy in the zone of 

interest. At lower frequencies, [5] propose a metamaterial 

antenna array at 434 MHz to heat uniformly tissue areas of 

considerable size. In [6], the FDTD method is used to evaluate 

the temperature increase induced by the electromagnetic field 

with a graded grid for improved accuracy in the geometrical 

representation. 

The work in [7] presents a realistic model of space- 

dependent blood perfusion in a multi-physics simulation to 

understand the perfusion features of the tumor, with a circular 

patch antenna with slotted ground operating at 434 MHz  

as applicator. In [8] the authors design an applicator for 

hyperthermia treatment specifically targeted at not causing the 

patient any pain, using a transmitarray lens and a distilled water 

interface. [9] proposes a 3-D antenna array operating at 4.2GHz 

for the treatment of breast cancer that avoids hot spots outside 

the treated area. 

Throughout the literature revised we see a variation of: 

applicator type (antenna), interface layer, illness targeted, tissue 

location, level of detail anatomical model. In this work, we 

present the design and numerical validation of an antenna array 

applicator for hyperthermia treatment of melanoma that is 

compact, robust in view that antennas are immersed on a solid 

interface layer and cost-effective thanks to a simple design. The 

validation process considers a detailed model of the affected 

zone and its environment within the body to assess the 

performance in terms of energy focusing and power delivery. 

The computation is carried out with Sim4Life [10], and results 

in quantitative data that provide a very accurate prediction of 

the performance. 

II. SIMULATION SCENARIO AND APPLICATOR DESIGN

The anatomical model employed is extracted from the 

Virtual Population (ViP 3.0) [11], which is a group of 

computable human models that describe the multi-physics and 

physio- logical behavior of body tissues with great accuracy 

in high resolution, and allow postural manipulation. In the 

anatomical model employed, no differentiation in tissue 

characteristics for healthy/ill tissue is analyzed. 

The applicator consists of a planar antenna array operating in 

the 5.8GHz ISM band, designed to attain energy focusing in the 

zone of interest and low return loss. An interface layer favors 

energy delivery to the affected tissue by avoiding the free-

space/body impedance mismatch and preventing the generation 

of hot spots in or near the body, thus preventing discomfort and 

unintended tissue heating, while favoring focusing for better 

control of the temperature profile. The resulting design is 

compact, such that the patient can wear it comfortably, and 

robust in view that the 3D radiating structures are backed by a 

ground plane and are embedded in a solid dielectric interface 

medium. The elemental radiators are elevated patch antennas 

fed with an L-feed, which are directive and very broadband 

(even more so thanks to the 2x2 broadside array configuration), 

hence making the device robust against patient-to-patient 

variations. Furthermore, the ground plane prevents radiation in 

unwanted directions and provides a solid support for connector/ 

handles to operate the device.  The details of this design are 

illustrated in Fig. 1. 
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The array applicator is embedded in an interface with 

transverse dimensions 15cm x 15cm and height 10 cm. In order 

to minimize reflections with actual tissue, this material is 

chosen with parameters very similar to muscle: dielectric 

constant 48.4846 and loss tangent 0.0227. 

Fig. 1. Detail of the antenna array used as applicator. 

III. RESULTS

We report results on the initial validation of the applicator, as 

shown in Fig. 2 in the form of cuts of the Specific Absorption 

Rate (SAR) in three orthogonal cuts inside the interface. The 

first aspect to notice from the first two cuts in Fig. 2 is the 

favorable role played by the interface, that buffers the 

unfavorable field distribution present near the array elements 

(broad and multiple high-intensity lobes). It is clear from the 

last cut in Fig. 2 that 9cm above the ground plane, near the end 

of the interface, the field distribution is well suited for the 

treatment of melanoma (3dB diameter of about 2cm). 
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    Abstract—Flexible and wearable sensors are currently being 

extensively used in versatile applications including wireless body 

area network. Specifically, such sensors are mostly incorporated to 

yield a linear response within their range of operations. A recently 

developed flexible and wearable resistive strain sensor made of 

electrospun carbon nanofibers has been reported with a gauge 

factor up to 72. In this paper, the performance of the strain sensor 

embedded in a polyurethane matrix was studied at first. A linear 

region of operation of such sensor was defined from direct 

measurements for wireless body area network applications. The 

equivalent analytical expressions were established and reported. 

    Index Terms—resistivity, strain sensor, wireless body area 
network. 

I. INTRODUCTION

Strain sensors have been a very popular choice by scientists 

and engineers due to its low-cost, simplicity, and versatility. 

Currently they are being used for applications, like human 

monitoring where various motion (bending finger, arms or legs) 

require high stretch ability and sensitivity. Recently, various 

methods of fabrication such as electrospun carbon nanofibers 

[1], graphite-based strain sensors by pencil-trace drawn on 

flexible printing paper [2] and commercial plain weave 

carbonized cotton fabric [3] were reported. As reported in [4], 

prior studies of such sensors did not explore the change of 

resistance based on the amount of angle created by applied stress. 

The objective of this paper was to study the change of 

resistance followed by the applied stress due to wireless body 

area network applications in determining a region of linear 

operation of such a sensor. As shown in Fig. 1 (a), a highly 

stretchable and sensitive strain sensor composed of free-standing 

electrospun carbon nanofibers (CNGs) embedded in a 

polyurethane (PU) elastomer with gauge factor up to 72 [1] was 

incorporated here to perform a study on finger movements for 

wireless body area network applications. In particular, the linear 

region of the strain limit was identified of the CNG based sensor 

where a change of angle within the specific linear region would 

produce a linear change of resistance.  

II. METHODOLOGY

Initially, a single CNG based strain sensor was placed on the 

index finger to analyze the strain performance. Using a glove, 

the sensor was electrically separated and evenly distributed over 

the finger, as illustrated in Fig. 1 (b). 

Fig. 1. (a) Highly stretchable strain sensor based on electrospun carbon 

nanofibers and distribution of the Strain Sensor (Dimensions (in mm): A = 1.31, 

B = 27.6, C = 0.99, W = 2.86 and L = 29.9). (b) Distribution of the strain sensor 

over the finger using a glove. 

Fig. 2. (a) Point a and b on a finger where the bend angles are ø1, ø2 and the 

summation of both the angle is defined as Σø. (b) Sideview: CNG based strain 

sensor is placed on a finger. 

Typically, a finger bends at two interphalangeal joints as 

shown in Fig. 2 (a). These two points of bending can be 

identified as points a and b, where the respective bend angles 

have been defined as ø1 and ø2. It can be observed that even 

though such joints bend at two different locations with different 

angles, in terms of the equivalent total applied stress on a strain 

sensor placed on the finger, they can be analytically represented 

using a single angle, Σø where,

Σø = ø1  + ø2.   (1) 

III. RESULT AND DISCUSSION

A. Measurement of Bending Angles and Resistances

An extensive study on most possible combinations of

bending angles was taken into consideration here. In a few cases, 

measurements of the resistances ( 𝑅 ) using various possible 

combinations of ø1 and ø2 yielded identical values of 𝛴ø and 𝑅 

where an average resistance value was considered. Next, a 

voltage divider circuit was used to generate an equivalent change 

in voltage for change in resistance for variable applied stress. 

Changes of per unit resistance (∆𝑅/𝑅 ) and per unit voltage 

(∆𝑉/𝑉) were then measured for a possible range of Σø, as shown 
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in Figs. 3 and 4. Based on the measured data, a linear relation 

between ∆𝑅/𝑅 and 𝛴ø was analytically approximated,

𝑦1  =  0.0019𝑥1  − 0.0733 ,                       (2)

where 𝑦1  and 𝑥1 represents ∆𝑅/𝑅  and 𝛴ø , respectively.

Similarly, a linear relation was analytically approximated 

between ∆𝑉/𝑉 and 𝛴ø, 

𝑦2  =  0.00018767𝑥1  −  0.0072 , (3) 

where, 𝑦2  represents ∆V/V. Next, the accuracy of equations (2)

and (3) was analyzed by calculating equivalent total bend angle 

( 𝛴ø𝑐𝑎𝑙𝑐)  directly from measured per unit resistances and

voltages using the above two equations. The error (in percentage) 

were then measured using equation 4 and reported in Table I. 

Error (in %) =
∑ø − ∑øcalc

∑øcalc
× 100 %.      (4) 

Fig. 3. Comparison between measured and calculated per unit resistance ∆𝑅/𝑅 

with change of angle 𝛴ø. 

TABLE I 

MEASUREMENT OF PERCENTAGE ERROR 

𝛴ø (degrees) ∆𝑅/𝑅 ∆𝑉/𝑉 𝛴ø𝑐𝑎𝑙𝑐 (degrees) Error (%) 

45 0.0452 0.0045 62.3435 38.54 

90 0.0935 0.0093 87.9203 -2.31

135 0.1784 0.0178 133.2126 -1.32

180 0.3 0.0298 197.1546 9.53 

Now, the relations between per unit components (∆𝑅 𝑅⁄  and 

∆𝑉 𝑉⁄ ) with the total bend angle ∑ø, as can be seen in Figs. 3 

and 4, are non-linear and equations (2) and (3) are only linear 

approximations with the reported error in Table I. For further 

accuracy, an exponential equation is analyzed if the CNG based 

sensor is needed to be operated beyond its linear region. The 

following parameters 𝑎 and 𝑧 are then defined analytically and 

Table II summarizes their values using curve fitting techniques:  

 𝑎 = 𝑙𝑛(𝑥 + 1).              .   (5)         

𝑧 =  𝑒𝑎  − 1. (6) 

B. Result

The CNG based sensor yields an approximately linear

response between 90° to 180° region of operation with 

percentage error of less than 10%. The sensor can also be used 

from 0° to 225° with non-linear approximations, as reported. 

Fig. 4. Comparison between measured and calculated per unit voltage ∆𝑉/𝑉 

with change of angle 𝛴ø. 

TABLE II 

CALCULATION OF EXPONENTIAL OUTPUT 

𝛴ø° ∆𝑅/𝑅 a z ∆𝑉/𝑉 a z 

45 0.0452 0.0442 0.0452 0.0045 0.0045 0.0045 

90 0.0935 0.0894 0.0935 0.0093 0.0093 0.0093 

135 0.1784 0.1638 0.1780 0.0178 0.0176 0.0178 

180 0.3 0.2624 0.3 0.0298 0.0294 0.0298 

IV. CONCLUSION

A study on the performance of CNG based strain sensor was 

reported. Specifically, relations between the bend angles caused 

by the movement of fingers and its equivalent changes in 

resistance and voltage were established. Finally, it was 

concluded that CNG based strain sensor reported in [1] could be 

used between 90° to 180° which is the sum of bend angles at two 

interphalangeal joints of a finger for linear operations. 
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Abstract—Exposing cells to ultrashort electric field pulses 
can lead to the permeabilization of the membranes of the 
internal cell organelles, such as the nucleus, which is termed as 
supra-electroporation. In this paper, we study the supra-
electroporation of stem cells with realistic morphologies under 
nanosecond electrical pulse stimulation. For such short pulses, 
the cell and the nucleus membranes exhibit non-linearity in their 
conductance. Therefore, we used a non-linear model for the 
cells’ membranes, coupled with a quasi-static electromagnetic 
solver, and obtained the solution using a commercial Finite 
Element Method (FEM) solver. The results show that the outer 
shape of the cell has a strong effect on the magnitude and the 
spatiotemporal patterns of the electric field inside the cell, which 
affects the rate of the supra-electroporation of the nucleus. 
These variations in the rate of the supra-electroporation of the 
nucleus can guide the selective targeting of desired cells with 
specific shapes. 

Keywords—Nonlinear, Stem Cells, Supra-Electroporation. 

I. INTRODUCTION

Cell membrane presents an insulating barrier to several 
molecules and foreign objects and it regulates the ion 
exchange between the extracellular and intracellular 
mediums. The semipermeable nature of the cell membrane 
can be changed by using external electrical excitation of 
different pulse width and amplitude, allowing the intake 
of chemotherapeutic drugs, proteins, gene transfection, 
extraction of molecules from cell, or even cell death for certain 
excitations [1]. When the excitation pulse width is in the 
nanosecond range, which is smaller than the membrane 
charging time, the induced electric field can manipulate the 
membrane permeability of intracellular components as well 
(i.e., the nucleus or the endoplasmic reticulum) [1]. This 
phenomena of regulating the intracellular organelles by 
engineering the excitation field parameter is known as Supra-
Electroporation. 

The goal of this study is to quantify the effect of cell 
morphology on the rate of supra-electroporation. Realistic cell 
shapes were obtained from the stem cell database developed 
by the National Institute of Standards and Technology (NIST) 
[2]. The database is divided into ten families and exhibits 
a wide range of variations in cell morphology, nucleus 
morphology, and the relative location of the nucleus inside the 
cell. In the following section, we will describe the nonlinear 
model used to simulate the supra-electroporation of these stem 
cells with realistic morphologies. 

II. METHODOLOGY

In this study, we have used one cell map from each of 
the ten families and used a symmetrical 2D cross-section of 
the cells and embedded nuclei to incorporate in our model. 
Each cell cross-section from all the ten families are identified  

according to their microenvironment name as depicted in Fig. 
1. Using the known material properties (i.e., conductivity,
permittivity) of the extracellular medium, the intracellular
medium, and the cell membrane, we can solve Laplace
Equation (1) to derive the electric field distribution and
voltage inside and outside of the object. At any point on the
cell membrane, a different value of the intracellular and
extracellular voltage can exist based on the cell’s shape. The
difference of these voltages, at a point (i, j) is referred to as 
the transmembrane voltage of the cell membrane (𝑉𝑉𝑚𝑚𝑖𝑖𝑖𝑖). Under 
the effect of a sufficiently large electrical excitation, the 
transmembrane voltage induced on the membrane reaches 
its threshold for permeabilization ( 𝑉𝑉𝑒𝑒𝑒𝑒 ). The physical 
representation of this phenomenon is depicted by the density 
of pores formed on the cell and nucleus membrane (𝑁𝑁𝑖𝑖𝑖𝑖 ), 
which follows a nonlinear relationship with the transmembrane 
voltage (2). Initially, the cell and nucleus membranes have an 
equilibrium pore density (𝑁𝑁0). As the transmembrane voltage 
reaches its threshold, the pore density also saturates, resulting 
in a significant increase in the membrane conductivity(𝜎𝜎𝑚𝑚𝑖𝑖𝑖𝑖), 
hence increasing the membrane’s permeability (3): 

∇2𝑉𝑉 = 0, (1) 

𝑑𝑑𝑁𝑁𝑖𝑖𝑖𝑖(𝑡𝑡)
𝑑𝑑𝑡𝑡 = 𝛼𝛼𝑒𝑒

(𝑉𝑉𝑚𝑚
𝑖𝑖𝑖𝑖

𝑉𝑉𝑒𝑒𝑒𝑒
)
2

(1 − 𝑁𝑁𝑖𝑖𝑖𝑖(𝑡𝑡)

𝑁𝑁0𝑒𝑒
𝑞𝑞(𝑉𝑉𝑚𝑚

𝑖𝑖𝑖𝑖 /𝑉𝑉𝑒𝑒𝑒𝑒)
2), (2) 

𝜎𝜎𝑚𝑚𝑖𝑖𝑖𝑖(𝑡𝑡) = 𝜎𝜎𝑚𝑚0 + 𝑁𝑁𝑖𝑖𝑖𝑖(𝑡𝑡)𝜎𝜎𝑒𝑒 ∗ 𝜋𝜋𝑟𝑟𝑒𝑒2 ∗ 𝐾𝐾. (3) 
 In (3), 𝑟𝑟𝑒𝑒 and 𝜎𝜎𝑒𝑒 are the pore radius and pore conductivity, 
respectively. The nonlinearity of the physics arises from the 
correlation between the pore density and the membrane 
conductivity (3), which eventually effects the field distribution 
around the membrane (1). For our study, we have designed 
and implemented the aforementioned physics on both cell 
and nucleus membrane using COMSOL Multiphysics, a 
commercial finite element method solver. We have 
incorporated the Electric Current (Time Domain) solver to 
solve (1) and a weak form PDE solver to solve (2) in the 
Multiphysics domain. The external excitation field used in 

This work is supported in part by the NIST Grant 70NANB15H28 and 
by the University of Missouri-Kansas City, SGS Research Award. 

Fig. 1. 2D cross-sections of the ten different cell shapes and embedded 
nucleus used in this study. 
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this study was a 16 kV/cm pulse with 71 ns pulse duration 
accompanied by 6 ns rise time and 10 ns fall time. Since we 
are interested in electroporation of the internal organelles in 
this study, we modelled our excitation field in the supra-
electroporation region of the pulse strength-duration map 
reported in [3]. The excitation field strength in this 
observation was in the range of “cell survival” as reported in 
[3]. To the best of our knowledge, the exact electrical 
properties of the stem cells reported in the NIST database 
were not characterized and therefore we used the electrical 
parameters of a general cell model [4]. In the subsequent 
results, we highlight only the characteristics of the nucleus 
membrane, although the nonlinear membrane was 
implemented on both the cell and nucleus membrane. 

Fig. 2. Average pore density on the nucleus membrane of all ten cell sections 
in Fig. 1 versus time. 
 

III. RESULT AND DISCUSSION

The induced transmembrane voltage is largely impacted 
by the orientation and location of cell with respect to direction 
of electric excitation. To maintain consistency in this regard, 
we diagonalized the cell with embedded nucleus along their 
largest gyration tensor, using their respective polarizability 
matrix information [5], then we translated the cell and the 
nucleus such that center of mass of the nucleus coincides with 
the origin before taking the 2D cross-section at the center of 
the cell (Fig. 1). 

A. Average Pore Density on Stem Cell Sections
The pore density profile of all the ten nuclei from the cell

sections considered in this study is depicted in Fig. 2. The 
average pore density is calculated by taking a line integral 
of the pore density along the perimeter of the nucleus 
( ∫𝑁𝑁𝑖𝑖𝑖𝑖(𝑡𝑡). 𝑑𝑑𝑑𝑑 / ∫ 𝑑𝑑𝑑𝑑 ). As can be observed, CG nucleus 
demonstrates the slowest response, since the cell shape 
distribution is larger along the electric excitation direction. 
The slanted alignment of the FG cell and embedded nucleus 
results in faster pore density saturation under identical 
electrical excitation. There is also a significant difference in 
the saturated pore density, depicting the variation in cell shape 
is a major contributor to supra-electroporation characteristics. 

B. Variable Nucleus Location
To illustrate the effect of relative position of the nucleus

inside the cell, we performed a parametric study by varying 
the nucleus location inside SC cell section, as depicted in Fig. 
3 and Fig. 4. For simplicity, we have combined simulation 
from three different nucleus position and only demonstrated 
the field distribution at time t = 25 ns after the excitation starts 
as shown in Fig. 3. The internal electric field strength due to 
external excitation remains unperturbed by the position of the 
nucleus. As shown in Fig. 3, the presence of protrusions in the 
membrane creates a non-uniform electric field distribution 
inside the cell. As a result, the nucleus at position (a) 

experiences the fastest rate of electroporation, as shown by the 
blue curve in Fig. 4, because it experiences the largest electric 
field as shown in Fig. 3 (refer to nucleus at position (a)). The 
nucleus at position (b) experiences the slowest rate of 
electroporation since it is at the location where the internal 
electric field is minimum. Therefore, by controlling the 
electroporation time, the results in Fig. 2-Fig. 3 can be used 
for the selective supra-electroporation of cells with specific 
morphologies and nucleus positions. Moreover, the rate of 
supra-electroporation was found to vary with the direction of 
the field excitation which can also be leveraged for the 
selective targeting of specific cell shapes and orientations.     

Fig. 4. Average pore density on the nucleus membrane at the three positions 
depicted in Fig. 3. 

IV. CONCLUSION

In this paper, the supra-electroporation behavior of 
realistic cell morphologies was studied using a nonlinear 
computational model. The findings of this study draw the 
conclusion that, the morphology and the relative location of 
the cell’s nucleus, play a significant role on the rate of 
electroporation of the nucleus membrane and can be used to 
guide the targeting of specific cells. 
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Abstract ─ We propose optimized 2D Non-Uniform 

FFT (NUFFT) algorithms and apply them to Magnetic 

Resonance Imaging under radial acquisitions. 

Index Terms ─ Filtered Backprojection, MRI, NUFFT. 

I. INTRODUCTION
In MRI, much effort has been devoted to acquisition 

methods using non-Cartesian grids [1] such as radial 

scannings for fast data acquisition. Radial scans [2] are, 

for example, less prone to residual motion and changes 
of the imaging plane during interactive scanning making 

them attractive tools for image-guided interventions [3]. 

Due to the non-regular grid, the use of standard 

FFTs to process non-Cartesian data breaks down under 

radial scans so that MRI imaging requires more involved 

data processing to properly balance accuracy and 

computational burden in this case. Fortunately, Non-

Uniform FFT (NUFFT) provide a convenient trade-off 

between accuracy and complexity [1, 4, 5, 6]. 

Recently, an optimized NUFFT approach, based on 

a new and general perspective, has been presented in [6]. 

The choice of the window function has been optimized 
to obtain more accurate results than those available in 

the literature. The computational costs and the memory 

requirements of the proposed schemes have been 

theoretically analyzed and their very convenient 

performance assessed, theoretically and numerically, by 

comparisons with a number of relevant and popular 

approaches. The proposed method has proved to be more 

accurate than all the confronted schemes without 

burdening the computational and memory requirements. 

The purpose of this paper is presenting an 

improvement over the approach in [6] in which we 
introduce the “optimized” NUFFTs, also in their 2D 

formulations, for radial MRI processing. 

II. NUFFT-BASED MRI RECONSTRUCTION
The signal 𝑟 acquired by the coils of an MRI system

is related to the spin density 𝜌 in a 2D case considered 
for the sake of convenience, by: 

𝑟 (𝑘𝑥(𝑡), 𝑘𝑦(𝑡))

=  ∬ 𝑆(𝑥, 𝑦)𝜌(𝑥, 𝑦)𝑒−𝑗2𝜋[𝑘𝑥(𝑡)𝑥+𝑘𝑦(𝑡)𝑦]𝑑𝑂,

𝑂

(1) 

where 𝑆 is the receiving coil sensitivity map, 𝑘(𝑡) =
(𝑘𝑥(𝑦), 𝑘𝑦(𝑦)) denotes the k-space trajectory and 𝑂 is

the Region of Interest (ROI). 

Using a pixel-based approximation for 𝜌 and 

sampling the signal 𝑟 at the time instants 𝑡𝑛, eq. (1) is
regarded as a system of linear equations: 

𝐴 𝜌 = 𝑟 , (2) 

where 𝑟 is the data vector whose generic element is 

𝑟𝑛 = 𝑟(𝑘𝑥(𝑡𝑛), 𝑘𝑦(𝑡𝑛)) and 𝜌 is the unknowns vector

containing the unknown pixel values 𝜌𝑠.

The generic element 𝐴𝑛𝑠 of 𝐴 is provided by:

𝐴𝑛𝑠 = 𝑆(𝑥𝑠 , 𝑦𝑠)𝑒−𝑗2𝜋[𝑘𝑥(𝑡𝑛)𝑥𝑠+𝑘𝑦(𝑡𝑛)𝑦𝑠]∆𝑥∆𝑦, (3)

with ∆𝑥∆𝑦 the pixel size. 

A pseudosolution to (2) is typically searched for by 

solving the associated Euler equation: 

𝐴†𝐴 𝜌 = 𝑏, (4) 

where 𝑏 = 𝐴†𝑟 and 𝐴† is the adjoint matrix of 𝐴 whose 

generic element 𝐴𝑠𝑛
†

is 𝐴𝑛𝑠
∗ , where ∙∗ denotes the complex

conjugation. Eq. (4) is then solved by using iterative 

techniques minimizing the error functional: 

Φ (𝜌) = ‖𝐴†𝐴 𝜌 − 𝐴†𝑟‖
2

. (5) 

The matrix-vector multiplications involving matrices 

𝐴 and 𝐴† can be computed by 2D NUFFTs of Non-

Equispaced Results (NER) and Non-Equispaced Data 

(NED), respectively. We recall 1D NER and NED Non-

Uniform DFTs, for simplicity, but the results will regard 

the 2D case. 

The 1D NER NUDFT of uniform samples 

{𝑧𝑘}
𝑘=−𝑁/2

𝑁

2
−1

, evaluated at non-equispaced grid points 

𝑥𝑙 ∈ [−
𝑁

2
,

𝑁

2
], is defined as: 

z̃𝑙 = ∑ 𝑧𝑘𝑒−𝑗2𝜋𝑥𝑙
𝑘

𝑁

𝑁

2
−1

𝑘=−𝑁/2
,   𝑙 = 1, … , 𝑀. (6) 
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The 1D NED NUDFT of samples {𝒛𝒍}𝒍=𝟏
𝑴 , located at

non-equispaced points {�̃�𝒍}𝒍=𝟏
𝑴  and evaluated on an

equispaced grid, is defined as: 

�̂�𝑙 = ∑ 𝑧𝑙𝑒
−𝑗2𝜋𝑥𝑙

𝑘

𝑁𝑀
𝑙=1 ,   𝑘 = −

𝑁

2
, … ,

𝑁

2
− 1. (7) 

III. NUMERICAL RESULTS
We show the performance of the optimized NER- 

and NED-NUFFT algorithms for 2D. 

The NER accuracy is assessed in the case of 12 ×
12, complex, non-uniformly and randomly distributed 

sampling points generated in the [−6,6]𝑚−1 × [−6,6]𝑚−1 
spectral region. Real and imaginary parts uniformly 

distributed in [−0.5,0.5] have been assumed. Tables 1 

and 2 illustrate the accuracy in terms of Root Mean 

Square (RMS) errors and maximum errors as compared 

to the corresponding NER-NUDFT for single and double 
precision arithmetics, respectively. In both the cases, the 

performance is compared to the scheme in [4]. The 

optimized NUFFT is compared also with that in [1] 

which is available for single precision only. As it can be 

seen, our approach outperforms the compared ones. 

The NED performance is illustrated by showing 

the result of the computation of 𝐴†𝐴 𝜌 which amounts at 

the so-called Filtered Backprojection (FPB) algorithm 

for radial MRI acquisitions. Fig. 1 illustrates the radial 

spectral sample locations, while Fig. 2 depicts the 

reconstruction of the Shepp-Logan phantom. Accuracies 

similar to those in Table 1 are achieved. 

Fig. 1. Radial sample locations. 

Table 1: RMS and maximum errors: Single precision 

Type-2 NUFFT Algorithm 

 Optimized Fessler 

RMS 6.23 ∙ 10−4 1.11 ∙ 10−4 122 ∙ 10−4 

MAX 6.93 ∙ 10−5 1.12 ∙ 10−5 140 ∙ 10−5 

Table 1: RMS and maximum errors: Double precision 

Type-2 NUFFT Algorithm 

 Optimized 

RMS 5.40 ∙ 10−10 8.87 ∙ 10−11 

MAX 7.92 ∙ 10−10 1.73 ∙ 10−10 

Fig. 2. Phantom reconstruction. 
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Abstract—We present and discuss acceleration of a shooting 

and bouncing rays (SBR) algorithm for ray-tracing 

electromagnetic analysis of electrically very large structures such 

as underground mine tunnels at modern wireless communication 

frequencies. The acceleration is based on the parallelization of 

the SBR technique on NVIDIA GPUs using the OptiX application 

programming interface. The results show dramatic speedups of 

the parallel SBR algorithm compared with serial implementation. 

Keywords—computational electromagnetics, GPU acceleration, 

graphics processing units, high-frequency techniques, high 

performance computing, parallelization, ray tracing, signal 

propagation, waveguides, wireless communications. 

I. INTRODUCTION

In the field of computational electromagnetics (CEM), the 

necessity of acceleration of simulation techniques is becoming 

more and more apparent. At high frequencies especially, 

acceleration of CEM algorithms becomes vital for practicality 

of CEM solutions. Ray tracing (RT) [1]–[4] is an asymptotic 

high-frequency CEM methodology that demonstrates 

significant potential to efficiently characterize extremely large 

structures with computation times that are orders of magnitude 

shorter when compared to traditional full-wave CEM 

techniques, such as the finite element method and method of 

moments. When coupled with high-performance computing 

(HPC) strategies such as general-purpose computing on 

graphics processing units (GPGPU), simulations which would 

otherwise requires days or weeks can be condensed into 

minutes or hours. Moreover, with proper memory allocation 

and management, even low-end computing hardware can be 

leveraged for extremely rapid electromagnetic simulations and 

post-processing.  

This paper presents and discusses acceleration of a CEM 

algorithm based on shooting and bouncing rays (SBR) method 

for RT analysis of electrically very large structures such as 

underground mine tunnels at modern wireless communication 

frequencies. It highlights the parallelization of the SBR 

technique on NVIDIA GPUs using the OptiX application 

programming interface.   

II. ACCELERATION OF SBR RAY-TRACING ALGORITHM FOR

CEM MODELING 

The SBR ray-tracing algorithm [3], [4] involves spawning, 

and propagating millions of rays. These rays are traced 

geometrically through the environment, and the electric field 

is tracked as this propagation occurs. The memory and time 

requirements of tracking the information of each ray can be 

substantial on a CPU when implemented in series. The field 

contribution from each ray is linear, and thus ray tracing 

algorithms are perfect candidates for parallel computations 

on a GPU. Geometric ray propagation calculations are 

independent from one another. This means that rays can be 

traced through the environment in parallel without the need for 

synchronization. Additionally, the electric field at observation 

points is linear, meaning that the electric field calculations can 

be carried out independently per ray.  

We perform parallelization and acceleration of our SBR 

RT algorithm using the compute unified device architecture 

(CUDA) parallel computing platform as the primary language 

for parallel programming on NVIDIA GPUs. The GPUs are 

used as a tool to parallelize the core ray-tracing algorithm and 

also to provide access to the NVIDIA OptiX ray-tracing 

application programming interface (API) [5]. The OptiX API 

efficiently traces rays within complex structures. Using OptiX, 

we are able to generate information about the closest hit 

point of a ray with the geometric environment and use this 

information to reflect rays and adjust their power according to 

Fresnel’s coefficients. The combination of OptiX and CUDA 

enables quick and efficient simulations to optimize the 

placement of communication nodes within the structures under 

consideration. 

The memory requirements of the ray tracing can still be 

cumbersome due to the large number of rays and information 

associated with the simulation. The problem is alleviated by 

breaking up the ray spawning into batches. Rays are launched 

by inscribing an icosahedron into a unit sphere. The faces of 

the icosahedron are subdivided according to the nth triangular 

number so that the desired number of rays is achieved. The nth 

triangular subdivision of a face of the icosahedron is shown in 

Fig. 1. 

This helps to ensure an even distribution of rays used to 

cover the radiation pattern. The icosahedron also proves useful 

for batching. The subdivided rays on each face of the 

icosahedron make up each batch of the algorithm. Again the 

geometric and electric field ray contributions are independent, 

so splitting the algorithm into batches is not problematic. The 

algorithm is performed on each batch individually, and the 

electric field contribution of this batch at the observation 
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points is recorded. Once the batch has finished, the memory 

from these rays can be cleared before moving to the next. 

This alleviates the memory bottleneck associated with 

launching millions of rays simultaneously. If enough rays are 

launched such that these batches also experience bottlenecks, 

they can be subdivided into sub-batches and the memory 

bottleneck is again alleviated. This process can be used to 

launch and trace extremely large numbers of rays quickly and 

efficiently. 

Fig. 1. Subdivision of the icosahedron face into the nth triangular number 

(n = 4). The face is used as a batch of rays, where N = n(n+1)/2. 

This helps to ensure an even distribution of rays used to 

cover the radiation pattern. The icosahedron also proves useful 

for batching. The subdivided rays on each face of the 

icosahedron make up each batch of the algorithm. Again the 

geometric and electric field ray contributions are independent, 

so splitting the algorithm into batches is not problematic. The 

algorithm is performed on each batch individually, and the 

electric field contribution of this batch at the observation 

points is recorded. Once the batch has finished, the memory 

from these rays can be cleared before moving to the next. 

This alleviates the memory bottleneck associated with 

launching millions of rays simultaneously. If enough rays are 

launched such that these batches also experience bottlenecks, 

they can be subdivided into sub-batches and the memory 

bottleneck is again alleviated. This process can be used to 

launch and trace extremely large numbers of rays quickly and 

efficiently. 

III. RESULTS AND DISCUSSION

The acceleration of this method is tested by comparing run 

time of the accelerated parallel algorithm against a serial CPU 

implementation. The algorithm steps remain the same, so the 

comparison gives a true comparison of the speedup. Table 1 

shows the results of this comparison. The results are generated 

from a tunnel environment detailed in [6].  

When launching 10,000 rays we see a speedup of 12.36, 

which is not as substantial. Due to the fairly significant fixed 

cost associated with GPU usage, the performance of the 

parallelized code scales rapidly with increasing number of rays 

relative to the serial realization of the code. With a high ray 

count, we expect to see extremely high speedup because the 

algorithm can fully take advantage of the threads in the GPU. 

Indeed, at one million rays and 100 million rays, respectively, 

we see a speedup of over 130 times.   

Table 1: Speedup of the parallel SBR algorithm compared with serial 
implementation for a RT simulation of a tunnel environment 

IV. CONCLUSIONS

This paper has presented acceleration of an SBR RT 

algorithm for CEM analysis based on the parallelization of the 

SBR technique on NVIDIA GPUs using the OptiX application 

programming interface. Accurate simulations in electrically 

large and complex geometric environments, such as 

underground mine tunnels and galleries in wireless 

communication applications, will certainly necessitate the use 

of extremely large numbers of rays to adequately sample the 

environment. Based on the results presented in this paper, the 

presented algorithm proves to be very beneficial for these 

types of simulations.  
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Abstract—A comprehensive set of parallel finite-element codes 

suite ACE3P (Advanced Computational Electromagnetics 3D 

Parallel) is developed by SLAC for multi-physics modeling of 

particle accelerators running on massively parallel computer 

platforms for high fidelity and high accuracy simulation. ACE3P 

enables rapid virtual prototyping of accelerator and RF 

component design, optimization and analysis. Advanced modeling 

capabilities have been facilitated by implementations of novel 

algorithms for numerical solvers. Code performance on state-of-

the-art high performance computing (HPC) platforms for large-

scale RF modeling in accelerator applications will be presented in 

this paper. All the simulations have been performed on the 

supercomputers at National Energy Research Computer Center 

(NERSC). 

Keywords—Finite element method, high performance parallel 

computing, hybrid MPI+OpenMP, multi-physics modeling, particle 

accelerator 

I. INTRODUCTION 

High energy accelerators are complex multi-million dollar 
scientific instruments. Successful design and operation of an 
accelerator has to satisfy RF, thermal, mechanical and beam 
requirements. Through the support of Department of Energy 
(DOE), SLAC has developed a comprehensive set of conformal, 
higher-order, parallel finite element electromagnetics modelling 
code suite ACE3P (Advanced Computational Electromagnetics 
3D Parallel) for accelerator cavity and structure design including 
integrated multi-physics effects in electromagnetic, thermal, 
and mechanical characteristics with two unique features: (1) 
Based on higher order curved finite elements for high-fidelity 
modelling and improved solution accuracy; (2). Implemented 
on massively parallel computers for increased memory and 
speed. The codes are capable of using massively parallel 
supercomputers for modelling large accelerator structures with 
higher accuracy and speed.  

II. ACE3P MODULES

The electromagnetics codes in ACE3P solves Maxwell 
equations in the frequency and time domains using unstructured 

grids with elements represented by Nedelec basis functions. 
Together with the conventional nodal finite element methods 
used in solving thermal and mechanical equations, ACE3P 
has six multi-physics parallel simulation modules to address 
different physics aspects of accelerator applications [1-7], and 
the modules are (1) Omega3P, an electromagnetic eigensolver 
for finding resonator modes and their damping in RF cavities; 
(2) S3P, a frequency-domain solver for calculating scattering
parameters of RF components; (3) TEM3P, a multi-physics code
in frequency domain for calculating integrated electromagnetic,
thermal and mechanical effects; (4) Track3P, a particle tracking
code for calculating dark current and multipacting in the
presence of external fields; (5) T3P, a time-domain solver for
calculating transient responses of driven systems and for
wakefields due to charged particle beams; and (6) Pic3P, a
particle-in-cell code for self-consistent simulation of particle
and RF field interactions in space-charge dominated devices.

In a typical accelerator cavity simulation, the 
electromagnetic modules discretize the vacuum region inside the 
accelerator cavity, while the thermal and mechanical solvers are 
formulated in the frequency domain for the computational 
volume of the cavity walls and their surroundings. Relevant 
physical data are transferred at the interface of the two 
computational domains for integrated multi-physics simulation. 

Several direct and iterative linear solvers have been 
implemented in ACE3P for the solution of a linear system of 
equations arising from the finite element formulations [5]. 
The eigensolver Omega3P can solve linear and quadratic 
eigenproblems for cavities with and without energy loss. 
Recently, in collaboration with applied mathematicians, a 
nonlinear eigensolver based on the CORK algorithm has been 
added to determine resonant mode external quality factor for 
cavities equipped with external waveguides [6]. 

III. PARALLELIZATION STRATEGY AND SOFTWARE DESIGN

ACE3P code suite is written in C++ and uses MPI for inter
process communication. It takes a tetrahedral mesh in NetCDF 
format as input for the geometry of a cavity. The parallelization 
in ACE3P with the exception of Track3P is done using domain 
decomposition, where the mesh is partitioned into P subdomains 
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using ParMetis and Zoltan, where P is the number of the 
MPI tasks. The mesh region at each subdomain boundary is 
replicated for data communication with adjacent subdomains. 
The hierarchical basis functions are employed for  representing 
the electric field. The edge, face and volume degrees of freedom 
are located and the matrices assembled in parallel for each 
subdomain. Due to the nature of the resulting linear system, 
direct solvers are used in the frequency domain for fast solution 
convergence, and iterative solvers in the time domain for its 
parallel scalability for large-scale problems.  

The particle tracking module Track3P is essentially 
embarrassingly parallel. Each compute node owns the whole 
finite element mesh and the associated external fields while 
particles are uniformly distributed among the compute cores, 
and thus no communication between the cores is required. High 
computational efficiency is achieved if the mesh and fields 
can fit into the shared memory of each processor. For large 
problems, the total size of the mesh and fields exceeds the shared 
memory of each processor, and therefore some processors are 
left idle by reducing the number of MPI tasks within a compute 
node. To improve the computational performance on state-of-
the-art computing facilities with multi cores at NERSC, a 
hybrid MPI+OpenMP parallel programing model has been 
implemented for the particle tracking algorithms in Track3P. 

IV. HPC PERFORMANCE STUDY 

The use of HPC enables the solution of large-scale problem 
at the system level which is not readily achieved on desktop 
computers. The strong scalability of Omega3P solver running 
on supercomputers has been presented in [5]. Fig. 1 shows 
an Omega3P calculation using the nonlinear eigensolver to 
calculate the damping factors of resonant modes in a structure 
coupled with waveguides with different mode cutoff 
frequencies. Using second order basis functions, we obtained a 
discretized problem with 20 million degrees of freedom (DOFs). 
The computation was completed within 10 wall clock minutes 
on the NERSC Edison computer employing 960 processors for 
16 trapped modes. Fig. 2 shows a TEM3P calculation for the 
lowest longitudinal mechanical modes profiles in PIP-II 650 
MHz cryomodule (CM) consisting of six superconducting RF 
(SRF) cavities. The problem was solved using 10 nodes, 320 
processors on Cori at NERSC and took less than 1 minute per 
mode calculation. For SRF cavity thermal simulations, thermal 
conductivity, surface resistance, and Kapitza conductance are 
temperature dependent. Due to the strong nonlinearity, care 
must be taken in the solution of nonlinear thermal equation. 
TEM3P uses Newton method for solving the nonlinear thermal 
equation, which needs robust implementation for strongly 
nonlinear problems. We use an inexact Newton method for 
solving the nonlinear equations, each of which requires the 
solution of a system of linear equations. The resulting linear 
equations are solved using the iterative preconditioned Krylov 
space methods, such as GMRES. 

Fig. 1. Electric field amplitude profile for the highest external Q mode in the 3rd 
dipole passband in an ideal LCLS-II cryomodule.  

Hybrid MPI+OpenMP programing performance study has 
been carried out on the NERSC Edison supercomputer for a 
Track3P simulation on dark current simulation in a chain of 8 

LCLS-II SRF cavities. 4 times speedup has been achieved for 
one tracking cycle compared with pure MPI implementation.  

Fig. 3 shows the strong scalability of T3P running on the 
NERSC Cori. The test problem was solving electromagnetic 
wave propagation in human body. The computer model has 
2.5M tetrahedral elements. As a comparison, the perfect linear 
scalability is also plotted as the black line. It is evident that T3P 
scales very well for this problem up to 10k processors. In the 
case using 4096 processors, each processor on average has less 
than 650 tetrahedral elements.  

Fig. 2. The longitudinal cavity mechanical mode displacement profile at 
longitudinal plane in PIP-II 650 MHz SRF CM.     

Fig. 3. Strong parallel scaling of T3P on NERSC Cori. 
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Abstract—Phase-gradient metasurfaces enable designers to 

tailor the behavior of electromagnetic waves at surfaces by 

exploiting the generalized form of Snell’s law. This ability has 

led to the investigation of metalenses which have the potential 

to significantly reduce the size, weight, and power (SWaP) of 

conventional optical systems. While traditional lenses are made 

from individual glasses, metalenses are comprised of patterned 

meta-atom unit cells which are arranged in such a way so as to give 

the metalens its desired behavior. Therefore, any metalens’s 

performance is ultimately determined by that of its underlying 

unit cell components. However, designing meta-atoms that 

simultaneously achieve high performance over wide frequency 

bandwidths and fields-of-view is an extremely challenging 

problem that is best addressed with powerful optimization and 

inverse-design techniques.  

Keywords—inverse-design, metamaterials, metasurfaces, 

nanoantennas, optimization. 

I. INTRODUCTION 

Metasurfaces have garnered lots of attention in recent 
years for their potential ability to disrupt conventional optical 
systems. By exploiting the more general form of Snell’s law 
[1] metasurfaces can achieve relatively arbitrary optical
performance by manipulating a spatially-varying reflection
and/or transmission phase profile along a surface. When used in
imaging systems, metasurfaces are known as “metalenses” and
have been investigated at a number of frequency bands including
the visible [2], mid IR [3], and terahertz [4] regimes. One of the
most promising aspects of metalenses is their ability to achieve
optical power comparable to traditional spherical glass lenses
albeit in a thin planar geometry [5]. Moreover, due to their
unique dispersion behaviors, metalenses can be paired with
conventional optical elements to provide color correction while
significantly reducing the number of lenses required compared
to conventional optical systems [6]. Regardless of their targeted
frequency regime or application of interest, all metalenses can
benefit from optimization. To this end, there exist a number
of optimization techniques for meta-devices [7], such as
metalenses, that include local, global, and multi-objective [8],
[9] algorithms and new approaches such as surrogate-modeling,
topology-optimization [10], and deep learning [7]. All of these
techniques have seen success in the design of meta-atom unit
cells and supercells for a variety of beam-steering and focusing
applications. These meta-atoms are the building blocks used to

synthesize large diameter metalenses and finding high 
performance meta-atoms is paramount to realizing metalenses 
with imaging performance comparable to conventional optical 
elements. With respect to performance, metalenses are typically 
judged by their focusing efficiency over a specified frequency 
bandwidth and field-of-view. This efficiency is ultimately 
determined by the available phase options and transmission 
magnitudes of the meta-atom building blocks. For this reason, 
dielectric-based meta-atoms have seen tremendous interest in 
the optical regime due to their low intrinsic losses [11]. This 
paper presents a brief introduction to the optimization of meta-
atom unit cells for high-performance metalens synthesis.  

II. METALENS OPTIMIZATION

Nearly all meta-atom and metalens optimization strategies 
follow the same basic design flow which is summarized is Fig. 
1. With the optimizer selected, an initial set of design parameters
are generated which are then used to construct the unit cell
geometry. At this stage, any and all fabrication constraints are
applied to the geometry to ensure its manufacturability. Note,
this may require constraints being applied both before and after
the unit cell is generated, depending on the complexity of
the geometry generation techniques being employed. Next, a
suitable full-wave forward solver (e.g., Finite-Element Method,
Finite-Difference Time Domain, or Discontinuous Galerkin
Time Domain) is used to simulate the meta-atom(s) under plane-
wave illumination across a pre-determined range of frequencies
and incidence angles. When the simulation is complete,
reflection and/or transmission (i.e., S-parameter) data is
extracted and used to evaluate one or more user-defined cost
functions which are constructed in order to find meta-atom
geometries that achieve the desired performance(s). After this
stage, the optimizer generally checks if it has converged to the
optimal solution(s); if not, it uses feedback gained from the most
recent evaluations to choose another set of design parameters
and the process repeats until convergence or a stopping criterion
has been met. When the optimization is complete, the user is
presented with a finalized design or set of designs depending on
whether a single- [12], [13] or multi-objective [14] optimization
algorithm, respectively, is employed.

The optimized meta-atoms can then be used to pattern a 
metalens to achieve a desired optical functionality. Fig. 2 depicts 
an optimized metalens that has perfect focusing at a desired 
focal plane. The metalens is comprised of square unit cells that 
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provide the requisite transmission phase at their individual 
locations. In addition to optimizing the meta-atoms themselves, 
the phase-profile of the metalens itself can be optimized to best 
exploit the properties of the available meta-atoms. For example, 
optical systems comprised of conventional glass elements and 
metasurfaces will have complex combinations of mono- and 
polychromatic aberrations that will require both the refractive 
lens geometrical parameters and the metalens phase profile to 
be optimized in concert to achieve the best possible optical 
performance of the combined system. Moreover, the requisite 
metalens phase profile can be used to drive the meta-atom 
optimization procedure and vice versa where a library of meta-
atoms is used to constrain the metalens phase profile range. 
Interestingly, the same optimization algorithms and techniques 
can be used to optimize both the nano-scale meta-atoms and the 
centime-scale metalenses. 

Fig. 1. Multi-objective optimization meta-atom inverse-design framework. 

Fig. 2. Synthesized metalens comprised of optimized meta-atoms. 

III. FUTURE WORK

High-performance meta-atoms should be robust to 
fabrication uncertainties, mechanical stresses, and thermal 
changes which may be experienced in real world operation. 
Thus, an inverse-design framework that enables the 
optimization of meta-atoms based on performance robustness is 
highly desirable. Future studies will investigate the potential for 
realizing robust meta-atoms and metalenses. Additionally, the 
ability to simultaneously simulate and optimize the meta-atoms 
and metalenses across all size scales is an active area of research. 
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Abstract — This paper presents a deep learning 

approach for the inverse-design of metal-insulator-metal 

metasurfaces for hyperspectral imaging applications. 

Deep neural networks are able to compensate for the 

complex interactions between electromagnetic waves and 

metastructures to efficiently produce design solutions 

that would be difficult to obtain using other methods. 

Since electromagnetic spectra are sequential in nature, 

recurrent neural networks are especially suited for 

relating such spectra to structural parameters. 

Index Terms ─ Hyperspectral imaging, metal-insulator-

metal, metasurface, narrowband filter, recurrent neural 

network. 

I. INTRODUCTION
Hyperspectral imaging introduces an additional 

dimensionality to conventional imaging by measuring 

many narrowband channels of electromagnetic radiation 

emitted from each point on an object. This additional 

information can help distinguish otherwise unseen 

features of an object and aid in applications such as 

identification, diagnosis, and spectroscopy. 

One of the main challenges with hyperspectral 

imaging is producing these narrowband channels so that 

they are highly efficient over their specified bandwidth, 

but also strongly reject any signals outside this 

bandwidth. Metallic structures are useful for satisfying 

the rejection criteria, but their lossy characteristics at 

infrared and optical frequencies tend to prohibit the 

high-Q response needed to produce highly transmissive 

narrowband windows. Dielectrics, on the other hand, 

can support high-Q resonances, but it is difficult to 

create broad rejection bands, since they are naturally 

transmissive. Metal-insulator-metal (MIM) metamaterials 

[1] have shown potential for overcoming these trade-

offs, but the complexity of the structures makes it 

difficult to satisfy the necessary conditions for hyper-

spectral imaging. 

Deep neural network (DNN) approaches have begun 

to emerge as viable solutions for engineering metamaterial 

structures to produce specified functionalities [2-5]. 

Since electromagnetic spectra are sequential in form, 

recurrent neural networks are promising for solving 

inverse-design challenges in that they can efficiently 

map structural parameters to electromagnetic spectra. 

Specifically, we will demonstrate the use of DNNs to 

produce metasurface filters for hyperspectral imaging 

applications in the long wave infrared regime (9-11µm). 

II. PROPOSED METASTRUCTURE AND

DESIGN 
Figure 1 shows the basic design of the metamaterial 

filter. We use a uniform slab of GaAs with patterned 

layers of Au structures on the top and bottom of the slab 

to form an (MIM) metasurface. By altering the unit cell 

size and the shapes of the Au structures across the 

surface, we can create separate passbands for different 

sections of the metasurface and form 20-40 channels 

spanning the 9-11 µm range. A metasurface divided into 

channels acts as single pixel for a hyperspectral image, 

with multiple metasurfaces being used to form a 

complete image. 

III. DEEP NEURAL NETWORK APPROACH
The inverse design network is trained similarly to

encoder/decoder networks, but in two separate steps. In 

the first step, a decoder network composed of LSTM 

layers is trained to predict transmission spectra from a 

set of structure parameters. Once the decoder network is 

trained, it is used to train an encoder network that takes 

transmission spectra as input and outputs structure 
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parameters. This training occurs by cascading the 

decoder network after the encoder network but freezing 

training on the decoder network, as shown in Fig. 2 (a). 

The cascaded network takes a transmission spectrum as 

input and attempts to reproduce the same spectrum as 

output. Once properly trained, the encoder network is 

removed from the cascade and is now the desired 

inverse-design network (Fig. 2 (b)). This cascaded 

training method is essential to assuring that the encoder 

network will converge to a unique solution, since it’s 

possible for a given transmission spectrum to be 

produced by multiple types of structures. 

Fig. 1. (a) Metasurface filter composed of a slab of GaAs 

between layers of patterned Au structures. (b) Typical 

transmittance spectrum. 

IV. DISCUSSION
The presented metal-insulator-metal design works 

by using the Au layers as diffraction gratings, which 

couple free space electromagnetic waves to surface 

plasmon polariton (SPP) resonance modes that occur at 

the GaAs/Au interfaces. These modes are less lossy than 

those that would occur in purely plasmonic structures 

and thus exhibit a higher-Q factor; as required for 

narrowband transmission. The dual gratings are essential, 

as wave vector conservation prohibits SPP modes from 

being directly excited by free space EM waves or from 

directly radiating into free space.  

Given the complexity of this process, deep neural 

network techniques provide an efficient method for 

producing and realizing designs for complex 

metastructures, such as the MIM narrowband filter we 

have presented. A DNN can be trained from the results 

of full wave simulations, with ~104 structures needed 

to provide the training dataset. On the other hand, 

parameter sweeping methods would require several 

orders of magnitude more simulations to assemble a 

library of structures from which a matching design could 

be pulled. Such a design would likely require further 

optimization, whereas one produced by a fully trained 

DNN would already be locally optimal. 

V. CONCLUSION
Hyperspectral imaging requires the creation of 

many narrowband channels to characterize the emission 

spectrum of an object. The channels can potentially be 

created by appropriate metamaterials, but the complex 

interactions between structures and electromagnetic 

waves make it difficult to satisfy the necessary criteria. 

We have proposed deep neural network approaches for 

the inverse-design of metal-insulator-metal narrowband 

filters to overcome these issues. Recurrent neural 

networks are particularly useful for obtaining accurate 

solutions to this problem so that an optimal design can 

be found. 

Fig. 2. (a) Cascaded training process for the inverse 

design network for narrowband Au/GaAs/Au metal-

insulator-metal filters. The decoder recurrent neural 

network (RNN) is pre-trained separately to predict 

transmission spectra from structure parameters and 

then cascaded to an untrained encoder network. The 

combined network is trained to reproduce input 

transmission spectra at the output, with training for the 

decoder network turned off so that only the weights for 

the encoder network are adjusted during training. (b) The 

trained encoder network is detached from the cascaded 

network and is now capable of producing a set of MIM 

structure parameters from a transmission spectrum input. 
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Abstract ─ This paper employed a multi-objective 

Genetic Algorithm (GA) process to optimize the structure 

parameters of Linear Proportional Solenoid (LPS). And 

designed objectives include magnitude of static push 

force, stability of push force with displacement in 

working range and push force to mass ratio. A two-

dimensional finite element analysis model is presented 

to reduce the large calculation time generated by GA 

process. The optimization process result of LPS shape 

parameters is obtained and the optimal LPS is 

manufactured. Through using a high-precision measuring 

device in the static push force test, a comparison result 

between conventional shape and optimal shape shows 

that the proposed optimization strategy is feasible. 

Index Terms ─ Genetic algorithm, linear proportional 

solenoid, multi-objective. 

I. INTRODUCTION
Electro Magnetic Actuators as the core component 

are widely employed in vehicle suspension system and 

engine, Inverter Compressor and many other pneumatic/ 

hydraulic control systems. Meanwhile, due to the simple 

structure, high reliability, low cost and long stroke, 

Linear Proportional Solenoid (LPS) is the most essential 

electro-magnetic actuator. This paper aims to optimize 

the LPS used in proportional control valve. Generally, 

the optimization strategies of LPS are usually 

implemented by shifting the shape parameters [1-2]. 

With the improvement of computing power, the iterative 

algorithm become a growing interest of computational 

electromagnetics field, especially in industrial application. 

Plavec and Wu considered the dynamic performance as 

an important object of on/off Electro-magnetic actuators 

optimization [3-4]. Since the volume of Electro-magnetic 

actuators is an important condition, five main shape 

parameters are optimized to obtain the maximum 

electro-magnetic force in a specific valve volume [5]. 

In this paper, a shape design optimization process 

of LPS is presented by GA and finite element analysis 

method.  

II. SIMULATION STRUCTURE
Generally, three-dimensional model can obtain a 

high accuracy magnetostatic simulation result. The 

three-dimensional simulation model and geometry 

structure definition of LPS is shown in Fig. 1. For 

reducing the computation time, it is necessary to 

employed a two-dimensional simulation model instead 

of three-dimensional model. Assuming that the magnetic 

flux density in soft magnetic material yoke is not fully 

saturated, the cubic three-dimensional structure LPS can 

be simplified by a two-dimensional axial symmetry 

shape model. In this two-dimensional model, we 

proposed a hypothesis that the yoke of simulation model 

has an equivalent radial cross-sectional area with actual 

LPS and the definitions of shape parameters are shown 

in Fig. 2. 

Fig. 1. Geometry structure definition of LPS three-

dimensional simulation model. 

Fig. 2. Simplified LPS simulation two-dimensional 

model and design parameters. 

III. MULTI-OBJECTIVE OPTIMIZATION

METHOD 
LPS shape optimization is a multi-objective issue, it 

focused on push force output efficiency, magnitude and 

stability of static push force in working stroke. To solve 

this optimization issue, a genetic algorithm tool is 

employed to obtain optimal shape parameters and a 
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finite element model is established to calculate the 

magnetostatic force at each sampling position in working 

stroke. All these work are accomplished by ANSYS 

MAXWELL. And the following equation (1) shows the 

optimization fitness function: 

( ) /

/ ( / ) /

ex AVG ex

D AVG ex ex

fitness F F F

F F K F m K

 

  
. (1) 

Equation (1) include: average electromagnetic force-

FAVG, standard deviation of static electromagnetic force-

FD and average electromagnetic force to mass ratio of 

moving parts-F/m. In this paper, FAVG is calculated by 

the average push forces of each sampling position in 

working stroke. It is used to evaluate the excitation force 

performance in coil rated current. And Fex=170N is the 

expectation average force. FD is used to evaluate the 

deviation degree of the push force at each sampling 

position. F/m represents the push force output efficiency. 

Kex=1.8 N/g is the expectation force to mass ratio. 

A genetic algorithm, which is 100 population 

size and 49 generations, is employed to solve this 

optimization problem and obtain the optimal shape 

design parameters. The iteration result is shown in Fig. 

3. And the shape design parameter array can be defined

by P{a1, a2, a3, a4, y1, y2, y3, y4, y5, y6, c1, c2}. The

conventional shape design parameter array is {31.4,

7.40, 16.9, 3.55, 5.50, 3.70, 3.10, 3.90, 0.83, 2.30, 42.80,

8.20}, and the optimal shape design parameter array is

{32.3, 7.65, 4.70, 5.15, 5.50, 3.75, 3.11, 4.12, 1.06, 2.32,

43.48, 7.36}. The unit of shape parameter is millimeter.

Fig. 3. Multi-objective GA optimization iteration result 

of LPS shape parameters. 

IV. RESULT
LPS’s static performance test device are shown in 

Fig. 4. For actual usage, the working stroke start from 

3mm point and stop to 0.4mm. This paper measured 

several static posh force versus displacement curve in 

different coil excitation current, and the test result is 

shown in Fig. 5. In all excitation current, the optimal 

shape LPS shows the advantage of push force magnitude. 

Fig. 4. Static performance test device of LPS and 

manufactured optimal shape LPS. 

Fig. 5. Static push force measurement in specific coil 

exciting current. 

V. CONCLUSION
Above all, a multi-objective GA optimization 

process of LPS is presented and the optimal shape design 

parameters in this process is manufactured. By the 

comparison of optimal LPS and conventional LPS in 

rated excitation current, average electromagnetic force is 

improved by 21.8%. Therefore, the above results can 

verify the validation of proposed optimization strategy.  
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Abstract ─ A plasmonic switchable polarization-

insensitive metasurface absorber is proposed. The design 

provides two modes of operation by employing phase-

change material in semiconductor and metallic phases. 

In this paper, we study the switchable absorption 

behavior of the metasurface operating in a dual-band 

and single-band modes targeting the mid-infrared range 

suitable for energy harvesting applications such as 

thermophotovoltaics. The design is optimized using a 

global optimization technique. 

Index Terms ─ energy harvesting, metasurface, 

plasmonic, polarization-insensitive, switchable. 

I. INTRODUCTION
The interest in using metasurfaces as electromagnetic 

absorber dramatically increased after the realization of 

the first perfect metasurface absorber by Landy et al. in 

2008 using a metal-insulator-metal (MIM) configuration 

[1]. Metasurfaces can behave as perfect absorbers 

because they can satisfy impedance matching with air at 

the resonating wavelengths [2].  

Active tuning of metasurfaces using phase-change 

materials (PCMs) is an interesting approach to change 

the response of the structure without modifying the 

design. Vanadium dioxide (VO2) is a PCM that 

experiences transition from semiconductor to metallic 

phase at around 68°C [3]. It was used to design tunable 

metasurfaces for applications such as filters, thermal 

switches, and temperature sensors [3]. 

In this work, we propose a switchable, polarization 

insensitive metasurface absorber for operation at single 

or dual modes using the phase transition property of 

VO2. Using the design introduced in [4], VO2 is 

embedded within the gaps of a gold resonator. The 

structure provides dual-band absorption when operated 

at 30̊C, and single-band absorption at 90̊C. The proposed 

absorber operates in the mid-infrared (MIR) range, which 

is suitable for ambient energy harvesting applications 

such as thermophotovoltaics. 

Fig. 1. Top and side views of the unit cell of the proposed 

absorber (tm = 50 nm, ts = 280 nm, P = 2780 nm, R = 

1120nm, w1 = 120 nm, w2 = 420 nm, and g = 100 nm).  

II. PROPOSED STRUCTURE
Figure 1 shows the unit cell geometry of the 

switchable absorber suggested in this work. A circular 

gold resonator of radius R and width w1 includes four 

gaps each of width g, and is combined with an inner cross 

of width w2. The gaps are filled with patches of VO2 to 

achieve the switchable operation. A thick gold layer is 

placed at the bottom to suppress wave transmission. A 

silicon dioxide layer separates the upper and bottom gold 

layers to complete the MIM configuration. 

A practical realization of the structure can be 

achieved by first depositing VO2 based on a lithography 

pattern followed by overlaying of the gold resonator [5]. 

The gold regions touching the VO2 patches can be used 

as joule heating elements to control the operating 

temperature [5]. To find the absorption characteristics 

of the structure, a normally incident transverse 

electromagnetic plane wave is excited upon the 

metasurface. The absorption A can be calculated as: 

A = 1−R−T, (1) 

where R and T are the reflectance and transmittance 

of the structure. The bottom gold layer blocks the 

transmission, so T can be ignored in the calculation. Full-

wave simulations were carried out using finite-element 
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method in COMSOL Multiphysics 5.3, with periodic 

boundary conditions applied over lateral sides to model 

periodicity P. The refractive index of gold was obtained 

from [6], while that of silicon dioxide is set to 1.5. 

Temperature-dependent permittivity models of VO2 

were obtained from [7]. 

Optimization is initialized with the values of the 

parameters reported in [4]. We target dual-band resonance 

at 6 µm and 10.6 µm suitable for ambient energy 

harvesting [8]. Adaptive wind-driven optimization is 

employed as a global optimization technique [9]. 

Fig. 2. Absorptance versus wavelength for the proposed 

metasurface at 30°C and 90°C. 

III. RESULTS AND DISCUSSION
Figure 2 shows the absorption spectra of the 

optimized absorber at different operating temperatures. 

At 30°C, the absorber exhibits a dual-band absorption 

with absorptance values of 88.4% and 92.85% at 6 µm 

and 10.6 µm respectively. At 90°C, single-band 

absorption at 8.25 µm with absorptance of 89.64% is 

achieved. Switching between single and dual-band 

absorption modes can thus be achieved without modifying 

the absorber configuration. 

Figure 3 shows the electric field distribution over the 

structure at the resonant wavelengths at 30°C. Electric 

field is highly confined within the semiconductor VO2 

patches at 6 µm and 10.6 µm. At 90°C, the VO2 patches 

attain metallic properties, and the field confinement 

vanishes. New single mode resonance is obtained at 8.25 

µm, where high field is concentrated at the edges due 

to coupling between neighboring elements of the 

metasurface as shown in Fig. 4. 

Fig. 3. Distribution of electric field at: (a) 6 µm, (b) 8.25 µm, 

and (c) 10.6 µm when the operating temperature is 30°C. 

IV. CONCLUSION
A switchable metasurface absorber for energy 

harvesting in the MIR range is proposed. The symmetry 

of the design provides a polarization-insensitive response, 

and the phase transition property of VO2 provides the 

switching mechanism. The dimensions of the structure 

are optimized using a global optimization technique. 

Fig. 4. Distribution of electric field at: (a) 6 µm, (b) 8.25 µm, 

and (c) 10.6 µm when the operating temperature is 90°C. 
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Abstract ─ A general nonlinear adjoint sensitivity 

analysis (ASA) approach for the time-dependent 

nonlinear Schrödinger equation (NLSE) is presented. 

The proposed algorithm estimates the sensitivities of a 

desired objective function with respect to all design 

parameters using only one extra adjoint system 

simulation. The approach efficiency is shown here 

through a numerical example. 

I. INTRODUCTION

Optical fibers play a vital role in telecommunication 

systems and networks [1]. The light wave propagation 

in optical fiber communication systems is described by 

the time-dependent NLSE. Accurate sensitivity analysis 

for the NLSE is essential in gradient-based design 

optimization of optical fiber systems [2]. ASA 

approaches has been recently emerged as a low-

complexity alternative to the classical finite-differences 

approaches [3]. Regardless of the number of design 

parameters, an ASA approach estimates the full gradient 

of the desired objective function or response using at 

most one extra system simulation. This is contrasted 

with the computationally expensive finite-differences 

approximations whose complexity scales linearly with 

the number of parameters. The need for an ASA 

algorithm significantly raises in case of design problems 

with large number of parameters, such as fiber-optic 

design problems. 

Several ASA algorithms based on Maxwell’s 

equations or wave equation have been developed for 

high frequency structures [3,4]. ASA approaches are also 

introduced for the linear Schrödinger equation, to 

evaluate the sensitivities of the semiconductor quantum 

structures [5]. Recently, we proposed an ASA approach 

for the linear Schrödinger equation to evaluate the 

sensitivities of short-reach optical fiber communication 

systems [6]. In this paper, we extend our linear ASA 

approach for the general time-dependent nonlinear 

Schrödinger equation. Using only one extra adjoint 

simulation, the proposed nonlinear ASA approach 

estimates the sensitivities for a general long-reach fiber-

optic communication system with respect to all design 

parameters of the fiber. 

II. ADJOINT SENSITIVITY APPROACH
The propagation of light through an optical fiber

link is described by the normalized NLSE, given by [1]: 

−
𝛽3
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+

𝑖𝛽2
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+ (

𝛼

2
− 𝑖𝛾|𝑞|2) 𝑞 =

 𝑞𝑇𝑥𝛿(𝑧),  (1) 

where 𝑞(𝑧, 𝑡) is the complex envelope of the propagated 

optical field,  𝛽1 is the inverse group speed, 𝛽2 and 𝛽3

are the second- and third-order dispersion coefficients, 

𝛼 is the fiber loss coefficient, and 𝛾 is the nonlinear 

coefficient of the fiber. The signal 𝑞𝑇𝑥(𝑡) is the optical

field transmitted signal and 𝑖 = √−1. We discretize the 

computational domain into 𝑀 spatial cells. Expressing 

𝑞 = 𝑞𝑟𝑒 + 𝑖𝑞𝑖𝑚, substituting in equation (1), separating

the real and imaginary terms, and approximating the 

spatial derivatives using finite differences, Equation (1) 

for the whole domain can be casted as follows: 

𝑩3
𝜕3𝑽
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𝑇 ]𝑇 is the system state vector,

𝑸𝑖𝑛(𝑡) = [𝑅𝑒{𝑞𝑇𝑥}𝒆1
𝑇    𝐼𝑚{𝑞𝑇𝑥}𝒆1

𝑇]𝑇 is the excitation

vector, and 𝒆1 is the 1𝑠𝑡 elementary column vector. The

system matrices are given by: 𝑩3 = −
𝛽3

6
𝑰2𝑀, 𝑩2 =

𝛽2

2
[
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], where 𝑰𝑀 is an identity matrix of size 𝑀 and

�̃� is a diagonal matrix whose 𝑗𝑡ℎ entry is given by:

𝛾[𝑞𝑟𝑒
2 (𝑗ℎ) + 𝑞𝑖𝑚

2 (𝑗ℎ)], 𝑗 = 0, 1, … , 𝑀 − 1.

After a lengthy derivation, it can be shown that the 

adjoint problem corresponding to the original simulation 

(2) is given by:

−𝑩3
𝜕3𝝀

𝜕𝑡3 − 𝑩2
𝜕2𝝀
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𝜆 ,

(3) 

where 𝝀 = [𝝀𝑟𝑒
𝑇 𝝀𝑖𝑚

𝑇 ]𝑇 is the adjoint state vector, 𝑸𝑖𝑛
𝜆 =

[𝜕𝜓/𝜕𝒒𝑟𝑒
𝑇 𝜕𝜓/𝜕𝒒𝑖𝑚

𝑇 ]𝑇 is the adjoint excitation vector,

and 𝜓 is the kernel of the objective function integral [6]. 

The nonlinear matrix of the adjoint problem 𝜞𝜆 is given

by: 𝜞𝜆(𝑽) = [
𝒂 −𝒃
𝒄 −𝒂

], where 𝒂, 𝒃, and 𝒄 are diagonal 

matrices whose 𝑗𝑡ℎ diagonal elements are given as

follows: 
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  (a)         (b) 

Fig. 1. Normalized ASA sensitivities of objective function (4) with respect to the fiber nonlinear coefficient   𝛾 and 

the fiber length  𝐿, for a sweep of 𝐿, as compared to the accurate but computationally expensive CFD. 

𝑎𝑗𝑗 = 2𝛾𝑞𝑟𝑒(𝑗ℎ)𝑞𝑖𝑚(𝑗ℎ), 𝑏𝑗𝑗 = 𝛾[3𝑞𝑟𝑒
2 (𝑗ℎ) + 𝑞𝑖𝑚

2 (𝑗ℎ)],

and 𝑐𝑗𝑗 = 𝛾[𝑞𝑟𝑒
2 (𝑗ℎ) + 3𝑞𝑖𝑚

2 (𝑗ℎ)], 𝑗 = 0, 1, … , 𝑀 − 1.

Once the original and adjoint fields are determined, 

the sensitivities of the desired objective function with 

respect to all design parameters are estimated. 

III. RESULTS
To illustrate the efficiency of our ASA algorithm, 

we consider an example of an optical fiber communication 

system operating at 10 Gbaud. The transmitted data have 

a Gaussian pulse shape, modulated using the on-off 

keying format. The transmitted pulse peak power is 2 

dBm, and the number of transmitted bits is 32. The fiber 

parameters are [1]: 𝛽1 = 1.6 ns/km, 𝛽2 = −21  ps 2/km,

𝛽3 = 0.1  ps 3/km, 𝛼 = 0.2  dB/km, and 𝛾 = 1.1
W −1km −1. A noise-free amplifier is inserted at the end 

of the fiber to compensate for the loss. 

Our objective is to estimate the sensitivities of an 

objective function of the form: 

𝐹 = ∫
𝑇𝑚

−𝑇𝑚
|𝑞𝑅𝑥 − 𝑞𝑅𝑒𝑓|

2
  𝑑𝑡,  (4) 

where 𝑞𝑅𝑥 is the complex envelope field of the received

signal, 𝑞𝑅𝑒𝑓 = 𝑞𝑇𝑥(𝑡 − 𝛽1𝐿) is a time delayed version of

the transmitted complex envelope field, and 𝑇𝑚 is half

the computational time window size. This objective 

function measures the signal distortion due to fiber 

dispersion and nonlinear effects. The sensitivities of (4) 

is estimated with respect to 6-design parameters. 

Figure 1 shows the normalized sensitivities of 𝐹 

with respect to the parameters 𝛾 and 𝐿. Due to space 

limitation, we only show a subset of the obtained 

sensitivities. Good agreement is achieved with central 

finite differences (CFD) for all parameters. The ASA 

algorithm requires only one extra system simulation 

per gradient evaluation, while the CFD requires 12 

extra simulations. The ASA algorithm estimates the 

sensitivities in 2.45 s, as opposed to 10.74 s taken by the 

CFD algorithm, i.e., the ASA is faster by 4.4 times. 

IV. CONCLUSION
We presented a computationally efficient nonlinear 

adjoint sensitivity analysis approach for the general 

time-dependent nonlinear Schrödinger equation. As 

compared to the computationally expensive central 

finite-difference approach, the proposed algorithm 

estimates accurate sensitivities of the desired objective 

function with respect to all the design parameters but 

with a much lower computational cost. 
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Abstract—A procedure for rapid EM-based multi-objective 

optimization of compact microwave components is presented. 

Our methodology employs a recently developed nested kriging 
modelling to identify the search space region containing the 

Pareto-optimal designs, and to construct a fast surrogate model. 

The latter permits determination of the initial Pareto set, further 

refined using a separate surrogate-assisted process. As an 
illustration, a three-section impedance transformer is designed 

for the best matching and minimum size. The set of trade-off 

designs is produced at the low computational cost of only a few 
hundred of high-fidelity EM simulations of the transformer 

circuit despite a large number of its geometry parameters. 

Keywords—Microwave optimization, multi-objective design, 

simulation-driven design, surrogate modelling. 

I. INTRODUCTION

Circuit miniaturization has become a common trend in 
the design of microwave components [1]. Unfortunately, size 
reduction normally stays in conflict with ensuring desired 
electrical performance. Finding available design trade-offs can 
be realized through multi-objective optimization (MO) [2]. 
MO is a computationally expensive task, because reliable 
evaluation of compact structures requires full-wave 
electromagnetic (EM) analysis [3]. At the same time, the most 
popular MO techniques (population-based metaheuristics, e.g., 
particle swarm optimizers [4]) are computationally inefficient.  

In this paper, a novel technique for MO of compact 
microwave components is presented, capitalizing on a recently 
reported nested kriging modeling paradigm [5]. The latter 
permits identification of the search space region containing the 
Pareto set and to set up, therein, a fast surrogate further 
utilized to yield an initial approximation of the trade-off 
designs. The procedure is supplemented with a surrogate-
assisted refinement routine. Despite of using a single-level 
(high-fidelity) EM model only throughout the process and 
handling a large number of parameters, our framework is 
demonstrated to render the Pareto set at a low CPU cost. 

II. MULTI-OBJECTIVE DESIGN BY NESTED KRIGING 

A goal of MO is to determine a set of globally non-
dominated designs representing the best possible trade-offs 
w.r.t. the objectives Fk, k = 1, …, N [2], all to be minimized.
The MO process may be sped up by optimizing directly a
faster surrogate model Rs, instead of the EM-simulated (fine)
model R(x) (x denotes the parameter vector), being the
primary way of system evaluation. Due to a limited accuracy
of the surrogate, the initial Pareto-optimal designs xs

(k) have to
be refined as follows:

 
( )

2 2

( )

( ) ( ) ( )

1
, ( ) ( )

( ) ( )

arg min ( ) [ ( ) ( )]
k

s

k
N N s

k k k

f s s s s
F F

F F

F




  
x x x

x x

x R x R x R x ,   (1) 

where the last term represents output space mapping correction 
[7]. In this work, the surrogate is constructed using a recently 
reported nested kriging modelling approach [5], here, adopted 
to represent the system responses in the region containing the 
Pareto set. Let x(j), j = 1, …, p, denote the reference designs 
optimized w.r.t. the performance vectors F(j) = [F1

(j) … FN
(j)], 

with x(j) = [x1
(j) … xn

(j)]T. The objective space Φ is defined by 

the ranges Fk.min  Fk
(j)  Fk.max, k = 1, …, N. The reference 

designs need to include the extreme designs x*(k) = argmin{x : 
Fk(R(x))} (and other designs from the Pareto front if more 
detailed information is needed). These are obtained by solving: 

 1arg min ( ) ,Fw

x
x R x  (2) 

subject to Fj(x)  l wl Fj(x*(l)), j = 2, …, N; w = [w1 … wN]T is 

a vector of weights; 0  wj  1 and j wj = 1. The objective 
vector F(w) refers to the reference design xw; w = 
[0 … 1 … 0]T (with 1 on the k-th position) corresponds to a 
single-objective design x*(k). To handle the objective space 
region spanned by the reference designs an auxiliary mapping 

h0 from a unit N – 1 simplex SN–1 = {z = [z1 … zN–1]T : 0  zk 

 1 and k = 1,…,N–1zk  1} onto the space of the weights w is 
used. If N = 2 (the case considered in the paper), the mapping 

h0 is defined as (generalization for N > 2 is straightforward): 

0

1 1 1
( )

0 1 0
h

    
     
   

z z .     (3) 

Fig. 1 provides a graphical illustration of the above concepts for 
N = 2. The nested kriging model is to be established in the 
marked part of the objective space. As the number of available 
reference designs is in practice limited, these designs merely 
approximate the Pareto front geometry. Hence, a certain 
extension is necessary. The extended region O is defined as the 

set of all points w = h0(z)(1 + d) with z  SN–1 and –dw  d  dw, 
where dw is the extension factor (here, dw = 0.05 is used). 

The actual modelling procedure involves two surrogates. 

The first-level model sI(Φ)  X (kriging model [6]; with 
{F(j),x(j)} being the training points) maps Φ into the design 
space X, and it is the first approximation of the surrogate model 
domain. The sI(Φ) is then orthogonally extended towards its 
normal vectors [5] vn

(k)(F), k = 1, …, n – N, to ensure that all 
designs optimal w.r.t. Fk, are comprised in the model domain. 
Let us define: xmax = max{x(k), k = 1, …, p}, xmin = min{x(k), k = 
1, …, p}, xd = xmax – xmin, along with the extension coefficients: 

  ( )

1,..., 1,...,
( ) ( ) 0.5 | ( ) | ,

TT k

k d nk n N k n N
 

   
    α F F x v F  (4) 
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where τ is a user-defined thickness parameter. The surrogate 
model domain XS is located between the manifolds M+ and M–, 

determined by the coefficients k: 
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: ( ) ( ) .

n N k

I k nk
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   x x s F F v F        (5) 

Using (5), we define XS as (cf. [5]): 
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The first-level surrogate comprises two transformations: 

(i) the mapping h0 from the Cartesian product of SN–1  [–dw,
dw] onto the objective space region O and (ii) the mapping sI

from O into X (merely used for the sake of convenience, as it is

easier to implement uniform data sampling on SN–1  [–dw, dw]
rather than directly on O). The second-level surrogate is then
set up in the orthogonally extended domain sI(O).

III. VERIFICATION EXAMPLES

The optimization framework is illustrated using a CMRC-

based three-section transformer [7] of Fig. 2, implemented on 

Taconic RF-35 substrate (εr = 3.5, h = 0.762 mm), and described 

by the parameters x = [l1.1 l1.2 w1.1 w1.2 w1.0 l2.1 l2.2 w2.1 w2.2 w2.0 

l3.1 l3.2 w3.1 w3.2 w3.0]T. The operating range is 1.75 GHz to 4.25 

GHz. The figures of interest are: minimization of the in-band 

reflection (F1) and minimization of the footprint area (F2). The 

computational model R is simulated in CST Microwave Studio 

(~280,000 mesh cells, simulation time 2.5 min). Four reference 

designs are used, corresponding to the two single-objective 

designs and two more for z = 0.33 and z = 0.66 (cf. (3)).  
The nested kriging surrogate was set using only 200 data 

samples. Its average RMS error is only 4.1%. For comparison, the 
surrogate was constructed within the reduced interval l* = 
min{x*(1), x*(2)} and u* = max{x*(1), x*(2)}, typically containing the 
vast majority of the Pareto front [2]. Although 1600 training 
samples were used, the model error is 10.4%. The initial Pareto 
set was obtained by multi-objective evolutionary algorithm 
(MOEA) [7]. The selected Pareto-optimal designs, before and 
after refinement are shown in Fig. 3 (a). The reflection 
characteristics for the selected designs are presented in Fig. 3 (b). 
Table I contains the breakdown of the optimization cost. The 
presented approach offers several advantages: (i) the optimization 
cost, mostly incurred by training data acquisition for setting up 
the surrogate model, is considerably reduced (by around 65 
percent), (ii) the overall MO cost is just 745 EM simulations, and 
(iii) more precise identification of the initial Pareto set can be
obtained (owing to a considerably smaller domain of the nested
kriging model and better predictive power of the surrogate).

F1

F2

S1 F1 = F([1 0]
T
)

1

0

F2 = F([0 1]
T
)

F([0.7 0.3]
T
)

F([0.3 0.7]
T
)

Φ 

h0

Fig. 1. Objective space Φ and the objective vectors representing selected 

reference designs; the region of the objective space for setting up the second-

level model is marked using dotted lines; the mapping h0 maps the unity simplex 
onto the relevant portion of the objective space region (two-objective case). 

lk.1

lk.2

wk.1

wk.2

wk.0

   (a)   (b) 

Fig. 2. CMRC-based three-section impedance matching transformer: (a) 
compact microstrip resonant cell (CMRC) cell; and (b) transformer geometry. 

  (a) 

  (b) 

Fig. 3. (a) Pareto-optimal solutions: (o) initial set obtained with MOEA, 

(*) selected designs for refinement, () EM-simulated selected designs, (O) EM-
simulated refined designs; (b) reflection characteristics of the transformer for 

selected Pareto-optimal designs. 

TABLE I.  OPTIMIZATION COST BREAKDOWN 

Cost Item 
Surrogate Model Domain 

XS (this work) Hypercube [l*,u*] 

Extreme points 515  R 515  R 

Data acquisition for kriging surrogate 200  R 1600  R 

MOEA optimization* N/A N/A 

Refinement 30  R 30  R 

Total cost# 745  R (31 h) 2145  R (89 h) 
* The cost of MOEA optimization is negligible compared to other stages of the process.
# The total cost (equivalent number of EM simulations; CPU time shown in brackets).
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Abstract—In the paper, a recently reported nested kriging 

methodology is employed for modeling of miniaturized microwave 

components. The approach is based on identifying the parameter 
space region that contains high-quality designs, and, subsequently, 

rendering the surrogate in this subset. The results obtained for a 

miniaturized unequal-power-split rat-race coupler and a compact 

three-section impedance transformer demonstrate reliability of the 
method even for highly-dimensional parameter spaces, as well as its 

superiority over conventional modeling methods. 
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I. INTRODUCTION

Full-wave electromagnetic (EM) analysis plays an important 
role in design closure of microwave structures, especially 
compact devices [1]. Yet, solving EM-driven design tasks 
is CPU intensive due to massive simulations involved. 
Computational savings can be obtained by using fast surrogate 
models of the structure under design. Conventional modeling 
methods, e.g., neural networks [2], or kriging [3], are limited 
by the curse of dimensionality to handling circuits described 
by small numbers of parameters. 

In [4] and [5], constrained modeling of microwave structures 
was presented with the model domain confined to a region 
containing a set of pre-existing reference designs, optimized for 
problem-specific figures of interest. The advantage is a 
remarkable reduction of the domain volume, which mitigates the 
problem of excessive number of training data samples required 
by the traditional setup. A recent nested kriging approach [6] 
brings further improvements over [4], [5] by enabling uniform 
sampling and model optimization in a straightforward manner. 
Here, we demonstrate the feasibility of this method for modeling 
of compact microwave components.  

II. NESTED KRIGING MODELING FORMULATION

In this paper, we apply the nested kriging approach of [6] to 
cost-efficient modeling of compact microwave components. A 
brief formulation of the framework is provided in this section, 
followed by demonstration case studies discussed in Section III. 

A. First-Level Model

We denote by fk, k = 1, …, N, the figures of interest relevant
to the design process (e.g., coupler operating frequency and/or 
power split ratio). We assume the existence of the reference 
designs x(j) = [x1

(j) … xn
(j)]T, j = 1, …, p, optimized w.r.t. the 

performance vectors f(j) = [f1
(j) … fN

(j)]. The objective space F 

is defined by the ranges fk.min  fk
(j)  fk.max, k = 1, …, N, to be 

covered by the surrogate. The first-level model sI(f) maps F 
into the design space X. It is implemented using kriging [3], 

where {f(j),x(j)} are the training points. Figure provides a 
graphical illustration of these concepts. 

B. Domain Definition

The model domain XS is constructed by “fattening” the set

sI(F)  X which approximates the region containing the 

designs that are optimum w.r.t. all f  F. This is realized by an 

orthogonal extension of sI(F) towards its normal vectors 

{vn
(k)(f)}, k = 1, …, n – N. Let xmax = max{x(k), k = 1, …, p}, 

xmin = min{x(k), k = 1, …, p}, and xd = xmax – xmin (parameter 

variations within sI(F)). We also define: 
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Here, T is a thickness parameter; k determine the boundaries 

of the domain XS, located between the manifolds M+ and M–: 
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The actual (second-level) surrogate is a kriging 

interpolation model set up in XS, using a set of training data 

samples {xB
(k),R(xB

(k))}k = 1, …, NB, where R is the EM-simulation 

model of the compact structure of interest. 

C. Design of Experiments

The data sampling can be readily implemented by

exploiting (3) and an appropriate two-stage mapping H from 

the unit interval [0,1]n onto XS. Let {z(k)}, k = 1, …, NB, be the 

set of uniformly distributed data points obtained using LHS 

[6], with z(k) = [z1
(k) … zn

(k)]T. The mapping h1: 

1 1 1 1.min 1 1.max 1.min

.min .max .min 1

( ) ([ ... ] ) [ ( ) ...

... ( )] [ 1 2 ... 1 2 ]

T

n

N N N N N n

h h z z f z f f

f z f f z z

    

      

y z
,     (4) 

f2

f1

f2.max

f2.min

f1.maxf1.min

F

f 
(k)

x1

v1
(k)

M+

XS

x3

x2

sI(F)

sI(f
(k))

M-

 (a)   (b) 

Fig. 1. The concept of nested kriging modeling: (a) reference designs and 

objective space F; (b) the image sI(F) of the first-level surrogate model and 

the normal vector v1
(k) at f(k); the manifolds M– and M+ as well as the surrogate 

model domain XS defined as the orthogonal extension of sI(F). 
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transforms the hypercube onto F  [–1,1]n–N (here,  denotes a 
Cartesian product). Subsequently, the function h2 defined as:  

( )

2 2 1 1
( ) ([ ... ] ) ( ) ( ) ( )




   

n NT k

n I N k k nk
h h y y yx y s y y v y ,  (5) 

maps F  [–1,1]n–N onto XS. Uniformly distributed samples 

xB
(k)  XS are then obtained as:  

( ) ( ) ( )

2 1( ) ( ( ))k k k

B H h h x z z .   (6) 

The mapping H can also be used for optimization within XS: 
regardless of the geometry of XS, it is sufficient to operate 

within F  [–1,1]n–N and apply (6) for EM evaluation purposes.  

III. MICROWAVE MODELING USING NESTED KRIGING 

We consider two compact microstrip structures, a rat-race 
coupler (RRC) shown in Fig. 2 (a) and the 50-to-100 Ohm 
impedance matching transformer shown in Fig. 2 (d), composed 
of the CMRCs of Fig. 2 (c). Both structures are implemented on 
RF-35 substrate (εr = 3.5, h = 0.762 mm, tan δ = 0.018). The 
RRC parameters are: x = [l1 l2 l3 d w w1]T, with relative 
variable d1 = d + |w – w1| and dimensions d = 1.0, w0 = 1.7, l0 
= 15 fixed (all in mm). The parameters of the transformer are 
x = [l1.1 l1.2 w1.1 w1.2 w1.0 l2.1 l2.2 w2.1 w2.2 w2.0 l3.1 l3.2 w3.1 w3.2 w3.0]T.  

The goal is to model the RRC within the region covering 
optimum designs corresponding to the operating frequencies f0 
from 1 GHz to 2 GHz and the power split ratios K from –6 dB to 
0 dB (equal power split). The transformer model is supposed to 
cover the operating bands [f1 f2] for 1.5 GHz ≤ f1 ≤ 3.5 GHz, and 
4.5 GHz ≤ f2 ≤ 6.5 GHz. The allocation of the reference designs 
for both structures are shown in Figs. 2 (b) and 2 (e), respectively. 
The lower and upper bounds for design variables are based on the 
reference designs. These are l = [2.0 7.0 12.5 0.2 0.7 0.2]T, and u 
= [4.5 12.5 22.0 0.65 1.5 0.9]T for the RRC and l = [2.0 0.15 0.65 
0.35 0.30 2.70 0.15 0.44 0.15 0.30 3.2 0.15 0.30 0.15 0.30]T, and 
u = [3.4 0.50 0.80 0.55 1.90 4.00 0.50 0.67 0.50 1.55 4.5 0.26
0.46 0.27 1.75]T for the transformer.

The nested kriging surrogate has been constructed for various 
training data sets listed in Table I, using the thickness parameter 
T = 0.05. The model error was estimated with 100 independent 
test points. The results for the conventional kriging model set up 
in the interval [l, u] are reported as well (see also Figs. 3 and 4). 
A considerable improvement of the modeling accuracy offered by 
the nested kriging surrogate over the conventional one can be 
observed. The comparable predictive power is obtained for much 
smaller training data sets, by a factor of four and higher. Note that 
in the case of the transformer, the accuracy of the conventional 
model is poor even for the largest data set consisting of 800 
samples. This example is challenging due to a large number of 
parameters (fifteen) as well as wide parameter ranges.  
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Fig. 2. Verification test cases: (a) microstrip rat-race coupler (RRC) [20], 

(b) allocation of the reference designs for the RRC, (c) compact cell (CMRC),
(d) CMRC-based miniaturized three-section impedance transformer, and (e)

allocation of the reference designs for the transformer.

Fig. 3. Responses of the compact RRC of Fig. 2 (a) at the selected test designs 
for N = 800: EM model (—), nested kriging surrogate (o). 

Fig. 4. Responses of the impedance transformer of Fig. 2 (d) at the selected 
test designs for N = 800: EM model (—), nested kriging surrogate (o). 
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Abstract—Accelerated simulation-driven design optimization of 

antenna structures is proposed. Variable-fidelity electromagnetic 

(EM) analysis is used as well as the trust-region framework with 

limited sensitivity updates. The latter are controlled by monitoring 

the changes of the antenna response gradients. Our methodology is 

verified using three compact wideband antennas. Comprehensive 

benchmarking demonstrates its superiority over both conventional 

and surrogate-assisted algorithms. 

Keywords—antenna optimization, EM-driven design, trust-

region framework, variable-fidelity EM simulations. 

I. INTRODUCTION

Adjustment of geometry parameters is a necessary yet 

challenging stage of the antenna design process. Due to the 

complexity of contemporary structures, numerical optimization 

is recommended, and more and more widely used by the 

researchers [1]. Its major bottleneck, which is high CPU cost, 

can be alleviated by various means, e.g., utilization of adjoints 

sensitivities [2], surrogate modeling techniques [3], or by 

developing more efficient numerical routines [4]. This paper 

proposes a modification of the trust-region gradient search 

procedure aimed at improving the computational efficiency. Its 

two major components include variable-fidelity EM simulations 

(to speed up sensitivity estimation), as well as antenna response 

gradient monitoring (to reduce the number of expensive finite-

differentiation-based sensitivity updates). Both mechanisms 

lead to a considerable reduction of the overall cost of the 

optimization process as demonstrated through examples. 

Furthermore, the proposed technique is shown competitive to 

both traditional and multi-fidelity algorithms. 

II. VARIABLE-FIDELITY GRADIENT SEARCH WITH SPARSE

SENSITIVITY UPDATES 

For illustration purposes, the task of antenna matching 

improvement is considered, which can be formulated as: 
* arg min{ : ( )}.Ux x x (1) 

Here, x is a vector of antenna parameters, whereas the objective 

function is defined as U(x) = max{f  F : |S11(x,f)|}, where f 

is the frequency within the range of interest F (e.g., 3.1 GHz

to 10.6 GHz for UWB antennas). The reflection characteristric 

S11(x,f) is obtained through a high-fidelity EM analysis.

The core of the proposed framework is the conventional 

trust-region (TR) gradient-based algorithm [5] solving (1) by 

producing approximations x(i), i = 0, 1, …, to x* as: 

( ) ( ) ( )

( 1)

;
arg min ( ),

i i i

i

SU

   


x d x x d

x x  (2) 

where US(x) = max{f  F : SL
(i)(x,f)}, and SL

(i) is defined as: 
( ) ( ) ( ) ( )

11( , ) ( , ) ( ) ( ).i i i i

L SS f S f   x x G x x x   (3) 

In (2), d(i) is the TR size at the ith iteration, adjusted using the 

standard rules [5]. The gradient GS is normally evaluated using 

finite differentiation (FD), which is the major contributor to 

the CPU cost of the process.  

Here, we employ two mechanisms to reduce the cost of 

solving (1). The first one is utilization of a coarse-mesh EM 

antenna model S11.c(x,f) for the purpose of sensitivity estimation. 

As indicated in Fig. 1, despite noticeable discrepancies 

between the high- and low-fidelity models, the gradients are 

well aligned which makes the use of S11.c a reasonable (and, of 

course, cheaper) option. 

The second technique is monitoring of the antenna 

response gradients aimed at detecting their stable patterns and, 

consequently, suppressing unnecessary FD updates. Here, we 

deal with the antenna reflection S11(x,f), for which the gradient 

GS = [G1 … Gn] is a 1  n vector. The components Gk are 

compared between the algorithm iterations using a metric: 

          1 1 1
2 ( ) ( ) ( ) ( ) ,

i i i i i

k k k k k
f F

d mean G f G f G f G f
  



     
   

 (4) 

where Gk
(i)(f) and Gk

(i–1)(f) refer to the ith and (i–1)th iteration, 

respectively. The averaging is over the frequency range F. 

We also define a vector d(i) = [d1
(i) … dn

(i)]T of the gradient 

difference factors used in the i-th iteration, dmin
(i) = min{k = 

1,…,n : dk
(i)}, and dmax

(i) = max{k = 1,…,n : dk
(i)}. Furthermore, 

in the i-th iteration, a vector N(i) = [N1
(i) … Nn

(i)]T will stand 

for the numbers of subsequent iterations without FD. Its 

components are computed according to the conversion function: 
( ) ( ) ( ) ( )

max min( ) ,i i i i

k kN N a d d     (5) 

where a(i) = (Nmax – Nmin)/(dmin
(i) – dmax

(i)) and [[.]] is the 

nearest integer function. The function (5) establishes a relation 

between Nk
(i) and dk

(i), which is based on the minimum and the 

maximum number of iterations without FD (algorithm control 

parameters). Given Nk
(i), Nk

(i+1) is obtained from (%) if FD was 

executed for the kth parameter in the ith iteration, otherwise 

Nk
(i+1) = Nk

(i) – 1. The maximum number of omissions is Nmax.

The values of the difference factors dk
(i) retained through all 

the iterations without FD. They are utilized to determine dmin
(i) 

and dmax
(i) as well as to compute Nk

(i) for other parameters. 

In the proposed optimization framework, the gradient GS is 

estimated using FD only in the first two iterations. Further, the 
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gradient is exclusively computed using the low-fidelity EM 

model. In the remaining iterations, the components Gk are 

obtained based on N(i+1): if Nk
(i) = 1, FD is performed, 

otherwise the most recent value estimated with FD is kept. This 

allows for a significant reduction of the computational cost of 

the optimization process. 

III. VERIFICATION EXAMPLES

The test set consists of three antennas shown in Fig. 2. 

Antenna I, [6] is implemented on Taconic RF-35 substrate (εr 

= 3.5, h = 0.762 mm). It is described by parameters x = [l0 g a 

l1 l2 w1 o]T; w0 = 2o + a, and wf = 1.7 mm. Antenna II [7] is 

also implemented on RF-35; geometry parameters are x = [L0 

dR R rrel dL dw Lg L1 R1 dr crel]T. Antenna III [8] is 

implemented on FR4 (r = 4.3, h = 1.55 mm); design 

parameters are x = [Lg L0 Ls Ws d dL ds dWs dW a b]T. All 

antennas are to operate within the UWB frequency range of 

3.1 GHz to 10.6 GHz. The EM models are implemented in 

CST. The models incorporate the SMA connectors. 

The antennas have been optimized for best matching, using 

the proposed algorithm with Nmin = 1 and Nmax = 5. Three 

other algorithms were also tested for comparison: (i) the TR 

algorithm (2), (3) working with the high-fidelity model only, 

(ii) the reference algorithm working with variable-fidelity

models, and (iii) the algorithm of Section II working with the

high-fidelity model only. To test the robustness, ten runs have

been executed for each algorithm using random initial designs.

Table I gathers the numerical data (see also Fig. 3).

    (a)  (b) 

Fig. 1. Example |S11| and sensitivity thereof of Antenna I of Section III: (a) 

high-fidelity EM model reflection response (-o-o) and low-fidelity EM model 
response (—); (b) sensitivity w.r.t. selected antenna parameters: high-fidelity 

EM model (oo, - o  - o, —o—o)) and low-fidelity model (, - - -, —). 

The low-fidelity model simulation time is shorter by a factor 

of around 2.5 as compared to the high fidelity ones. For the 

algorithms using variable-fidelity models (Algorithms 2 and 4), 

the high-fidelity model was evaluated only around 13 times for 

all cases. As shown in Table I, the variable-fidelity approach 

allows for achieving good design quality and significant cost 

savings by a factor of around two. For Algorithm 4 (proposed in 

this work), the savings are also due to limiting the amount of 

FD, and the reduction of the overall cost is as high as four times 

for the Antenna II. The design quality is almost the same for 

Algorithms 2 and 3 for all benchmark cases. Combining both 

mechanisms as implemented in Algorithm 4 leads for certain 

quality degradation (by 0.8 dB and 0.7 dB, for Antennas I and 

II, respectively). For Antenna III, the degradation is higher, and 

it equals 2 dB. Note that such a considerable cost reduction was 

achieved despite the fact that the time evaluation ratio between 

the high- and low-fidelity model is less than three. In many 

cases, that ratio can be made much higher, consequently 

implying even more significant cost savings. 
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2R
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rrelR

dL
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  (a)    (b)    (c) 

Fig. 2. Benchmark antennas: (a) Antenna I [6], (b) Antenna II [7], and 

(c) Antenna III [8]. Ground plane marked using light gray shade.

  (a)  (b)  (c) 

Fig. 3. Initial (- - -) and optimized (—) responses of the antennas found using 

the proposed variable-fidelity algorithm, shown for the representative runs of 

the procedure: (a) Antenna I, (b) Antenna II, and (c) Antenna III. Horizontal 
lines mark the design specifications. 

TABLE I. OPTIMIZATION RESULTS AND BENCHMARKING 

Algorithm 
Antenna I Antenna  II Antenna III 

Cost$ 
max |S11| 

[dB]*  
Time# 

[min] 
Cost$ 

max |S11| 
[dB]*  

Time# 

[min] 
Cost$ 

max |S11| 
[dB]*  

Time# 

[min] 
1 Fine 97.6 –11.9 277.5 111.2 –14.9 389.2 111.0 –13.9 455.1 

2 
Coarse 60.0 

–11.8 119.8 
97.2 

–14.8 199.5 
109.2 

–13.7 199.2 
Fine 13.9 13.4 14.4 

3 Fine 46.1 –11.4 135.2 58.6 –14.7 205.0 68.7 –13.5 281.7 

4 
Coarse 36.4 

–11.1 90.5 
45.4 

–14.2 96.4 
58.6 

–11.9 133.9 
Fine 14.5 12.7 14.3 

Algorithms: 1 – reference (high-fidelity model only), 2 – reference (variable-fidelity 
models), 3 – gradient monitoring (high-fidelity model only), 4 – proposed framework. 
$ Number of EM simulations averaged over 10 algorithm runs (random initial points); 
* Maximum |S11| within UWB frequency range (averaged over 10 algorithm runs).
# Overall optimization time. 
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Abstract—Traditional antenna optimization solves the 

modified version of the original antenna design for each iteration. 

Thus, the total time required to optimize a given antenna design is 

highly dependent on the convergence criteria of the selected 

algorithm and the time taken for each iteration. The use of 

machine learning enables the antenna designer to generate trained 

mathematical model that replicates the original antenna design 

and then apply optimization on the trained model. Use of trained 

model allows to run thousands of optimization iterations in a span 
of few seconds.  

Keywords—antenna optimization, design of experiments, 

machine learning, regression. 

I. INTRODUCTION

In recent times, industries working with large amount of 
data have recognized the value of machine learning (ML) 
technology. Thus, it is widely used in financial services to 
prevent fraud, in health care to assess a patient’s health in real 
time, in oil and gas to find new energy sources, in government 
services to minimize identity theft, in retail industry to 
personalize shopping experience, in transportation to make 
routes more efficient, and many more such applications. 
However, machine learning has not gained much attention in 
computer aided antenna design. With the advent of clever 
design exploration methods such as space filling Design of 
Experiments (DOE) approaches, machine learning can be 
used to speed up the antenna design optimization process 
tremendously. In addition, machine learning can also accelerate 
other related simulations such as tolerance studies using 
stochastic methods. 

This paper presents how to use DOE and machine learning 
for fast and intelligent antenna design optimization with an 
example. Trained Mathematical model is generated using the 
multi-disciplinary design exploration and optimization software 
Altair HyperStudy [1] and numerical electromagnetic field 
simulations are done with Altair Feko [2]. 

II. MACHINE LEARNING

Machine learning is a method of data analysis that automates 
analytical model building. The machine learning algorithms on 
a broader scale can be classified into unsupervised learning and 
supervised learning. 

A. Unsupervised Learning

To understand unsupervised learning, one should first
understand what a dataset is: a collection of examples without a 

specific desired outcome or correct answer – just data. The 
machine learning algorithm attempts to automatically find 
structure in the data by extracting useful features and analyzing 
its structure. 

B. Supervised Learning

Supervised learning is best suited to problems where there is
a set of available reference points a.k.a. data with labels with 
which to train the algorithm. The data is generated by extensible 
sampling or by running simulations in our case of computer-
aided antenna design. The two main types of supervised learning 
are classification and regression. This paper is focused on the 
regression method. 

Regression models allow us to predict a continuous output 
variable Y based on the value of one or multiple predictor 
variables x, 

Y = f (x1, x2, x3, x4, x5, …). 

The goal of the regression model is to build a trained 
mathematical model a.k.a. machine learning model that defines 
Y as a function of the x variables. As such, (1) can be used to 
predict the outcome Y based on new values of the predictor 
variables x. Though there are several approaches to build the 
machine learning model Y, some of the typical methods are 
Least Square Regression (LSR), Moving Least Square Method 
(MLSM) and Radial Basis Functions (RBF). Regression 
methods are extremely useful to speed up the optimization 
process as the evaluation on the trained machine learning model 
is tremendously faster than the numerical solution of a physical 
simulation model. Data required to generate the trained model 
via regression can done by DOE methods as explained in the 
next section. 

III. DESIGN OF EXPERIMENTS [1]

DOE is a series of tests in which purposeful changes are 
made to input design variables to investigate their effect on the 
output responses and to get an understanding of the global 
behavior of a design problem. There are two types of DOE 
methods: 

A. Screening Methods

These methods are mainly used to determine which input
design variables and which variable interactions are most 
influential on the output responses of a given design. Some 
examples of the screening methods are, fractional factorial, full 
factorial, Plackett Burman and Taguchi. 
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B. Space Filling Methods

These methods can do screening to determine which factors
are most influential on the output response and generate data that 
can be used by a machine learning algorithm to come up with a 
trained mathematical model that can be used as a surrogate in 
place of the original design. Box Behnken, Central Composite 
Design, Hammersley, Latin HyperCube and Modified Extensible 
Lattice Sequence (MELS) are the examples of some of the space 
filling methods. 

IV. ANTENNA OPTIMIZATION USING MACHINE LEARNING

Machine learning approaches presented in this paper can 
be applied to any type of antenna design with any number of 
design variables. The complete workflow of the machine 
learning approach for antenna design optimization is detailed in 
the below steps: 

 Generate training and test data with an appropriate DOE

study and numerical simulation.

 Build a machine learning model based on the generated

training data.

 Validate the machine learning model using the generated

test data.

 If the validation is not successful, generate additional

training data or use a more appropriate machine learning

approach.

A slotted patch antenna designed for the GPS application is 
chosen to demonstrate the above workflow. Fig. 1 shows the 
design of the square patch whose initial reflection coefficient  
is illustrated in Fig. 2. The reflection coefficient data clearly 
illustrates that the initial design has a resonance around the GPS 
operating frequency of 1575 MHz, but there is ample scope to 
improve the matching of this antenna by further optimizing this 
design. 

Fig. 1. Slotted patch antenna designed for GPS applications. 

Fig. 2. Reflection coefficient of the initial patch antenna design. 

The patch antenna is fully parametric with respect to the 

patch size, slot length, slot width, slot to edge length and the 
feed position. To understand the benefits of optimization using 
machine learning, this approach is compared with the traditional 
optimization using numerical field simulations. For a fair 
comparison between the two approaches, the Global Response 
Search Method (GRSM) optimization algorithm is used in both 
the optimization approaches. The traditional optimization ran 
for 250 iterations for a total of 810 seconds. 

The first step in the machine learning approach is generating 
the test data and the space filling MELS method is used for this 
design exploration. This DOE study will also give a pareto chart 
illustrating the influence of each design variable on the output 
response, as shown in Fig. 3. 

Fig. 3. Pareto chart illstrating the influence of each design variable on the 

output response. 

The test data from the DOE study is then used by the Altair 
proprietary regression algorithm Fit Automatically Selected by 
Training (FAST) to generate a trained machine learning model. 
Optimization is then performed on the trained model rather than 
using the physical antenna design. Fig. 4 shows the comparison 
of the optimum reflection coefficient obtained using the 
traditional optimization and machine learning. The overall time 
required for the machine learning approach is 168 seconds (as 
compared to 810 secs) of which a total of 162 seconds is spent 
in DOE study. This clearly is orders of magnitude faster than 
traditional optimization.  

Fig. 4. Comparing the optimum design achieved via machine learning 

approach to the optimum from traditional optimization. 
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Abstract—Since its introduction 25 years ago, the probe-fed U-

slot patch antenna has remained popular. Recently, Characteristic 

Mode Analysis (CMA) revealed these devices are governed by 

Coupled Mode Theory (CMT). Although this principle is 

conceptually simple, achieving this understanding is only possible 

through a systematic analysis using CMA. This paper uses the U-

slot patch to illustrate a general process for analyzing electrically 
small antennas using CMA with the software package FEKO. 

Keywords—characteristic mode analysis, coupled mode theory, 

FEKO, U-slot patch antenna. 

I. INTRODUCTION

Over the past 25 years, the probe-fed U-slot patch antenna 
[1] has remained popular in government and academia.
Recently, CMA revealed these devices are governed by CMT;
coupling between the conventional TM01 patch mode and the
“uncoupled slot resonator” (a lumped LC resonator involving
the slot and the probe) results in stagger-tuned in-phase and anti-
phase modes that together produce broad impedance bandwidth
and stable radiation pattern [2]. Although conceptually simple,
achieving this understanding is only possible via a systematic
analysis using CMA. This paper illustrates such a process for the
U-slot patch using the software package FEKO [3].

CMA is a modal decomposition based on the method of
moments (MoM) [4]. Within CMA, a set of real orthogonal basis 
currents 𝐽𝑛  result from [𝑋] 𝐽𝑛 = 𝜆𝑛 [𝑅] 𝐽𝑛  where [𝑍] = [𝑅] +
𝑗[𝑋] is the MoM impedance matrix and 𝜆𝑛 is the eigenvalue. A 
mode is resonant when 𝜆𝑛 = 0 [4]. Currents driven by a source

𝐸tan
i  may be represented as a sum of modes:  𝐽total = ∑ 𝛼𝑛𝑛 𝐽𝑛

where the modal weighting coefficient (MWC) 𝛼𝑛 = 〈𝐽𝑛 , 𝐸tan
i 〉/

(1 + 𝑗𝜆𝑛) [4]. Thus, the driven admittance of a structure is the
sum of all modal admittances. 

II. CMA PROCESS

The usual steps of entering the geometry, meshing, and 

solving the structure are performed. It is important to mesh the 

probe and provide an excitation in these geometries, not only 

because the probe can affect the characteristic modes (CMs) but 

also because having an excitation gives clues (e.g., admittance 

& MWC) as to what modes are important. Note that CMA often 

benefits from a finer mesh than is required for solving a driven 

problem (for this analysis, triangle edge lengths were between 

𝜆/25 and 𝜆/50). In FEKO, a driven MoM solve (i.e., using a 

1V excitation) can be performed alongside a CMA solve. 

Fig. 1. U-slot patch geometry of [1]; (W, L, h, Uw, Uh, U0, th, tw, d, p0) = (220, 

124, 26.9, 68.6, 82.2, 22.9, 10.2, 8.89, 3.05, 33.9) mm. 

Fig. 2. Eigenvalues (a) and modal weighting coefficient αn (b) of the first 6

modes of the Fig. 1 geometry calculated by FEKO.  

Fig. 3. The sum of mode 1 & 3 admittances replicates the driven admittance. 

Data interpretation begins by viewing the eigenvalue 

spectrum shown in Fig. 2 (a). The eigenvalue traces are 

inspected for mode-tracking errors (which greatly complicate 

data interpretation) and other phenomena such as eigenvalue 

crossing avoidance. Modes that are not resonant within the band 

of interest are often of secondary (if any) interest. We see that 

of six modes requested of FEKO, only modes 1, 3, 5 and 6 are 

resonant. For a 1V gap source excitation at the base of the 

probe, FEKO calculates 𝛼𝑛 as seen in Fig. 2 (b). Only modes 1,
3 and 6 are excited significantly and warrant further study. 
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Fig. 4. Mode 1/in-phase (a) and Mode 3/anti-phase (b) charge distributions. 

Fig. 5. Uncoupled patch (a) and uncoupled slot (b) resonator geometries. 

We next seek to replicate the driven input admittance by a 

sum of modal admittances. We find the mode 6 admittance is 

much lower than 1/50Ω, but that the sum of mode 1 and 3 
admittances (calculated using a POSTFEKO Lua script) 

replicates the driven admittance locus well, as seen in Fig. 3. If 

the driven admittance cannot be adequately represented by the 

sum of mode admittances, then more CMs should be requested 

of FEKO, and the above process repeated. 

We turn to physical interpretation of modes 1 and 3. FEKO 

plots the modal charge distributions (at phase angle 𝜙 = 90°) 

near resonance; these are much simpler than current 

distributions and greatly aid in physical interpretation. We note 

in-phase and anti-phase charge accumulations on the patch and 

slot edges for modes 1 and 3, respectively, as seen in Fig. 4 (a) 
and Fig. 4 (b). This suggests that CMT underlies the U-slot 

patch, which was demonstrated rigorously in [2]; coupling is 

due to the mutual inductance of the slot. 

At this point, the modal far-fields are compared to those of 

the driven problem to ensure the selected modes appropriately 

capture the radiation behavior of the driven structure. 

With the important modes identified, we enquire about the 

nature of the uncoupled resonators (i.e., the isolated patch and 

slot); this process often requires some ingenuity. For example, 

it is simple to remove the slot from the patch and identify the 

conventional TM01 patch mode resonant near the full U-slot 
patch structure center frequency, however it is less obvious how 

to remove the patch from the slot. Increasing 𝑊  and 𝐿  to 

infinity, as shown in Fig. 5 (b), gives results useful for design 

purposes [2]. 

FEKO can calculate CMs of the Fig. 5 (b) structure using 

the planar multilayer Green’s function and the planar Green’s 

function aperture features (to represent magnetic currents on 

the U-slot), resulting in a mode resonant near the full U-slot 

patch structure center frequency. Infinite conducting planes are 

accounted for analytically; this is of critical importance, as large 

meshed ground planes supporting current explicitly as MoM 
unknowns result in low-frequency CMs that are of no interest 

(i.e., modes of the ground plane plates, rather than of the slot-

probe structure). To avoid a FEKO error, the dielectric between 

the infinite conducting planes is set to 𝜖𝑟 = 1.01 as seen in Fig.

6; in our experience, the numerical solution remains stable and 

the difference from the case where 𝜖𝑟 = 1  is negligible. Of

course, U-slot patches on dielectric substrates with 𝜖𝑟 > 1 are

easily addressed by FEKO. 

Fig. 6. FEKO planar multilayer Green’s function configuration for Fig. 5(b). 

To explain the uncoupled slot resonator behavior, CMA 

and CMT are utilized once again. The geometry of Fig. 5 (b) is 

mirrored through the y=0 plane; one resulting CM satisfies a 

PEC boundary condition on y=0 and another a PMC boundary 

condition. The CM resonant frequencies and interpretation of 

the modal nearfields lead to a simple, four element LC 

equivalent circuit for the uncoupled slot resonator [2]. 

A volumetric grid of resonant modal near-fields 𝐸1,2 and

𝐻1,2 encompassing the uncoupled slot and patch resonators may

be used to calculate the coupling between them via [5]: 

𝜅 =
∫ 𝜖𝐸1 ∘ 𝐸2 𝑑𝑉

√𝑊𝑒1𝑊𝑒2

+
∫ 𝜇𝐻1 ∘ 𝐻2 𝑑𝑉

√𝑊𝑚1𝑊𝑚2

, (1) 

where 𝑊𝑒1,2 = ∫ 𝜖|𝐸1,2|
2

𝑑𝑉  and 𝑊𝑚1,2 = ∫ 𝜇|𝐻1,2|
2

𝑑𝑉,
giving |𝜅| = 0.19—similar to that calculated via the coupled 

resonances 𝜔± as 𝜅 = (𝜔+
2 − 𝜔−

2 )/(𝜔+
2 + 𝜔−

2 ) = 0.26 in [2].

III. CONCLUSION

A systematic approach to applying CMA to electrically 

small antenna problems was presented using FEKO and the U-

slot patch: (1) include the excitation/mesh the probe and run 

driven MoM problem alongside CMA, (2) select resonant 

modes, (3) select modes with significant MWCs, (4) replicate 

driven admittance with sum of selected modal admittances,  

(5) check modal far-fields, (6) use CM current and charge

distributions to obtain physical insight, and, for multi-modal

antennas, (7) establish uncoupled resonator geometries and
calculate coupling using near-fields.
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Abstract—This paper describes some of the latest features 
in the commercial electromagnetic software Feko (including 
WinProp). These include the modeling of non-ideal cable shield 
connections, the parallel direct adaptive cross approximation 
(ACA) solver, edge and wedge diffraction for the ray launching 
geometrical optics (RL-GO) solver, and several new features 
related to automotive radar. 

Keywords—adaptive cross approximation, automotive radar, 
cable shield connections, diffraction, Feko, RL-GO, WinProp. 

I. INTRODUCTION

Altair Feko [1] is a popular computational electromagnetics 
code widely used for academic research and commercial 
applications. Due to continuous improvements and extensions, 
it remains an industry leader in this field. This paper highlights 
some of the recent extensions made in the 2019 release. 

II. MODELING OF NON-IDEAL CABLE SHIELD CONNECTIONS

Earlier, the Feko team developed the combined MoM/MTL
method [2] as a solution approach to modeling shielded cable 
harnesses that do not run near a conducting installation surface. 
By using the method of moments (MoM) to model the outside 
of the harness within its environment, the frequency or so-called 
height limitation of the multiconductor transmission line (MTL) 
formulation can be relaxed. 

The combined MoM/MTL method relies on the assumption 
that the exterior (structure and shield) and interior (cable bundle) 
problems only couple weakly through the shield transfer 
impedance, thereby limiting terminating connectors to be 
included as ideal in the model. In practice, however, not all 
connectors are manufactured with such high quality and 
coupling of currents and voltages through imperfect connectors 
should be considered. 

Two new circuit components (a transformer and a voltage-
controlled voltage source) were introduced to include connector 
leakage as a one- or bi-directional coupling effect in the model. 
In Fig. 1 an RG217 coaxial cable with double shield was 
modeled to illustrate the change in shielding effectiveness due 
to the inclusion of coupling effects (ideal versus non-ideal 
connection) at the harness terminations.  

The harness was also modeled with an additional 50 mm 
pigtail at each connector to illustrate how the combined 
MoM/MTL method (different to the MTL) would take the 
additional line length (resulting in a downward resonant 
frequency shift) of the pigtail connections at the terminations 
into account. 

Fig. 1. Shielding effectiveness of an RG217 coaxial cable illustrating the 
effect of different terminal connections. 

III. PARALLEL DIRECT ACA SOLVER

The adaptive cross approximation (ACA) available in Feko 
is a well-known technique for approximating a large dense 
matrix, like the MoM matrix, as the product of two much smaller 
matrices, saving memory and computational time. In a previous 
paper we have discussed the direct ACA solver [3]. This solver, 
however, is highly recursive due to the tree-like structure of the 
ACA matrix representation and is therefore not straightforward 
to parallelize. 

We have extended the direct ACA solver to run in parallel 
in shared memory environments. This was accomplished by 
traversing the sequence of operations in the direct ACA solver 
and, rather than executing the operations, recording the basic 
operations on the leaves of the ACA tree one by one in a list 
of tasks to be executed later. These tasks can then be sent to 
multiple threads for execution. 

Some tasks depend on the results of other tasks and cannot 
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be executed until the tasks on which they depend are executed. 
As the number of threads increases the efficiency of the parallel 
calculation may suffer due to this dependency tree. 

Fig. 2 shows some initial efficiency results for a sample 
Feko ACA calculation with 27464 unknowns. Using 8 threads 
the efficiency is still high at 89%. 

Fig. 2. ACA parallel efficiency versus the number of threads. 

IV. RL-GO EDGE AND WEDGE DIFFRACTION

The RL-GO solver in Feko calculates high frequency 
specular reflection effects using a shooting-and-bouncing ray 
(SBR) type algorithm. Edge and wedge diffraction are often 
dominant in objects such as fins on aircraft. The calculation of 
these edge and wedge effects following [4] has recently been 
added to our existing RL-GO high frequency approximation.  

Fig. 3 demonstrates the importance of edge diffraction for a 
simple canonical plate. High frequency results agree much better 
with the full wave multilevel-fast-multipole-method (MLFMM) 
results, especially when the plate is illuminated from an edge on 
direction. Improvements to results for general structures with 
dominant edge and wedge reflections are evident. 

Fig. 3. Full wave MLFMM versus RL-GO results comparing the monostatic 
RCS (HH Polarization) of a 15cm x 15cm square plate at 10 GHz. 

V. AUTOMOTIVE RADAR

WinProp is the simulation tool bundled with Feko for 
electromagnetic propagation and wireless network planning, 
including 5G. Its computational methods range from empirical 
via proprietary semi-empirical to rigorous uniform theory of 
diffraction (UTD). One recent new WinProp application is 
automotive radar. For this, several new features have been added 
such as the ability to have both the transmitting and the receiving 
antenna moving with a car in a time-variant simulation, as well 
as the output of Doppler shift. 

The analysis of the traffic scenario in Fig. 4 with UTD brings 
a challenge: the trade-off of accuracy and simulation time. The 
(simplified) car models consist of flat panels. An analysis with 
UTD includes specular reflections, diffuse scattering around the 
reflections, and edge diffractions. The simulation frequency is 
typically 77 GHz. At this high frequency, specular reflections 
rarely hit the receiver, while edge diffractions, which have a 
1/sqrt(f) dependence, will under-estimate the received signal. 
The remaining contribution, diffuse scattering, depends on an 
un-scientific parameter set by the user. 

The solution is to enhance the car models in WinProp by 
monostatic radar cross section (RCS) information determined 
with one of the full wave or asymptotic solvers in Feko. Feko 
can easily determine the RCS of a much more detailed car 
model and export it to WinProp. WinProp will then know, for 
every ray that hits the (possibly even more-simplified) car 
model, what the contribution will be to the signal received by 
the radar. The monostatic RCS is, for every snapshot in time, 
corrected for the finite distance. With this new approach, the 
simulation of automotive radar in WinProp gains both accuracy 
and speed. 

Fig. 4. Automotive radar simulation with traffic. 
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Abstract—An approach based on shared aperture antenna 

array is researched for simultaneous transmit and receive (STAR) 

applications. The proposed configuration is a 10×10 antenna array 

of circularly-polarized (CP) elements with 50 elements, somewhat 

sparsely distributed, dedicated for Tx while the remaining 

elements dedicated for Rx. The high isolation is achieved between 

Tx and Rx elements at the expense of higher sidelobe levels, which 

is an inherent property of sparse antenna arrays. To demonstrate 

the performance of the proposed STAR configuration, numerical 

modelling is conducted using multilevel fast multipole method 

(MLFMM) solver in Altair FEKO.  

Keywords—Altair FEKO, dual-pol patch antenna, isolation, self-

interference, sparse arrays, STAR. 

I. INTRODUCTION

The demand-driven modern wireless RF systems are required 

to maintain high data transfer rates to meet the increasing need 

for greater bandwidth and larger data streams. Simultaneous 

transmit and receive (STAR) is an emerging technology that 

is capable of transmit and receive with a single RF carrier at 

the same frequency and time, hence doubling the capacity of 

wireless network. A major challenge with STAR systems is 

the strong in-band self-interference (SI) at the receiver(s). 

Depending on the TX power and bandwidth, a Tx/Rx isolation 

in order of 110–140 dB is required to cancel the detrimental SI 

[1]. Several recent studies have demonstrated that >50dB of 

isolation can be achieved at the aperture layer by re-routing the 

coupled TX signals away from the RX port in beamformer 

networks (BFN), near-field cancellation, and modes 

multiplexing to mention few [2]–[3]. However, most of these 

approaches are not feasible to large planar arrays due to the 

complexity of the required BFN. In this paper, a simple bistatic 

shared-aperture approach relying on uniformly distributing and 

separating the CP Tx/Rx elements within the array (Fig. 1 (a)) is 

used to realize a conventional STAR array. Redistribution of 

Tx/Rx elements of the topologically the same aperture (Fig. 1 

(b)) is investigated then and utilized to enhance the system 

isolation. The unique combination of sparsely and symmetrically 

distributed Tx and Rx coupling coefficients results in better SI 

cancelation, hence providing high isolation values compared 

to the baseline case. By controlling the number of elements, 

their positions and relevant weights in amplitude and phase, it 

becomes possible to ensure adequate far-field and isolation 

performances at the aperture level.  

To prove the concept, an air-loaded dual-pin-fed circularly 

polarized patch antenna is used because of its simple design 

and low computational demand. The 10×10 array consists of 

50 elements each for Tx and Rx, distributed in the aperture as 

shown in Fig. 1. The STAR array is computationally studied 

using the commercial multilevel fast multipole method 

(MLFMM) solver in Altair FEKO. The performance of the 

proposed architecture is compared to that of uniform array.  

II. ARRAY ELEMENT

The unit cell element used for the proposed study is a dual-

polarized, single layer, air-loaded, dual-pin fed, patch with 90° 

phasing between the feeds to achieve circular polarization. 

MLFMM is used to solve the full 10×10 array. To make 

computational problem reasonable in memory and running time 

demands [4], the unit cell is designed on an air substrate. Unit 

cell dimensions are shown in Fig. 2 (a). For demonstration 

purposes, substrate height is chosen as 0.16mm. To avoid any 

grating lobes, unit cell size is set to be 0.75 λ (< λ). Unit element 

is modeled in infinite array setup by applying the 2-D periodic 

boundary conditions. Fig. 1 (c) shows the impedance match at 

the input ports in the broadside (i.e., no scan) case. The antenna 

has VSWR < 2.1 over 27.75–28.25 GHz bandwidth. Embedded 

element gain for broadside operation is 8.5 dBic and axial ratio 

is < 0.1 dB at 28 GHz. 

III. ARRAY ARCHITECTURE AND PERFORMANCE

Full 10×10 antenna array antenna system is modeled in 

FEKO as shown in Fig. 1. For baseline (conventional) case, half 

of the elements are used as transmitting elements and the 

other half as receiving. The isolation between Tx/Rx in above 

antenna array system can be calculated using (1),  
     This research is supported by the Office of Naval Research (ONR) 

award # N00014-17-1-2882. 

Tx     Rx          Tx     Rx 

 (a)  (b) 

Fig. 1. Array architectures for STAR: (a) conventional bi-static array, and (b) 

proposed array topology. 
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   [

𝑏1
𝑏2
⋮

𝑏200

] = [

𝑆1,1 ⋯ 𝑆1,200
⋮ ⋱ ⋮

𝑆𝑁,1 ⋯ 𝑆200,200

] [

𝑎1
𝑎2
⋮

𝑎200

], (1) 

where 𝑎𝑖 = 𝑎1, 𝑎2, … 𝑎200  are the input signals phased with

𝑒𝑖⋅0° and 𝑒𝑖⋅90° to form desired CP, 𝑏𝑖 = 𝑏1, 𝑏2, … 𝑏200 are the

output signals, and [𝑆] is the S-matrix of the proposed array. 

Total input power is normalized to 1 W. Total received power 

in Rx ports can be calculated using (2), 

𝑆𝐼 =
1

√𝑁
∑ 𝑏𝑖 ⋅ 𝐶𝑖 ⋅ 𝑃𝑖

𝑁

1
, (2) 

where 𝑁 is total number of elements, 𝐶𝑖  is phasing factor for

circular polarization ( 𝐶𝑖 = 𝑒𝑖⋅0°  when 𝑖  is odd, 𝐶𝑖 = 𝑒𝑖⋅90°

when 𝑖 is even), and 𝑃𝑖  indicates Tx/Rx elements (0 = 𝑇𝑥, 1 =
𝑅𝑥). To determine which elements should be used for Tx and 

Rx, a random-search is performed on 𝑃𝑖  with the goal to

minimize 𝑆𝐼 over the frequency band. Values chosen for 𝑃𝑖  are

constrained to ensure symmetry across principle planes to 

preserve beam symmetry and low axial ratio. Fig. 1 (b) shows 

the configuration that provides significant improvement in 

isolation over desired bandwidth. As seen in Fig. 3, isolation 

> 63 dB is obtained over the band with average isolation

improvement of 20 dB compared to the baseline case. Co-pol

Tx/Rx far-field patterns of the proposed array configuration is

compared to the uniform array performance in Fig. 4. Cross-pol

level remains > 30 dB below Co-pol. The peak directivity of

both Tx and Rx beams in the proposed array configuration

remains similar to the uniform array (25.53 dBic and

25.51 dBic, respectively). However, the side lobe level (SLL)

increases particularly in the Rx case. Since the peak directivity

remains the same as that of the uniform array, there is no

degradation in the aperture efficiency of Tx and Rx. Reducing

SLL in the proposed STAR array along with realizing a scan

operation is currently being researched.

IV. CONCLUSION

A STAR antenna array configuration with isolation > 63 dB 
for broadside beam is proposed. The proposed array shows an 
isolation improvement of 20dB and more when compared to the 
conventional configuration. High isolation values are realized at 
the cost of higher SLLs, which is an inherent property of similar 
arrays. No degradation in aperture efficiency is observed for 
both Tx and Rx beams. High isolation characteristics and 
adequate far-field performances make shared aperture sparse 
antenna arrays a feasible candidate for full-duplex applications 
that require high gain and multifunctional operation.  
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Fig. 3. Simulated isolation between Tx and Rx elements for uniform and 
proposed array configurations. 

 (a)  (b) 

 (c)    (d) 

Fig. 4. Co-pol gain pattern of the conventional STAR array along with that of 

the proposed architecture. (a) Uniform array (Tx), (b) uniform array (Rx), 

(c) proposed array (Tx), and (d) proposed array (Rx).

(a)   (b) 

   (c) 

Fig. 2. Unit cell used in proposed array architecture. (a) Unit cell dimensions, 

(b) far-field radiation patterns, and (c) VSWRs at ports P1, P2.
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Abstract—Objects in low earth orbit such as CubeSats and the 

International Space Station (ISS) move with constant velocity 

along a linear trajectory when viewed from a ground-based radar. 

The small change in attitude of the object as it flies overhead 

permits the generation of an inverse synthetic aperture radar 

(ISAR) image. In this paper, Altair’s FEKO™ software is used to 

model the monostatic radar scattering from the ISS as a function 

of frequency and aspect angle. The computed data is used for 

generating a simulated ISAR image from a ground-based radar. 

The system design requirements for the radar are calculated from 

the radar equation. 

Keywords—electromagnetic scattering, inverse synthetic aperture 

radar, physical optics, radar imaging.  

I. INTRODUCTION

Quantification of the radar cross-section (RCS) of objects in 
low earth orbit (LEO) is needed for the design of ground-based 
radars that can detect, track and image these objects [1]. Keeping 
track of LEO objects is becoming especially challenging with 
the proliferation of CubeSats, not to mention the growing 
presence of space junk [2]. Historically, large dedicated ground-
based radars have been used to track orbital objects, including 
the Goldstone radars, Haystack radars, and the USAF Space 
Surveillance Network [3]. These aging systems are in need of 
upgrade or replacement by new systems such as the IoSiS 
(Imaging of Satellites in Space) under development at the 
Microwaves and Radar Institute of German Aerospace Center 
[4], for example. 

Objects in low earth orbit (LEO) follow linear trajectories 
with constant velocity with respect to a fixed ground-based radar 
staring up into space, as illustrated in Fig. 1. As the object flies 
overhead through the field of view of the radar, its attitude 
changes. This small rotation relative to the ground radar permits 
the generation of an inverse synthetic aperture radar (ISAR) 
image [5]. This is demonstrated here by simulation of the 
International Space Station (ISS) modeled in FEKO™ for a 
UHF radar system. Results for CubeSats will be presented at the 
conference for higher frequency bands. 

Section II describes the FEKO™ model of the ISS and 
shows the simulated image of the ISS generated from FEKO™ 
data. Section III investigates the requirements for the ground-
based radar using the radar equation. Section IV discusses 

conclusions and additional work presented at the conference. 

Fig. 1. Ground-based radar tracking a LEO object flying overhead. The change 

in aspect allows an ISAR image to be generated. 

II. FEKO™ MODEL OF THE ISS

Fig. 2 (a) shows a graphic of the ISS and Fig. 2 (b) shows 
the FEKO model used here. There have been many variations 
and modules associated with the ISS over the years, so a basic 
configuration was chosen to capture the dominant scattering 
features. The overall dimensions are roughly 108 m x 73 m.  

Due to its large size, a UHF radar should be able to easily 
track and image the ISS. A frequency band of 500-560 MHz 
with 121 points is chosen for the simulations. Monostatic 
scattering data is generated over azimuth angles 60° to 70° with 
41 points. The downrange resolution is 2.5 m and the cross-
range resolution is 1.6 m for the 10° aspect range. The elevation 
angle is 10° with respect to the x-y plane. The scattered field is 
computed using large element physical optics with full ray 
tracing in the FEKO solver. The total computation time was 
about 1 minute on a laptop computer. 

Fig. 2 (c) shows the ISAR image of the ISS computed using 
back-projection of the backscatter data with a Hamming window 
over both frequency and angle [5]. The image is projected into 
the x-y plane from the 10° slant plane. The dominant features are 
clear in the image, although the large flat surfaces of the solar 
panels are not seen because the aspect is far from broadside. The 
average RCS is around 10 dBsm over this range of aspects. 
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(a) www.gettyimages.com 

(b) FEKO™ model 

(c) ISAR image 

Fig. 2. International Space Station (ISS). (a) ISS in orbit. (b) FEKO model. (c) 
UHF ISAR image projected in the x-y plane seen from an elevation slant plane 

of 10° (dBsm). A 10° azimuth window is used to generate the image. 

III. RADAR SYSTEM REQUIREMENTS

To understand the trade-offs involved with the design of 
a ground-based radar for tracking LEO objects, we begin with 
the monostatic radar equation [1]. Neglecting atmospheric 
attenuation, the received power at a single frequency is given by, 
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 , (1) 

where tP is the transmitted power, G is the gain of the antenna, 

 is the wavelength,   is the RCS, and R is the distance.

The ISS orbits at approximately 400 km, and the RCS is
conservatively 10 dBsm away from broadside according to the
FEKO simulation. The noise power of the receiver at room
temperature for our 60 MHz bandwidth is -126 dB. Integrating
(1) over the entire bandwidth, assuming a 1 second total
integration time and a signal-to-noise ratio of at least 10 dB, we
require Pr B > -116 dB where B is the bandwidth. Using (1) we
find that Pt G2 > 58 dB. This is achievable with a 20 dB antenna
and 63 W average transmitted power. A UHF antenna with
20 dB gain can be easily constructed using an array of five 6 dB
antennas.

IV. CONCLUSIONS

It has been demonstrated through FEKO simulation that 
ISAR imaging of LEO objects is possible using a ground-based 
radar. Specifically, the ISS was simulated for a UHF radar, and 
the radar equation was invoked to calculate the ground-based 
antenna and power requirements. The imaging is possible by 
observing the LEO object for 10 seconds, providing a 10° 
change in aspect. It was also shown that a radar with a 10% duty 
cycle and average transmitted power of 63 W, combined with a 
20 dB antenna, could track and image the ISS. This is possible 
because LEO objects travel along a predictable path with known 
velocity, thus allowing a relatively long coherent processing 
interval. 
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Abstract—An open-source antenna pattern measurement 

system comprised of software-defined radios (SDRs), standard 

PVC tubing, and 3-D printer components measures the radiation 

patterns of student-built prototype antennas. Position control is 

realized using an Arduino microcontroller. Measured principal 

plane gain patterns for two antenna prototypes are compared to 

(FEKO) simulated results. The low-cost, open-source nature of the 

measurement system is ideal for undergraduate-level investigation 

of antenna theory and measurement. 

Keywords—Antenna measurements, antenna radiation patterns, 

microcontrollers, software-defined radios. 

I. DESCRIPTION OF SYSTEM

An antenna pattern measurement system developed at 
Weber State University (WSU) was inspired by the published 
work of Picco and Martin [1]. Their practical system utilized 
commercially-available 2.4 GHz Wi-Fi routers to transmit 
and receive a single-frequency wireless signal. Open-source 
firmware accessed the received signal strength indicator (RSSI). 
Antenna position control, RF signal measurement, and write-to-
file functions were realized using National Instruments 
LabVIEW. 

The WSU prototype shown in Fig. 1 utilizes two GNU Radio 
Companion driven software-defined radios (SDRs) for the 
link between the source antenna and antenna-under-test (AUT). 
The AUT position control is achieved using an Arduino 
microcontroller with open-source software (GRBL) developed 
for 3-D printer systems. Low-cost, commercially-available 
three-dimensional printer hardware (e.g., gears, synchronous 
belts) and software are utilized for position-control.  

Fig. 1. Principal plane pattern measurement setup for the Yagi-Uda prototype.  

II. ANTENNA PATTERN VALIDATION

Complete developments of pattern, directivity, and gain 

discussed are available in numerous texts. Two popular examples 

include [2] and [3]. An approximation of the gain from the 

measured pattern of a lossless antenna may be determined by 

scaling the measured data to a calculated gain. FEKO is used 

to model the prototype and calculated maximum gain values. 

Comparisons of measured pattern data are straightforward once 

the measured pattern data is normalized and scaled to the 

maximum calculated gain. The method described is limited to 

a qualitative check, but it is a highly relevant demonstration of 

validation in an educational setting. 

It is anticipated the majority of future student-built 

prototypes will be designed for Wi-Fi band (f ≈2.4 GHz) with a 

free-space wavelength of approximately λ≈12.5cm. Prototypes 

of three Wi-Fi band antennas were constructed to evaluate an 

antenna design and development process for undergraduate 

students. Comparisons of measured versus theoretical results 

are shown for the quarter-wave monopole and Yagi prototypes. 

A. Quarter-Wave Monopole on Finite Ground Plane

A monopole above a D=1λ ground plane shown in Fig. 2

was simulated for comparison to a physical prototype. Fig. 3 

is a principal plane pattern comparison for one monopole 

prototype. The symmetry and close agreement above the 

ground plane are evident. Some deformation on the right-side 

behind the ground plane is due to the presence of the antenna 

feed. 

Fig. 2. CAD rendering of quarter-wave monopole prototype over finite ground 

plane. 
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Fig. 3. Measured versus simulated results for principal plane pattern of λ/4 

monopole over finite ground plane.  

B. Yagi Antenna

Fig. 4 is a CAD rendering of the Yagi-Uda antenna

model generated for comparison to constructed prototypes. 

Fig. 5 plots the scaled measured pattern to the simulated 

pattern. Front lobe agreement was observed for both 

prototypes. Feed interference seen previously with the 

monopole is also apparent with the Yagi-Uda measured 

pattern. Sidelobe levels behind boresight are 10 dB below 

the main beam levels and may be investigated when 

additional absorber is available. 

Fig. 4. CAD rendering of Yagi-Uda prototype. 

III. CONCLUSIONS AND FUTURE WORK

An antenna pattern measurement system based upon the 

Picco and Martin concept was modified to incorporate 

software-defined radios and commercially-available 3-D 

printer hardware. Examples of commercially-available 

hardware include low-cost synchronous gears and matching 

belts. Additional components were constructed using 3-D 

printer technology. Examples include both the base and 

head connecting the PVC mast to the azimuth and elevation 

synchronous gears. 

Fig. 5. Measured versus simulated results for principal plane pattern of the 
Yagi antenna prototype.  

Comparisons of simulated and measured gain patterns 

for the two antenna prototypes shown indicate the 

measurement system will be a valuable resource for 

laboratory exercises and student projects.  

The current measurement system employs a ‘noise 

subtraction’ method at each sample point. An ambient noise 

measurement is taken before the transmitter signal is 

applied. A second receiver measurement of the transmitted 

signal plus noise is recorded. At each position, the ambient 

noise signal is subtracted from the transmitted signal 

measurement to obtain a pattern signal amplitude. 

Future research with the pattern measurement system 

will incorporate modulation methods with noise-mitigation 

characteristics. Open-source SDRs permit the investigation 

of cellular phone signal processing techniques developed to 

mitigate noise, multipath and fading. Examples include 

analog Frequency Modulation and coherent amplitude 

demodulation to potentially improve pattern measurements 

made in non-anechoic environments. Narrow and Wide 

Band noise interferers will be introduced to evaluate 

measurement fidelity for different modulation techniques. 
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Abstract—This paper compares the theoretical and measured 

antenna patterns of a slant 45-degree antenna on a rolled edge 

ground plane. Advantages of using sampled nearfield currents in 

combination with large element physical optics in determining the 

reflected far fields will be described. 

Keywords—Antenna, equivalent sources, Feko, MoM, multipath, 

PO, Slant 45.  

I. INTRODUCTION

The purpose of this report is to demonstrate the behavior of 
a commercial slant 45 degree omni-directional when the antenna 
is mounted on a ground plane and show how one can predict the 
patterns using near field current distributions in conjunction 
with regular and large element physical optics approximations 
in Altair Feko [1]. 

There is a need in the antenna community for antennas that 

pick up both vertical and horizontal antenna patterns (as well as 

RCP and LCP) with the required field of view being 360 

degrees in azimuth. In addition, the frequency band required 

may be over a broad range of frequencies. The antenna type 

that is often recommend for this application is a bi-conical 

antenna with a multi-layer polarizer composed of wire grids 

that are designed to tilt the polarization from pure vertical pole 

to slant 45 degree polarization. See Fig. 1. 

  Fig. 1. Broadband discone inside slant 45 polarizer. 

II. SAMPLE ANTENNA PATTERN NO GROUND PLANE 

A sample of the predicted antenna pattern for 8 GHz is 
shown in Fig. 2. The plot shows both vertical and horizontal 
response and is a figure of revolution about the vertical axis. 

  Fig. 2. MoM calculated antenna pattern at 8 GHz. 

III. MODELING THE GROUND PLANE 

The ground plane that will be used for antenna 
measurements on this antenna is a rolled edge circular ground 
plane. In order to calculate the antenna patterns at higher 
frequencies there are two steps. First calculate the Near Fields 
and Sample Currents on a volume that fully encloses the antenna 
using an infinite ground plane. This is a quick calculation. An 
example for the model at 6 GHz is shown in Fig. 3. 

  Fig. 3. Method of moments model at 6 GHz over infinite ground. 

Both the Electric and Magnetic Near Fields are stored in 
separate files and then can be imported into Feko to simulate the 
actual rolled edge ground plane using physical optics. Fig. 4 
shows the intensity of the sampled near fields for 6 GHz. 
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 Fig. 4. Electric near field. 

At this point the sample currents are placed slightly above 
the ground plane that the antenna will be mounted on. The 
ground plane is a 5 ft diameter rolled edge circular surface of 
revolution as shown in Fig. 5. 

 Fig. 5. Near field equivalent sources combined with physical optics. 

There is a great time savings by using PO with the Near Field 
Equivalent Surfaces to calculate the antenna patterns. The 
Antenna patterns calculated at 6 GHz for vertical polarization 
are shown in Fig. 6 for several calculation options. Equivalent 
NF sources combine with Large Element PO [2] gives accurate 
results in a very short amount of time. 

Note that because of reflections on the flat surface the 
vertical polarized signal now has nulls at elevation angles of 7.5, 
18 and 34 degrees. 

An off the shelf model of the antenna was measured on the 
same shape ground plane and the vertical antenna patterns are 
shown in Fig. 7. Note that the measured antenna patterns agree 
with the calculated results with nulls at 7.5, 18 and 34 degrees 
elevation. 

IV. CONCLUSION

Feko has been used combining NF Equivalent Sources and 
Physical Optics to predict antenna patterns on a rolled edge 
ground plane. Measured results confirm that there will be 
reflections in the resultant vertically polarized antenna patterns. 
This also occurs for horizontal polarization. 

  Fig. 6. Calculated vertical pol at 6 GHz on rolled edge ground plane. 

   Fig. 7. Measured antenna pattern of slant 45 degree antenna on rolled edge 

  ground plane at 6 GHz. 
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Abstract—RCS modeling of a typical hypersonic vehicle and its 

plasma sheath was investigated. The plasma parameters were 

analyzed to determine which were most dominant for accurate 

RCS prediction. HF was determined to provide BLOS detection 

and good conductivity of the plasma, for optimum RCS.  

Index Terms – HF, hypersonic, over-the-horizon radar, plasma, 

RCS. 

I. INTRODUCTION

RF propagation to and from hypersonic vehicles has been 

studied since the early years of the US and Soviet space 

programs. Primarily, this interest concentrated on techniques 

to mitigate the communication “blackout” that occurred during 

spacecraft reentering the atmosphere, due to the extreme 

temperature. Molecular oxygen and nitrogen would dissociate 

into atomic oxygen (2000K), atomic nitrogen (4000K), as well 

as ions and free electrons [1]. This generation of positive ions 

and negative free electrons would have formed a plasma, 

shielding the spacecraft from RF communication [2].  

The electrical properties of the plasma generated by 
hypersonic travel depend on parameters such as the charge 

densities, masses, velocities, and collision frequency of the ions 

and free electrons. These parameters depend on speed, altitude, 

and temperature. Furthermore, these parameters fluctuate rapidly 

during flight [3]. The statistical-mechanic and thermodynamic 

characterizations of these parameters is an area of ongoing 

research that is beyond the scope for our purposes. Rather, our 

goal is to contrive a modeling technique, in order to characterize 

the radar cross section (RCS) that would provide a reliable and 

practical detection method for hypersonic vehicles. 

II. PLASMA MODEL

 Plasma densities ranging from 1015 to 1019 m-3 are typical for 

hypersonic vehicles [4]. Since the mass of the free electrons is 

orders of magnitude less than that of the ions, we will assume 

that the plasma conductivity is dominated by the electrons, thus 

ignoring the contribution from the ions. The plasma frequency 

can be calculated by: 

𝜔𝑝 = 𝑞𝑒√
𝑁𝑒

𝜀o𝑚𝑒
 , (1) 

where 𝑞𝑒 is electron charge (C), 𝑚𝑒 is electron mass (Kg), and

Ne is the electron density (m−3). Using the aforementioned 
range of plasma densities, the plasma frequency ranges from 

284 MHz to 28 GHz. From the Drude model, the real 

component of permittivity, 𝑅𝑒{𝜀 = 𝜀′ − 𝑗𝜀′′} is: 

𝜀′ = 𝜀o (1 −
𝜔𝑝

2

𝜔2+𝛾2
) , (2) 

where 𝛾 is the electron collision frequency [5]. At frequencies 

above the plasma frequency, 𝜀′ will be positive, asymptotically 

approaching unity. The radio waves will transmit through the 

plasma as a lossy dielectric, 

𝑒−𝜔𝜀"𝑥𝑒−𝑗𝜔√𝜇o𝜀′∙𝑥 . (3) 

Below the plasma frequency (assuming 𝜔𝑝
2 ≫ 𝛾2 in the upper

atmosphere), 𝜀′ will be negative, and the radio waves will 

reflect as from a conductor. Based on an empirically derived 

formula for plasma frequency vs temperature, the collision 

frequency at 3000K is approximately 𝛾 = 5 MHz [6]. To detect 

the features of the vehicle itself, one would need to choose a 

radar frequency above the plasma frequency. Unless the radar 

is agile enough to adapt to varying plasma densities, collision 

frequencies, etc., an operational frequency well above 28 GHz 

would be necessary, since the plasma would tend to be 
absorptive near the plasma frequency.  

A major disadvantage of the Ka radar band is that it suffers 

from relatively high absorption, due to water droplets. 

Furthermore, for a terrestrial-based radar to detect a hypersonic 

vehicle traveling horizontally, a Ka-band radar would provide 

very little detection range. A vehicle flying at Mach 8 at an 

altitude of 70 km, would have a maximum line-of-sight (LOS) 

range of 1000 km. At Mach 8, it would close this distance in 7 

minutes. It would be more advantageous to use a frequency 

below the plasma frequency and detect the plasma sheath, 

instead of the actual vehicle that would be shielded within the 
sheath. This also eliminates the need to precisely predict the 

various plasma parameters, as the sheath would appear to be 

relatively conductive, over a broad range of varying parameters. 

Fig. 1 demonstrates beyond-LOS (BLOS), by refracting from 

the ionosphere, using 30 MHz [7].  

A first-order approximation for plasma sheath is to assume a 

conical shape, with a blunt vertex at the leading tip of the 

vehicle. The half angle of this conical sheath can be visualized 

in Fig. 2 and calculated by:  

𝛼 = sin−1(1/𝑀) , (4) 

where 𝑀 = 𝑢/𝑠 is the Mach number, 𝑢 is the vehicle speed, and 

𝑠 is the speed of sound, i.e., the speed of the outwardly 

propagating shockwave. At Mach 8, which is sufficient for 

plasma generation, the half angle is 𝛼 = 7.2o.  

Fig. 1. BLOS refraction from the ionosphere, at 30MHz. 
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Fig. 2. Plasma sheath angle, sin 𝛼 = 𝑠/𝑢. 

The DC conductivity can be calculated from: 

𝜎o =
𝑁𝑒𝑞2

𝑚𝑒𝜐
 , (5) 

and the AC conductivity from: 

𝜎(𝑓) =
𝜎o

1+(2𝜋𝑓/𝜐)2 . (6) 

Fig. 3 shows a simulated plasma sheath, constructed around a 

2m-diameter and 2m-long reentry-shaped vehicle, simulated as 

a PEC in HFSS. The radiation propagation space (“air box”) was 

a cube, 32 m on side, with the vehicle in the center. Curvilinear 

meshing was applied in the initial setting, and was done 

automatically. The nose of the plasma used a conductivity of 

38 Ω−1m−1, corresponding to 𝑁𝑒 = 1019 m−3, at a thickness of
20% of the nose radius [5]. The rest of the cone/cylinder section 

used 0.38 Ω−1m−1 ⇒ 𝑁𝑒 = 1017 m−3. These parameters
yielded penetration depths of 1.4 cm and 14 cm, respectively, at 

30MHz. While the penetration depth is affected by the plasma 

density, it is not significantly affected by the temperature-

dependent collision frequency. 

Fig. 3. HFSS model of reentry vehicle shrouded by plasma sheath.

III. RCS RESULTS

The RCS of the vehicle alone (red, smaller) and the plasma 

sheath alone (green, larger) are superimposed in Fig. 4, at 

30MHz. Equal 𝜃 and 𝜙 polarization was used, to mimic circular 

polarization. The broadside RCS (90o) from the plasma sheath 

is almost 16 dB higher than the RCS of the PEC vehicle alone. 

The RCS of the PEC vehicle engulfed in the plasma is shown in 

Fig. 5, depicting the vehicle completely shielded by the plasma. 

These results confirm the efficacy of an over-the-horizon radar 

(OTHR) for BLOS detection of hypersonic vehicles. 

IV. CONCLUSION

A plasma sheath was constructed around a capsule-shaped 

reentry vehicle, in HFSS, to simulate the plasma generated at 

Mach 8. This sheath was made of two representative plasma 

densities, with the higher density at the leading edge of the 

vehicle, where the temperature would be the most extreme. The 

RCS of the vehicle and plasma sheath were simulated at upper 

HF, to show the capabilities of BLOS detection, using the 

ionosphere, from an OTHR. The HFSS simulations showed that 

the RCS is dominated by the plasma sheath, rather than the 

vehicle shape and material. These results demonstrate that the 

RCS is enhanced at HF, as it is well below the plasma frequency 

of the plasma sheath.    

Fig. 4. HFSS RCS simulations of the PEC reentry vehicle, without plasma 

sheath (red), and RCS of the plasma sheath (green), without the vehicle, values 

expressed in dBsm. 

Fig. 5. HFSS RCS simulations of the PEC reentry vehicle engulfed in the 

plasma sheath (red) compared to the plasma sheath alone (green). 
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Abstract—COTS control systems used on small UAVs were 

investigated for EMC vulnerabilities. Electronic speed controllers, 

autopilots, and inertial measurement units were electromagnetically 

disrupted, by modulating RF signals with waveforms that were 

rectified by nonlinearities. These disruptions had catastrophic 

effects on the functionality of the devices, without physically 

damaging them.  

Index Terms – COTS, EMC, susceptibility, UAV. 

I. INTRODUCTION

Both the commercial and hobbyist communities make use 

of common off-the-shelf (COTS) control systems for robotics 

applications. These devices can range from Arduinos to more 

purpose built embedded systems. While COTS equipment is 

typically tested for electromagnetic compatibility (EMC), many 

of these inexpensive devices were not designed to be robust 

to harsh electromagnetic environments, and therefore have 

electromagnetic susceptibilities that can alter their functionality 

[1]. These vulnerabilities are exacerbated when subjected to 

intentional electromagnetic interference (IEMI) [2], which 

has been an emerging threat in recent years [3]. Characterizing 

these electromagnetic vulnerabilities can lead to more robust 

electromagnetic compatibility design techniques.  

Specifically, the electromagnetic susceptibilities of COTS 

control systems were investigated, that are commonly found on 

small unmanned aerial vehicles (sUAV). These sUAVs are 

ubiquitous in society, and are commercially available, as well as 

custom built by hobbyists. Some of the COTS components 

typically found on these platforms include electronic speed 

controllers, autopilots, and inertial measurement units. 

II. ELECTRONIC SPEED CONTROLLER

 Electronic Speed Controllers (ESC) are typically brushless 

DC motors, which consist of electronics that convert a pulse-

width-modulation (PWM) control signal into three-phase 

voltage for a delta or wye-wound motor. Two ESC examples 

are shown in Fig. 1, i.e., the DJI 420 Lite (bottom) and a BL 

Heli (top). The wires entering the right side of the ESCs are 

power and PWM control-signal wires. The three conductors on 

the left side of the ESDs in Fig. 1 provide the motors with their 

three-phase power. Increasing the pulse width increases the 

three-phase voltages, speeding up the propeller motors.  

By modulating an RF signal with PWM, the radiated signal 

can couple into the ESC, where it can be rectified to baseband, 

by the various nonlinearities that all electronics possess, if 

driven hard enough. If this rectified PWM voltage is great 

enough, the ESCs will respond by speeding up or slowing 

down, depending on the pulse width.  

Fig. 1. Electronic speed controllers (ESC), BL Heli (top) and: DJI 430 Lite 
(middle and bottom). 

The DJI ESC in Fig. 1 was connected directly to a function 

generator that provided a 400-Hz PWM signal to the ESC, with 

a 1.55-ms pulse width (46% duty cycle). This control signal 

fixed the propeller to a steady speed that was used as a reference. 

Then a 1.581-GHz signal was modulated with a similar PWM 

signal and transmitted with an EIRP of 19W, using the setup in 

Fig. 2. As the pulse width of the modulated RF signal was 

increased/decreased, the propeller speed increased/decreased 

proportionally, as would be expected if the wired PWM 

controlling signal had been varied. 

III. PIXHAWK AUTOPILOT

 The Pixhawk PX4 autopilot, shown in Fig. 3 was similarly 

disrupted by modulating a 2.001-GHz signal with a 300-Hz 

PWM waveform, and a pulse width of 1.3 ms (52% duty cycle). 

The autopilot was configured to control the ailerons of a fixed-

wing sUAV, using servos that were attached to the ailerons. As 

soon as the modulated RF signal began to transmit onto the 

autopilot, the servos snapped the ailerons to their neutral 

positions, preventing control by the autopilot. As soon as the RF 

transmission was turned off, the autopilot regained control. 

Fig. 2. DJI ESC experimental setup. 
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Fig. 3. Pixhawk, PX4 autopilot. 

IV. WAVEFORM DETERMINATION

 This same technique could be used to disrupt several makes 

and models of autopilots and ESCs. The relatively low power 

levels that were required to disrupt these devices was achieved 

by finding resonances on their respective PCBs. As a first-order 

approximation, the fundamental resonant frequency can be 

estimated by:  

𝑓 =
n∗c

2∗ √𝜀∗(𝐿𝑒𝑛𝑔𝑡ℎ 𝑂𝑅 𝑊𝑖𝑑𝑡ℎ)
 , (1) 

where 𝜀 is the effective permittivity. Since ‘n’ represents an 

infinite number of half wavelengths, (1) can lead to several 

convenient resonant frequencies. The challenge is predicting 𝜀. 

Ansys SIwave provided several resonant frequencies, as 

illustrated in Fig. 4. However, a detailed CAD model was 

required for this simulation, which may not always be available. 

Another method is to probe for unintentional emissions. It 

was discovered that radiating frequencies often led to 

electromagnetic susceptibilities at those same frequencies. 

Furthermore, some system-level emissions data can often be 

found in FCC EMC reports, simply by searching for the FCC ID 

number. Known resonant frequencies can lead to many more 

susceptibilities from intermodulation products, such as the third-

order product: 

2𝑓1 ± 𝑓2   and   2𝑓2 ± 𝑓1 . (2) 

Fig. 4. SIwave simulation (bottom) of a Pixhawk PCB (top). 

V. INERTIAL MEASUREMENT UNIT

 Many sUAVs use an inertial measurement unit (IMU) for 

stability control, as well as a navigational supplement to GPS. 

Several IMUs are commercially available for less than $100. 

They consist of accelerometers and three-axis gyros, on 

integrated circuits, mounted to a PCBs, exemplified in Fig. 5. 

The gyros are made of arrays of micro-electromechanical 

systems (MEMs). As inherently mechanical devices, each gyro 

axis has an acoustic resonant frequency. By modulating an RF 

signal to the same frequency as the acoustic resonant frequency, 

the rectified electrical signal is transduced to a mechanical wave 

on the MEMs array. The result can be seen in the Betaflight 

software display in Fig. 5. The actual IMU was stationary but 

appeared to be shaking violently every time the modulated RF 

signal transmitted. Each axis could be individually disrupted, 

by selecting the corresponding modulating frequency. 

VI. CONCLUSION 

 COTS control systems that are commonly found on sUAVs 

were disrupted by modulated low-power RF signals, using 

selected waveforms. These COTS control systems included 

electronic speed sensors, autopilots, and inertial measurement 

units. A variety of techniques were used to determine the 

modulating waveforms and resonant RF frequencies that had the 

most disruptive effect on these devices. Understanding these 

vulnerabilities could lead to more robust EMC protection. 

Fig. 5. Magnum Mini F4 IMU (top). Betaflight display of IMU appearing to be 
shaking violently, even though it was stationary. 
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Abstract—Accurate system resistance may lead to an obvious error 

between the simulated and the real efficiency of the system. This paper 

proposes an optimal range of coupling coefficient for ensuring the 

efficiency and the sufficient output power of the WPT (wireless power 

transfer) system. A 3-kW prototype WPT system is manufactured and the 

effectiveness of the optimal range of coupling coefficient is validated. 

Index Terms—Wireless power transfer system (WPTS), system resistance, 

system efficiency. 

I. INTRODUCTION

Several studies focused on improving the performance of 
WPTS. For efficiency improvement, the square coils were 
considered to be more suitable [1]. Moreover, the wide variety 
of output voltage and coupling coefficient were also optimized 
[2], and a compensation topology named as LC/S was also 
proposed [3]. For reducing the iron losses of LCT, the multi-
coil LCT, which uses wires and air as the carrier and medium 
for the transmission of energy, were proposed [4], and a 
misalignment-tolerant series-hybrid wireless EV charging 
system was also proposed [5]. During the design of the above 
LCT, the researchers followed the steps which are firstly to 
simulate and then perform the experimental verification after 
the. However, these LCTs neglected the system resistance at the 
design stage considering the operating duty, which may lead to 
an error between the simulated and the real efficiency of WPT 
system [6]. 

In this paper, an optimal range of coupling coefficient is 
proposed to reduce the error between the simulated and the real 
system efficiency, as well as, to ensure the sufficient system 
output power. The optimal range of the coupling coefficient at 
85 kHz is also identified. Finally, a 3-kW WPT prototype is 
manufactured and related experimental validations are also 
carried out.  

II. EFFICIENCY ERROR BETWEEN THE SIMULATED AND THE
REAL SYSTEM 

A. Model of WPTS

The equivalent circuit of the resonant WPT system with the
series-series (SS) topology is given in Fig. 1, where, Ut is the 
high-frequency supply, Lt and Lr are the self-inductances of the 
transmitting and the receiving coils, respectively; Rt and Rr are 
the resistances of the transmitting and the receiving system, 
respectively; Ct and Cr are the compensate capacitors of the 
transmitting and the receiving system, respectively; Req is the 
equivalent load resistance and Mtr is the mutual inductance 
between the transmitting and the receiving coils. 

Since the WPT operates under resonance condition, the output 

power and efficiency of WPT system can be derived as in (1) 
and (2). 
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Fig. 1. Equivalent circuit of WPT system. 

B. Effects of Neglecting Resistance on System Efficiency

With a 3-kW WPTS, the parameters are shown in Table I,
where, ktr is the coupling coefficient between the transmitting 
and the receiving coils. The variation of system efficiency with 
the Rt and Rr is obtained in Fig. 2. To illustrate clearly, it is 
assumed that when the system resistance is neglected and the 
real system resistance is a random value, from 0 to 1 Ω. It can 
be seen that the system efficiency can drop to 90% when the Rt 
and Rr are up to 1 Ω, the maximum error can reach 10% between 
the simulated and the real efficiency. 

Table I. Parameters of a resonant WPTS 

Parameters Value 
Transmitting voltage Ut (V) 318 

Equivalent load resistance Req (Ω) 28.65 
Operating frequency f (kHz) 85 

Self-inductance of transmitting coil Lt ( H ) 272.07 
Self-inductance of receiving coil Lr ( H ) 205.6 

Resonant capacitor of transmitting coil Ct (nF) 12.89 
Resonant capacitor of receiving coil Cr (nF) 17.05 

Coupling coefficient ktr 0.16 

Rt (Ω)

 ƞ
 (%

)

Maximum

Rr (Ω)
Minimum

Fig. 2. Variation of efficiency with Rt and Rr. 
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III. OPTIMAL RANGE OF COUPLING COEFFICIENT 

The variations of system output power and efficiency with 
the ktr under the different Rs are given in Fig. 3, where, the ktr is 
the coupling coefficient of WPT system, the Rs is the system 
resistance, Rs=Rt+Rr, the Rs2 is the real system resistance, the 
Rs1 and Rs3 are the assumed system resistance, Rs2=1.36Rs1, 
Rs3=1.265Rs2. It can be seen that, with the increases of ktr, the 
system efficiency gradually approaches 100%, and the output 
power of system firstly increases and then gradually decreases 
to around 0 kW. For avoiding the insufficient output power of 
WPT system, the ktr should not be too large, and the optimal 
range of coupling coefficient can be introduced. With (1) and 
(2) as the objective functions and (3) and (4) as the constraints,
the optimal range of coupling coefficient of the case at 85 kHz
can be obtained, which is 0.15 to 0.23, as shown in the green
area of Fig. 3. Within this range, the error between the simulated
and the real system efficiency is reduced by not more than 5%,
and the system output power is always not less than 3.3 kW.
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Fig. 3. Variations of output power and efficiency with coupling coefficient. 

IV. EXPERIMENTAL VALIDATIONS

A 3-kW prototype WPT system is manufactured, as shown 
in Fig. 4. The efficiencies and output power of 3-kW WPT 
system was measured for different ktr when the Rs changes from 
1.3Ω to 1.6Ω. The results are in Fig. 5. It can be seen that: 

1) When Rs = 1.3Ω, with the increases of ktr, the system
efficiency increases gradually, but the output power of 
prototype decreases gradually. When the Rs are 1.6Ω and 1.7Ω, 
the variations of the system efficiency and output power with 
the increases of ktr are same as that when the Rs is 1.3Ω.  

2) When the ktr is equal to 0.118 (less than the lower limit
of the optimal coupling coefficient range), the decline of the 
system efficiency is 19.065%, when the ktr rises to 0.165, the 
decline of the system efficiency can sharply reduce to 5.264%; 
when the ktr is equal to 0.232 (more than the upper limit of the 
optimal coupling coefficient range), the decline of the system 
efficiency can be further suppressed by 3.968%. 

3) As for the output power, when the ktr is equal to 0.118, the
output power of the prototype is gradually decreased with the 
increases of Rs. However, when the ktr is 0.165 and 0.232, 

respectively, with the increases of Rs, the output power of the 
prototype is gradually increased. 

LCT Rectifier
High-frequency 

inverter

Resonant 

capacitor

Fig. 4. 3-kW WPT Prototype. 
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Fig. 5. Experimental results of system efficiency witht ktr and different Rs. 

V. CONCLUSION

This paper focuses on the influence of the inaccurate 
estimation of system resistance on efficiency of WPTS. An 
optimal range of coupling coefficient is proposed, by which the 
error between the simulated and the real system efficiency can 
be reduced to not more than 5%, and the system output power 
can be sufficient. A 3-kW prototype WPT is manufactured, and 
the effectiveness of optimal range of coupling coefficient is 
validated.  
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Abstract—This study investigates the influence of the stator’s turn-
to-turn failures (TTFs) on the electromagnetic (EM) fields, such  
as air gap flux density, flux density in the stator, and rotor iron  
core inside of direct self-control (DSC) driven induction machines 
(IMs). The purpose of the investigation is to capture the fault 
signatures in the air gap EM flux for detecting the stator’s fault at 
its embryonic stage 

Index Terms—Fault detection, induction machine, inter-turn 
short-circuit, inverter-fed IM, FEA co-simulation. 

I. INTRODUCTION

TURN-to-turn fault (TTF) is the second most common 
fault in induction motors (IMs) [1]. That’s why it has been 
investigated extensively for direct online (DOL) connected IMs 
and for open-loop driven ones from voltage source inverters 
(VSI) [2]. Although most of the IMs in high-performance 
industrial applications are driven by closed-loop controllers, 
very few studies investigated the TTF fault detection (FD) 
in closed-loop drive systems. The direct self-control (DSC) 
technique has the merit of being robust and easy to implement. 
Moreover, DSC has an advantage over the other closed-loop 
drive techniques, that it is independent of the IM parameters. 
Consequently, DSC is the most implemented technique among 
all the vector control ones. However, the FD of TTFs in DSC 
controlled IM is the least studied in the literature [1].  

The studies investigated the TTF effect on the DSC driven 
IMs focused on the impacts of the fault on the stator’s current 
(𝑖𝑖𝑠𝑠) and the developed torque, as in [1] and [3], or on the radiated 
electromagnetic (EM) flux from the IM, as in [4]. 

More recent studies investigated the diagnosis of the TTFs 
using the current signal directly or through its projection on the 
value of the sequence component impedance matrix [5].  

However, the impacts of the TTF on the EM of the air gap and 
iron core of the motor was not further investigated before. 

Nevertheless, those impacts are the first step toward the invasive 
FD, via inserting search coils in the machine’s air gap. Therefore, 
this study presents a comprehensive investigation of the impacts 
of the stator’s turn-to turn failure on the internal EM field of a 
DSC driven IM for the purpose of FD.    

II. IM DRIVE SYSTEM UNDER STUDY

The co-simulation platform of the vector driven IM under 
study is shown in Fig. 1. The drive system algorithm is based on 
two hysteresis controllers, the first is to control the developed 
torque (𝑇𝑇𝑒𝑒), while the other is to control the magnitude of the 
flux-linkage (|𝝀𝝀𝒔𝒔|).The switching frequency (𝑓𝑓𝑠𝑠 = 10 kHz). The 
DSC algorithm procedure could be summarized in the following 
steps: 
Measurement of VSI signals’: The first step is the measurement 
of the DC-link voltage (𝑉𝑉𝐷𝐷𝐷𝐷) and the motor’s line current (𝒊𝒊𝒔𝒔). 
Transformation into 𝛼𝛼𝛼𝛼 coordinates: The measured values are 
transformed from 𝑎𝑎𝑎𝑎𝑎𝑎 into 𝛼𝛼𝛼𝛼.  
Stator’s voltage estimation: The space-vector (SV) output 
voltage of the VSI (𝒗𝒗�𝒔𝒔 ) could be estimated through the 
knowledge of 𝑉𝑉𝐷𝐷𝐷𝐷 and the switching sequence. 
Estimation of  𝑇𝑇𝑒𝑒 and 𝝀𝝀𝒔𝒔: Te and λsare estimated by (1) and (2), 
respectively. 𝑅𝑅𝑠𝑠 is the stator resistance: 

𝑇𝑇�𝑒𝑒 = 3
2
𝑃𝑃
2
𝐿𝐿𝑚𝑚
𝐿𝐿𝑠𝑠
�𝑖𝑖𝑠𝑠𝑠𝑠�̂�𝜆𝑠𝑠𝑠𝑠 − 𝑖𝑖𝑠𝑠𝑠𝑠�̂�𝜆𝑠𝑠𝑠𝑠�,          (1) 

𝝀𝝀�𝒔𝒔 = ∫(𝒗𝒗𝒔𝒔 − 𝑅𝑅𝑠𝑠𝒊𝒊𝒔𝒔)𝑑𝑑𝑑𝑑.           (2) 
Controllers action: The error between the estimated and 
reference values of Te and 𝝀𝝀𝒔𝒔 are the inputs to the controllers. 
The output indicates the switching requirements. 
Sector detection: Based on 𝜏𝜏  and 𝜓𝜓 , the sector (𝑆𝑆𝑥𝑥 , where𝑥𝑥 =
{1 − 6}) where the flux-linkage lies is determined. 
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Fig. 1. DSC driven IM under study. 
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The TTF inserts inter-harmonics in 𝑖𝑖𝑠𝑠 as in (3), where 𝑝𝑝 is the 
number of pole pairs. The DSC react to the TTF through the 
insertion of 3𝑓𝑓 harmonic component in 𝑖𝑖𝑠𝑠 [1]: 

𝑓𝑓𝑇𝑇𝑇𝑇𝑇𝑇 = 𝑓𝑓 �𝑚𝑚
𝑝𝑝

(1 − 𝑠𝑠) ± 𝑙𝑙� , 𝑚𝑚 = 0,1,2 … , 𝑙𝑙 = 0,1,3,5 …   (4) 

III. FEA MODEL RESULTS

A. Details of the Motor

With a 1-hp induction motor, the electromagnetic fields, such 
as air-gap flux density, flux density in stator, and rotor iron core 
are investigated systematically. The motor is made out of iron 
core M19 USS with 36 slots, while the rotor bars are made of 
aluminum 3.8e7 Siemens/m, and there are 44 of them (R=44). 
The air gap is 0.31 mm. Each phase has 6 coils connected in 
series, with the total number of turns per phase is Nsa=510. Four 
taps were done on the physical IM and the FEA model to study 
the ITSC. The fault severity factor (μf) is a ratio (in percentage) 
between the number of turns short-circuited and Nsa. 

TABLE I:  DETAILS OF THE MOTOR 

Rating Value Param. Value 
Pr (W) 750  Stator outer diameter 160 
U (V) 460 Stator inner diameter 100 
I (A) 1.47 Rotor inner diameter 22 

f (HZ) 60 Air-gap length 0.31 
n (rpm) 1730 Parallel branch 1  
J (kgm2) 0.053  Slot numbers (Z1/Z2) 36/44 

B. FEA Results

The different faulty cases, including μf=1.08%, 2.68%, 3.98%,
and 4.7%, are computed, respectively. The fault resistance is 
𝑅𝑅𝑓𝑓 = 0.67 Ω. The faulty case of μf= 2.68% is analyzed in this 
digest, as it could be detected from 𝑖𝑖𝑠𝑠 signatures. Comparisons 
of current and air-gap flux density with healthy and faulty 
conditions are given in Fig. 2 (a). It can be found that. 

1) With the healthy condition, three-phase currents are
balance and the amplitude is 1.93A. However, with the faulty 
condition, the phase-A current increase to 2.02A, which is 
obviously higher than the other ones. It is the reason that the 
turn-to-turn fault can lead to the unbalance MMF and the current 
in faulty winding may increase correspondingly. 

2) As seen from in Fig. 2 (b), it can be found that, comparing
to the healthy condition, there are more abrupt variations (dot 
circled area) in air-gap’s flux density waveform with the faulty 
condition. Besides the slot opening effect, the interaction 
between the additional EM flux introduced by the short-
circuited windings and the main rotating field caused those 
abrupt changes. The aforementioned effect is influenced by the 
relative position between the faulty windings and the main 
rotating flux. 

IV. CONCLUSION

The Study presented the impacts of the TTFs on the magnetic 
field harmonics and power loss componentsof a DSC driven IM. 
The FEA co-simulation results showed the air gap’s magnetic 
field sensitivity to the TTF more than 𝑖𝑖𝑠𝑠. The results demonstrate 
that FD based on air gap flux density can detect TTFs at their 
incipient stages.  

    (a) 

    (b) 

Fig. 2. Comparison of electromagnetic fields under healthy and fault conditions: 
(a) Stator current; (b) air-gap flux density. 
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Abstract—Multi-objective design optimization environments 
are used for electric vehicles and other traction applications to 
arrive at efficient motor drives. Typically, the environment 
includes characterization modules that involve the use of 
Electromagnetic Finite Element and State-Space models that 
require large number of iterations and computational time.  This 
work proposes the utilization of a Taguchi orthogonal arrays 
method in conjunction with a Particle Swarm Optimization search 
algorithm to reduce computational time needed in the design 
optimization of electric motors for traction applications. The 
effectiveness of the Taguchi method in conjunction with the 
optimization environment is demonstrated in a case study 
involving a prototype of a Synchronous Reluctance Motor drive 
system.   

Index Terms—design optimization, Taguchi algorithm. 

I. INTRODUCTION

Internal combustion engines (ICEs) running on fossil fuel and 
powering vehicles are major contributors to carbon emissions. 
In traction applications, hybrid and electric vehicles (EVs) 
utilizing electric motors are increasingly used as viable 
alternatives to ICE driven systems. As such, the development of 
reliable efficient electric motors is receiving attention and design 
optimization environments are utilized by researchers in this 
field. In this work, we consider Axially Laminated Anisotropic 
(ALA) Rotor Synchronous Reluctance Motor (SynRM) drives, 
that possess ideal characteristics for traction applications [1, 2]. 

This paper presents a design optimization environment that 
includes a module comprised of an electromagnetic Finite 
Element (EM) and state space (SS) models of the motor drive 
system. The EM-SS module is used as a system identifier in the 
design optimization process. The block diagram of a prototype 
EV drive system modeled in this work is shown in Fig. 1 and it 
includes a SynRM motor, the drive power electronics, and 
associated controllers. As can be appreciated, it is critical that 
the characterization module of the drive system properly 
accounts for effects of magnetic saturation and nonlinearities, as 
well as effects of space and time harmonics when predicting the 
system performance.  

II. MOTOR DRIVE SYSTEM CHARACTERIZATION MODULE

This paper presents a Multi-objective design optimization
environment that includes an EM-SS characterization module. 
The objective of the design optimization environment 
implemented in this work is to maximize the developed torque 
while minimizing the torque ripple and total (Ohmic, core, and 
switching) losses of an ALA SynRM drive system, Fig. 1. This 
system utilizes a decoupled d- and q-axis current control and a 

flux controller in the inner loop that are implemented with PI 
controllers [3]. In addition, the power converter implemented in 
this case study is of the full wave, 3-phase, PWM Inverter type. 
The motor is designed for traction applications, Fig. 2, and 
is rated at 100 KW and 6000-rev/min. The motor stator is 
constructed from nonlinear magnetic material that holds poly-
phase windings similar to a conventional AC machine. The rotor 
is made of axially laminated anisotropic magnetic silicon steel 
laminations interleaved with thin insulation layers that form the 
rotor composite flux path segments.  

The integrated EM-SS module used for the characterization 
of the ALA rotor SynRM generates data required by an artificial 
intelligence (AI) particle swarm optimization (PSO) based 
design optimization search algorithm. The SS model that 
governs the performance of the SynRM is expressed as: 

⎣
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Fig. 1. SynRM drive system. 
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In equation (1), matrix A is given as: 

( )A=
m

m

dL
inv L R

d
ω

θ
− + ⋅ ⋅ 

 
, (2) 

where L and R are the motor inductance and resistance 
matrices, respectively, and mω  is the rotor speed. In addition, 
the voltages Va, Vb, and Vc represent the system input voltage 
vector, which accounts for the drive power electronics and 
associated controllers [1-3].  

III. THE TAGUCHI-EM-PSO DESIGN ENVIRNOMENT

The objective of the design optimization environment is to 
maximize the developed torque while minimizing torque ripple 
as well as Ohmic and core losses of the SynRM drive system of 
Fig. 1. The Input Design Vector, IDesign, for the optimization 
problem consists of the number of flux paths, the stator tooth 
width (SW), and the rotor flux path width (FW), shown in Fig. 
2. The optimization objective function, OF, is defined as the
weighted sum of the performance indicators that include torque
ripple, Tr, the total losses in the machine, TL, and the developed
torque average, Tavg, constrained at a desired load, Td:

𝑂𝑂𝐹𝐹 = 𝛼𝛼 ⋅ 𝑇𝑇𝑟𝑟 + 𝛽𝛽 ⋅ 𝑇𝑇𝐿𝐿 + 𝜆𝜆 ⋅ |𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑇𝑇𝑑𝑑|, (3) 
where α and β are the weights of Tr and TL, respectively and λ 
is the Lagrangian multiplier.  

  The EM-PSO optimization environment of Fig. 3 was 
implemented where the finite element based EM-SS 
characterization module described above was used to generate 
needed data to train offline a Fuzzy Logic (FL) model, which is 
used in turn in a Particle Swarm Optimization (PSO) search 
algorithm [4]. The input vector of the FL model is the design 
vector, IDesign, and the output is a set of performance indicators. 
The PSO uses the FL model to evaluate the objective function 
corresponding to any values of the design vector in the search 
space. The SynRM drive system was implemented with both 
Urban and Highway Federal Driving Schedules, Fig. 4. The 
application of the EM-PSO design environment to the prototype 
SynRM drive of Fig. 1, operating at 50 Nm and 3000 rpm load 
conditions, resulted in optimized design performance indicators 
values, which are compared in Table 1 to corresponding initial 
design values. An inspection of Table 1 reveals the excellent 
improvement in the values of the performance indicators.  

As can be appreciated from above, a large number of EM and 
PSO iterations are required to find an optimum design. As such, 
a Taguchi orthogonal arrays algorithm [5] was employed to 
reduce computational time needed to reach an optimum design. 
The Taguchi algorithm was integrated with the EM-PSO design 
environment of the Fig. 3 and resulted in the Taguchi-EM-PSO 
design optimization environment of Fig. 5. This algorithm 
reduces the computational requirements by determining the 
minimum number of input design parameter’s combinations 
required to cover the whole search space of the optimization 
problem [5]. The application of the algorithm shown in Fig. 5 
to the prototype traction SynRM drive, Fig. 1, operating at the 
same conditions noted above, resulted in similar performance 
indicator values as shown in Table 1 and about 80% reduction 
of needed computational time.  
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Fig. 3. EM-PSO design optimization environment. 

Fig. 4. Federal driving schedules: (a) Urban “FUDS”; (b) Highway “FHDS”. 

TABLE I 
INITIAL AND OPTIMAL DESIGN 

DESIGN INITIAL OPTIMAL IMPROVEMENT 
LOSSES (W) 6,260 2,400 61% 
TORQUE RIPPLE 52% 30% 42% 

AVG. TORQUE  90 N.M. 90 N.M. N/A 

Fig. 5. Taguchi-EM-PSO design optimization environment. 

IV. CONCLUSION

    This work demonstrates the effectiveness of including a 
Taguchi algorithm in reducing computational time requirements 
in design optimization environments for traction applications. 
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Abstract—This paper presents the mixed-mode effect on motor
common mode current (CMC) in an adjustable speed drive
(ASD). It is expected that the motor CMC is lower than inverter
output CMC. However, the measurement result of the ASD shows
that the AC motor input CMC is higher than the inverter output
CMC in a frequency range. By using a mixed-mode (MM) 6-port
networks, it is proven that the AC motor input CMC is higher
due to an MM CMC which is generated from differential mode
current.

Index Terms—AC drive, CM, frequency domain model, mixed-
mode, six-port network.

I. INTRODUCTION

Wide-bandgap (WBG) semiconductors, such as silicon car-
bide (SiC), has a trending to be used for application of
adjustable speed drives (ASDs), since they have great oper-
ational advantages such as switch higher current and voltage,
faster switching and higher operational temperature [1], [2].
This allows to the designer to increase the frequency of
power converter to achieve a lower size. Meanwhile, the
fast rise and fall time transient of SiC semiconductors cause
electromagnetic interference (EMI) challenges which are EMI
effect to the neighbour devices, higher bearing current and
deterioration of motor winding insulations [3], [4]. There are
some international EMC standards which define limitations to
minimize EMI problems. Therefore, it is important to predict
the generated EMI noise accurately and use a suitable solution
to minimize the aforementioned problem.

In a simplified equivalent common mode (CM) circuit of
the ASDs, the common mode current (CMC) is induced by

the high switching patterns (
dv

dt
) between the converter and

ground terminals [5]. The CMC at AC side flows through the
parasitic capacitances of inverter, EMI filter, 3-phase shielded
cable and motor to ground, as shown in Fig. 1. Considering
the simplified CM circuit, the summation of cable and motor
CMCs are equal to filter output CMC as expressed in (1):

ICMo
= ICMcab1

+ ICMcab2
+ ICMmot

. (1)

However, the measurements show that ICMmot
is higher

than ICMo
in the frequency range (0.5-25MHz), as shown

in Fig. 2. The main reasons for this phenomenon are the
coupling between CM and differential mode (DM) caused by
asymmetry of the three-phase system and non-linear operation
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Fig. 1. The detailed model of AC side of ASD.

Fig. 2. Output side CMC measurements.

of inverter [6], [7]. This phenomenon is called mixed-mode
(MM) effect. In this paper, the MM in motor CMC will be
considered.

II. MODEL DESCRIPTION AND RESULTS FOR MOTOR
COMMON MODE CURRENT

A 6-port MM behavioral frequency domain model is used to
model the effect of DM on CM which is explained in deeply
in [6]. Here, the DC side of ASD, which influences pure CMC
and induced CMC due to MM, is also added as given in Fig. 3.
The CM voltage in (2) is coupled with two DM voltages in
(3) by 6-port MM impedance (ZMM) which is obtained 6-
port single-ended impedance ( ZSE) measurement by using
the transformation matrix in (4):

UCM =
UA + UB + UC

3
, (2)
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UDM1
= UA − UB,

UDM2
= UB − UC,

(3)

ZMM = TZSET-1. (4)

The DC side equivalent circuit of CM (ZCMi
) is calculated

from the impedance parameter analysis of terminated 2-port
based on Fig. 3 (a). The 2-port input CM and two DM chain
parameters matrices which are calculated from (5) and (6)
are coupled to get the input 6-port chain parameters matrix
(ABCDin). 6-port ZMM of EMI filter, AC cable and motor are
transferred to 6-port chain parameters for cascade connection
of system. Then, all 6-port chain matrices, which are ABCDin,
ABCDcab, ABCDfil and ABCDmot, are cascade connected to
obtain a total 6-port system chain matrix (ABCDtot).[

ACMin BCMin

CCMin
DCMin

]
=

[
1 + ZCMiYCMi ZCMi

YCMi
1

]
, (5)[

ADMk,in
BDMk,in

CDMk,in
DDMk,in

]
=

[
1 ZDMk,in

0 1

]
k = 1, 2. (6)

In order to find the input currents and motor output currents,
ABCDtot is transferred to an admittance matrix Ytot and
admittance matrix equation is used as given (7). ABCDin,
ABCDcab and ABCDfil are cascade connected to calculate the
motor input current from the inverse chain parameters equation
in (8): 

ICMu

IDM1u

IDM2u

IDM3mot,o

IDM1mot,o

IDM2mot,o

 = Ytot


UCM

UDM1

UDM2

0
0
0

 , (7)


UCMmot,i

UDM1mot,i

UDM2mot,i

ICMmot,i

IDM1mot,i

IDM2mot,i

 = ABCD−1
in,cab,fil


UCM

UDM1

UDM2

ICMu

IDM1u

IDM2u

 . (8)

The motor input CMC (ICMmot,i ) consists of pure CMC and
MM CMC. It is possible to find these two CMCs separately.
If UCM is assigned by 0, the MM CMC of motor will be
obtained. In case of UDM1

= UDM2
= 0, the pure CMC of

motor is calculated. The simulated CMC of motor is compared
with measured result in Fig. 4. It can be observed that the
simulated result matches very well with measured results
except for the HF resonance peak (18MHz) because of the
difficulties of HF impedance prediction. The MM ICMmot,i

is
more dominant than the pure one in 0.55-22MHz frequency
range. This is reason why ICMmot,i

is higher then ICMo
.

III. CONCLUSION

In this paper, a fast prediction method is proposed to model
the effect of MM current on motor CMC. The simulation
results are also proven by measurement results. This research
will help ASD designers to take precautions against CMC
effect on bearing current and deterioration of motor windings.
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Fig. 3. 6-port MM EMC prediction model.

Fig. 4. The simulation result of motor CMC are compared with measurement
results.
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Abstract—We present the multi-physical analysis of the 
induction-corrosion process undergone by a buried pipe subject 
to electromagnetic induction from a nearby High Voltage 
Transmission Line (HVTL). The scenario analyzed models a typical 
situation found in Colombia by using realistic characteristics of 
the pipe, the HVTL, and environmental parameters such as soil 
resistivity. The results presented provide a quantitative view of the 
corrosion process and constitute a useful tool for the analysis and 
design of the increasingly common situation of pipelines running 
near HVTLs. 

Index Terms—Buried pipelines, corrosion, electromagnetic 
fields, HVTL, multi-physics. 

I. INTRODUCTION

The rise in the energy demand, the high cost of rights-of-ways 
and environmental regulations have compelled many companies 
to use the same pathways for both high voltage transmission 
lines and pipelines, which has increased the parallelism between 
these structures through long distances. Such extended 
parallelism is known to increase the corrosion rate of pipelines; 
hence the present trend will likely increase the risk of negative 
environmental, health and economic impacts due to the leak 
of pipe contents. Due to the relevance of the phenomenon of 
corrosion, its study remains an area of active research [1]-[11], 
though to the best of our knowledge, these deal separately with 
the electromagnetic and corrosion phenomena. 

Characteristics of the line such as geometry, nominal 
voltage/current level, environmental factors such as ground 
resistance and temperature [5],[10], and pipeline material and 
coating [1], are variables of interest that affect the underlying 
mechanism of electromagnetic induction. The complex interplay 
of parameters in several physical domains, and the need of an 
accurate prediction tool for analysis and design, makes this 
problem very well suited for numerical multi-physical analysis. 

In this work, the COMSOL package, based on the Finite 
Element Method (FEM), was used to perform an integrated 
analysis of the induction-corrosion phenomenon by coupling the 
electromagnetic and electrochemical domains in the analysis of 
a realistic scenario. The simulation parameters are based on a 
case study that includes the geometry of HVTLs used typically 
in Colombia and the corresponding soil parameters. Results 
show the material loss (corrosion) due the electromagnetic 
induction in the pipeline. 

II. SCENARIO UNDER ANALYSIS

The scenario analyzed consists of a simplified 2-D 
representation of a HVTL tower, its corresponding power and 

guard lines, its grounding, and the pipe buried in the surrounding 
soil, as shown in Fig. 1. Table I summarizes the characteristics 
of the materials considered in the simulation. 

Fig 1. Quoted diagram of the scenario analyzed. 

TABLE I 
MATERIAL VALUES FOR SIMULATION 

Material σ [Sm-1] µr 𝛆𝛆r Eeq [V] 

Air 0 1 1,0006 - 
Soil 0.01 1 40 - 

Copper 5,998e7 1 1 -0,38
Pipeline 8.33e6 250 1 -0,859

III. SYSTEM EQUATIONS

A. Induction Analysis
To model the electrical effect in the pipeline due to the HVTL

presence, two types of excitation are considered: a three-phase 
voltage of 500kV and a balanced current of 2000A at 60Hz 
(Fig. 1). These conditions are typical in HVTL with bundles of 
conductors. The equations used to model such effects are: 

∇𝑥𝑥𝑥𝑥 = 𝐽𝐽 + 𝜖𝜖𝑂𝑂𝜖𝜖𝑟𝑟
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 , (1) 

𝐽𝐽 = 𝜎𝜎𝜎𝜎 , (2) 

where E, H and J are the electric, magnetic and current density 
fields, 𝜖𝜖𝑂𝑂𝜖𝜖𝑟𝑟 and 𝜎𝜎 are the is the electrical permittivity and 
conductivity of the medium respectively. The initial conditions 
were assumed as 0V for all elements. Also, the boundary of the 
domain and the tower are considered as ground. 

Numerical Analysis of the Corrosion of Buried 
Pipes near High Voltage Transmission Lines
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B. Corrosion Analysis
The voltage induced in the pipeline affects the corrosion

mechanism as follows: 

 𝜂𝜂 = 𝜑𝜑𝑒𝑒𝑒𝑒𝑒𝑒 − 𝜑𝜑𝑙𝑙 − 𝐸𝐸𝑒𝑒𝑒𝑒,  (3) 

where 𝜑𝜑𝑒𝑒𝑒𝑒𝑒𝑒 is the external potential (the one induced in the 
electrode), 𝜑𝜑𝑙𝑙 is the electrolyte potential, and 𝐸𝐸𝑒𝑒𝑒𝑒  is the 
equilibrium potential. The Tafel equations were employed to 
model the anodic (𝑖𝑖𝑎𝑎) and cathodic (𝑖𝑖𝑐𝑐)  current of the electrodes: 

    𝑖𝑖𝑐𝑐 = 𝑖𝑖𝑜𝑜𝑐𝑐10
𝜂𝜂

𝑏𝑏𝑐𝑐 ,    (4) 

 𝑖𝑖𝑎𝑎 = 𝑖𝑖𝑜𝑜𝑎𝑎10
𝜂𝜂

𝑏𝑏𝑎𝑎,    (5) 

𝜕𝜕𝑐𝑐𝑑𝑑,𝑗𝑗
𝜕𝜕𝑒𝑒 = ∑ 𝑅𝑅𝑑𝑑,𝑗𝑗,𝑚𝑚𝑚𝑚 .         (6) 

with 𝑖𝑖𝑜𝑜𝑎𝑎=2.35m57m A/m2, 𝑖𝑖𝑜𝑜𝑐𝑐=14,57m A/m2, 𝑏𝑏𝑎𝑎 = 0.118V 
and 𝑏𝑏𝑐𝑐 = –0.207V. Equation (6) shows how the material 
concentration 𝑐𝑐𝑑𝑑,𝑗𝑗 changes due to the reaction rate R, which 
satisfies the following relation in the electrodes: 

𝑅𝑅𝑑𝑑,𝑗𝑗 = −𝜈𝜈𝑑𝑑,𝑗𝑗𝑖𝑖𝑒𝑒𝑒𝑒
2𝐹𝐹 .    (7) 

Where F is the Faraday constant, 𝑖𝑖𝑒𝑒𝑙𝑙  is the current of the 
electrode (𝑖𝑖𝑎𝑎 or 𝑖𝑖𝑐𝑐) and 𝜈𝜈𝑑𝑑,𝑗𝑗 is  the stoichiometric coefficient in 
the  reduction reaction. 

IV. RESULTS

The voltage induced in the pipeline is sinusoidal with an RMS 
value of 176V. The corrosion current density in the pipeline 
surface shows a maximum value of 3.76 A/m2 and an average 
value of 1.2 A/m2. The material loss after 10,000 hours is 
between 0.8mm and 1.4mm as shown in Fig. 2. 

Fig. 2. Voltage induced in the soil around the pipeline and illustration of the 
flow of corrosion current (top) and surface displacement in the pipeline after 
10.000 h (bottom). 
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and Unit Cell for Periodic Metamaterial Devices 
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Abstract—The resonant characteristics of single split ring 

resonator-based metamaterial devices with single gap are 

presented using the analytical formulation developed for the 

lumped element equivalent circuit model. The characteristics of 

the metamaterial resonators have been investigated for different 

ring sizes, gap widths and substrate permittivity. Equivalent 

circuit model is developed for two ring structures. The analytical, 

and simulation results are compared and verified. The prototype 

has been then built and measured. It has been observed that all 

the results agree. The results presented in this paper can be used 

to develop devices at the THz range that can operate as sensors, 

antennas or tuning elements.  

Keywords—Gap, metamaterials, resonate, resonator, ring, 

sensor, split ring, THZ.   

I. INTRODUCTION 

Split ring Resonator (SRR) is a conducting ring with a split 

printed on a dielectric substrate. This structure creates 

characteristics of metamaterial which can generate desired 

magnetic response up to 200 terahertz [1, 2]. Split ring 

resonator structures are also called artificial left-handed 

materials which was primarily discovered in the seventies [3]. 

In [4], researchers examined  split ring structures for negative 

permittivity and permeability.  

Split ring resonators can be modeled as LC circuit as reported 

in [5]. In [6], authors formulated circular split ring resonator 

with two rings and showed the accuracy of the formulation. In 

last two decades, different types of split ring resonator are being 

proposed. Edge-coupled SRRs (EC-SRR) are proposed in [6]. 

This structure is also formulated with simple closed form 

equations in [6]. Another type of SRR is the broadside-coupled 

SRR (BC-SRR) which was proposed in [7]. Difference between 

these two structures is that EC-SRR has two rings on the same 

side of the substrate whereas in BC-SRR two rings are on the 

opposite side. Multiple split ring resonators are formulated and 

designed to increase the capacitance without increasing the size 

[8]. Periodic structures are being studied recently because of 

their higher symmetric property than the unit cells [9, 10]. 

In this paper, characteristics of a single gap ring resonator 

are analyzed for different parameters such as ring radius, gap 

width and substrate permittivity. A unit cell (with two rings) is 

proposed to form a periodic structure. An equivalent circuit 

model is developed for the proposed design. Prototype is 

built and measured which gave similar results obtained in 

simulation. The novelty of this work is a simplified analytical 

model based on the physical dimension for one ring SRR and 

equivalent circuit model for a two-ring unit cell.  

Fig. 1. SRR structure with equivalent circuit . 

II. CHARACTERISTICS OF SRR RESONANCE

The dimensions of geometry of single gap split ring 
resonator and equivalent circuit are shown in shown in Fig. 1. 
Circuit parameters are calculated from, 

𝐿𝑇  = 0.002 (ln
4𝑙

𝑐
− 𝛾)  𝜇𝐻,    (1) 

𝐶𝑒𝑞 =  𝐶𝑔 +  𝐶𝑜 =  𝜀𝑜
𝑐𝑡

𝑔
+ 𝑙𝑎𝑣𝑔 ×  

√𝜀𝑒

𝑐𝑜𝑍𝑜
 .      (2) 

The resonant frequency of the total structure is, 

 𝑓𝑜 =  
1

2𝜋√𝐿𝑇𝐶𝑒𝑞 
,            (3) 

where, t= ring thickness, h= substrate height, rext=ring external 

radius, g=gap, and 𝜀𝑟 = substrate permittivity.

Effect of changing ring parameters on the resonant 

frequency is studied. The resonant frequency decreases with the 

increasing the value of the external ring radius as shown in Fig. 

2. It is observed that to get higher resonating frequency ring

radius should be decreased.

Fig. 2. Calculated resonant frequency for rext  = 3mm to 7mm, c = 1.2 mm, t = 
0.0175 mm, g = 0.8 mm, h = 1.27mm, εr = 4.4. 

The resonant frequency is also dependent on the gap size. 

With increasing the gap, capacitance increases, hence the 

resonant frequency decreases as shown in Fig. 3. Substrate 
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material permittivity also has effect on the resonant frequency. 

Higher substrate permittivity gives lower capacitance and so 

increases the resonant frequency as illustrated in Fig. 4. 

Fig. 3. Calculated resonant frequency for rext = 3mm to 7mm, c = 1.2 mm, 

t = 0.0175 mm, h = 1.27mm, εr = 4.4 with different gap. 

Fig. 4. Calculated resonant frequency for different substrate with rext  = 3mm 

to 7mm, c = 1.2 mm, t = 0.0175 mm, g = 0.8mm, h = 1.27 mm. 

III. TWO RINGS UNIT CELL

We developed a unit cell with two rings for infinite periodic 
structures. Two magnetically coupled rings are considered as 
unit cell as shown in Fig. 5 (a) for the periodic structure [10]. 
Equivalent circuit is shown in Fig. 5 (b). Mutual inductance 
between two rings is considered for intra-unit cell and inter-unit 
cell. ABCD matrix is also developed.  

ABCD parameters of the unit cell are, 

 𝐴𝐵𝐶𝐷 = [
1 −𝑗

𝜔3(𝐿𝑠−2𝑀)𝐶𝑠𝐿𝑠−𝜔(𝐿𝑠−𝑀)

𝜔4(𝐿𝑠−2𝑀)𝐶𝑠
2𝐿𝑠−1

0 1
] . (4) 

(a)  (b)   (c) 

Fig. 5. (a) Two rings as a Unit Cell, (b) Equivalent Circuit of unit cell, and (c) 

Fabricated structure. 

IV. MEASUREMENT

      We built a prototype for two ring unit cell using PCB 

milling machine with FR4. Due to milling machine capability, 

the prototype is built at the milli meter scale. To get THz 

frequency, resonators must be built at the micrometer scale. 

To measure the prototype, rectangular waveguide is used. 

Measured results shown in Fig. 6 are aligned with the EM 

simulation and circuit simulation. 

Fig. 6. Comparison of Simulation and Measured resonant frequency for two 

ring unit cell with rext = 5mm, c = 1.2 mm, t = 0.0175 mm, g = 0.8 mm, h = 

1.27 mm , εr = 4.4. 

V. CONCLUSION

       In this paper, we analyzed resonant characteristics of SRR 

with varying parameters like ring radius, gap width and 

substrate permittivity. A two rings unit cell is developed with 

network parameters which can be used to build infinite periodic 

structure. Our measurement results agree with the EM and 

circuit simulation results. This unit cell can be used to build 

periodic structure for sensors operating at the THz range.  
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Abstract—This paper presents high gain and compact 

Transmit/Receive (TX/RX) integrated antennas in a standard 

BiCMOS 130nm technology for millimeter-scale millimeter-wave 

(mm-wave) applications, including high data rate radios and high 

resolution radars. The proposed TX/RX antenna module utilizes 

an integrated dipole antenna for the receiver and a slot antenna 

for the transmitter, placed orthogonally. The achieved gain and 

radiation efficiency are 5.7dBi and 41.3% for the slot antenna, 

respectively, and 6dBi and 39% for the dipole antenna. The link 

budget is improved by 16dB by optimization on the geometry as 

well as application of a high resistivity hemispheric silicon 

dielectric lens. 

Keywords—5G, antenna efficiency, dielectric lens, dipole, 

energy efficiency, high-speed communication, isolation, low-power, 

mm-wave, radar, receiver, silicon integrated circuits, slot,

transmitter, wireless communication.

I. INTRODUCTION 

The demand for high data rate wideband wireless links 
is higher than ever, especially with the definition of 5G 
communication with high data-rates (>1Gb/s), autonomous 
vehicles, and smart homes. However, the scalability of these 
systems is limited due to their large form factors, which is 
dominated by antennas. Thus, miniature antennas can improve 
system integration and scalability and pave the way for massive 
numbers of connected devices. Utilizing on-chip antennas can 
reduce the system form factor to millimeter scale, but there 
are a few challenges. A major impediment is maintaining the 
radiation efficiency, comparable to off-chip antennas. At low 
frequencies, the miniature size significantly reduces radiation 
efficiency, as low as 1% [1], [2] for mm-scale system on chips 
[3], due to the use of electrically-small antennas. Nevertheless, 
smaller wavelength at mm-wave frequency bands is a key 
enabler of efficient on-chip antennas for mm-scale, mm-wave 
wireless systems. Among the mm-wave frequency bands, the 
unlicensed 60GHz band has increasingly gained attraction due 
to its wide bandwidth, providing 7GHz in the spectrum, making 
it a great fit for high resolution radars and high data rate 
point-to-point wireless communications, which could be utilized 
in smart cities, surveillance, security, smart homes, autonomous 
vehicles, and wireless high definition video streaming. 

Despite the miniature size of mm-wave on-chip antennas and 
their superior performance compared with sub-10GHz on-chip 
antennas, they suffer from low radiation efficiency and gain, 

limiting a wireless links’ range. In this work, we have mitigated 
this problem and maintained the mm-scale form factor 
simultaneously by optimal design of the antennas at 60GHz and 
utilizing a high resistivity dielectric lens to minimize substrate 
losses.  

Fig. 1. (a) High resistivity silicon dielectric lens attached to chip backside, and 

(b) BiCMOS 130nm technology stack cross section.

II. HIGH EFFICIENCY TRANSCEIVER ANTENNA DESIGN

According to state of the art, a typical on-chip antenna 
operating at 60GHz achieves only 10% efficiency and -4.4dBi 
gain [4], due to the low electric resistivity (~10Ω.cm) and high 
dielectric constant (εr=11.9) of the doped silicon substrate. In 
this work, we have designed a dipole and a slot antenna for a 
single chip transceiver. A dipole antenna has been used for the 
receiver because of its low input impedance at resonance 
frequency (~75 Ω) and differential feed, which is suitable for 
low-noise differential receivers with small input impedance. 
Similarly, slot antenna has been opted for the transmitter due to 
its compact size, compared to patch antennas, and single-ended 
feed, to be simply fed by a single-ended power amplifier stage. 
In Fig. 1 (a) the cross section view of the 130nm technology 
metal stack is shown.  The slot antenna is designed using M1-
M7 and occupies 1030µm×630µm, including the surrounding 
ground plane. The RF feed is composed of M7, while M1-M7 
are utilized and connected using arrays of metal vias in the 
optimally-sized ground plane to maximize radiation efficiency. 
The dipole antenna occupies 1315µm×624µm and only uses the 
top metal layer (M7). Furthermore, in order to suppress the 
undesirable coupling between TX and RX, the dipole antenna is 
shielded with a ground plane using the top metal layer. Dipole 
antenna is horizontally polarized, while slot antenna is vertically 
polarized. Thus, the TX and RX antennas should be placed 
orthogonally in order to maintain their polarization matching. 
Moreover, in order to suppress the lossy substrate modes, we 
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have attached the silicon substrate to a high resistivity silicon 
dielectric lens, Fig. 1 (b). Finally, in order to maximize the gain 
of both antennas and the isolation between TX and RX antennas 
simultaneously, the position of TX and RX antennas on the 
chip has been optimized in HFSS. The overall 3D geometry, 
including the on-chip antennas and the silicon lens is shown in 
Fig. 2.  

Fig. 2. HFSS geometry 3D model including the chip and silicon lens. 

III. RESULTS AND DISCUSSIONS

ANSYS Electronics Desktop is used for the design and 
optimization of the antennas. Using the aforementioned 
dimensions, resonant frequency of the slot antenna is found to 
be 60GHz with approximately 6.75GHz bandwidth (11.25%). 
The proposed geometry provides 150Ω input impedance (at the 
resonant frequency), which can be matched to a power amplifier 
stage. Similarly, dipole antenna’s resonant frequency is obtained 
to be 60GHz with 17 GHz bandwidth (28.33%) and an 
input impedance of 70Ω. Fig. 3 summarizes the simulated 
S-parameters for the TX/RX antennas. As can be observed, the
proposed antenna geometry provides a minimum of 21dB
isolation between TX and RX across the band.

Fig. 3. Simulated radiation pattern: (a) dipole antenna and (b) slot antenna. 

Fig. 4 depicts the simulated radiation pattern and the gain of 

TX/RX antennas. The slot antenna offers 6dBi gain, while the 

dipole antenna’s gain is around 5.7dBi. The radiation gain in 

each antenna has been improved more than 10dB compared to 

prior work in [4]. 

Based on simulation results, the slot antenna and dipole 

antenna provide 41.3% and 39% radiation efficiency, 

respectively, which is improved more than twice compared to 

previous on-chip antennas [4]. Additionally, the achieved gain 

is improved more than 1dB compared to those reported in [5] 

and [6], using a dielectric resonator antenna and off-chip 

antenna with plastic lens, respectively. 

Fig. 4. Simulated S-Parameters of  the antennas. 

IV. CONCLUSION

A slot antenna and a dipole antenna, providing 11.7dB 
TX/RX gain, are designed in a standard 130nm SiGe process 
for fully integrated, mm-scale wireless systems. By design 
optimization and utilizing a high resistivity silicon lens, the gain 
is improved >8dB in each of the antennas, as shown in Table I, 
through suppressing the lossy modes in the low-resistivity doped 
silicon substrate. The designed antennas can be efficiently 
integrated with mm-wave wireless communication and sensing 
circuits and are suitable for low-power applications such as 
short-range IoT. 

TABLE I. SUMMARY AND COMPARISON OF THE STATE-OF-THE-ART 

Frequency Type Gain Technology 

This 

Work
60GHz 

Lens coupled 

on-chip dipole 
6dBi 

130nm 

BiCMOS 

[4] 60GHz 
On-chip AMC 

based 
-4.4dBi 

0.18µm 

CMOS 

[5] 60GHz 
Dielectric resonator 

antenna 
5dBi 

65nm 

CMOS SOI 

[6] 60GHz 
Off-chip antenna 
with plastic lens 

4dBi 
HDI 

organic sub 
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Abstract—Non-physical matching (NPM) is a method for
transforming the impedance of a CEM modeled device into a
target impedance using algebraic methods. NPM is a useful tool
for replicating existing devices in CEM models.
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I. INTRODUCTION

Although rarely mentioned in the CEM literature, it is
not unusual to incorporate models of existing devices (such
as antennas) into larger computational EM models. Most of
the modeling challenges are the same as for developing new
devices, but some are quite different.

Perhaps the most interesting difference is that the model
need not resemble the actual device. It only needs to replicate
the measured electrical characteristics of the original. If, for
example, a simple wire dipole can be made to match the
important characteristics in simulation then there is no need
to develop a more accurate model.

Non-physical matching (NPM) is a method for transforming
the impedance of a modeled device into a target impedance.
The target might be the measured impedance of a physical
device, or it might be a predetermined value, such as 50 ohms.
The name comes from the fact that the method is algebraic,
not physical.

Fig. 1. Before and after of non-physical matching. The simulated impedance
is clearly different from measurements in the left figure, it is indistinguishable
from measurements in the right figure.

The data plotted in Fig. 1 illustrates NPM. The left-
hand plots show the measured real and imaginary measured
impedance for a commercial UHF antenna (plotted in blue)
versus simulated impedance (plotted in red, simulations were
performed using FEKO [1]). Measured and simulated values
are clearly different.

The results after applying NPM are shown on the right-hand
side. Simulation and measurements are now indistinguishable.

II. THE SINGLE ANTENNA SOLUTION

The NPM solution for a single antenna is a very useful
result in its own right, and the derivation is a template for
developing a general solution.

The measured (target) impedance, Zm, and simulated
impedance, Zs, are known. These are complex scalar values
with strictly positive real parts.

The NPM solution will be a 2-port network (impedance
matrix Z) that transforms Zs into Zm. For matching to work
for both transmit and receive the matrix Z must be symmetric.
The network should also be lossless, so Z is pure imaginary.

The starting point is the 2-port impedance relationship [2](
Vm

Vs

)
= i

(
z11 z12
z12 z22

)(
Im
−Is

)
,

where Vm and Vs are measured and simulated voltage respec-
tively, Im and Is are measured and simulated current, and the
zij are unknowns (real).

The NPM solution follows after using Zm = Vm/Im and
Zs = Vs/Is to eliminate voltage and current, substituting
Zm = x + iy, Zs = u + iv (with x > 0 and u > 0),
then separating into real and imaginary parts. The result is
2 equations in 3 unknowns, so it is a family of solutions with
a single parameter.

If z22 is chosen to be the parameter, then the NPM solution
is:

Z = i

 y + x(v+z22)
u

√
x(u2+(v+z22)2)

u√
x(u2+(v+z22)2)

u −v

.

The results shown in Fig. 1 were obtained using this solution.
It is possible for Z to be poorly conditioned, especially for

electrically small antennas (where x and/or u are very close to
0). A search over the range of z22 will locate well-conditioned
Z matrices, so this is a not a problem in practice.

III. THE GENERAL SOLUTION

The solution to the general k-antenna problem follows in
a similar manner to the single antenna solution, with scalars
replaced by square matrices. Zm and Zs are known k × k
complex matrices, with the real parts of diagonal elements
strictly greater than 0. The impedance relationship is(

Vm

Vs

)
= i

(
Z11 Z12

Z ′12 Z22

)(
Im
−Is

)
,

where Vm, Vs, Im, Is are k× 1 complex vectors and the Zmn

are real k × k matrices. Since Z is symmetric both Z11 and
Z22 are symmetric.
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Substituting Vm = ZmIm, Vs = ZsIs, Zm = X + iY , and
Zs = U + iV , separating into real and imaginary parts, the
result is:

X = −Z12(U
2 + (V + iZ22)

2)−1UZ ′12

Y = iZ11 + Z12(U
2 + (V + Z22)

2)−1(V + Z22))Z
′
12.

This can be simplified by letting Z11 = Y and Z22 = −V to
eliminate the equation in Y :

X = Z12U
−1Z ′12.

This simple expression is deceptive. Solving it is challeng-
ing, even for two antennas.

IV. THE TWO ANTENNA SOLUTION

The two-antenna solution begins with the general solution:

<(Zm) = Z12<(Zs)
−1Z ′12,

expanded to(
x11 x12

x12 x22

)
=

(
a b
c d

)(
−u22 u12

u12 −u11

)(
a c
b d

)
/K

=

(
a2u22 − 2abu12 + b2u11 bdu11 − (bc+ ad)u12 + acu22

bdu11 − (bc+ ad)u12 + acu22 u22c
2 − 2du12c+ d2u11

)
/K,

where K = u11u22−u2
12, and a, b, c and d are the unknowns

(real). This corresponds to a system of quadratic equations:

a2u22 − 2abu12 + b2u11 −Kx11 = 0

bdu11 − (bc+ ad)u12 + acu22 −Kx12 = 0

c2u22 − 2cdu12 + d2u11 −Kx22 = 0.

With 3 equations and 4 unknowns one variable will be a
parameter. By letting d be the parameter the third equation
can be solved for c. The problem is to find a and b in terms
of d.

Solving systems of polynomial equations falls within com-
mutative algebra [3]. A major development in computational
commutative algebra was the introduction of Gröbner bases in
1965. Gröbner bases are used to solve systems of polynomial
equations in a manner similar to solving linear systems using
Gaussian elimination.

The Gröbner basis for the two equations in a and b (c and
d are treated as knowns) can be calculated using Mathematica
[4]:

g1 = b2K(c2u22 − 2cdu12 + d2u11)− 2bdK2x12

+K(Ku22x
2
12 − x11(du12 − cu22)

2)

g2 = −acu22 + adu12 + bcu12 − bdu11 +Kx12

g3 = abu22(du11 − cu12)−K(au22x12 − cu22x11 + du12x11)

+ b2(−(cu11u22 − 2cu2
12 + du11u12)) + 2bKu12x12

g4 = abcKu22 −Ku12(au22x12 − cu22x11 + du12x11)

+ b2K(du11 − 2cu12) + bKx12(2u
2
12 − u11u22)

g5 = a2u22 − 2abu12 + b2u11 −Kx11.

It isn’t unusual for a Gröbner basis to have more elements
than the polynomial system (one of the many ways polynomial
systems differ from linear systems).

The solution follows by solving the first basis element for
b:

b =
dKx12− 1

2

√
4(c2u22−2cdu12+d2u11)(x11(du12−cu22)2−Ku22x2

12)+4d2K2x2
12

c2u22−2cdu12+d2u11

and the fifth basis element for a:

a =
bu12 −

√
K(u22x11 − b2)

u22
. (1)

It is essential to know the possible values for d. This is
easily determined:

d = x12

√
u22

x11
G < 0 ∧ x12 6= 0

−
√
u22x22 ≤ d ≤

√
u22x22 G ≥ 0 ∨ x12 = 0,

where G = x11x22 − x2
12.

The end result, Z, is then

Z = i


y11 y12 a b
y12 y22 c d
a c v11 v12
b d v12 v22

.
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Fig. 2. Before and after of applying NPM to 2 dipole antennas. The vertical
scale is 0 to -100 dB for both plots.

As an example, the plot on the left side of Fig. 2 shows the
S-parameters (S11, S22 and S12 in dB) of two dipole antennas
referenced to a 50-ohm impedance. The antennas perform
well in narrow frequency bands around resonant frequencies,
and there is coupling at all frequencies. The right-hand plot
shows the S-parameters after applying NPM. The antennas
now perform extremely well over a wide frequency range and
coupling is negligible.

V. CONCLUSIONS

NPM is an easily used method to match simulated to mea-
sured impedance in CEM models with one or two antennas.
It would be quite difficult to precisely match simulation to
measurements, such as shown in Fig. 1, using traditional
matching methods.
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Abstract ─ The location of an electrical discharge in a 

transmission line network is found from its recorded 
transient response by means of a time reversal simulation. 

The accuracy of the localization procedure depends on 

how closely the simulator models the wave properties of 

the network that must be linear, reciprocal, and virtually 

loss-free. TLM simulations are presented. 

Index Terms ─ Electrical discharge, electromagnetic 

simulation, source reconstruction, time reversal, 

transmission line networks. 

I. INTRODUCTION
Finding the location of an electrical discharge is an 

important issue in electromagnetic compatibility and 

interference (EMI/EMC) [1]. A discharge in a complex 
transmission line network produces a transient signal 

that propagates and scatters through the entire system. 

As time moves forward, the signal becomes increasingly 

distorted due to multiple reflections, scatterings, and 

multipath transmission, looking less and less like the 

original excitation waveform. Nevertheless, this time 

response contains, at any point in the network, sufficient 

information to recover the discharge location, provided 

that the network is linear and reciprocal, and has negligible 

losses. All we need is an accurate computational space-

time model of the network, such as a Transmission Line 
Matrix (TLM) or a Finite Difference Time Domain 

(FDTD) model, to reconstruct this location from the 

output signal picked up and recorded at one or more 

points in the original network. This procedure is based 

on the computational reversal of time and amounts to 

injecting the time-reversed output signal back into the 

model, yielding the origin of the disturbance. 

The use of time reversal as a method for solving 

inverse problems, such as finding an unknown source 

from its known emitted field, dates back to the late 1950s 

and has been applied extensively in optics, acoustics, 

seismology, and electromagnetics. For a list of references 
and a general introduction to time reversal, see the recent 

article on "Time Reversal in Electromagnetics" by the 

author [2]. Inverse problem solutions such as time reversal 

procedures, can be mathematically and computationally 

complex. However, a time domain electro-magnetic 

simulator is a powerful tool for solving such problems 
with ease, accuracy, and speed, as demonstrated by 

the example presented below. The essence of the 

computational time reversal procedure will be summarized 

in terms of a correlation performed by the simulator. 

II. THE EXAMPLE SCENARIO

A. Topology of a transmission line network
Figure 1 shows an arbitrary transmission line

network example used to demonstrate the localization 

procedure. It consists of several interconnected TEM 

transmission lines, two of them matched, and the rest 

short-circuited. We assume that an electric discharge 

occurs at time t=0 at the position n, and the network 

response is picked up at two probes (nodes) m1 and m2. 

To facilitate the visualization of the electromagnetic 

events, the figure shows the 2D model of a real structure 

as it appears in the Editor window of the TLM simulator 

MEFiSTo-3D Pro. It is the top view of a network of 
parallel-plate transmission lines with magnetic side walls 

drawn in blue in the xy-plane (H-plane), while the electric 

field is normal to the page. 

Fig. 1. Transmission line network consisting of TEM 
waveguides (top view). 

B. Electromagnetic response to a discharge

The first step is to obtain the electromagnetic

response of the network to a discharge at location n. In 
a real-world experiment, the response is physically 

recorded at m1 and m2, and stored for further processing. 

However, in order to derive a general discrete Green's 

formulation of the time reversal procedure for the 

problem, we shall generate this response with the same 
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space-time discrete TLM model that will be used later 

for the recovery of the source location. Note that the time 

variable is now discretized into steps of ∆t and defined 

as t=k∆t, where k is the integer time index. We assume 

at first that the discharge at t=0 (k=0) is modeled by a 

unit impulse or Kronecker Delta function δ(k,k'), which 
has the value unity at time step k=k´. (We can later 

extend the solution by convolving the impulse response 

with a more realistic excitation waveform). The computed 

impulse response ez at any output node m to a unit 

excitation ez(n,0) at input node n and at time k’=0 is: 

( , , ) ( , , ).ze m n k g m n k (1) 

This response to a unit impulse is a discrete Green’s 

function, shown in Fig. 2 as recorded at locations m1 and 

m2 for the first 3 ns (K=424 time steps) following the 

excitation event. 

Fig. 2. The impulse responses g(m,n,k) at locations 

m=m1 (top) and m=m2 (bottom) are terms of the discrete 

Green’s function of the network. 

C. Time reversal of the impulse responses

The source location is now recovered by flipping the
above impulse responses in time and re-injecting them 

back into the TLM model at the probes where they have 

been initially recorded. These responses are essentially 

finite sequences of K real numbers, where K is the total 

number of time steps. The inverse of a response g(m,n,k) 

is written as g(m,n,K-k). When it is injected back into the 

model as a source signal for a second simulation, the 

TLM simulator effectively convolves it with its own 

impulse response g(m,n,k) by virtue of its reciprocity 

property [3]. We write this as:  

( , ) ( , , ) ( , , ).A n k g m n k g m n K k   (2) 

The symbol  designates a numerical convolution. 
A(n,k) is defined in signal processing as the autocorrelation 

of g(m,n,k). The signal computed at any location other 

than that of the original impulse excitation will be the 

cross-correlation of two different terms of the discrete 

Green’s function, which will typically be an order of 

magnitude smaller than the auto correlation product. 

Hence, we only need to inspect the final field distribution 

computed by the TLM solver at k=K and look for the 

location at which the field has a maximum value. 

III. RESULTS OF THE TIME REVERSAL

COMPUTATION 
Figure 3 shows the distribution of the computed 

electric field ez in the network at the end (k=K) of the 

inverse TLM simulation. It is essentially a map of 

correlation products of terms of its discrete Green’s 

function. All are cross-correlation products, except for 

the autocorrelation term that occurs at the original source 

location and clearly stands out, revealing the location of 

the discharge with mesh resolution. Note that one 

impulse response recorded at a single probe is already 
sufficient for reconstructing the source.  

Fig. 3. The electric field distribution in the network at the 

end of the inverse simulation shows a clear maximum at 

the location of the original unit excitation. The impulsive 

excitation provides mesh resolution. (Mesh size ∆ℓ=1mm). 

IV. DISCUSSION AND CONCLUSION
To achieve highly accurate results, it is essential to

have a very good model of the transmission line network 

under investigation. In the above example this was 
guaranteed since we used the same TLM model to 

perform the forward and inverse simulation. However, in 

a practical surge localization problem the forward 

propagation occurs in a real structure, while the inverse 

source reconstruction is performed by simulation. 

Furthermore, the waveform produced by a real surge 

looks more like a double exponential pulse and has a 

narrower spectrum than the Kronecker Delta function, 

resulting in a reduction of spatial resolution. 
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Abstract ─ In this article, there is considered the 

electromagnetic plane wave diffraction by the half-plane 

with fractional boundary conditions. As a mathematical 

tool, the fractional calculus is used. The theoretical part 

is given based on which the near field, Poynting vector 

and energy density distribution are calculated. Interesting 

results are obtained for the fractional order between 

marginal values, which describes a new type of material 

with new properties.  The results are analyzed. 

Index Terms ─ Electromagnetic waves, half-plane, 

integral boundary conditions. 

I. INTRODUCTION
The problem investigated in the study is a new 

approach to the diffraction problem including a half-

plane surface and the plane wave as an incidence wave. 

The new method is called as the fractional derivative 

method (FDM). The method yields to explain the 

continuous intermediate stages of the two canonical states 

of the electromagnetic field. The first studies related to 

the fractional approach for the electromagnetic theory 

and its applications are investigated by Engheta [1-3]. 

Then, Veliyev developed the idea for the boundary 

condition which is called the fractional boundary 

condition (FBC) [4-6]. 

Fractional boundary condition describes the 

intermediate boundary condition between Dirichlet and 

Neumann boundary conditions. When the fractional order 

𝜈 = 0, this boundary condition corresponds to the perfect 

electric conductor (PEC). When 𝜈 = 1, it stands for the 

perfect magnetic conductor (PMC). For fractional order 

between 0 < 𝜈 < 1, FBC corresponds to the intermediate 

case between the PEC and PMC [5, 6]. The solution to 

this problem for the marginal values of the fractional 

order is given in the book [7]. 

In this article, the fractional boundary condition is 

applied to the half-plane surface which describes the new 

type of material with interesting properties.  

II. THE FORMULATION OF THE

PROBLEM 
In the formulation of the problem section, the main 

theoretical background is highlighted. In Fig. 1, the 

geometry of the problem is given. 

The incidence E-polarized electromagnetic wave can 

be denoted as  �⃗� 𝑧
𝑖 = 𝑒−𝑖𝑘(𝑥𝑐𝑜𝑠𝜃+𝑦𝑠𝑖𝑛𝜃)ê𝑧 . Note that, the

time dependency is 𝑒−𝑖𝜔𝑡 , 𝜃 is the angle of incidence and

ê𝑧 is the unit vector in the z-direction. The incidence

wave is scattered by a half-plane located at 𝑦 = 0, 

𝑥 𝜖 [0,∞). The total electric field �⃗� 𝑧 = �⃗� 𝑧
𝑖 + �⃗� 𝑧

𝑠 must

satisfy the fractional boundary condition [6, 8]:  
𝐷𝑘𝑦

𝜈 𝐸𝑧(𝑥, 𝑦) = 0,      𝑦 → ±0,     𝑥 > 0. (1) 

Here, 𝐷𝑘𝑦
𝜈 denotes the operator of the fractional 

derivative. 𝜈 ∈ [0,1]. The value 𝜈 = 0 corresponds to 

the perfect electric conductor and the value 𝜈 = 1 

corresponds to the perfect magnetic conductor. The 

expression for the scattered field is: 
𝐸𝑧

𝑠(𝑥, 𝑦) =

−𝑖
𝑒±𝑖𝜋

𝜈
2

4𝜋
∫ 𝐹1−𝜈(𝑞)𝑒

𝑖𝑘(𝑥𝑞+|𝑦|√1−𝑞2)
(1 − 𝑞2)

𝜈−1
2

∞

−∞

𝑑𝑞,
(2)

where,  𝐹1−𝜈(𝑞) is the Fourier transform of the fractional

current density 𝑓1−𝜈(𝜉):

𝐹1−𝜈(𝑞) = ∫ 𝑓1−𝜈
∞

−∞

(𝜉)𝑒−𝑖𝑘𝑞𝜉𝑑𝜉. (3) 

The fractional current density is expanded as orthogonal 

series by Laguerre polynomials with unknown 

coefficients 𝑓𝑛
𝜈:

𝑓1−𝜈 (
𝜍

𝑘
) = 𝑒−𝜍𝜍𝜈−

1
2 ∑ 𝑓𝑛

𝜈𝐿𝑛

𝜈−
1
2

∞

𝑛=0

(2𝜍), 𝜍 = 𝑘𝑥. (4)

After some mathematical operations the problem is 

reduced to the solution of the linear algebraic equation 

system (SLAE): 

∑ 𝑓𝑛
𝜈𝐶𝑛𝑚

𝜈

∞

𝑛=0

= 𝐵𝑚
𝜈 , (5) 

where, 

Fig. 1. The geometry of the problem. 
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𝐶𝑛𝑚
𝜈 =

1

𝑘
𝛾𝑛

𝜈(−1)𝑛+𝑚 ∫
(1 − 𝑖𝑞)𝑛−𝑚−𝜈−

1
2

(1 + 𝑖𝑞)𝑛−𝑚+𝜈+
1
2

(1 − 𝑞2)𝜈−
1
2𝑑𝑞

∞

−∞

, 

𝐵𝑚
𝜈 = −4𝜋𝑒𝑖

𝜋
2
(1−3𝜈)

𝑠𝑖𝑛𝜈(𝜃)
(𝑖𝑐𝑜𝑠(𝜃) − 1)𝑚

(𝑖𝑐𝑜𝑠(𝜃) + 1)𝜈+𝑚+
1
2

. 

After solving this SLAE, unknown coefficients 𝑓𝑛
𝜈

is determined. This gives the ability to find the fractional 

current density 𝑓1−𝜈 with (4) and its Fourier transform

with the (3) [8]. Then, the near scattered electric field 

distribution can be found with (2). Before ending the 

theoretical part, it is needed to mention that there exists 

the relationship between the fractional order and the 

impedance value for normal incidence (𝜂) which is 

𝜂 = −𝑖 × 𝑡𝑎𝑛 (
𝜋

2
𝜈) [4]. 

III. RESULTS OF THE NUMERICAL

SIMULATION 
Based on the above mentioned mathematical 

algorithm the program package was created in MatLab 

which gives an ability to calculate near field distribution, 

Poynting vector distribution and Energy density 

distribution. Below there are given the obtained results 

and their analysis. 

 

 

Figure 2 shows the near field distribution when 

fractional order, 𝜈 = 0.5 as we see under the half-plane, 

the high field values are observed instead of shadow. 

This is not an ordinary behavior of the material. It 

seems that such material works like a capacitor for 

electromagnetic waves. It accumulates the energy and 

then radiates it below (this is also clearly seen in Fig. 3 

and Fig. 4. Such behavior is known for resonators but 

usual resonators need a more complex structure. Also, 

antennas have such behavior when they direct energy in 

a certain direction. Figure 3 (a) shows the Poynting vector 

distribution. Here, we see that, in reality, the energy flow 

is in the lower part of the half-plane. This proves the idea 

given in the description of Fig. 3. Figure 3 (b) shows the 

energy density distribution and here also most of the 

energy is given in the lower part of the half-plane.  

Figure 4 (a) gives the near field distribution obtained 

with our method and Fig. 4 (b) gives the same distribution 

obtained with the analytical formula [7-8]. 

 

 

As it can be seen in figures, the results are quite 

similar to each other. 

Fractional order value 𝜈 = 0.5 corresponds to the 

material for which the corresponding impedance is 𝜂 =
−𝑖. Such material does not exist in nature but it has very

interesting properties. If such a material can be made

artificially, it would have a lot of useful applications such

as high-quality resonators, waveguides, and antennas.
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Fig. 2. Near 𝐸𝑧 field distribution calculated with FDM at

𝜈 = 0.5, 𝜃 =
𝜋

2
.
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Fig. 4. The near 𝐸𝑧 field distribution calculated with

FDM at 𝜈 = 1, 𝜃 =
𝜋

2
 and analytical solution for PMC

(𝜈 = 1).

(a) (b) 

Fig. 3. Poynting vector (a) and energy density distribution 

(b) at 𝜈 = 0.5, 𝜃 =
𝜋

2
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Abstract—In order to model the interaction between light 
and plasmonic structures at deep-nanometer scale, which is 
governed by non-classical effects, a nonlocal hydrodynamic 
approach has been extensively studied. Several hydrodynamic 
models have been proposed, solving the coupled equations: 
the linearized hydrodynamic equation of motion and the 
electrodynamic Maxwell’s equations, by employing additional 
boundary conditions. This work compares four hydrodynamic 
models: the hard wall hydrodynamic model (HW-HDM), 
the curl-free hydrodynamic model (CF-HDM), the shear 
forces hydrodynamic model (SF-HDM), and the quantum 
hydrodynamic model (Q-HDM). The analysis is conducted for 
a metallic spherical nanoparticle, as an example. The above 
hydrodynamic models are also compared with experiments 
available in literature. It is demonstrated that HW-HDM and Q-
HDM outperform the other two hydrodynamic models. 

Keywords—additional boundary condition, deep-nanometer 
scale, nonlocal hydrodynamic model, plasmonics. 

I. INTRODUCTION

Many conventional microwave topologies, such as a 
sphere, dipole, microstrip patch antenna, etc., have been 
successfully treated by using Maxwell’s equations. However, 
the optical counterparts of these topologies, particularly the 
ones with deep-nanometric features, e.g., a metallic particle 
with a size of only a few nanometers, nanoparticle-on-mirror 
structure with a sub-nanometer gap, cannot be fully 
characterized by the abovementioned approach, due to the 
non-classical effects [1]. Notably, these effects may greatly 
affect the electromagnetic (EM) properties of the structure-
under-study, which has been demonstrated in several 
plasmonic applications [2]. 

In order to study the non-classical effects, several 
semiclassical models, such as the hydrodynamic model 
(HDM) [3], have been introduced. HDM essentially 
investigates a multiphysics problem, namely the interaction 
between the mechanical motion of the free electron gas in 
metals and external EM fields. Metals are described by 
spatially dispersive (nonlocal) material parameters, meaning 
that the material response at a specific spatial point depends 
on the field in close vicinity of that point. On top, the material 
model introduces an additional wave, namely the longitudinal 
wave. In order to account for the longitudinal wave, HDM 
requires an additional boundary condition (ABC), in this way 
bridging the computational gap between the classical and ab 
initio quantum mechanical approaches. 

However, the choice of HDM and ABC is not universal. 
Based on different physical approximations, several 
hydrodynamic models and ABCs have been proposed. 
Additionally, it has been demonstrated that different 
hydrodynamic models and ABCs may drastically modify the 
response of metallic nanotopologies [4,5]. 

This work reports on a comparison of the following 
hydrodynamic models: the hard wall hydrodynamic model 
(HW-HDM) with the Sauter ABC, the curl-free hydrodynamic 
model (CF-HDM) with the Pekar ABC, the shear forces 
hydrodynamic model (SF-HDM) with the specular reflection 
ABC, and the quantum hydrodynamic model (Q-HDM) with 
the corresponding ABC. The study is performed for a metallic 
nanosphere. For detailed discussion of the hydrodynamic 
models and ABCs, we refer the readers to our previous work 
[4]. 

II. THEORETICAL FRAMEWORK

The studied structure and excitation are depicted in Fig. 1 
(a). Gold is used as a constitutive metal, and glass as a 
surrounding medium. First, a hydrodynamic Drude model is 
employed, considering the contribution of free electrons. 
Then, the Drude model is extended by including the 
contribution of bound electrons. This is particularly important 
at optical frequencies, where bound electrons may 
considerably affect the response of noble metals [6]. The 
nanosphere is illuminated by an x-polarized plane wave, 
propagating along the z-axis. 

In order to tackle the associated scattering problem, we 
implemented Mie’s theory with spatial dispersion [7,8] for 
all hydrodynamic models. This approach expands the fields 
outside and inside the sphere into vector spherical harmonics. 
By applying the classical boundary conditions, which are 
augmented by ABCs, one may calculate the scattering 
coefficients [4]. 

III. NUMERICAL RESULTS

The following parameters for the permittivity of gold 
are used in the simulations: the plasma frequency ħωP=9 eV, 
the damping frequency ħγ=0.05 eV, and the Fermi velocity 
vF=1.4∙106 m/s. The permittivity of the surrounding medium 
is 2.3. 

The response of the nanoparticle is studied for both Drude 
and experimentally measured material models. The results for 
the extinction cross section are depicted in Figs. 1 (b) and (c).
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Fig. 1. Hydrodynamic analysis of a gold nanosphere: (a) the nanosphere with the radius R=1.45 nm embedded in glass and a plane wave excitation. Extinction 
cross section, normalized to the geometrical cross section of the sphere, is shown for (b) Drude and (c) experimentally measured material models. The results 
of the classical approach (no nonlocal effects) and experiments are employed as references [4]. 

IV. DISCUSSION

Considering the response of free electrons, the main 
hydrodynamic surface plasmon resonances are blueshifted 
with respect to the classical one. As depicted in Fig. 1 (b), 
CF-HDM introduces the greatest blueshift, deviating from 
the other three hydrodynamic models. Moreover, above the 
plasma frequency, one may observe the propagating 
longitudinal wave modes. Four longitudinal resonances at 
spectral positions 1.05, 1.12, 1.21, and 1.31, may be clearly 
distinguished for HW-HDM. These resonances are identical to 
the ones of SF-HDM and are in good agreement with CF-
HDM. Note that Q-HDM generates the greatest displacement 
of the longitudinal peaks, due to the fact that this model 
considers both quantum pressure and diffraction effects. Apart 
from the abovementioned resonances, CF-HDM and SF-
HDM yield several other spurious resonances both below and 
above the plasma frequency, which appear more strikingly for 
CF-HDM. Such resonances occur since CF-HDM and SF-
HDM consider, on top of the nonlocal longitudinal response 
(as for the other two hydrodynamic models), the nonlocal 
transverse response [4]. 

Compared with the abovementioned Drude case, the 
response of both free and bound electrons in the studied 
frequency range, described by an experimental material model 
[5], yields the following two differences: 1) the classical and 
nonlocal hydrodynamic surface plasmon resonances have 
been redshifted and 2) their magnitudes have been significantly 
attenuated, as illustrated in Fig. 1 (c). The results of HW-HDM 
and Q-HDM are almost the same, while the other two 
hydrodynamic models deviate considerably. Compared with 
HW-HDM and Q-HDM, SF-HDM generates a nearly identical 
nanoparticle’s response above a spectral position of 0.3. 
However, it predicts a slightly lower blueshift of the surface 
plasmon resonance, and more surprisingly, this model reveals 
another distinguishable resonance peak at approximately 0.23. 
CF-HDM clearly introduces the greatest discrepancy in the 
spectrum. 

Finally, the results of hydrodynamic models are compared 
with experiments available in literature for the studied 
topology. As it can be seen in Fig. 1 (c), the reported 
experimental results in general agree closely with HW-HDM 
and Q-HDM, and do not show spurious components generated 
by the other two hydrodynamic models. 

V. CONCLUSION

 This work performed a comparison of four nonlocal 
hydrodynamic models, namely HW-HDM, CF-HDM, SF-
HDM, and Q-HDM. This was done by investigating the 
response of a metallic nanosphere with a spatially dispersive 
material parameter, under a plane wave excitation. First, 
a Drude material model was employed, considering the 
response of only free electrons. Second, an experimentally 
measured material model was employed, in order to include 
the response of both free and bound electrons. It was shown 
that different hydrodynamic models may predict the particle’s 
response differently. CF-HDM and SF-HDM display 
anomalous features in the extinction spectrum, which do 
not show up for the other two hydrodynamic models. 
Additionally, the results of hydrodynamic models were 
compared with experimental results reported in literature, 
yielding a good agreement with HW-HDM and Q-HDM. 
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Abstract—Concrete is a nonhomogeneous medium that contains 
coarse aggregate, sand (fine aggregate), cement powder, water 
and porosity. Microwave non-destructive testing (NDT) technique 
is used to simulate three layered media that contains air gap, 
coarse aggregate and a two layered media that contain rebar 
and void is modeled as closest to the reality. Interaction of 
electromagnetic wave and the concrete pile is utilized for numerical 
simulation. A Finite-Difference Time-Domain (FDTD) method with 
Perfectly Matched Layer (PML) Absorbing Boundary Condition 
(ABC) is proposed to simulate electromagnetic wave propagation in 
FRP tube and composite pile. 2D simulation of a wave generated 
from a point source at microwave frequencies is obtained by using 
MATLAB®. 

Keywords— cement-based samples, finite-difference time-
domain simulation, layered media, perfectly matched layer, rebar. 

I. INTRODUCTION

In the compositions obtained by mixing different 
materials, it is important for the quality of the composition to 
be obtained to maintain a certain level of each component 
quantity. The determination of the curing time in the structures 
that require a certain chemical activity to occur is also 
a condition that affects its mechanical properties [1, 2]. 
Compressive strength decreases if cement based samples 
(concrete and mortar blocks) are not cured properly. During 
the production of cement-based structures, the use of vibrators 
also is important to prevent the formation of porosity in the 
interior. There may be defects in concrete and mortar 
structures due to faults during production and improper curing, 
as well as disbands, delamination and interior defects due 
to use and external factors after a certain period of 
time. Cement-based structures may contain defects due to 
the reasons mentioned they should be inspected at regular 
intervals. Non-destructive testing (NDT) techniques are of 
great importance, as they do not affect the integrity of the 
structure to be inspected [1, 2]. Since microwave signals can 
easily penetrate into dielectric environments to a certain depth 
and are sensitive to the geometric and dimensional properties 
of a medium or a defect microwave NDT technique is used for 
simulation. In order to determine the thickness of concrete and 
mortar parts, coarse aggregates in the concrete part, air gaps 
between the masonry blocks on the surface, rebar and voids, 
the interaction of these environments and microwaves has 
been used for simulation with FDTD technique. For numerical 
application using difference equations, Maxwell curl equations 
and three scalar equations at the component level are given in 
the following section. Two dimensional geometric model to 
be simulated and samples that prepared according to this 
physical model are introduced.  

II. THEORY AND NUMERICAL SIMULATION EXPERIMENTS

The Maxwell curl equations for linear, isotropic,
nondispersive and lossy medium are used to understand how 
the electromagnetic wave interact with the cement-based 
environment. 

In cases where the incident wave is the same in the z-
direction, since all partial derivatives of fields relative to z are 
equal to zero, the Maxwell’s equations are reduced to two-
dimensional form. The two-dimensional forms containing Ex, 
Ey and Hz components are called TE mode and the mode 
containing Hx, Hy and Ez components are called TM mode. 
Since only TE mode waves will be used in this study, 
components of TE mode are given. In Cartesian coordinate 
system TE waves has three components as follows: 
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Thanks to FDTD the Maxwell’s curl equations are 
discretized both space and time domains based on the Yee’s 
algorithm [3, 4]. Central differences are applied for time and 
space derivatives in (1-3). Thus, the equations that will be used 
in the algorithm are attained and then the algorithm is 
implemented for 2D simulations in MATLAB®. 

In numerical wave propagation computations, an artificial 
boundary must be defined to restrict the computation domain 
and absorb the outgoing waves. In PML boundary condition 
the waves, which have arbitrary incidence angle, frequency 
and polarization, are matched at the boundary [5].  

The three-dimensional samples are simulated in two-
dimensions and two-dimensional geometry is divided into 
cells of much smaller size than the wavelength. The physical 
models presented in Fig. 1 have 0.5 m in the x-axis and 0.25 
m in the z-axis. The computational domain is a rectangular 
region of 0.5 m  0.25 m. The numerical domain is obtained 
by dividing into 200 grids in the x-axis and 100 grids in the z-
axis, 0.0025 m.x z     In the first numerical experiment, 
namely in Case A, a three-layered rectangular computational 
domain is presented. The calculation domain includes 
masonry, mortar and concrete which contains coarse aggregate 
respectively from top to bottom. In the second experiment in 
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a word Case B two-layered rectangular specimen that contain 
mortar and concrete layer is investigated. The second sample 
includes a void and three rebar, two of which are of the same 
radius and the other one is thicker. Physical structure and 
numerical model of computational domains are given 
respectively in Fig. 1 and Fig. 2. 

(a) (b) 

Fig. 1. Physical structure of specimens: (a) Case A; (b) Case B. 

(a) (b) 

Fig. 2.  Numerical model of computation domain: (a) Case A; 
(b) Case B.

III. SIMULATION RESULTS

Since the structures are excited by TE plane wave only 
Ex, Ey and Hz components are calculated. 1.5 GHz, 3.0 GHz 
and 6.0 GHz pointwise H hard sources in one dimension is 
used for simulation. The dielectric constants of concrete, 
mortar, masonry, void and rebar in Fig. 2 are 7.6concrete  , 

6.5mortar  , 5.4masonry  , 1.0void  , 1.0rebar  and the 
conductivity of concrete, mortar, masonry, void and rebar are

0.1 ( )concrete mortar masonry S m    , 0.0 ( )void S m   and 
710  ( )rebar S m   respectively. 

(a) (b) 

Fig. 3.  Simulation result for Ex at 1.5 GHz frequency: (a) 
Case A; (b) Case B. 

(a) (b) 

Fig. 4.  Simulation result for Ex at 3.0 GHz frequency: (a) 
Case A; (b) Case B. 

(a) (b) 

Fig. 5.  Simulation result for Ex at 6.0 GHz frequency: (a) 
Case A; (b) Case B. 

In Figs. 3 (a)-(b) Ex field distributions at 1.5 GHz for Case 
A and Case B are obtained, the layers of masonry, mortar and 
concrete can be seen clearly and even air gaps between 
masonries and coarse aggregates in Case A can be seen. In 
Fig. 3 (b) rebars and void can be seen transparently. In Fig. 4 
(a) even though the coarse aggregates are visible, the layers
are almost indistinguishable so 1.5 GHz frequency is more
suitable for material characterizatin than 3.0 GHz and in Fig.
4 (b) everything is seen seamlessly. In Fig. 5 (a) layers are
no longer fully distinguishable but aggregates are slightly
visible. In Fig. 5 (b) the mortar layer is completely blurred but
the rebars remains clearly visible and thickness differences
between them can be observed in all results. At all frequencies 
that numerical models are simulated the rebar can be clearly
but higher frequency namely at 6.0 GHz rebar is more clear.

IV. CONCLUSIONS

The two different examples of civil engineering studies are 
designed as a numerical simulation experiment. The capability 
of the FDTD method for simulation of the three-layered model 
containing air gap and coarse aggregates and two layered 
media that contain rebar are investigated. The layers of the 
numerical model, coarse aggregate, air gap, rebar and void 
inside the concrete and the rebar inside it are successfully 
viewed. Also, rebar in the reinforced concrete is observed in 
such a way that the thickness of the rebar is noticeable, and the 
best simulation result is obtained at 1.5 GHz frequency for 
microwave radar NDT technique. 
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Abstract—H2 matrices provide compressed representations of 

the matrices obtained when discretizing surface and volume 

integral equations. The memory costs associated with storing 

H2 matrices for static and low-frequency applications are O(N). 

However, when the H2 representation is constructed using sparse 

samples of the underlying matrix, the translation matrices in the 

H2 representation do not preserve any translational invariance 

present in the underlying kernel. In some cases, this can result in 

an H2 representation with relatively large memory requirements. 

This paper outlines a method to compress an existing H2 matrix 

by constructing a translationally invariant H2 matrix from it. 

Numerical examples demonstrate that the resulting representation 

can provide significant memory savings. 

Keywords—integral equations, sparse matrices. 

I. INTRODUCTION

Integral equations provide a useful method for formulating 
both linear and nonlinear electromagnetic problems. In most 
cases, discretized integral equations yield matrix equations 
having the following form, 

Zx f , (1) 

where Z is the N-by-N system matrix, f is the N-by-1 source 
vector, and x is the vector of unknowns. The elements of Z are 
obtained from samples of an underlying kernel. Although the 
kernel, denoted G below, is often translationally invariant, the 
geometry usually is not. Consequently, the matrix Z seldom 
exhibits translational invariance. 

The matrix in (1) is dense, and it is necessary to use 
compressed representations for large simulations. H2 matrices 
provide one such representation [1, 2]. In this paper, the specific 
H2 representation described in an appendix of [3] is used (the 
representation described in [3] was therein referred to as an 
MLSSM representation; it has since been determined that the 
MLSSM is equivalent to an H2 matrix). In an H2 representation, 
Z is decomposed using an octree as Z = Znear + Zfar, where Znear 
contains only those source/field interactions that occur between 
touching groups at the finest level of the tree. All other 
interactions are included in Zfar. 

The matrix Zfar is decomposed by levels in the L-level octree 
(here, l=1 is the root level), 

( ) ( 1) (3)

far far far far

L L   Z Z Z Z . (2) 

( )

far

l
Z  is the portion of 

far
Z  corresponding to interactions 

between non-touching groups at level-l of the tree that are not 

represented at a parent level.  

Each matrix on the right side of (2) has the following form, 

( )

far

l hZ UTV , (3) 

where U and V are orthonormal block-diagonal matrices that 
map from the original sources/observers in each level-l group to 
the minimum source/field interaction bases used by each level-l 
group. As in the fast multipole method (FMM), U and V are 
themselves a multilevel product of change-of-basis operators 
from the finest level of the octree to the basis used at level-l. This 
detail is omitted since only T is considered in the following. 

As discussed in [3], the H2 representation of (1) is obtained 
from sparse samples of Z. Thus, T in (3) does not exhibit any 
translational invariance possessed by the kernel. This is in 
contrast to an FMM, which preserves a kernel’s translational 
invariance. For this reason, the storage requirements associated 
with an H2 representation can be larger than those required by 
an equivalent FMM. The remainder of this paper outlines a 
method for compressing T by developing a translationally 
invariant H2 representation for translationally invariant kernels. 

II. TRANSLATIONALY INVARIANT H2 MATRICES

At each level, given T, we seek an alternative representation 
with the form, 

 SI

hT LT R . (4) 

The following structure is imposed on the matrices on the right-

side of (4). L and R are non-square, block-diagonal matrices, 

with one diagonal block per level-l group. The number of 

rows in each diagonal block of L and R must match the 

corresponding column dimensions of the blocks of U and V; 

this value is denoted as ng in the following. The number of 

columns in each block of L and R is discussed below. The 

translation matrix TSI in (4) has the same structure as T; TSI has 

a nonzero interaction block (specified below) for each nonzero 

interaction block in T, and the other blocks are zero. Unlike T, 

TSI is constructed to preserve any translational invariance 

present in the underlying kernel. 
The procedure used to construct the representation on the 

right side of (4) consists in first specifying TSI, and then solving 
for the diagonal blocks of L and R. 
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A. Constructing TSI

At level-l of the octree, TSI is obtained as follows. A set of

m random points, 
1

{ }m

i i
r , is uniformly distributed within a 

cube that is centered on the origin and has a size equal to a level-

l octree box. Shifted copies of these points serve as both source 

and observer points within each non-empty group at this level; 

the shift is equal to the translation vector from the origin to the 

center 
c

r  of each non-empty octree box, 
1

{ }m

i c i
r r . If there

are M groups, this procedure yields a square matrix, TSI, that 

preserves a kernel’s translational invariance. The size of TSI is 

(mM)-by-(mM). The value of m is determined dynamically, as 

discussed in the next section.  

B. Solving for L and R

The diagonal blocks of L and R, as well as the value of m,
are obtained using the following “bootstrapping” procedure, 
which is presented using Matlab notation. In this procedure, Lg 
and Rg denote the diagonal blocks of L and R, the subscript “g” 
implies a loop over the level-l groups, and “LS” denotes least-
squares. 

 m=0;  err=1;  Rg = zeros(ng, 0)

 while err > tol

o m = m + minc

o retaining any previously computed portions of
each TSI  block, fill in the new portion (which is due
to incrementing m)

o Lg = zeros(ng, m);  if (m==minc), Rg = [Rg, rand(ng,

minc)];  else, Rg = [Rg, zeros(ng, minc)];

o for k = 1 : n_steps (n_steps=20 here)

 fix R, and compute a LS solution for Lg

 fix L, and compute a LS solution for Rg

o err = || T – L TSI Rh || / ||T||
At the termination of this procedure, the right side of (4) 
matches T with relative accuracy tol. For the following 
examples, tol = 1e-5, which is the same tolerance that will be 
used to approximate Zfar in (2) in the following examples. 

III. NUMERICAL EXAMPLES

The compression scheme (4) is illustrated for the kernel, 
G(r-r’) = 1/|r-r’|, and three Z matrices using this kernel are 
considered below. In Example-1, Zfar consists of point-to-point 
samples of G, corresponding to interactions between a cluster 
of 2e4 points randomly distributed in a 1-by-1-by-1 meter cube; 
the matrix T is constructed at level-3 of the octree using the 
algorithm outlined in the appendix of [3]. Example-2 is similar 
to Example-1, except the 2e4 points are randomly located along 
a 1 meter line; the matrix T is constructed at level-6 of the tree. 
Finally, for Example-3, Zfar is obtained from a locally corrected 
Nyström discretization of the magnetostatic integral equation for 
a thin spherical steel shell [4] with N=18738; T is obtained at 
level-3 of the octree and is shown in Fig. 1.  

Table I reports the compression ratio, ρ, obtained using the 
right side of (4) instead of T. In all three examples, the matrix 
TSI is constructed using only point samples of the scalar kernel, 

G. The table also reports the number of nonempty groups, M, as
well as m, the number of random points used in each nonempty
level-l group (l=3 for Example-1 and Example-3, l=6 for
Example-2). The final value of m is different for each geometry.

Fig. 1. Absolute value of the elements of T for Example-3 (log scale, 

dark blue colors indicate zeros). There are 56 nonempty level-3 

groups; 56 column blocks and 56 row blocks are seen in the image. 

TABLE I. COMPRESSION RATIOS FOR THE THREE EXAMPLES 

M m ρ 

Example-1 64 56 5.95 

Example-2 32 12 1.01 

Example-3 56 75 4.21 

IV. SUMMARY

A method to compress the T matrix of an H2 representation 
has been reported. The method works directly with T and 
samples of the underlying scalar kernel, G. It has been shown 
that the method provides significant memory savings in some 
cases. Although not shown here due to space constraints, it has 
also been observed that the proposed method provides super-
algebraic convergence with increasing m.  
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Abstract—MATLAB and Python are two commonly used 

scripting languages for prototyping electromagnetic problems 

today. Each of these languages provides access to 

computationally efficient functions allowing a user to easily run 

many math heavy problems with minimal programming. In this 

paper we will discuss the usage of MATLAB and a variety 

of libraries in Python capable of running these efficient 

computations. Tests will be run in both languages to compare 

both CPU and GPU computations. The runtimes of a variety of 

problems using each of these platforms will also be compared 

for a variety of mathematical operations typically used in 

electromagnetic problems. Finally, a simple angle of arrival 

calculation using conventional beamforming will be performed 

to show these speeds on a realistic problem. 

Keywords—Computational electromagnetics, GPU 

programming, MATLAB, python. 

I. INTRODUCTION

Modern high-level programming languages such as 

MATLAB and Python provide an easy way to quickly create 

software for electromagnetic simulations and data processing. 

These languages excel by abstracting the difficulties and 

verbosity of lower level languages such as FORTRAN or C. 

This abstraction comes at the expense of computational 

efficiency. MATLAB and python libraries such as Numpy 

and Numba are designed specifically to increase the efficiency 

by calling more efficient C and FORTRAN subroutines. 

Acceleration techniques in MATLAB for computational 

electromagnetic (CEM) problems has been previously 

studied in various papers [1,2]. Previous works have also 

compared MATLAB and Python in a variety of areas such as 

the usage for linear algebra [3] and general usability [4] in 

comparison to MATLAB. Previous work has not compared 

MATLAB and Python for usage with complex numbers 

with basic operators ranging from addition to complex 

exponentials which is important as these datatypes and 

operators are prevalent in a variety of CEM applications. 

This work covers the comparison of MATLAB and 

Python for complex number calculations that may be seen in 

typical electromagnetic problems. Each language will be 

tested with variety of libraries and programming techniques. 

Initial tests run and compare speeds when performing a single 

operation such as (e.g., 𝑎 + 𝑏 ) and a small collection of 

operations (e.g., 𝑎 ∗ (𝑏 + 𝑐)) on a set of data providing a basis 

*Adjunct Professor, Department of Elec. & Computer Eng., King Abdulaziz 

University, Jeddah, Saudi Arabia.

for a large variety of electromagnetic problems. Results 

comparing a realistic angle of arrival (AoA) simulation using 

conventional beamforming will also be tested to provide a 

more realistic CEM application. 

II. INTRODUCTION TO PYTHON AND MATLAB FOR CEM

A. MATLAB

An inherent benefit of MATLAB is that all required
commands are built in and do not require the importing of 
libraries. This can make the language easier to learn and 
implement for an inexperienced programmer but comes at 
the cost of flexibility. While many ways exist to perform 
computations in MATLAB, this work will focus on standard 
usage of built-in functions without any special optimizations. 
Code can also easily take advantage of graphics processing 
units (GPUs) using the gpuArray command. MATLAB Results 
were obtained using MATLAB R2018a.  

B. Python

Unlike MATLAB, python libraries must be explicitly
imported. While this adds an extra layer of difficulty to the 
language, it also provides the flexibility of using a variety of 
libraries. This work will test a few of the most popular libraries 
for vectorized computation on the CPU. These libraries are 
Numpy/Scipy and Numba. Numpy and Scipy are a set of 
commonly used libraries for performing many vectorized and 
linear algebra operations in a similar way to MATLAB where 
once the variables are declared, the multiplication operator 
will perform elementwise multiplication with optimized 
subroutines. Numba extends upon the capability of Numpy by 
allowing for user defined vector functions and precompiled 
sections of code. Like MATLAB, code can also easily be 
extended to a GPU using the CuPy library. Python Results 
were obtained with Python 3.7.3, Numpy 1.16.5, Scipy 1.3.1, 
and Numba 0.44.1. 

III. OPERATOR TESTING

Initial speed comparisons were done with testing of single 
and multi-operator arithmetic. By testing these more generic 
situations, it is possible to estimate the runtimes of a variety 
of CEM problems. Each of these tests was run with both single 
and double precision complex data types. 

Tests with a single operator were run for both single (using 
the single() command) and double precision complex values 
using MATLAB and Python. The tests were run for typical 
arithmetic operators (+,-,*,/) along with a complex 
exponential, matrix multiply, and summation. Additional 

ACES JOURNAL, Vol. 35, No. 11, November 2020

Submitted On: September 10, 2020 
Accepted On: September 10, 2020 1054-4887 © ACES

https://doi.org/10.47037/2020.ACES.J.351166

1394



testing was also performed with LU decomposition, FFT, 
sparse matrix multiplication, and the equation 𝑐 =  𝑎 + 𝑏 ∗
𝑒𝑥𝑝(𝑎) where a and b are complex matrices. All tests were 
run on a Intel Xeon E5-2620 processor with 128GB of RAM. 
The runtimes in seconds from these tests for double and single 
precision are shown in Table  and II, respectively. It should be 
noticed that for most of the tested cases, using either Numba 
or Numpy provides very close runtimes to MATLAB. In some 
cases, such as FFT, combined computations, and sparse 
matrix multiplication Python outperforms the similar routines 
in MATLAB. 

Table I. Double Precision Complex Operation Runtimes (seconds) 

Table II. Single Precision Complex Operation Runtimes (seconds) 

Operation MATLAB 
Python 

(Numpy) 

Python 

(Numba) 

Add 0.1135 0.1459 0.1512 

Subtract 0.1136 0.1481 0.1538 

Multiply 0.1180 0.1504 0.1567 

Divide 0.1275 0.4082 0.1538 

Matrix Multiply 3.7282 3.5604 N/A 

Exponential 0.2127 2.9446 0.1575 

Sum 0.0086 0.0287 N/A 

LU Decomposition 1.5741 2.6686 N/A 

FFT 0.1218 0.0783 N/A 

Combined 0.3639 3.2805 0.1609 

Sparse N/A 1.8862 N/A 

IV. REALISITC AOA EXAMPLE

Angle of arrival calculations are performed in a variety of 
EM applications to estimate the direction from which waves 
are impinging upon an antenna array. While many algorithms 
exist for this calculation (e.g., [5]), a basic example of 
conventional beamforming can be used for speed comparison 

because it contains complex elementwise multiplication, 
exponentials, matrix multiplication, and summations. The 
conventional beamforming equation with frequency domain 
data for AoA estimation can be written as: 

∑ 𝑊(𝑒)𝑆(𝑒, 𝑓)𝑒𝑘(𝑓)r(e)

𝐸

𝑒=1

, 

where 𝐸  is our total number of elements, 𝑊(𝑒)  is the 

weighting on each of the elements, and 𝑒𝑘(𝑓)𝑟(𝑒)  is the
steering vector. 𝑆(𝑒, 𝑓)  is the received complex data at 
each element. For this problem incident plane waves were 
synthetically impinged upon a planar array allowing 
simulation of what an antenna array of that shape and size may 
measure. The runtimes in seconds for double and single 
precision beamforming on a 10x10 element planar array with 
a synthetic incident plane wave at 45 degrees show what 
MATLAB is having a slight performance advantage over 
Python using Numba as shown in Table III. 

Table III. Beamforming Runtimes (Seconds) 
Mean Runtime 

(Seconds) 
MATLAB 

Python 
(Numpy) 

Python 
(Numba) 

Double 0.6448 1.8860 0.7776 

Single 0.2779 1.4079 0.3270 

V. CONCLUSIONS

We have shown the runtime comparisons for a variety of 
operations on complex numbers in MATLAB and two Python 
libraries that are typically used in CEM applications using 
CPUs. Similar analysis conducted on GPUs will be presented 
at the conference. While in many of the cases MATLAB 
outperforms Python, Python comes very close in most 
operations and in some cases even outperforms MATLAB. 
Python comes with the added benefits of being completely 
free along with having many other libraries and acceleration 
techniques beyond Numpy and Numba to compete with the 
runtimes that MATLAB can achieve. 

REFERENCES 

[1] A. J. Weiss, A. Z. Elsherbeni, V. Demir, and M. F. Hadi, “Using 

MATLAB’s Parallel Processing Toolbox for Multi-CPU and Multi-GPU 

Accelerated FDTD Simulations,” vol. 34, no. 5, p. 7, 2019.

[2] M. Capek, P. Hazdra, J. Eichler, P. Hamouz, and M. Mazanek, 

“Acceleration Techniques in Matlab for EM Community,” in 2013 7th 

European Conference on Antennas and Propagation (EuCAP), 2013, pp. 
2639-2642. 

[3] J. Unpingco, “Some Comparative Benchmarks for Linear Algebra
Computations in Matlab and Scientific Python,” in 2008 DoD HPCMP 

Users Group Conference, 2008, pp. 503-505. 

[4] J. Ranjani, A. Sheela, and K. P. Meena, “Combination of NumPy, SciPy 
and Matplotlib/Pylab - A Good Alternative Methodology to MATLAB

- A Comparative Analysis,” in 2019 1st International Conference on 

Innovations in Information and Communication Technology (ICIICT),
2019, pp. 1-5. 

[5] P. Vouras, et al., “Gradient-Based Solution of Maximum Likelihood

Angle Estimation For Virtual Array Measurements,” in 2018 IEEE 
Global Conference on Signal and Information Processing (GlobalSIP),

2018, pp. 1257-1261.

Operation MATLAB 
Python 

(Numpy) 

Python 

(Numba) 

Add 0.2249 0.2814 0.2774 

Subtract 0.2280 0.2745 0.2847 

Multiply 0.2281 0.2706 0.2927 

Divide 0.2322 0.4667 0.2845 

Matrix Multiply 8.0504 7.5575 N/A 

Exponential 0.2974 3.1985 0.3177 

Sum 0.0169 0.0515 N/A 

LU Decomposition 2.9076 4.4278 N/A 

FFT 0.2113 0.1345 N/A 

Combined 0.5750 3.8899 0.3292 

Sparse 4.2567 3.0242 N/A 
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Abstract—IMPATT diodes were designed and integrated with 
microstrip patch antenna on–chip in standard CMOS technology 
to extract the efficiency beyond avalanche frequency. By 
comparing the on-chip simulations and measurements of an 
IMPATT diode integrated in a CPW to an integrated one with 
a microstrip patch antenna at the same biasing conditions, the 
results demonstrated an efficiency ranging from ~ 0.01% to 
0.016% without and with the added surface roughness losses, 
respectively. Such variation is strongly associated with the 
uncertainty provided by the increase of conduction losses ranging 
between 40%~80% beyond the avalanche frequency. 

Keywords—avalanche frequency, coplanar waveguide, high 
frequency, IMPATT diode, microstrip patch antenna, skin depth, 
surface roughness, transmission line. 

I. INTRODUCTION

The demand for precise and robust on-chip efficiency 
measurements of (Impact Avalanche Transit Time) IMPATT 
diodes is increasing due to the recent developments in IMPATT-
Antenna integration for monolithic millimeter-wave applications 
in standard CMOS technology [1]. This accuracy affects the 
design and the optimization of the oscillation frequency and the 
radiated power. 

IMPATT diode is a solid state device that converts the 
DC power into RF one by generating negative resistance 
beyond avalanche frequency [2-3]. CMOS IMPATT diodes 
demonstrated the capabilities of generating avalanche frequency 
beyond 30 GHz and negative resistance up to 80GHz [1-5]. The 
generation of the negative resistance and the capacitive reactive 
part at frequencies beyond the avalanche frequency is affected 
by controlling the breakdown voltage and the operating current 
[1-5]. 

In this paper, we demonstrate a robust on-chip integration 
and extraction methodology for the IMPATT diode efficiency 
beyond avalanche frequency.  

II. THE ANTENNA INTEGRATION

The on-chip lateral IMPATT diodes have been 
monolithically integrated with microstrip patch antenna in 
standard CMOS technology and successfully de-embedded 
and characterized [1]. With such configuration, the antenna 

can serve as a resonator and radiator simultaneously. 

Using a patch antenna driven by a lateral IMPATT diode, 
the 4 mm2 transmitter was DC biased at 11V with measured 
current of 30mA (Fig. 1). The modeled antenna with different 
levels of generated and radiated power is shown in Fig. 2, while 
the measured power at the spectrum analyzer is -62dBm at 
77GHz (Fig. 3). By using this particular configuration, area 
requirements and several antenna losses including dielectric, 
conduction [6], radiation, surface wave and surface roughness 
losses [7] of the integrated transmitter are reduced.  

III. RESULTS AND DISCUSSION

The test setup includes an Anritsu ME7220A Radar Test 
System (RTS), WR12 E-band horn Antenna, and MS2663C 9K-
8.1GHz spectrum analyzer (Fig. 3). The frequency band of the 
transmitter is initially down-converted by the RTS from 76-
77GHz to an IF band of 4.7-5.7GHz before the radiated signal is 
characterized [1]. 

Initially, the supply is maintained at zero volts, and slowly 
increased (to avoid any surges), up to the operating voltage of 
the diode. At the nominal breakdown voltage of ~10V, a current 
of 2mA flows. As the supply voltage is gradually increased, the 
current drawn by the circuit also increases. When the on-chip 
transmitter is biased at 11V, the corresponding quiescent current 
is 30mA, and a signal is detected with an oscillation frequency 
of 77GHz, as shown in Fig. 3.  

The Sonnet simulated results for the Directivity and the Gain 
of the patch antenna are 11dB and -23dB, respectively (Fig. 4). 
Once the surface roughness factor is included the Gain drops to 
-26dB. This indicates that the total losses of the antenna are 34dB
and 37dB without and with the surface roughness impact,
respectively. More simulated results are summarized in Table I
for different dielectric thickness. It is clear that the dielectric
thickness, is our main contributor to the low radiated power and
the large simulated losses.

Based on the measured radiated power, the system losses, 
and the shift of the avalanche frequency [6-8], the calculated 
diode efficiency ranges between – 38dB to -41dB. This low 
efficiency is largely a result of the high capacitive loading from 
the depletion region [9]. Table II summarizes the generated and 
the radiated power at different stages. 
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Fig. 1. Die photo of integrated IMPATT diode with microstrip patch antenna 
on-chip [1]. 

Fig. 2. The modeled antenna with the different power levels (the case with 
excluded surface roughness [7]). 

Fig. 3. Measurement setup, which includes Anritsu ME7220A Radar Test 
System (RTS), WR12 E-band horn Antenna, and Anritsu MS2663C 9K-
8.1GHz spectrum analyzer. 

Fig. 4. The simulated directive gain of the CMOS microstrip patch antenna 
using Sonnet. 

Table I: Simulated losses of on-chip antenna with different dielctric thickness 
(exluding the surface roughness) [7] 

Table II: Power measured at different levels with extracted IMPATT 
effeciency 

IV. CONCLUSION

The realized integration of IMPATT diodes and on-chip 
microstrip patch antenna demonstrated considerable changes in 
the extracted IMPATT efficiency beyond avalanche frequency. 
This paper revealed the robustness of the methodology proposed 
despite the present impact of the surface roughness on the 
IMPATT efficiency. Based on the measured radiated power and 
the system losses, the extracted diode efficiency is ranging 
between -41dB to -38dB without and with the surface roughness, 
respectively. Because of the cost-efficiency and the robustness 
of standard CMOS manufacturing, this type of monolithic 
integrated transmitter may be well suited for use in IMPATT 
diode efficiency extraction beyond avalanche frequency.  
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Abstract ─ A method to decrease the threshold voltage and 

on-resistance is discussed in this paper, which is adding extra 

phosphorus implantation into silicon. There are two ways to 

implant extra phosphorus without adding a mask. The first way 

is to implant extra phosphorus after the field oxide etching, 

and the second way is to implant extra phosphorus with the 

source region mask before the N+ implantation. Compare the 

results of the two ways to find their characteristics and choose 

the appropriate one.  

Index Terms ─ Extra phosphorus implantation, on-resistance, 

threshold voltage, UMOS. 

I. INTRODUCTION
Threshold voltage and on-resistance (Ron) are important 

indexes to measure the performance of the device [1]. Under 

the premise of guaranteeing the anti-noise ability of the 

device, the low threshold voltage is conducive to the drive 

of the device [2], and the low on-resistance is conducive to 

decreasing the power consumption [3]. Extra phosphorus 

implantation is an easy method to decrease threshold voltage 

and on-resistance. In order not to add a new mask and save 

costs, extra phosphorus implantation can be carried out after 

field oxide etching or before N+ implantation [4]. Comparing 

these two ways can help to choose the one which is better to 

improve the performance of device from process. 

II. EXPERIMENT
For UMOS with a breakdown voltage of 100V, in order 

to ensure the reliability of the device, the breakdown voltage 

is usually designed to exceed 100V. Extra phosphorus 

implantation is carried out after field oxide etching and before 

N+ implantation respectively. The implant energy is 90KeV 

and 200KeV. The implant dose of extra phosphorus is the same, 

and choose the different dose to find the changing trend of the 

electrical parameter.  

III. SIMULATION RESULTS
The simulation software is Sentaurus TCAD. Furthermore, 

the DopingDependence model, Lackner model and some other 

models are used in the simulation. The resistivity of epitaxy is 

1.425 Ω·cm and the thickness of epitaxy is 9 microns. 

The structure of the device is shown in Fig. 1. The 

concentration distribution of structures corresponding to 

different implant dose and energy by the first way is shown in 

Fig. 2, and the simulation results are shown in the Table 1. 

When the implant energy is 90KeV, the threshold voltage and 

on-resistance can be decreased more by the first way which is 

implant extra phosphorus after field oxide etching. However, 

the breakdown voltage will be sacrificed.  
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Fig. 1. The structure of the 100V UMOS. 
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Fig. 2. Doping concentration curve of the 100V UMOS. 
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When the implant energy is 200KeV, the second way 

which is implanting extra phosphorus before N+ implantation 

can decrease more threshold voltage but on-resistance doesn’t. 

At this time, the breakdown voltage is constant.  

IV. ANALYSIS
In medium and low voltage devices, channel resistance 

occupies a large proportion, and the expression of channel 

resistance is shown in equation (1) [5]:  

It can be found that when the threshold voltage decreases, 

the channel resistance decreases and the on-resistance 

decreases. For extra phosphorus implantation carried out after 

field oxide etching, since both the epitaxy and phosphorus are 

n-type, the larger the implant dose of phosphorus is, the higher

the doping concentration at the top of the epitaxy will be,

which will decrease the resistivity and breakdown voltage [6].

Meanwhile, the concentration distribution at the channel

will be changed, which decrease the threshold voltage and

on-resistance. In addition, it can be seen from Fig. 2 that

the implant energy is different though, the concentration

distribution curve of the same implant dose almost coincides.

Which is the reason that the electrical parameters of the first

way hardly change even the implant energy is larger.

For extra phosphorus implantation carried out before N+ 

implantation, the phosphorus is compounded in the p-base 

region, which changes the distribution of impurities at the 

channel. However, if the implant energy is not large enough, 

the concentration distribution at the channel will not change 

significantly. Due to the second way doesn’t change the 

resistivity, the breakdown voltage doesn’t change, too. 

V. CONCLUSION
Extra phosphorus implantation can decrease threshold 

voltage and on-resistance. It is found that under the condition 

of the same implant dose of extra phosphorus, if the designed 

breakdown voltage margin is large, the first way which is 

implanting extra phosphorus after field oxide etching is better. 

while if not, the second way which is implanting extra 

phosphorus before N+ implantation is better. 
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Table 1: Simulation results of different extra phosphorus implantation dose and energy 

 Extra_P_imp_dose 

     Parameter 

Extra_P_imp_energy=90KeV Extra_P_imp_energy=200KeV 

5e11cm-2 1e12cm-2 1.5e12cm-2 2e12cm-2 5e11cm-2 1e12cm-2 1.5e12cm-2 2e12cm-2 

After field 

oxide 

etching 

Vth /V 2.04 1.95 1.86 1.78 2.03 1.95 1.88 1.76 

BV /V 110 108 105 102 110 107 104 101 

Vg=4.5V, ID=2A 

Ron /mΩ 
23.57 22.75 22.08 21.54 23.43 22.56 21.90 21.25 

Vg=10V, ID=2A 

Ron /mΩ 
21.09 20.41 19.90 19.48 20.99 20.24 19.69 19.18 

Before N+ 

implantation 

Vth /V 2.09 2.06 2.03 2.01 2.00 1.90 1.80 1.70 

BV /V 112 112 112 112 112 112 112 112 

Vg=4.5V, ID=2A 

Ron /mΩ 
24.64 24.59 24.51 24.49 24.46 24.27 24.11 23.97 

Vg=10V, ID=2A 

Ron /mΩ 
22.05 22.05 22.05 22.05 22.00 21.98 21.96 21.92 
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Abstract—Pulsed X-rays could cause significant cavity 
system-generated electromagnetic pulse (SGEMP) interference. 
A 3D electromagnetic particle-in-cell simulation approach is 
developed to calculate EMP generated inside a cylindrical cavity 
after X-ray illumination. The waveform, spatial distributions 
and resonant frequencies of cavity SGEMP are demonstrated by 
the computations. The peak value of cavity SGEMP main pulse 
is 72.88 kV/m. When farther away from the charge emitting 
face, the field strength decreases quickly and its polarity 
reverses; when the distance from symmetry axis increases, the 
field strength declines relatively slower. The cavity SGEMP 
would form a stable resonance and its frequency is dominated 
by the radius and length of cavity. The simulation method is 
verified and can be applied to the X-ray radiation hardness.  

Keywords—Cavity SGEMP, charge conservation, conformal 
mesh, PIC, X-rays. 

I. INTRODUCTION

After X-rays penetrate metal surface, numerous electrons 
would be emitted to the internal vacuum region, forming 
transient current and emerging strong cavity system-generated 
electromagnetic pulse (SGEMP) in electronic equipment [1]. 
Previous studies have developed the 2D calculation ability 
under X-rays generated by nuclear explosion, like the ABORC 
code [2]. The influence of input parameters and geometry are 
also well discussed [3-4]. However, systematic research on the 
frequency and spatial characteristics and three-dimensional 
simulation of cavity SGEMP are still insufficient. 

II. CALCULATION METHOD

A. Discrete Charge Conservation Theorem
The source term for Maxwell’s equations is the current

density J from emitting electrons: 

M SQ NJ v . (1)

Where MQ  and v  is charge and velocity of a macroparticle, 
while SN  is the assignment factor. 

Conventional volume-based weight assignment method 
might not satisfy the Maxwell’s divergence equations and 
require a very complex Poisson correction, which performs 
fairly complex iterations by SOR or other algorithms and cost 
a lot of memory resources and calculation time [5]. Chen et al. 
[6] proposed the discrete charge conservation by ensuring
the continuity equation to automatically satisfy the Maxwell
divergence equation. For example, the charge-conserving
assignment for x component of the current density xJ  is: 

1/2 1/2 1/2

1
1/2

1 1 1( , , )+ ( , +1, )+ ( , , +1)
2 2 2

1+ ( , +1, +1)= .
2

n n n
x x x

n n
n M M
x M

J i j k J i j k J i j k

x xJ i j k
dt



  




  


 

(2) 

Where M and Mx is charge density and position of a 
macroparticle. 

B. Conformal Mesh Technique
Modelling irregular structures is an inevitable problem for

three-dimensional simulation. “Staircased” approximation is 
broadly adopted to represent the curve with a polyline in 
conventional FDTD, inevitably generating some errors for 
complex structures. To accurately model the cylinder in three 
dimensions, conformal mesh is adopted, which is the internal 
part of conventional mesh at the boundary [7]. In this case, the 
magnetic field B is calculated by integrating the electric field
E along the boundary of conformal mesh:  

1 1C S

d d
t


  


 E l B S . (3) 

Where lC  and lS  is the edge and area of conformal mesh. 

III. COMPUTATION RESULTS

A vacuum cylindrical cavity, with a diameter of 50 cm and 
a length of 50 cm, is considered here to represent the typical 
metal shell of electronic device, as shown in Fig. 1. It 
is assumed that 10-keV-energy, 1-J/cm2-fluence and 1-ns-
duration X-rays illuminate one end of the cylinder uniformly 
along the direction of the symmetry axis. Therefore, the total 
number of electrons is calculated to be 12

0 2.38 10N    by a 
Monte Carlo software. The waveform, frequency and spatial 
characteristics are calculated by the self-developed code 
3Dcavitysgemp V1.0. 

Fig. 1. Computation model of cylindrical cavity. 
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A. Waveform of EMP
There are four output positions which are 9 cm away from

the axis of symmetry and 9 cm away from the emitting end, as 
well as 90 degrees apart from each other. They are marked 
as point A, B, C and D. The 10 ns waveforms of four output 
positions are illustrated in Fig. 2. Theoretically, they should 
be exactly the same for the geometric symmetry of cylindrical 
model. Numerically, these four waveforms do overlap each 
other qualitatively, with only slight distinctive caused by 
randomness of macroparticles’ initial locations. The largest  
relative errors for Peak 1, Peak 2, Peak3 are 2.94%, 4.71%, 
4.38% respectively. Therefore, it can be quantitatively 
concluded that simulation results have good hoop symmetry 
and agree well with the calculation model. 

By averaging the data at four output positions, the peak 
value of cavity SGEMP main pulse is 72.88 kV/m. 

B. Spacial Distributions of Cavity SGEMP
Fig. 3 depicts electric fields at locations 9 cm away from

the axis of symmetry and leaving the emitting end with 
various distances from 1 cm to 40 cm. The space charge 
limited phenomenon at high X-ray fluence is clearly observed. 
Positive charges left on emitting end and emitting electrons 
excite a strong positive electric field that modifies the 
trajectories of electrons and returns majority of them back. 
A small amount of electrons can move beyond this lay, 
generating a relatively lower negative electric field. As a 
result, the field strength becomes smaller quickly when farther 
away from the emitting end and its polarity reverses when the 
distance is larger than 9 cm. 

C. Resonant Frequency
To test the frequency characteristics of cavity SGEMP,

two models of different size are established. The model used 
in above simulations are named as model A. Model B is 
a smaller cylindrical cavity with a diameter of 25 cm and 
a length of 25 cm. Fig. 4 demonstrates the normalized 
spectrum. Theoretically, resonant frequencies of a cylindrical 
waveguide are dominated by the radius and length. 
Numerically, discrete frequency centers under model A and B 
differ from each other as a factor of 2, exactly the same as 
prediction. Overall, the cavity SGEMP does form a stable 
resonance after reflections of the main pulse by metal walls. 

IV. CONCLUSION

The 3D novel simulation approach is verified to be 
accurate within the error tolerance. The peak value, spatial 
distributions and resonant frequencies of cavity SGEMP are 
all demonstrated through 3D computations. These work could 
provide great help for solving the EMC problems in pulsed X-
ray related physical experiments and applications. 
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Abstract—A sample of electroconductive fabric subjected to 
a lightning-like current impulse is analyzed in this contribution. 
A multiphysics simulation is used to calculate the temperature 
distribution produced by a lightning-like current flowing 
through the material sample. A decoupled, electromagnetic 
(EM) and thermal, simulation was conducted for the analysis 
and is explained in the paper. The scaling factor calculation to 
represent the energy presented during current impulse tests is 
also detailed. Numerical results present patterns that agree with 
experimental tests reported in the literature and represent an 
additional tool for the phenomena insight.  

Keywords—Conductive fabric, electromagnetic simulation, 
impulse current, lightning, thermal simulation. 

I. INTRODUCTION

Conductive fabrics have shown promising performance 
for different applications such as electromagnetic shielding, 
antennas, sensors, water treatment, and more recently 
lightning protection [1, 2]. Preliminary tests, in which different 
kinds of conductive fabrics are tested against lightning-like 
current impulses [1], show that the textiles can withstand high 
intense current impulses and provide a conductive path for 
lightning currents. However, the thermal stress produced in 
the electroconductive fabric materials during this kind of tests 
have not been studied in depth.  

In this paper, a multiphysics simulation, including 
electromagnetic and thermal phenomena, is conducted in 
order to calculate and analyze the temperature produced in 
a sample of conductive fabric subjected to a high intensity 
current impulse.  

II. SIMULATION SETUP

The characteristics of the excitation signal and the samples 
under test are the same as the reported ones in previews 
experimental results [2].  

A decoupled, electromagnetic (EM) and thermal, 
simulation was conducted for the analysis. The general steps 
for the simulation can be summarized as follows. First, the 
electromagnetic (EM) simulation is conducted. Then, power 
losses are calculated from the EM simulation. These losses 
are the source of the thermal simulation. Finally, thermal 
simulation is conducted and temperature distribution is 
obtained.  

A. Conductive Fabric Samples
The selected samples of electroconductive fabrics tested in 

[2] are pieces of 10 cm x 10 cm of non-woven conductive
fabrics. The main electrical characteristics of the samples
are presented in Table I. Physical characteristics presented in
the table are based in the manufacturer data. Simulation
parameters, also included in the table, are based on
experimental results reported in [2] and typical properties of
the fabric’s conductive materials.

B. Excitation Signal
The excitation signal used in [2] is a current impulse of

13,7 kA, 4/10 μs. The energy reported for this signal was 104 
J with a time to half value of 10 μs. Since the used thermal 
simulator only imports power losses from EM simulation in 
frequency domain at one frequency and the excitation signal 
in the experimental tests is a pulse, different excitation signals 
were used in EM and thermal simulations. For the EM 
simulation, the excitation signal corresponds to a current 
signal injected in the sample. A Gaussian excitation covering 
the frequencies up to 20 MHz was used.  

For the thermal simulation setup, a square pulsed 
excitation was used. The source in the thermal simulation 
corresponds to the imported losses from the EM simulation. 
For this reason, the average power of the pulse signal in the 
thermal simulations has to be calculated. The average power 
of a square pulse excitation can be estimated as:  

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 = 𝑈𝑈/𝜏𝜏,                           (1) 
where 𝑈𝑈 is the delivered energy and 𝜏𝜏 is the pulse duration. 
In this case, it is assumed that the power is produced by 
a continuous wave signal. Therefore, if the power 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎  is 
produced by a continuous wave signal, the required current to 
obtain that power can be obtained from the power dissipated 
in a resistance. In our case, the conductive fabric is the 
resistance that dissipate this power into heat, 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 = 𝐼𝐼𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
2

2 𝑅𝑅.           (2) 
From (1) and (2), the equivalent current to produce the 

same energy used in the impulsive tests can be calculated. 
Using 𝑈𝑈 = 104 J, 𝜏𝜏 = 10 μs, and 𝑅𝑅 = 0.03 Ω, a peak current 
of 𝐼𝐼𝑝𝑝𝑎𝑎𝑎𝑎𝑝𝑝 = 26.3 kA  is obtained. This result provides the 
scaling factor used in the thermal simulation for the losses 
26.3 ×103, which corresponds to the ratio between the desired 
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peak current and the peak current used in the EM simulation 
that in this case was 1 A.  

TABLE I. CHARACTERISTICS OF SIMULATED CONDUCTIVE FABRIC 

Characteristic Unit Fabric Simulation 

Weave pattern Type Non-woven Lossy conductive 
sheet 

Conductive 
material Type Ni-Cu -- 

Weight g/m2 90±10 -- 
Sheet resistance Ω/□ ≤ 0.05 0.03 

Resistivity µΩ·m ≤ 4.0 1.17 
Density kg/m3 -- 576.92 
Thermal 

conductivity W/K/m -- 50 

Heat capacity kJ/K/kg -- 0.385 

Fig. 1. Constant temperature lines calculated using the EM-thermal 
simulation. 

C. Electromagnetic Simulation
The electromagnetic (EM) simulation included a box of air

(normal) with thermal properties surrounding the conductive 
fabric, open boundary conditions in all directions, a current 
port defined in a straight line with a current of 1 A, a straight 
PEC wire used to connect the current port with the conductive 
sheet under test, and field monitors (e-field, h-field, loss) for 
the frequency that represent the desired energy distribution. 
The conductive fabric was modeled as a lossy conductive 
sheet with the thermo-electrical characteristics shown in Table 
I.  

The EM simulation was performed using a finite element 
method (FEM) solver in frequency domain. To estimate the 
temperature increases, the power losses at 10 MHz were 
calculated after the EM was completed. At this frequency, the 
sample is electrically small.  

D. Thermal Simulation
The thermal simulation included isothermal boundary

conditions in all directions, and a boundary temperature fixed 
at 293.1 K. To import the power dissipated in the sheet to 
the thermal simulator, the thermal loss distribution was 
calculated. The scaling factor deduced in the previous section 
equal to 26.3 ×103 was used to represent the energy used 
in the experimental tests reported in [2]. Due to the small 
duration of the impulse (i.e., several times lower than the 
thermal constant of the conductive sheet), heating can be 
considered adiabatic. 

(a)   

(b) 

Fig. 2. (a) Current and voltage signals measured in the experimental test, 
and (b) conductive fabric after impulsive test showing marks by overheating. 
Figure taken from [2]. 

III. RESULTS

Temperature distribution calculated in the conductive 
sheet is presented in Fig. 1. The highest temperature is 
presented around the electrode that injects the current. Similar 
results are obtained in experimental impulsive tests performed 
over conductive fabrics [2]. Material overheating produced by 
the lightning impulse current sublimates metallic layers around 
the electrodes contact area, as shown in Fig. 2. Particularly, 
circular patterns are formed around the electrodes, such as the 
isothermal lines suggested by the numerical simulation results 
presented in Fig. 1.  

IV. CONCLUSIONS

Numerical simulations to calculate the temperature 
distributions produced by a lightning-like current in a 
conductive fabric are described in this paper. Numerical 
results agree with experimental tests previously reported in the 
literature. Particularly, patterns of melted conductive material 
observed in the non-woven fabric sheet follows the isothermal 
lines of high temperature numerically calculated. Work is 
in progress to numerically estimate thermal effects on 
conductive fabrics with higher current intensities and higher 
energy rates.  
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Use of Dielectric Spectroscopy for the Study of 

Concentration of Glyphosate in Distilled 

Water 

Abstract—In this paper, the capability of sensing low 

concentrations of glyphosate in water of two interdigital 

capacitive transducers are analyzed using numerical simulations 

and measurements. Each microwave sensor is analyzed using 

the surface electric field produced at the resonance frequency. 

In addition, the reflection coefficient of each transducer 

submerged in water with glyphosate is measured and compared 

with distilled water. Prepared samples with concentrations of 

1ppm/L (1 part per million over a liter of distilled water) are 

used for the experimental tests.   

Keywords—dielectric spectroscopy, glyphosate, interdigital 

capacitor, microwave, sensor, water.  

I. INTRODUCTION 

A direct application of dielectric spectroscopy is the 
characterization of materials. Dielectric spectrometry 
technique is commonly used to calculate the content of water 
in materials or liquids; however, it can be also used to 
determine different specific properties of materials. Dielectric 
properties of materials vary depending on the content on 
water but also on the content of other component such as salts 
[1]. For this reason, this technique has been proposed for 
monitoring glyphosate in water using interdigital transducers 
[2].   

Glyphosate is a common component in a wide range of 
pesticide products used for the control of plantations and 
for intensive agriculture. However, some studies reveal that 
Glyphosate present health risk for amphibians and humans 
[3].  

In this paper, the electromagnetic behavior of two 
interdigital capacitor (IDC) transducers is presented and 
the response of each transducer submerged in water with 
glyphosate is analyzed.  

II. TRANSDUCER SELECTION

The intended transducer is especially designed to detect 
presence of glyphosate in water as a real time sensor. Small 

concentrations of glyphosate are required to consider. The IDC 
is a planar resonant structure, whose resonant frequencies and 
quality factors depend on the dielectric properties of the 
surrounding medium.   

Two IDCs implemented in FR4 were analyzed to compare 
their behavior and to determine the geometric characteristics 
that increase the capability to determine concentration of 
glyphosate in water. IDCs of 5 and 20 digits, as shown in Fig. 
1, were numerically simulated. The 5 digits IDC has a wider 
separation between digits, which could enable more interaction 
of the electric field and the material under test. On the other 
hand, the 20 digits IDC has a smaller separation between digits 
providing higher density of electric field between digits, as 
confirmed by the simulations shown in Fig. 2.   

(a) 

(b) 

Fig. 1. Simulation models of IDCs with (a) 5 digits and (b) 20 digits. 
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III. EXPERIMENTAL RESULTS

In order to characterize the response of the considered IDCs, 
the S11 parameter was measured between 100 kHz and 1 GHz. 
Each IDC was submerged in previously prepared samples of 
distilled water and water with glyphosate with a concentration 

of 1 ppm/L (i.e., 1 part per million over a liter of distilled 
water). Each sample was prepared using microliter pipette.   

Figs. 3 and 4 show the comparison of S11 parameter 
measured for both transducers surrounded by water and water 
with glyphosate. Experimental results show that both IDCs 
present a notable change of the response at the resonance 
frequencies. As mentioned before and verified with the 
electromagnetic simulations, the interaction of the electric field 
with the material under test in the sensor with 5 digits is higher 
than with the 20 digits sensor. This is expressed in Fig. 3, where 
the frequency response is modified and an additional minimum 
value in the S11 is presented for the test of water with 
glyphosate. On the other hand, the 20 digits IDC maintains the 
same number of minimums in the S11 and with almost the same 
frequencies for distilled water and water with glyphosate, as 
shown in Fig. 4. This indicates that the resonant structure is not 
strongly perturbed. However, the variation is obtained in the 
magnitude of the S11. Water with glyphosate case present 
magnitudes closer to zero dB with could be due to additional 
losses of the mixture.   

IV. CONCLUSIONS

Two interdigital capacitive transducers used to detect 
glyphosate in water where analyzed with numerical simulations 
and experimental results.  Two approaches for the design of the 
sensor were assessed. For one side, a 5 digits IDC showed 
lower concentration of electric field on the surface of the sensor 
which enable higher interaction of the electric field with the 
material under test. As a consequence, the frequency response 
is perturbed as the glyphosate is added to the water; for 
example, a minimum in S11 parameter at 512 MHz disappears 
but two new minimums at 485 MHz and 528 MHz are 
generated. For the other side, a 20 digits IDC, which presented 
a higher intensity of electric field on the surface, showed a more 
persistent frequency response as the glyphosate was added to 
the water. Nevertheless, experimental results showed that both 
approaches can be used to distinguish water from water with 
low concentrations of glyphosate from S11 measurements.   
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(a) 

(b) 

Fig. 2. Electric field simulated at the resonant frequency 1.5 GHz for the IDCs 
with: (a) 5 digits and (b) 20 digits surrounded by air. 

Fig. 3. Comparison of the S11 parameter of 5 digits IDC surrounded by water 
and water with glyphosate. 

Fig. 4. Comparison of the S11 parameter of 20 digits IDC surrounded by water 
and water with glyphosate. 
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Abstract—Local error estimators are investigated for use with 

numerical solutions of the electric field integral equation. Three-

dimensional test targets include a sphere, disk, NASA almond, and 

a Lockheed Martin Expedite aircraft model. Visual plots and 

correlation coefficients are used to assess the accuracy of the 

estimators. It is shown that the inexpensive discontinuity estimators 

are usually as accurate as the residual method. 
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method of moments, residuals. 

I. INTRODUCTION

The goal of a numerical approach is to be reliable and 
efficient [1]. To that aim, a posteriori error estimation has been 
used as a key method to assess the accuracy of computational 
solutions and to determine high error cells for h- and p-
refinement [2]. For integral equations, the most widely used 
estimators are based on residual equations, which have a high 
computational cost. Error estimation schemes that take advantage 
of the discontinuity of the tangential current and charge density 
in the Rao-Wilton-Glisson (RWG) have been introduced that are 
as robust but much less computationally costly than a residual 
based error estimate [3], [4]. Strydom and Botha introduced 
charge and current recovery methods for the RWG that used 
smoothing procedures to determine more accurate solutions [5], 
[6]. In this work, modified versions of the discontinuity error 
estimators in [4], the recovery methods of [5] and [6], and a 
magnetic field tangential residual method are compared on PEC 
surfaces of a sphere, disk, almond, and Expedite model. 

II. ERROR ESTIMATOR EQUATIONS

A. Tangential Current Discontinuity Estimator

The tangential current discontinuity error at the ith cell is
based on the average discontinuity of the surface current density 
at the midpoint of the three surrounding edges divided by two, 
normalized to twice the absolute value of the incident magnetic 
field:  

𝐿𝐸𝐽𝑡𝑎𝑛
𝑖 =

1

3
∑

1

2
|�̂�𝑚⦁(𝐽�̅�−𝐽�̅�(𝑖,𝑚))|3

𝑚=1

2|�̅�𝑖𝑛𝑐|

𝐴𝑖

𝐴𝑎𝑣𝑔
 

where �̂�𝑚 is a unit vector tangential to the mth edge of the ith cell,

n(i,m) is the adjacent cell that shares the mth edge with the ith cell, 
Ai is the area of the ith cell, and Aavg is the average cell area of the 
mesh. The factor of one half in the numerator of (1) is motivated 
by the assumption that the true value of the tangential current is 
the average of the two calculated values. The normalization 
factor was chosen due to it being the theoretical maximum 
value of the current on a sphere. The maximum value of the 
discontinuities was not used so that large discontinuities from 
cells along edges do not overwhelm the calculations of other 
cells. 

B. Charge Discontinuity Error Estimator

The charge discontinuity error estimate at the ith cell is of the
form: 

𝐿𝐸𝜌
𝑖 =

1

3
∑

1

2𝜖
|𝜌𝑖−𝜌𝑛(𝑖,𝑚)|3

𝑚=1

2|�̅�𝑖𝑛𝑐|

𝐴𝑖

𝐴𝑎𝑣𝑔
 

where the same superscripts of i and n(i,m) are used as the 
tangential current discontinuity estimator. Each difference of 
the charge densities along an edge is divided by the epsilon of 
the surrounding space. The normalization constant, twice the 
absolute value of the incident electric field, is chosen because it 
is the theoretical maximum value of the charge density of a 
smooth sphere. The additional division by two comes from the 
same assumption as that in the tangential current discontinuity 
estimator. 

C. Current Weighted Charge Discontinuity Estimator

The current weighted charge discontinuity (CWCD) error
estimator was introduced in [3] and uses the current density to 
modify the charge discontinuity estimator to obtain:  

𝐿𝐸𝐶𝑊𝐶𝐷
𝑖 =

1

3
∑

1

2
||𝑘𝜂⟨�̅�𝑚,(𝐽�̅�+𝐽�̅�(𝑖,𝑚))⟩|+

1

2𝜖
|𝜌𝑖−𝜌𝑛(𝑖,𝑚)|3

𝑚=1

2|�̅�𝑖𝑛𝑐|

𝐴𝑖

𝐴𝑎𝑣𝑔
 

The same superscripts of i and n(i,m) are used as the current 
discontinuity estimator. �̅�𝑚 is the razor-blade test function across 
edge m from the ith cell to the n(i,m)th cell. The normalization 
constant of twice the magnitude of the incident electric field was 
chosen due to the common units being V/m.  
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D. Magnetic Field Tangential Residual

The tangential H-field residual estimator is defined as:

𝐿𝐸𝐻𝑡𝑎𝑛𝑅𝑒𝑠
𝑖 =

√∑ (�̂�⦁{�̂�⨯(�̅�𝑖𝑛𝑐+�̅�𝑠)−𝐽�̅�}
𝑐𝑒𝑙𝑙 𝑖

)22
𝑚=1

2|�̅�𝑖𝑛𝑐|
∗

𝐴𝑖

𝐴𝑎𝑣𝑔
 

where �̂�1 and �̂�2 are orthogonal unit tangent vectors at the center
of cell i, and the fields and current density are sampled at the 
center of cell i. The scattered field �̅�𝑠 is computed from: 

�̅�𝑠 = ∇ × ∬ 𝐽�̅�(𝑢′, 𝑣′)𝐺(𝑢, 𝑣, 𝑢′, 𝑣′)𝑑𝑢′𝑑𝑣′ 

which is imposed an infinitesimal distance outside the target 
surface. The estimator is limited to closed targets. 

III. TEST PROBLEMS

The error estimators in Section II and the recovery methods 
introduced in [5] and [6] where tested perfectly conducting 
targets including a sphere, a disk, a NASA almond, and an 
Expedite model (Fig. 1). The sources were uniform plane waves 
and the targets were modeled with triangular facets. 

A. Sphere

The first test problem is a PEC sphere with radius λ with 648
fairly uniform and symmetric cells. 

B. Disk

The disk is of approximate radius 1.6λ with 516 cells. The
incident plane wave is normally-incident to the disk plane. 

C. NASA Almond

The NASA almond is of width 2.5λ and length 6λ with 640
cells. The incident plane waves used were horizontally (y) and 
vertically (z) polarized along the midline of the almond. 

D. Expedite Model

The Expedite model, shown in Fig. 1, was provided by
Lockheed Martin Corporation. It was of the length 6λ and width 
5λ with 676 cells. The incident plane waves horizontally (y) and 
vertically (z) polarized. 

IV. RESULTS

For each test problem, visual models, global error estimates, 
scatter plots, and correlation coefficients as defined in [4] were 
generated. For the sphere and disk meshes, the results were 
compared to the true error values obtained from exact solutions. 
For the NASA Almond and Expedite meshes, the results were 
compared to the error values found by comparing to extrapolated 
values from much finer meshes. The local error is computed 
using:  

𝐿𝐸𝑟𝑒𝑓
𝑖 =

1

3
∑ |�̂�𝑚(𝐽�̅�𝑒𝑓

𝑖 −𝐽�̅�𝑜𝑀
𝑖 )|3

𝑚=1

2|𝐻𝑖𝑛𝑐|

𝐴𝑖

𝐴𝑎𝑣𝑔
 

A. Global Error Estimate

The two-norm global error estimate was computed for each
estimator. The two-norm global estimate was of the form: 

𝐺𝐸2 𝑁𝑜𝑟𝑚 = √
∑ 𝐴𝑛(𝐿𝐸𝑛

𝐴𝑎𝑣𝑔

𝐴𝑛
)2

∑ 𝐴𝑛
 

where An is the area of the nth cell and LEn is the local error at 
the nth cell. 

Fig. 1. 676 cell Expedite mesh viewed from the top and bottom 
of the mesh. 

B. Correlation

The correlation coefficients between each estimator and the
exact or reference error for each mesh are shown in Table I, 
following the definition in [7]. 

TABLE I. CORRELATION COEFFICIENTS 

Geometry Pol. Jt ρe CWCD Jrec ρrec Res Ht

Sphere x 0.95 0.59 0.63 0.95 0.56 0.95 

Disk y 0.85 0.74 0.74 0.75 0.72 (NA) 

Almond y 0.85 0.88 0.89 0.84 0.87 0.87 

Almond z 0.29 0.26 0.33 0.16 0.24 0.30 

Expedite y 0.76 0.67 0.73 0.59 0.59 0.74 

Expedite z 0.47 0.43 0.49 0.44 0.39 0.75 

C. Discussion

Based on the results shown above, it can be seen that for
most cases the computationally cheaper discontinuity error 
estimation methods are just as accurate as the “industry 
standard” residual method. 
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Abstract—A full-size airplane model (the EXPEDITE-RCS model) 

was developed as part of a benchmark suite for evaluating radar-

cross-section (RCS) prediction methods. To generate accurate 

reference data for the benchmark problems formulated using 

the model, scale-model targets were additively manufactured, 

their material properties and RCS were measured, and the 

measurements were validated with a surface-integral-equation 

solver. To enable benchmarking of as many computational 

methods as possible, the following data are made available in a 

version-controlled online repository: (1) Exterior surface (outer 

mold line) of the CAD model in two standard file formats. (2) 

Triangular surface meshes. (3) Measured and predicted monostatic 

RCS data. 

I. INTRODUCTION

The radar cross section (RCS) of realistic airplane models—

complex models that cannot be described sufficiently with a few 

equations, drawings, or pictures—is used frequently to motivate 

advances in computational electromagnetics as well as to 

demonstrate capabilities of new methods (e.g., see [1]-[5]). 

Unfortunately, the published RCS data for such airplane models 

found by numerically solving the scattering problem—even if 

the computed results correlate well with independent physical 

measurements as in [1]-[3]—are generally impossible to 

replicate or corroborate [6]. It is also generally impossible to use 

the published data for such models to objectively compare the 
performance of a new algorithm, software, or hardware for 

predicting RCS to existing or future alternatives [7]. This is in 

part because complex models are almost never available to 

anyone but the authors of the study that used them—even the 

authors can lose access to the models and the ability to reproduce 

their published data over time. This article introduces a high-

fidelity airplane model to the Austin RCS Benchmark Suite [7]-

[11], a publicly available suite that is being developed to verify, 

validate, and benchmark modern and future computational 

methods for predicting RCS. It also describes various difficulties 

encountered when developing such models and the steps the 

authors followed to increase the likelihood that the model and 
its RCS patterns can be reproduced precisely and used 

independently to judge different RCS prediction methods.  

II. DEVELOPMENT OF THE EXPEDITE-RCS MODEL 

The benchmark airplane model is based on a test platform 

created by Lockheed Martin Aeronautics and collaborators as 

part of the ongoing expanded multidisciplinary analysis and 

design optimization for effectiveness based design technologies 

(EXPEDITE) program [12]. The major elements of the 

EXPEDITE program are structured to be as open as possible 

with a minimal amount of proprietary information [12], thus 

enabling public release of precise CAD models derived from 

the test platform. Thanks to this exceptionally favorable setup 

for collaboration, an airplane model could be rapidly developed 

for RCS benchmarking. 

Because of a lack of precedents for sharing geometrically-

complex targets, the authors faced numerous major choices 

during the development of the benchmark model. While aiming 

to maximize the model’s utility, the authors also had to manage 

the uncertainty in the RCS computations and measurements, in 
the amount/type/format of data to be shared, and in the process 

of releasing the model and building benchmark problem sets. 

This led to four major decisions: (i) While the EXPEDITE 

program’s test platform is architected as a fully parameterized 

geometry that enables multidisciplinary trade-off studies, a 

particular realization—referred to as the EXPEDITE-RCS 

model—was selected rather than an ensemble of potential 

designs (Fig. 1). (ii) The engine intake and exhaust cavities of 

the selected model would be closed at first (but can be opened 

in the future). (iii) Simple materials would be used at first. (iv) 

Scale-model targets would be additively manufactured and 
their RCS patterns would be measured carefully. Following 

these decisions, the model was developed in five steps.  

Step 1: Initial evaluation. The surface of the EXPEDITE-

RCS model was meshed in the same CAD software used to 

design the test platform [12]. The model’s RCS was computed 

assuming it was perfectly electrically conducting (PEC). The 

simulations were used to verify that the model was closed, its 

surface could be meshed properly, its RCS patterns were 

symmetric, and the results converged as the mesh was refined. 

Step 2: Preparation for manufacturing. The suitability of 

the original model for additive manufacturing was evaluated by 

specialists. Various geometrical features (e.g., sharp wing tips) 

Fig. 1. The surface of the EXPEDITE-RCS model visualized from the 

defeatured IGS file (left) and triangular meshes of the model’s nose and wingtip 
using an average edge length of ~2 in (middle) and ~0.25 in (right). 
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of the scaled model were deemed too small for accurate printing 

and the design was modified accordingly to respect the 

minimum feature sizes and tolerances of the 3D printing 

process, e.g., the airfoils’ trailing edges were thickened and the 

surface joints were blended. The modified design’s computed 

RCS patterns were also tested for symmetry and convergence. 

Step 3: Manufacture and measurement of scale models. 

Proportionally scaled resin targets of length ~18.4-in and ~9.2-

in were printed and their RCS were measured (Fig. 2) using the 

facilities and methodology detailed in [10],[11]. The targets 
were then coated with a highly conductive silver paint and 

their RCS were measured again. The measured data were 

post-processed and validated with simulations just as in [11]. 

A sample result is shown in Fig. 3; additional data and 

accompanying simulations, for both the metallized and resin 

targets at 2.58 GHz, 5.12 GHz, 7 GHz, and 10.25 GHz are 

available as part of the problem sets IV-A and IV-B in [9]. 

Step 4: Preparation for public release. To facilitate 

replicability of the model, its surface description was exported 

in STL and IGS file formats. The STL file was the one used in 

3D printing of the scale models. The IGS file was imported to 
a second more widely available meshing software to test the 

relative ease of independent mesh development. This revealed 

that there were 220 surfaces in the IGS file; many were artifacts 

from the test platform, including minute surfaces with edges 

that are smaller than 1 in. These could be merged easily with 

neighbors while ensuring tangential (C1) continuity with the 

help of a CAD tool. Other surfaces had to be first split into 

smaller sub-surfaces using iso-curves along edges shared with 

a neighbor; this also helped align edges of neighboring surfaces, 

resulting in a model composed of 108 surfaces that can be 

relatively easily meshed. While this defeaturing process led to 

minute differences between the old and new model surfaces, 
computations using the two models converged to visually 

identical RCS patterns. In addition to the STL and IGS files, a 

series of increasingly finer triangular surface meshes (coarsest-

finest: ~2 × 103 −~5 × 107 elements) are also shared in [9].  
Step 5: Publication and presentation. The model was first 

described in this article, shown at the conference, and made 

available in [9] at the time of the conference presentation.  

III. CONCLUSION

A realistic airplane model was developed to serve as a 
publicly available reproducible RCS benchmark target. To 
increase the utility of the model, metallized and non-metallic 

scale-model targets were additively manufactured, RCS 
measurements supported by simulations were performed and 
documented, and model files, meshes, measured RCS data, and 
computed RCS data were shared on an online repository [9].  
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Fig. 2. Left: The additively manufactured scale models before their support 

structures were removed and they were sanded and metallized. Right: The 

measurement of the ~18.4-in long model in the compact chamber.  
Fig. 3. Measured and computed HH-polarized monostatic RCS at 7 GHz for the 

~18.4-in long uncoated-resin model. The measured data are shown with a ±1 

dB uncertainty band [10]. The computed data were generated using the resin 
material properties in [11].  
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Abstract—We benchmark the accuracy and the speed of the 
Acceleware FDTD library vs XFdtd in simulating a microstrip 
patch antenna. The benchmark is based on the sampled electric 
and magnetic fields. The results show that Acceleware performs 
almost three times faster than XFdtd. The relative mean error is 
less than 2.0%. 

Index Terms—Acceleware, FDTD, microstrip antenna, XFdtd. 

I. INTRODUCTION

The finite-difference time-domain (FDTD) method is a well-

established and widely used technique in solving electro- 

magnetic (EM) problems [1]. Fast FDTD computations 

including those in many FDTD commercial solvers were 

achieved by utilizing graphics processing units (GPUs) [2]– 

[5]. However, it is necessary to verify the accuracy of the 

simulation of the electric (E) and magnetic (H) fields before 

fabricating real devices. In this work, the simulations on two 

established software packages are presented, Acceleware 

FDTD library and Remcom’s XFdtd. The Acceleware FDTD 

library is a bundle of C/C++ functions that can be used to build 

applications to solve EM problems [6]. In contrast, Remcom’s 

XFdtd is a full-featured EM simulation solver software package 

[7]. In this paper, the Acceleware FDTD library is benchmarked 

against XFdtd regarding the simulation of the E- and H-fields 

of a patch antenna. The hardware and implementation are 

described below. 

II. DESIGN and SIMULATIONS

For the benchmark, a rectangular microstrip patch antenna is 

simulated used in both XFdtd and the Acceleware application.  

Fig. 1 shows the dimensions of the antenna in yee-cells. Each 

yee-cell has dimensions, ∆𝑥 = 1 × 10−3 , ∆𝑦 = 9.9 × 10−4 , 

and ∆𝑧 = 9.41 × 10−4  meters. Since XFdtd presents a more 

polished interface and features, the modeling effort starts in the 

XFdtd package. The antenna design and material properties are 

provided in [8]. Initially, a voltage source with a Gaussian time 

pulse of a frequency range from 0 to 20 GHz is implemented. 

The S-parameters are extracted from the package to identify the 

antenna resonant frequency at 6.564 GHz. Then the excitation 

is substituted for a sinusoid with frequency 6.564 GHz. 

This work is partially supported by NSF Grant No. 1408007 and the 
University of Arkansas Chancellor’s Discovery, Creativity, Innovation, and 
Collaboration Fund Program. 

Fig. 1. Microstrip patch antenna model. All dimensions are given in 

yee-cells. (∆𝑥 = 1 × 10−3 , ∆𝑦 = 9.9 × 10−4 , and ∆𝑧 = 9.41 × 10−4

meters). 

Once the design is completed in XFdtd, the same antenna 

specification is modeled in Acceleware C/C++. A custom 

voltage source with the same frequency and sinusoidal time 

signal is implemented. Convolutional perfectly matched layer 

(CPML) is modeled based on [9], [10]. Uniform kappa and alpha 

values are used as 1 and 0 respectively, over seven layers of 

CPML. The matching layer covers all sides except the bottom 

one (in the z-direction), which is set to be a Perfect Electrical 

Conductor (PEC) and is used as the ground plane. Following the 

work in [1], [11], the time-step value ∆t is calculated as, 

∆𝑡 ≤
1

𝑐√
1

∆𝑥2+
1

∆𝑦2 +
1

∆𝑧2

,  (1) 

where, c is the speed of light and ∆x, ∆y, and ∆z are the yee-cell 

dimensions for free space in meters. 

A key part of the benchmark is to compare the E- and H-field 

data at the same yee-cell vertices in the two simulations. A 1:1 

mapping between spatial coordinates of the yee-cells is ensured 

in both models between XFdtd and Acceleware. In XFdtd, the 

near-field sensors are used to record the field data from the 

selected locations. The same locations are used in the C/C++ 

code to extract the E- and H-field data at those locations. In total, 

there are three sets of locations, each set containing at least four 

spatial coordinates. Each coordinate yields six data points, 

three for the E-field components and three for the H-field 

components in x-, y-, and z-directions.
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Fig. 2. Plot showing simulation times vs the number of FDTD cells. 

Fig. 3. Plot showing accuracy of the simulated E-x & H-x fields at yee-

cell coordinates (13, 11, 3). 

All XFdtd simulations are run on a Ryzen Threadripper 

2990WX 32-core CPU with 128 GB system memory, and a 

Nvidia GTX 1050 GPU, running on Windows 10. We test the 

Acceleware application on an Intel Xeon Silver 4110 8-core 

CPU with 128 GB of system memory, and a Nvidia Tesla V100 

GPU, running on CentOS 7. Field recording instruments are 

disabled in all simulation time tests. 

III. SIMULATION RESULTS

Fig. 2 shows the performance achieved by the Acceleware 

code vs XFdtd packages. Upon increasing the number of cells 

in the FDTD simulation, the execution times were measured for 

the time-marching loop. Each test was executed five times and 

the mean execution time was recorded. The results show that 

the Acceleware code performs significantly faster. However, 

this could be due to the use of the Tesla V100 compared with 

the GTX 1050 in the XFdtd simulation. 

It should be noted that when benchmarking field data, data 

recorded in XFdtd was used as the reference. Furthermore, to 

observe the difference between the two datasets, we calculated 

percentage error following the formulation of equation 2, 

𝐸𝑟𝑟𝑜𝑟 =
|𝐴−𝑋|

𝑋
 ×  100%, (2) 

where, X is peak values of |XFdtd| and A is peak values of 
|Acceleware|. Fig. 3 shows E- and H-field data simulation data 

in the x-direction at yee-cell coordinates (13, 11, 3) in space. 

The results show that the Acceleware code is in good accuracy 

agreement with the XFdtd package. The highest error calculated 

for all locations is less than 5%. Table I shows the mean and 

standard deviation of error at twelve locations in space for each 

field component averaged over 3000 time-steps. 

TABLE I: Table showing summary of Mean and Standard deviation 

of error 

Field E[x] E[y] E[z] H[x] H[y] H[z] 

Mean 0.46% 1.09% 0.55% 1.37% 0.28% 1.00% 

Stdev 0.36% 0.58% 0.45% 0.71% 0.27% 0.60% 

IV. CONCLUSION

We have shown that the Acceleware FDTD library-based 

code results are in good accuracy agreement with the commercial 

package XFdtd. The cases presented here demonstrate a mean 

error less than 2.0%. Furthermore, we have also demonstrated 

that with a state-of-the-art GPU, the Acceleware code achieves 

high-performance simulations. The Acceleware code performed 

almost three times faster than XFdtd. It should be noted that the 

hardware platform is not the same across the comparison. In the 

future, we plan to use identical hardware configurations in 

similar benchmarks. We are also working on modeling more 

complex configurations using the Acceleware FDTD library 

package. 
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Abstract—The performance of wearable and flexible antennas 

can be greatly affected by bending and crumpling. While these 

effects have been studied in the literature, the accuracy of 

simulation in these conditions should be considered. In this paper, 

the effects of accurate modeling of the excitation, and the 

supporting structures are investigated.  

Keywords—bending effects, flexible antennas. 

I. INTRODUCTION

Flexible electronics have been of interest due to their 
applications in wearable and the Internet of Things (IoT) [1]-[7]. 
In this context, many researchers have investigated various types 
of planar antennas on flexible substrate materials, e.g., textile 
[1]-[7], flexible 3D printed materials [6], and Liquid Crystal 
Polymer (LCP) [7]. There are multiple challenges in designing 
flexible antennas, e.g., material characterization, durable 
structural designs, feeding structures and matching network 
designs, and prediction of the effects of bending and crumpling. 

To understand the antenna’s behavior under various 
conditions such as bending and crumpling, electromagnetics 
simulation tools are used, however, it is often difficult to 
design a simulation setup that exactly mimics the details of 
measurement setups. In this paper, we intend to show the effects 
of some of the often missed details that can affect the accuracy 
of the simulation results. 

II. ANTENNA MODEL AND ANALYSIS

A. Antenna Model

To show the effects of excitation modeling, we chose an
antenna described in [7]. This antenna has a very thin layer of 
LCP (thickness 0.1 mm) as its substrate and is fed through a Co-
Planar Waveguide (CPW) line. The overall size of the antenna 
is 20 mm × 32 mm in its flat shape. The other dimensions are 
mentioned in Table 2 of [7]. All the measurement results are 
taken from this reference are referred to as “Measured_Ref”. 

B. Excitation Model Effects

All the simulations in this paper are performed using
ANSYS HFSS 2019 R3 [8]. There are various excitation models 
available in HFSS. The most common ones used for planar 
antennas are wave-port and lumped-port. We do not show the 
lumped-port model in the paper for brevity. The Lumped-port 
requires an additional structure to connect two ground planes of 
CPW that can lead to deviation from the measurements without 
careful consideration. We considered three types of Wave-ports, 
as shown in Fig. 1. This figure clearly shows the differences 
between the current distributions on the planar monopole for 
these three feeding methods. To investigate further one can 
examine the impedance seen by the port. Fig. 2 shows the real 

part of port impedance for various cases. While SMA 

(SubMiniature version A) model maintains the 50  impedance, 
even after bending the antenna in the H-plane, the other wave-
port models show a variation of impedance. Fig. 3 shows how 
these can affect the accuracy of the reflection coefficient 
compared to measured values for a flat antenna. 

SMA Connector with 
wave-port 

Wave-port centered at 
the center of the 

substrate 

Wave-port at the edge 
of the substrate 

Fig. 1. Comparison of three different excitation models in HFSS and the 

current distribution generated by them. 

Fig. 2. The real part of the port impedance of different types of excitation for 

flat and bent antenna models.  

Fig. 3. Reflection coefficient comparison for SMA and waveport fed antennas 

with the measured values (Measured_Ref) and simulated values 

(Simulated_Ref) obtained from [7]. 
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A. Bending and Support Material Effects

Fig. 4 shows the simulation results of bending the antenna
on a cylindrical surface with a radius of 10mm in the H-plane. 
We considered the H-plane bending since it has more effects on 
the feeding structure. Although the SMA model maintains very 

good matching to 50  (Fig. 1), the simulation results do not 
match the measurement (Fig. 4 (a)). In the initial attempt, we 
investigated the effects of conductor thickness or the CPW gap 
(parameter g in Table 2 of [7]) that could have been affected by 
the physical bending, however, these had a negligible effect on 
the results. A closer look at the photograph of the measurement 
setup in [7] shows that the antenna was bent on a supporting 
cylindrical structure (Fig. 4 (b)). The reference does not provide 
information about this material. Two different materials were 
used for 10 mm and 50 mm bending. In many situations, the 
effect of the supporting structure is neglected to simplify 
the simulation. This antenna has a very thin substrate and the 
support structure has affected the matching. By including a 0.7 

mm thick support structure (Fig. 4 (b)) of Plexiglas (r = 3.4) we 
found that the simulation better represents the measurements 
(Fig. 4 (c)). In this simulation first, we used a complete cylinder 
of Plexiglas, but it is also seen that the support structure is 
not exactly aligned at the SMA location. An estimated ring of 
vacuum was added to represent this misalignment. A similar 
investigation for bending with a 50 mm radius showed a support 

structure such as foam (r = 1.6) with 2.5 mm thickens can 
represent the support material (Fig. 5). 

(a) (b) 

(c) 

Fig. 4. (a) Reflection coefficient comparison for SMA fed bent antenna on a 

10 mm radius without a support structure, (b) support structure, and (c) 

reflection coefficient with a support structure, measurement data from [7]. 

B. Surface Curvature Transition Effects

Another detailed effect is the transition from the planar
surface to the bent shape. Due to the rigidity of the SMA 
connector, it is not possible to get a complete bent surface closer 
to the SMA connection. To include this effect, we connected a 
bent part to the planar part using a transition area, as shown in 

Fig. 6. A support structure of Polyester (r = 3.2) with 1.15 mm 
thickness was used. 

(a) (b) 

Fig. 5. (a) Reflection coefficient comparison for SMA fed bent antenna on a 

50 mm radius, and (b) support structure, measurement data from [7]. 

Fig. 6. Reflection coefficient comparison for SMA fed bent antenna on a 50 

mm radius with the transition from planar to the cylinder. 

III. CONCLUSIONS

The accurate simulation of flexible antennas requires 
attention to include details of measurement such as support 
structure, shape deformation, and accurate model of excitation. 
Due to the length of the paper, detailed examples will be 
provided in the presentation. 
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Abstract—A dual-polarized log-periodic antenna with 5:1 

bandwidth is considered for wideband, amplitude only direction-

finding applications. The proposed system is comprised of two 

identical, orthogonal, sets of trapezoidal log-periodic arms. The 

arms’ inclination from planar facilitates reduced back lobe 

radiation to improve directivity and efficiency once absorber is 

introduced. One arm of each polarization set contains a variable 

radius coaxial shell to achieve impedance matching such that the 

system impedance at the base of the antenna is matched to 50 

ohms. Analysis and design for the 3d printed direction-finding 

antenna system is accomplished using a commercial off the shelf 

(COTS) finite element method (FEM) solver.  

Keywords— 3d printing, direction finding, integrated feed, log 

periodic, wideband. 

I. INTRODUCTION

The relevance of amplitude only (AO) direction finding (DF) 

was reasserted with the ascension of most recent ultra-wideband 

spectral power measurement technologies, such as one 

demonstrated in [1]. This technology facilitates the need for 

wideband apertures to enable spectrum monitoring and DF 

without any gaps in frequency. Antennas with frequency 

independent behavior are desired, ideally with wide field of 

view and low gain rippling through frequency. These facilitate 

the decisive power ratios that are needed for meaningful AO-

DF. Several antenna classes are feasible for this application 

inclusive of sinuous antennas projected onto a pyramid [2]. An 

objectively difficult structure to manufacture, the impedance 

behavior required matching to 250 Ω, without consideration 

of a balun. In [3], a balun was demonstrated; however, the 

increased integration complexity and cost to the manufacturing 

process, make the entire system cumbersome to produce.  

Rectifying these shortcomings yields the proposed antenna 

system, Fig. 1. The trapezoidal log-periodic antenna in the 

pyramidal configuration is drastically simpler to manufacture, 

support, and feed. The addition of an integrated coaxial feed 

housed within the boom eliminates the need for a balun, 

effectively reducing the additional space, time, and cost 

resources a balun demands. The structure also lends itself to 3d 

printing technology, which can then be complemented with a 

metal plating process. Overall, this drastically reduces cost, 

duration, and complexity of manufacturing for the entire system. 

The system is designed for operation from 1.67 GHz to 8.525 

GHz using ANSYS HFSS. The patterns in both, the E-, and H-

plane need a wide field of view with minimal gain rippling. The 

reduction of the back lobe is desired to maximize the efficiency 

payoffs precipitated by the pyramidal structure, and to reduce 

the impact of surrounding radiators on patterns’ smoothness.  

Fig. 1. Proposed dual-polarized log-periodic antenna with integrated impedance 

transforming feed.

II. DUAL POLARIZED LOG-PERIODIC ANTENNA

The proposed configuration is comprised of two orthogonal 

two-arm log-periodic structures. In order to reduce the back lobe 

and minimize the impact the eventual absorber has on efficiency 

and pattern smoothness; the arms are placed at an incline. The 

system parameter ψ is the angle between the two arms, such that 

a planar structure has a ψ of 180. This, and the other parameters 

referenced in the design of this structure were summarized by 

DuHamel and Ore in [4]. The structure’s outer angle is the angle 

prescribed by the tips of the elements on either side of the boom, 

and the tip of the pyramid. This parameter, α, becomes coupled 

with ψ in the dual-polarized case; the outer angle of one structure 

dictates the minimum angle of incline for the other. An increase 

in α shrinks the height of the structure, but disallows aggressive 

inclination, increasing the back lobe. The width of the boom 

is also dictated by an angle, β, which has some pertinence to 

the stability of the device’s impedance. Element widths are 

described with a growth factor, τ, and selected based on a      This research is sponsored by the S2 Corporation under the contract 

S2-1004-17-01. 
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compromise between manufacturability and performance. The 

feed is a hollowed-out tunnel with a variable radius (to perform 

an impedance taper) that, after plating, serves as the outer 

conductor of a coaxial line. A dielectric and conductor from 

a COTS coax are modelled within the boom tunnel. However, 

to maximize efficiency of computational resources, the 

implemented system has a tip-located lumped port with reference 

impedance of 105 Ω, which represents the output port impedance 

of the internal transformer. Detailed parametric study resulted 

in antenna parameters shown in Table I. 

Table I. Chosen log-periodic parameters for system implementation

III. PERFORMANCE

VSWR < 2 was obtained across the band at both the lumped 

port (with respect to 105 Ω) and at the input of the integrated 

impedance transformer (with respect to 50 Ω), shown in Fig. 2. 

Fig. 2. Simulated VSWR for the proposed antenna system, demonstrating the 

impact of the integrated, impedance transforming feed.  

The gain at boresight and half-power beamwidth (HPBW) of 

the system are shown in Fig. 3. The gain is stable throughout 

the band of interest, whereas HPBW changes ±8 across 

bandwidth. While not demonstrated herein, the addition of an 

absorber reduces the back lobe, improves pattern stability, but 

decreases radiation efficiency. This reemphasizes the importance 

of the pyramidal nature (α-ψ tradeoff) to extract as much 

radiation efficiency from the system as possible by improving 

main beam efficiency, while not compromising the performance 

or overall system size. 

Fig. 3. Simulated boresight gain and HPBW from HFSS model featuring a tip-

located lumped port.  

To determine the behavior of the system as a direction-

finding subsystem, a custom numerical subroutine, implemented 

in MATLAB, was used. The system function, a combination of 

two duplicate radiation patterns, squinted at some angle, was 

generated. The ratio of powers at each angle was obtained, 

resulting in the direction-finding function. The slope of this 

function, shown in Fig. 4, demonstrates the system’s resolution, 

and correlates to its robustness to noise. In this case, the field 

of view is clearly 40 in the H-plane with near 0.5 dB/ slope 

throughout the band. The practical implications of the additive 

manufacturing process, including surface roughness and 

surface impedance is part of the future work. 

Fig. 4. Radiation pattern (top) in the H-Plane and derivative of the Direction-

Finding Function (bottom) for the dual-polarized log-periodic antenna system 

squinted at 25. 

IV. CONCLUSION

A dual-polarized, log-periodic antenna in pyramidal 
configuration is proposed. The approach leveraged an integrated 
feed to perform impedance matching, improve integration ease 
with COTS components, and remove the need for a balun. Good 
performance over 5:1 bandwidth is obtained from simulations in 
ANSYS HFSS, while maintaining a structure that lends itself to 
additive manufacturing processes.  The demonstrated field of 

view for the direction-finding function with 0.5 dB/ resolution 

is 40. 
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Abstract—This paper presents a thick origami foldable trav-
eling wave antenna. A typical microstrip rampart-line antenna
is appropriately modified to enable folding/unfolding capability
using a surrogate hinge. This antenna is designed on a 1.5 mm-
thick FR4 substrate circularly polarized at 3.4 GHz and exhibits
a peak gain of approximately 2.85 dB at broadside.

Index Terms—antenna, circular polarization, hinge, thick
origami, travelling wave antenna.

I. INTRODUCTION

The concept of physically reconfigurable antennas has been
recently introduced with origami antennas e.g., [1], [2]. Specif-
ically, origami antennas can transform 2D structures into a
3D ones with a prescribed way. This capability has been
extensively used in numerous applications, where efficiently
packing and easy deployment are needed, [3]. Also, origami
antennas have used the shape deformation of origami designs
to provide several reconfigurable characteristics, [4], [5]. Re-
cently the first thick origami array was introduced in [6]. This
array was a monolithic design (i.e., the antenna and its hinges
were fabricated using one PCB), which also exhibited better
performance compared to the corresponding design. Here, we
propose the first thick origami travelling wave antenna based
on a microstrip-line array.

Circularly polarized microstrip arrays are extensively used
in communication, remote sensing, navigation and radar sys-
tems because of their low-profile. They are classified into three
main categories: a) circularly polarized microstrip patches, b)
composite elements of electric and magnetic current source
elements, c) traveling wave arrays that utilize radiation due to
suitable discontinuities in traveling wave transmission lines.
Here, we use the third type of array and a hinge that allows
the array to fold/unfold while maintaining its electromagnetic
characteristics.

II. ANTENNA DESIGN

A. Circularly Polarized Microstrip Array Unit Cell

A circularly polarized 4x1 microstrip line array is designed.
Fig. 1 shows the unit cell used for the microstrip array
initially proposed by Hall, [7]. The unit cell is composed of
four right-angle bends as well as three lengths represented as
a = 3/8λg , b = 1/2λg , and c = 1/4λg . When these lengths
are appropriately chosen with respect to the guiding frequency,

This work was supported by the Air Force Office of Scientific Research
under grants FA9550-18-1-0191 and FA9550-19-1-0290, and the National
Science Foundation under Grant EFRI-1332348.

the radiated fields from the four right angle bends produce
circular polarization. At the four right angle bends, miters are
introduced in order to mitigate the susceptance resulting from
these discontinuities. To make the array foldable a surrogate
hinge (Fig. 2) is introduced between the two middle elements
(Fig. 3).

Fig. 1: Array unit cell.

B. Surrogate Hinge

The hinge used in this work was originally proposed by De
Figueiredo, [8]. Shown in Fig. 2, the hinge allows the array to
bend in either the clockwise or counter-clockwise direction
minimizing the stress on the antenna components. A main
advantage of this type of hinge is that both the array conductive
layout and the hinge can be fabricated using a milling machine
and a single PCB. Thus, a monolithic design can be fabricated
without the need of any additional manufacturing processes.
Results showing the impact of bending the hinge will be shown
at the conference.

Fig. 2: Surrogate hinge.
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Fig. 3: 4× 1 Traveling wave antenna.

C. Final Structure

The final design, shown in Fig. 3, encompasses the electro-
magnetic properties of the microstrip array and the flexibility
of the hinge, all on a single PCB. The 4-element array is
separated along the center of the array and is placed on the
two opposing sides of the hinge. The array is then connected
together with the use of a meandered line, which is guided
along the length of the hinge. Both electromagnetic and me-
chanical analyses are performed for the optimal incorporation
of the hinge. The corresponding results are not presented here
for brevity and they will be presented at the conference.

III. RESULTS

Fig. 4 shows the gain of the microstrip array with and
without the hinge employed. It can be seen that the array
without the hinge has a slightly wider beam, and also the
level of its side lobes is significantly lower. This is expected
since both dielectric and ground plane have been removed
due to the introduction of the hinge. However, the array with
the hinge radiates at the desired frequency of 3.5 GHz, with
a maximum gain of approximately 2.8 dB. Both arrays with
and without the hinge are circularly polarized. As shown in
Fig. 5 the proposed design shows an axial ratio ≤ 3 dB at
a wider bandwidth (3.19 GHz - 3.54 GHz) compared to the
design without the hinge (3.09 GHz - 3.34 GHz). The shift
of the circularly polarized bandwidth can be also attributed to
the modifications done on the hinge portion of the design.

IV. CONCLUSION

A thick origami traveling wave antenna with a hinge is
presented. The proposed design performs equivalently to the
standard non-origami design. Also, more sections can be easily
added in this configuration thereby creating a foldable array
that can be stowed in an area as large as its unit cell. This
provides significant savings in the antenna volume needed to
stow this antenna.
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Abstract—A compact size arrow shaped patch in a rectangular slot 
antenna is designed for 5G communications in the lower 3 to 6 GHz 
band. The antenna element is fed through a coplanar waveguide with 
partial ground plane for better impedance matching with 50 Ohms 
across the entire band. The maximum gain of a single element is 
3.8 dB at 3.7 GHz, while for linear arrays of 5 and 15 elements with 

uniform excitation the maximum gains are 10.9 dB and 16 dB, 
respectively. The 5 and 15 elements arrays provide scanning range 
with no significant degradation of the main beam up to 30˚ and 45˚, 
respectively. The properties of this antenna element makes it suitable 
for 5G wireless mobile devices and miniaturized base stations antenna 
arrays. 

Keywords—5G antenna, compact size, FDTD, wide-band. 

I. INTRODUCTION

In recent years, the establishment of the fifth-generation 
communication systems (5G) are getting more and more 
attentions [1], in which the antenna working as the wireless 
signal receiver and transmitter are facing the challenges of 
updating systematically due to the new licensed frequency band 
for 5G. The 5G frequency announced by the FCC in 2018 has 
the sub-6 bands like 3.55-3.7 GHz band and 3.7-4.2 GHz band, 
and higher frequency bands as 24.25-24.45 GHz band, 24.75-
25.25 GHz band, 27.5-28.35 GHz, 37-38.6 GHz, etc. [2]. 
Initially, 5G antenna designs are mainly focus on the sub-6 
bands due to the lower cost and lower manufacturing accuracy 
requirements. However, the wide-ranging bands at the sub-6 
range are enforcing the need for antennas covering these bands 
in a configurable mechanism. Reconfigurable antennas are 
usually consisting of other circuit elements that introduces 
losses and complications to the design [3]. An alternative 
approach is to design an antenna that support the entire sub-6 
GHz band with miniaturization and low cost in mind [4].  

In order to achieve a compact size antenna working at 
different bands within the 3 to 6 GHz range using single feeding 
port, an arrow-like patch/slot type antenna with partially 
grounded coplanar waveguide (CPW) feed is considered. CPW 
feeding configuration has several advantages such as low 
profile, low cost, and broader bandwidth relative to traditional 
microstrip line configuration [5]. 

_________________________________________________ 

*Adjunct Professor, Department of Elec. & Computer Eng., King
Abdulaziz University, Jeddah, Saudi Arabia

The finite difference time domain (FDTD) method is used 
for the current design simulation [6] and the numerical results 
for one element antenna is compared with the corresponding 
measured results of a fabricated prototype and simulated results 
using commercially available Ansys High Frequency Structure 
Simulator (HFSS). A linear array with 30˚ and 45˚ scanned 
beams are also simulated to show the future capabilities of this 
element in array configurations. 

II. ANTENNA DESIGN & STRUCTURE

The top view of the proposed antenna element is shown 
in Fig. 1 along with the fabricated prototype using an FR4 
substrate, with thickness of 1.6 mm, relative permittivity of 4.4, 
and loss tangent of 0.02. The footprint size of this antenna is 35 
(W) × 30 (H) mm2, which are 0.43λ × 0.37λ at 3.7 GHz. The
dash line in Fig. 1 (a) represents a partial metal ground plane at
the bottom side of the substrate with dimensions of 35 (W) × 3
(Hb) mm2. The above dimensions are optimized using the full
wave simulation software CEMS [8] which is based on the
FDTD method [6], but running on GPU. The other dimensions
of the antenna element in millimeters are: W = 35, H = 30, W1 =
23, H1 = 13, H2 = 10, Wp = 15.6, Hp = 7.2, Wf = 3.6, Hf = 12.4,
s = 0.4, Hb = 3. Fig. 1 (b) presents the fabricated single element.
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 (a)  (b) 

Fig. 1. (a) The proposed arrow shaped patch/slot antenna element. (b) 
Fabricated prototype element.  

To demonstrate the potential of this element in building a 
phased array base station antenna with miniaturized size and 
wide-band capabilities, a 5-elements and a 15-elements linear 
arrays were also simulated and sample results are presented. 
This design provides a good potential of multi-input and multi-
output (MIMO) antenna designs for 5G applications. 
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III. SIMULATED AND MEASURED RESULTS

The major simulation parameters used in CEMS are: 
dx=0.1, dy=dz=0.2 mm and 50,000 time steps with 10 layers of 

convolutional perfectly matched layer (CPML) boundary. 

 (a)  (b) 

Fig. 2. (a) Antenna element reflection coefficients, and (b) far-field gain 
pattern at 3.7-GHz. 

Fig. 3. A 5-elements linear array with size less than 2.65λ. 

   (a)  (b) 

Fig. 4. The 5-elements 3D far-field gain pattern at 3.7 GHz: (a) with 
uniform excitation; (b) with phase distribution for 30˚ scanned beam. 

The comparison between the simulation based on CEMS 

and HFSS and measured reflection coefficient of a single 

element antenna yields good agreement from 2.9 GHz to 5.9 

GHz as shown in Fig. 2 (a). The measured response covers two 

of the sub-6 bands for 5G: 3.55-3.7 GHz and 3.7-4.2 GHz. The 

far-field gain pattern of a single element at 3.7 GHz is shown 

in Fig. 2 (b) with maximum gain of 3.8 dBi at the broadside 

(θ=0˚).  

Fig. 3 shows the configuration of a 5-elements linear array 
which supports the operation in the sub-6 bands while 

maintaining coupling among the elements in the order or less 

than -20 dB. The 3D gain patterns for this configuration is 

shown in Fig. 4 for uniform and phased excitation with 0˚ and 

30˚ main beam directions, respectively. Similarly, the gain 

patterns for a 15 elements array are shown in Fig. 5. The gain 

of 1 element, 5, and 15 elements with uniform and phased 

excitation for scanning at 30˚ and 45˚ are listed in Table I.  

IV. CONCLUSIONS

A miniaturized, low-cost design of patch/slot antenna 

element and the corresponding linear arrays supporting the sub-

6 GHz frequency bands for 5G communications is presented. 

Higher gains and larger scanning range are achieved with the 

increase of number of elements in the linear array configuration 

without obvious deterioration in S-parameters or far-field 

characteristics. Good element to element isolation is observed, 

and scanning capabilities are predicted for larger number of 

elements. Future work will include the extension to two-
dimensional arrays. 

 (a)  (b) 

Fig. 5. Far-field gain pattern of the 15-elements linear array in xz plane 
at 3.7 GHz with size less than 8.31λ: (a) with uniform excitation; (b) 
with phase distribution for 45˚ scanned beam. 

TABLE I. BROADSIDE GAIN AT 3.7GHZ 

Element Numbers 

(N) 

Main Beam Direction 

(degree) 

Gain 

(dBi) 

N=1 0 3.8 

N=5 0 10.9 

N=5 30 9.4 

N=15 0 16 

N=15 45 12.4 
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Abstract─The implementation of passive and active linear circuit 

elements in cylindrical finite-difference time-domain technique 

(CFDTD) is developed. The updating equations for active element 

such as a voltage sources and passive elements such as resistors, 

capacitors and inductors are represented for elements located along 

one of the cylindrical coordinate’s independent parameters. The 

analytical solutions for simple circuit configurations are computed 

and used as a reference to verify and confirm the accuracy of the 

developed CFDTD formulation and numerical results. 

Keywords—cylindrical finite-difference time-domain, passive 

and active linear circuit elements. 

I. INTRODUCTION

Finite-difference time-domain (FDTD) is a technique 

which is used to solve Maxwell’s equations in time domain EM 

by using numerical approximation of the derivatives, mainly 

in the Cartesian coordinates system [1]. The FDTD is an easy 

technique since it does not require some complicated functions 

such as the Green’s functions to find the solution. Also, it 

handles complex geometries without further complications. In 

addition to these advantages, by using a source waveform like 

a Gaussian pulse, the solution of a wide spectrum of frequencies 

will be covered by solving the problem only one time. For 

cylindrical structure problems and especially near to the axis 

of rotation the FDTD formulation in cylindrical coordinates 

system (CFDTD) is required to yield high accuracy [2]. There 

are applications in which the CFDTD can be used such as 

in geophysics and petroleum engineering. One of these 

applications is the wireline logging which is a process of 

recording the formation’s rock properties [3]. 

This summary introduces the formulation and verification 

of integrating passive and active circuit elements in the CFDTD 

formulation to facilitate the simulation of the radiating elements 

such as dipoles and loops excited with voltage sources required 

for such applications.  

II. CFDTD UPDATING EQUATIONS

Field components where circuit elements are present in the 
computational domain needs special updating equations. Here, 

only the 
zE updating equation will be modified for a circuit 

element located between the nodes carrying this 
zE component.

Starting with the 
zE  updating as shown below: 
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and all other coefficients can be expressed from (3) in [2]. The 

parameters i, j, k represent the nodes in the  ,  , and z 

directions, respectively, while   and   are the step size 

in the   and   directions, respectively. The time step t  is 

given by (28) in [2]. All other fields updating equations can be 

expressed using the same methodology applied for 
zE . 

III. UPDATING EQUATIONS FOR PASSIVE AND ACTIVE

ELEMENTS 

The passive elements such as resistors, inductors and 

capacitors and active elements such as voltage sources are 

important components in any electromagnetics simulation. 

Here, any of these elements will be placed between nodes in z 

direction. Fig. 1 shows a general form of a simple circuit 

diagram where SV  and 
SZ are placed between two nodes and

LZ is placed one node a way in the   direction. In this paper, 

three cases will be presented. The first case, 
SZ is a resistor 

with a sinusoidal waveform as a voltage source. The second 

case, 
SZ is a resistor with a capacitor in series and in the third 

case 
SZ is a resistor with an inductor in series where a unit-step

function uses as a voltage source in the second and third cases. 

The 
LZ  for all cases is a resistor. For any of these cases, the 

updating equation for 
zE in (1) can be modified with the help

of term 
1

2 ( , , )
n

izJ i j k
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For the first case, we have: 
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for the second case, we used the recursive convolution method 

[1] and we get:
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and for the third case, we get: 
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where iA is the area normal to ( , , )zE i j k is given by:

2 .iA i      (5) 

Fig. 1. Simple circuit diagram in CFDTD. 

For all cases, the resistors are 50S LR R   , the capacitor 

is 1C nF and the inductor is 2.5L H . In Fig. 2 and Fig. 3, 

the sampled voltage across the load using the CFDTD 

simulation of the circuit and the corresponding analytical 

solution show very good agreement. 

IV. CONCLUSOIN

The validation of integrating passive and active circuit 

elements into the formulation and simulations using the 

cylindrical finite-difference time-domain is achieved. The 

developed code has been used to test other element positional 

possibilities in the CFDTD grid. Work is in progress to include 

nonlinear elements in this cylindrical formulation to address a 

larger array of electromagnetic problems.  

Fig. 2. Voltage across L LZ R using S SZ R .  

  (a)   (b) 

Fig. 3. Voltage across L LZ R using (a) S S CapZ R Z  ; (b) S S IndZ R Z  . 
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Abstract—Implementing a practical fourth order accurate in 

time and second order accurate in space finite difference time 

domain simulation using MATLAB is the goal of this paper. The 

formulation presented for the fourth order approximation is 

simple to integrate into an existing second order accurate in time 

and second order accurate in space formulation and well-

established code. The fourth order formulation has been verified 

and simulation accuracy is confirmed through the application of 

radiation from a single and an array of dipole antennas. 

Keywords—FDTD, finite difference time domain, fourth order 

approximation, higher order. 

I. INTRODUCTION

The finite difference time domain (FDTD) method is a 
highly effective method of numerically solving Maxwell’s 
equations in the time domain [1]. The standard derivative 
approximation is a second order accurate central differencing 
scheme for all derivatives in Maxwell’s equations (second 
order) [1]. This paper will present the implementation for a 
practical FDTD scheme using fourth order accurate central 
differencing derivative approximations in space and second 
order accurate central differencing derivative approximations in 
time (fourth order). Fourth order FDTD simulations allow the 
cell size of the simulation to grow while maintaining necessary 
solution accuracy. Larger cell sizes are imperative when 
geometries become electrically large and the computational 
memory becomes too excessive. Many other papers have 
studied the benefits of fourth order FDTD, but none have 
simulated practical antenna problems with a simple formulation 
[2], [3], [4], [5]. The goal of this paper is to present a fourth order 
formulation that is straightforward and at the same time can 
simulate practical problems such as antenna arrays. 

II. FOURTH ORDER FDTD FORMULATION

Fourth order FDTD can be simply derived by using fourth 

order accurate derivative approximations (equation 2) for 

spatial derivatives and using the second order accurate 

derivative approximation for the time derivative in Maxwell’s 

equations. Consider, for example, the 𝐸𝑥  component of

Ampere’s Maxwell equation as presented in [1]: 

1   
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Upon using the fourth order accurate approximation for the 

spatial derivatives, that is: 
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the updating equation of the 𝐸𝑥  component will take the
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Note that based on the above representation, if the second 

order derivative approximation is anticipated, making this 

second order FDTD, all what is needed is to change the 

definitions of 𝛼 and 𝛽. The other coefficients in equation (3) 

are the same for the second order and fourth order formulations. 

This makes the integration of this fourth order formulation into 

an existing second order code [1] rather simple. The updating 

equations for voltage and current sources as well as resistors 

and convolutional perfectly matched layer (CPML) can all be 

easily derived and integrated.  

III. 1D VERIFICATION EXAMPLE

      A simple 1D Gaussian wave propagating in free space was 

simulated with second order and fourth order formulations. The 

1D domain is 1 meter long discretized with 300 cells of air. The 

source is an infinite sheet of 𝐽𝑧  producing a Gaussian pulse

with 5 cells per 𝜆𝑚𝑖𝑛 . For second order, 20 cells per 𝜆𝑚𝑖𝑛  is

recommended [1] meaning this is a course grid.  

Fig. 1. The second order (right) and fourth order (left) 1D results. 
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As Fig. 1 shows the fourth order results have less dispersion 

than the second order results, showing the fourth order 

simulation is more accurate than the second order simulation. 

IV. PRACTICAL PROBLEM: THIN WIRE DIPOLE

Although many papers have presented the formulation for 

fourth order FDTD, none have simulated practical problems 

such as antenna problems complete with CPML boundaries, 

and sources and loads in terms of voltage sources, resistors, and 

other circuit elements [2], [3], [4], [5]. A thin wire dipole 

antenna simulation using the developed fourth order FDTD is 

presented here. The improved thin wire formulation from [1, 

Ch. 10] is used with the necessary modifications to implement 

fourth order FDTD. The length of the dipole is 20mm oriented 

in the Z-direction, with a center gap of 1 cell length for the 

voltage source. The cell size is defined by dx=dy=dz=0.25mm. 

The voltage source supports a Gaussian waveform with a max 

frequency when 20 cells are used per 𝜆𝑚𝑖𝑛  and an internal

impedance of 50Ω. A theoretical dipole transmits best when 

acting as a half wavelength dipole antenna [6]. Based on the 

length of this dipole, the minimum S11 reflection coefficient is 

predicted to be at 7.5 GHz. 

The minimum reflection coefficient in Fig. 2 (left) occurs at 

7.52 GHz which shows a difference of 0.27% when compared 

to the analytical expected value of 7.5 GHz. Additionally, 

the directivity in the x-y plane matches the expected isotropic 

radiation pattern for a half wavelength dipole antenna. 

Fig. 2. The simulation results for a dipole antenna, (left) is the amplitude and 
phase of the reflection coefficient for a wide frequency band, (right) is the 

directivity pattern in the x-y plane.  

V. PRACTICAL PROBLEM: THIN WIRE DIPOLE ARRAY

The real benefit of using fourth order FDTD is evident when 

simulating electrically large problems, such as antenna arrays. 

For simplicity and ease of comparison to analytical solutions 

a simple two element array of thin wire dipole antennas is 

simulated. The array is in the x-direction with a spacing of 𝜆/2 

= 20mm. The problem space setup and each antenna geometry 

match that of the antenna simulated in Fig. 2.  

Note that Fig. 2 (left) and Fig. 3 (left) do not match exactly 

because FDTD is a full wave solution technique and takes into 

account the coupling between the two antennas.  

As this is a simple two element uniform linear array, the 

normalized array factor without coupling can be written as 

follows [6]: 

   
1

cos cos
2


 

  
 

N
AF kd β . (5) 

The polar plot of the array factor has maximums at 𝜙 = 90𝑜

and 𝜙 = 270𝑜 and minimums at 𝜙 = 0 and at 𝜙 = 180𝑜.

Since the single element dipole directivity is isotropic in the 

x-y plane, the total directivity pattern of the array should match

the shape of the array factor. Fig. 3 (left) demonstrates this

fact, providing evidence that the fourth order FDTD produced

good results for an antenna array problem. Fig. 3 (left) also

demonstrates that larger arrays can be simulated using the

presented fourth order FDTD implementation. The larger the

array, the more computational advantage the fourth order

formulation will have over the second order formulation.

Fig. 3. The simulation results for an array of dipole antennas, (left) is the 

amplitude and phase of the reflection coefficient of the center element, (right) 

is the directivity pattern in the x-y plane for a ten-element array (solid blue) and 
the two-element array (dashed red). 

VI. CONCLUSIONS

This paper demonstrates a practical and straightforward 

implementation of a fourth order FDTD formulation. The 

formulation allows for the integration of thin wire, active and 

passive circuit elements, CPML, and other special formulations 

as presented in a second order formulation.  In order to confirm 

the validity and accuracy of the developed formulation the 

radiation from a single element and arrays of dipole antennas 

are performed leading to the expected results.  

Future work will include implementing fourth order 

simulations of circuit elements such as inductors, capacitors, 

and diodes. Additionally, fourth order handling of perfect 

electric conductor (PEC) objects will be explored. 
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Abstract—Debye modeling of dispersive, biological tissues 
allows for the numerical analysis of electromagnetic waves in the 
vicinity of a human body using the FDTD method. Three-term 
Debye expansion coefficients for 55 human biological tissues 
are determined via a two-step numerical solver. The Debye 
coefficients obtained predict precisely the complex permittivity 
of the experimentally available tissue data. 

Index Terms—Debye, dispersive media, FDTD method, 
frequency domain. 

I. INTRODUCTION

Several methods have been used to evaluate the EM energy 
absorbed/penetration in biological tissues. Among these 
methods is the finite-difference time-domain (FDTD) which 
is considered the most useful for calculating specific 
absorption rate (SAR) and temperature rise in human tissues 
due to electromagnetic radiation at multiple frequencies [1]. 
The traditional FDTD formulation can easily be modified to 
include the dispersive type properties of the human tissues, 
provided their parameters are presented in a Debye form [2].  

This paper focuses on providing Debye coefficient for 
55 different human tissues for electromagnetic applications 
supporting frequencies up to 100 GHz. This is an extension 
of similarly presented work which was only applicable to 20 
GHz [3]. Similar procedure to what was developed in [4] and 
[3] is applied here on tissues data obtained from [5] for a
frequency range from 100 MHz to 100 GHz. The accuracy of
the generated three-term Debye coefficients is verified by
comparison with the original data at different frequency
ranges.

II. EVALUATION OF DEBYE COEFFICIENTS

The Debye Model is best shown in the following compact 
form [6]: 

 ϵr(ω) = ϵ∞ + ∑ Δϵk
1+jωτk

N
k=1 ;   Δϵk = Ak(ϵs − ϵ∞) , (1) 

where: 
N: Number of Debye terms 
𝜖𝜖∞: Permittivity at high frequency 
Δ𝜖𝜖𝑘𝑘: Pole weight 
𝜏𝜏𝑘𝑘: Relaxation time. 

The measured data of tissue parameters obtained from 
[5] are then used with equation (1) to calculate the Debye
coefficients. Table I shows the relative permittivity and
conductivity for a sample biological tissue within the range
of 100 MHz to 100 GHz. The conductivity is converted to the
corresponding imaginary part of the complex permittivity:

      ϵ𝑟𝑟(ω) = ϵ′ − 𝑗𝑗ϵ′′ .  (2) 

Table I. Aorta parameters from [5] 

Frequency 
(GHz) 

Relative 
Permittivity 

𝝐𝝐′ 
Conductivity 

[S/m] 

0.100 59.780 0.462 
1 44.561 0.729 

10 32.673 9.127 
20 22.445 19.640 
50 10.934 34.895 
100 6.864 43.022 

Since the number of data points obtained from [5] were 
limited for further numerical processing, an interpolation 
process to generate a larger number of points for each tissue 
is accomplished via the MATLAB function “pchip.” Next, a 
two-step process is performed. First, the MATLAB function 
“invfreqs” is used to calculate the frequency transfer function 
from the data points,   

ϵ𝑟𝑟(ω) = ∑ 𝑏𝑏𝑘𝑘−1𝑁𝑁
𝑘𝑘=1 ω𝑘𝑘−1

∑ 𝑎𝑎𝑘𝑘−1𝑁𝑁+1
𝑘𝑘=1 ω𝑘𝑘−1 ,     (3) 

where N is the number of poles that is desired to have in the 
numerical fit and the ak and bk coefficients are computed 
using the “invfreqs” function. Next, the transfer function can 
be used to calculate the poles and weights for the Debye 
coefficients using the “residue” function as was previously 
done in [4] and [3]. 

III. RESULTS AND DISCUSSION

The large frequency range from 100 MHz to 100 GHz was 
divided into three sub-ranges, 100 MHz to 2 GHz, 2 GHz to 
20 GHz, and 20 GHz to 100 GHz and Debye coefficients 
were computed for each sub-range. The computed three-term 
Debye coefficients for some sampled tissues are listed in 
Table II for frequency range from 20 GHz to 100 GHz.  

The maximum percentage errors of these sampled tissues 
did not exceed 0.1% and 0.27% for 𝜖𝜖′ and 𝜖𝜖′′, respectively. 
The complete set of permittivity coefficients for the three 
frequency sub-ranges have been computed and will be 
presented. Fig. 1 shows excellent coincidence between the 
generated and original measured permittivity for the aorta.  

IV. CONCLUSION

Three-term Debye coefficients for 55 biological tissues are 
determined from a small set of measured data for frequency 
range from 100 MHz to 100 GHz. With a three-term fit the 
maximum normalized errors related to the 55 tissue types was 
found to be 3.047% and 3.958% for 𝜖𝜖′ and 𝜖𝜖′′, respectively.  
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With three-term Debye coefficients along with the 
FDTD formulations for dispersive type material, it is now 
possible to address many applications at high frequencies 
such as biomedical imaging and effect of radiation from 
5G devices on human body.  

Fig. 1. Permittivity vs. frequency using Debye three-term fit and interpolated 
raw data for the human aorta tissue from 20 to 100 GHz. 
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Table II. Three-term Debye parameters for frequency range of 20GHz-
100GHz 

Tissue 𝜀𝜀∞ ∆𝜀𝜀1 ∆𝜀𝜀2 ∆𝜀𝜀3 𝜏𝜏1x10^9 𝜏𝜏2x10^9 𝜏𝜏3x10^9 

Aorta 4.325 2.311 20.134 19.363 0.002 0.006 0.017 
Bladder 2.635 0.969 8.610 7.917 0.002 0.006 0.019 
Blood 4.498 3.684 32.111 26.674 0.002 0.006 0.021 
Bone 2.565 0.335 1.158 1.407 0.001 0.005 0.016 
Brain 4.428 3.123 25.887 20.355 0.002 0.006 0.019 
Breast 2.513 0.074 0.555 2.391 0.002 0.007 0.021 

Cartilage 4.371 2.030 11.251 25.934 0.001 0.006 0.020 
Cervix 4.410 3.058 25.632 19.530 0.002 0.006 0.018 
Colon 4.477 3.485 28.886 22.688 0.002 0.006 0.019 
Cornea 4.465 3.452 28.828 22.807 0.002 0.006 0.022 
Dura 4.602 3.754 19.037 19.513 0.002 0.006 0.019 
Eye 4.460 3.447 28.933 22.031 0.002 0.006 0.019 
Fat 2.566 0.339 1.182 1.424 0.001 0.005 0.016 

Bladder 4.246 2.373 42.606 16.075 0.002 0.007 0.024 
Heart 4.499 3.591 29.594 23.813 0.002 0.006 0.020 

Kidney 4.491 3.497 28.628 24.139 0.002 0.006 0.022 
Lens 4.376 2.803 23.427 18.053 0.002 0.006 0.017 
Liver 4.345 2.401 20.938 20.001 0.002 0.006 0.019 
Lung 4.418 3.061 25.394 19.870 0.002 0.006 0.018 

Lymph 4.494 3.673 30.674 23.645 0.002 0.006 0.017 
Muscle 4.490 3.793 29.742 19.355 0.002 0.006 0.017 

Nail 2.647 0.695 2.683 6.163 0.001 0.006 0.019 
Nerve 4.251 1.827 15.117 11.972 0.002 0.006 0.019 
Ovary 4.618 3.608 19.036 24.768 0.002 0.006 0.022 

Pancreas 4.494 3.673 30.674 23.645 0.002 0.006 0.017 
Prostate 4.504 3.766 31.554 24.101 0.002 0.006 0.019 
Retina 4.460 3.447 28.933 22.031 0.002 0.006 0.019 
Skin 4.030 0.125 32.419 22.833 0.001 0.007 0.161 

Intestine 4.506 3.796 31.520 28.688 0.002 0.006 0.027 
Stomach 4.542 4.036 33.756 25.919 0.002 0.006 0.018 
Tendon 4.251 1.611 14.119 27.539 0.002 0.007 0.018 
Testis 4.504 3.766 31.554 24.101 0.002 0.006 0.019 

Thymus 4.494 3.673 30.674 23.645 0.002 0.006 0.017 
Thyroid 4.494 3.673 30.674 23.645 0.002 0.006 0.017 
Tongue 4.451 3.348 27.925 21.646 0.002 0.006 0.017 
Tooth 2.647 0.695 2.683 6.163 0.001 0.006 0.019 
Uterus 4.511 3.804 31.844 24.425 0.002 0.006 0.019 
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Abstract ─ Nonlinear circuits are a key component in RF 

transceivers. Efficiency and power requirements for 5G 

communication are creating new challenges in simulation and 

modeling of nonlinear devices. An application of the finite-

difference time-domain (FDTD) method to nonlinear circuits 

comprising diodes is demonstrated. A frequency multiplier is 

constructed from a diode and a low-pass filter. The diode is 

simulated in the context of this circuit to demonstrate the 

formation of harmonics. 

Index Terms ─ FDTD, frequency multiplier, nonlinear. 

I. INTRODUCTION
Frequency multipliers are often employed in microwave 

communications devices operating at high frequencies, 

including those in the millimeter-wave region. Moreover, other 

devices share in the harmonic-generating property of a 

frequency multiplier, including nonlinear amplifiers and 

mixers. While harmonic-balance analysis has been a mainstay 

for the analysis of such devices, we demonstrate that the finite-

difference time-domain (FDTD) simulation technique has merit 

for certain types of nonlinear problem. 

A. Frequency multiplier theory of operation

The voltage-current relationship for an ideal diode is [1]:

𝐼𝐷(𝑉𝐷) = 𝐼𝑠 (𝑒
𝑉𝐷
𝜂𝑉𝑇 − 1). (1) 

Where 𝑉𝐷 is the voltage across the diode, 𝐼𝑠 is the saturation

current, 𝑉𝑇 is the thermal voltage of the diode, and 𝜂 is an

ideality factor. This equation may be rewritten to remove the 

exponential, by: 

𝐼𝐷(𝑉𝐷) = 𝐼𝑠 ∑
(
𝑉𝐷
𝜂𝑉𝑇

)
𝑛

𝑛!

∞

𝑛=1

. (2) 

If 𝑉𝐷 is a sinusoidal signal given by 𝑉𝐷 = 𝑎 cos (𝜔𝑡), then (2)

may be written as: 

𝐼𝐷(𝑡) = 𝐼𝑠 ∑
(
𝑎 cos(𝜔𝑡)

𝜂𝑉𝑇
)
𝑛

𝑛!

∞

𝑛=1

. (3) 

Taking only the terms 𝑛 = (1,2,3), and using trigonometric 

identities to simplify the exponents [2], the current may be 

approximated as: 

𝐼𝐷(𝑡) ≈ 𝐼𝑠

(

𝑎 cos(𝜔𝑡)

𝜂𝑉𝑇
+
𝑎2(cos(2𝜔𝑡) + 1)

4𝜂2𝑉𝑇
2

+
𝑎3(cos(3𝜔𝑡) − 3 cos(𝜔𝑡))

24𝜂3𝑉𝑇
3

)

. (4) 

From this expression, it is possible to see how a sinusoidal 

voltage across a diode is transformed into both even and odd 

harmonics of the fundamental frequency. Thus, the diode may 

be used in this capacity as a frequency multiplier.  

B. FDTD simulation

Problems in this work are simulated using the well-known

FDTD algorithm, based on discretizing the problem into a grid 

of Yee cells, and solving differential forms of Maxwell’s 

equations in the time domain. All results presented here are 

generated based on the code developed in [3].  

Simulation of the diode is performed by solving a modified 

form of (1) in order to update the values for electric fields in the 

region of the diode. This equation is solved iteratively using the 

Newton-Raphson method [3, Ch. 4]. 

II. SIMULATIONS AND RESULTS
To demonstrate FDTD simulation of a diode in the context 

of a frequency multiplier, we simulate two configurations. First, 

the diode is connected in series with a voltage source and a 50Ω 

resistor. Second, the diode is connected as a shunt device after 

a low pass filter. The configurations were simulated as circuit 

schematic models using the Transient simulation in Keysight’s 

ADS software [4], with ADS results plotted alongside the 

FDTD results for comparison. 

A. Diode in series with resistor

To test the diode updating equation in the context of a

simple circuit, a diode was placed in series with a 50Ω resistor 

as shown in Fig. 1 (a). Conductors between lumped elements 

were modeled using thin-wire approximations. The voltage 

source was configured to produce a 5 GHz cosine wave with a 

peak-to-peak voltage of 3 V, and an internal resistance of 50Ω. 
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Time-domain results from this simulation are plotted in Fig. 

2, where the diode is seen to rectify current traveling through 

the 50Ω resistor. The voltage across this resistor is plotted in 

the frequency domain in Fig. 3. In this plot, harmonics may be 

seen every 5 GHz, as a result of the diode’s clipping effect. 

B. Diode with low-pass filter

From the previous results, we see that the diode produces

numerous harmonics above 5 GHz. To make use of these 

harmonics for the function of frequency multiplication, it is 

necessary to place filters before and after the diode [5]. In this 

simulation, a low-pass filter is placed before the diode to 

prevent harmonics from reaching the source, as shown in 

Fig. 1 (b). Results from this simulation are plotted in Fig. 4: at 

port 1, only the excitation at 5 GHz may be seen. At port 2, 

following the diode, we see harmonics every 5 GHz as a result 

of the diode. Extension of this work to the FDTD simulation of 

transistors, as described in [6], is in progress. 

Fig. 2. Measured voltages for circuit with diode in series with 

resistor shown in Fig. 1 (a). 

Fig. 3. Frequency domain plot of voltage measured across 

series diode and resistor from Fig. 1 (a). 

Fig. 4. Frequency-domain plot of voltages at port 1 and port 2 of 

network with low-pass filter shown in Fig. 1 (b). 

III. CONCLUSION
As a proof-of-concept, we demonstrate an application of 

FDTD simulation to a circuit incorporating passive devices 

and a diode as a nonlinear circuit to analyze harmonics in 

microwave devices. From this result, we conclude that FDTD 

can be a useful method for modeling 3-D structures incorporating 

nonlinear devices. 
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 (a)  (b) 

Fig. 1. Circuit schematics for diode simulations. (a) Diode in series with resistor and (b) diode with low-pass filter. 
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Abstract—Sub-gridding errors for a 2D Finite-Difference 
Time-Domain (FDTD) simulation are compared for both the 
standard FDTD and Hybrid higher order FDTD cases. Sub-
gridding contrast ratios of 1:3, 1:9, 1:15, and 1:27 are considered 
and analyzed. A correlation is seen between the increase of 
contrast ratio with the increase of sub-gridding errors for both 
standard and hybrid cases. However, a trend of errors reduction 
when using hybrid formulations over standard formulations is 
apparent for each contrast ratio.  

Keywords—Finite-difference time-domain method, high order 
FDTD, numerical error analysis, sub-gridding. 

I. INTRODUCTION

Due to increased development in 5G and IoT technologies, 
FDTD sub-gridding methods are necessary for these 
electrically large simulation domains. A standard FDTD [1] 
requires the minimum number of Yee cells to be at least 10 
within the minimum wavelength [2]. Sub-gridding methods 
prove useful in accurately and efficiently analyzing 
electrically large domains with relatively low allocations of 
resources and memory. Sub-gridding consequently can lead to 
the appearance of errors caused by dispersion and stability [3-
5]. Electrically large subgrid regions can also lead to errors 
[6], an example is when conducting full wave simulation of a 
large antenna array of multiple wavelengths. The relative error 
that arises with increased electrical sizes of sub-gridded 
regions, was previously discussed independently from the 
contrast ratio for 1D and 2D FDTD simulations [7].  

This paper extends the work presented in [7] and will 
investigate the errors of 2D simulations with higher contrast 
ratios of 1:9, 1:15, and 1:27 using traditional 2nd order 
formulations as well as higher order FDTD methods. 

II. TWO-DIMENSIONAL FDTD DOMAIN

The 2D FDTD setup, as shown in Fig. 1, involves a 
Gaussian pulse propagating through a domain of 308 by 243 
cells in the x and y direction, respectively. Additionally, there 
is a subgrid region of 143 by 30 cells surrounding the source 
corresponding to about 7λ by 1.5λ. The considered Perfectly 
Matched Layer (PML) boundary consists of 10 coarse cells in 
all four directions.  

The outer dimensions of the domain in Fig. 1 is static for 
all considered contrast ratios with the size of the course grid 
remains constant. As the contrast ratio increases, the fine cell 
size (dxfine) decreases and thus creates a denser subgrid region. 
The parameters for each contrast ratio are outlined in Table I. 

All previously mentioned parameters hold true for both 
traditional 2nd order formulations (S22) as well as for the 
hybrid cases of 4th and 2nd order FDTD formulations (HS24). 
Specifically, for the hybrid case, a 2nd order approximation 
will be used in the subgrid region (fine grid) and a 4th order 
approximation will be utilized in the remaining outer domain, 
including the PML (course grid). This hybrid case will aim to 
reduce errors when comparing to a reference domain. This 
reference domain will consist of a uniform mesh with cell 
sizes corresponding to cell size of the sub grid region, i.e., 
dxfine and dyfine. This reference domain will be calculated with 
the traditional 2nd order approximation throughout based on 
the formulation in [1]. 

TABLE I. 2D DOMAIN PARAMETERS 

Contrast 
Ratio 

Coarse Cell 
Size (dx = dy) 

Fine Cell Size 
(dxfine = dyfine) 

Time Step 
Size (dt) 

# of Time 
Steps 

1:3 3 mm 1 mm 2.1 ps 3,000 
1:9 3 mm 0.33 mm 0.7 ps 9,000 

1:15 3 mm 0.2 mm 0.42 ps 15,000 
1:27 3 mm 0.11 mm 0.24 ps 27,000 

III. ERROR ANALYSIS

The normalized error for each S22 and HS24 case will be 
calculated by comparing to the reference domain described in 
Section II using the expression: 


𝑚𝑚𝑚𝑚𝑚𝑚(|𝐸𝐸𝑧𝑧,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑖𝑖,𝑗𝑗,𝑡𝑡)−𝐸𝐸𝑧𝑧,𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑟𝑟𝑠𝑠𝑠𝑠(𝑖𝑖,𝑗𝑗,𝑡𝑡)|)

𝑚𝑚𝑚𝑚𝑚𝑚(|𝐸𝐸𝑧𝑧,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑖𝑖,𝑗𝑗,𝑡𝑡)|)  × 100% 

Fig. 1. Example from [1, Section 7.5.2]: Line source simulated with a 2D 
FDTD code. Striped box respresents physical location of fine grid region. 
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Fig. 2. Normalized percentage errors for the 2D FDTD as described in Fig. 1 and Table I for 1:3 contrast ratio: (a) S22 errors and (b) HS24 errors. 
 
where the maximum absolute difference between the 
reference and the subgridded domain are compared for every 
time step at every location within the domain.  

IV. RESULTS & ANALYSIS

The S22 and HS24 errors are depicted in Fig. 2 for a 1:3 
contrast ratio. As shown, the errors for S22 are heavily 
concentrated outside of the fine grid region where the errors 
are increasing as they propagate outside of the fine grid 
region. In contrast, the error from the HS24 case is 
significantly lower outside of the fine grid region. The results 
for other contrast ratios are summarized in Table II. 

TABLE II. 2D DOMAIN PARAMETERS 

Contrast 
Ratio 

S22 
Errors 

Hybrid 
Errors 

Hybrid Improvement 
|𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑺𝑺𝑺𝑺𝑺𝑺 − 𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑯𝑯𝑯𝑯𝑯𝑯𝑬𝑬𝑯𝑯𝑯𝑯|

|𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑬𝑺𝑺𝑺𝑺𝑺𝑺|
× 𝟏𝟏𝟏𝟏𝟏𝟏% 

1:3 0.6168% 0.4202% 32% 
1:9 0.6971% 0.1803% 74% 

1:15 0.7036% 0.1614% 77% 
1:27 0.7061% 0.1550% 78% 

The purpose of using higher contract ratio is to be able to 
conduct simulations where certain areas of the domain have 
fine geometrical details. It is apparent that there is a trend 
of increasing errors for the S22 case as the contrast ratio 
increases. However, the use of proposed hybrid formulation 
reduces maximum errors to an acceptable level due to better 
matching of the numerical phase velocities between the 
subgrid region and the free space region while allowing for 
higher contrast ratio. 

V. CONCLUSION

The presented numerical results show strong 
improvement with the use of the hybrid formulations for 2D 

domains when fine discretization in sub areas, are required. 
This hybrid formulation becomes increasingly necessary 
when the contrast ratios increase as the sub-gridding using the 
standard S22 formulation yields increasingly worse errors. 
Further investigations will involve larger contrast ratios and 
extension to 3D simulation domains. 
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Fig. 2. Normalized percentage errors for the 2D FDTD as described in Fig. 1 and Table 1 for 1:3 contrast ratio: (a) S22 errors, (b) hybrid errors.
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Abstract ─ We evaluate the feasibility of a quantum 

monopulse radar, focusing on quantum illumination 

(QI) radars and quantum two-mode squeezing (QTMS) 

radars. Based on their similarity with noise radar, for 

which monopulse operation is known to be possible, we 

find that QTMS radars can be adapted into monopulse 

radars, but QI radars cannot. We conclude that quantum 

monopulse radars are feasible. 

Index Terms ─ Monopulse radar, noise radar, quantum 

illumination, quantum radar. 

I. INTRODUCTION
Quantum radars are sensors which exploit quantum 

mechanical phenomena in order to improve detection 

efficiency over conventional radars operating at the same 

frequency and transmit power [1,2]. One of the most 

important quantum mechanical phenomena is called 

entanglement, in which two signals share a very high 

correlation. Most quantum radar proposals exploit 

entanglement in order to improve the radar's ability to 

differentiate between signal and noise. An example of 

such a proposal is quantum illumination (QI) radar [3,4], 

one of the most widely studied types of quantum radar. 

Recently, a variation of QI radar called quantum 

two-mode squeezing (QTMS) radar was proposed [5-8] 

which is more practical to implement at microwave 

frequencies. A laboratory prototype that incorporates 

all of the components necessary in a QTMS radar has 

already been built. Preliminary results suggest that when 

a classical radar and a QTMS radar operate at the same 

frequency and power, the classical radar can achieve the 

same performance of the QTMS radar only when the 

coherent integration time is eight times as long as that of 

the latter [8]. 

In light of this large potential gain, one question 

which arises is whether quantum radars can support the 

same functions as conventional radars, e.g., SAR/ISAR 

imaging or interference suppression. Many such functions 

require an array of transmitters. We have shown that 

radar arrays based on certain types of quantum radars, 

such as QTMS radar, are indeed possible [9]. However, 

they require multiple quantum signal generators, which 

may not be practical in the short term. Then it is natural 

to ask the following question: is it possible to move 

beyond simple range-finding without the need for a 

quantum radar array? The central idea of this paper is to 

answer this question. 

Monopulse radars use two or more antenna elements, 

slightly offset from each other either in beam direction 

or in phase, to determine both range and direction from 

a single pulse [10]. Because such radars require only one 

(specially-designed) transmit antenna, it does not require 

multiple signal generators. In this paper, we will show 

that QTMS monopulse radars are feasible. 

II. NOISE RADARS, QTMS RADARS, AND

QI RADARS 
Standard noise radars [11] use conventional 

equipment such as an arbitrary waveform generator to 

generate two copies of a Gaussian noise signal (Fig. 1), 

one of which is retained for correlation (matched 

filtering) with the received signal. It is commonly 

assumed that these copies are exactly the same. This is 

not exactly true: a type of noise called quantum noise 

is inherent in all electromagnetic signals and becomes 

significant when signal power is low, spoiling the 

correlation between the copies [8,12]. 

QTMS radars [8] and QI radars (of the type 

described in [4]) overcome this by using an entangled 

signal generator. In this context, entanglement means 

that there exist correlations between the quantum noise 

components of the two Gaussian noise signals. The 

overall correlation between the pair of signals is thus 

higher than for a noise radar. From an electromagnetic 

perspective, all three types of radars emit the same 

type of signal; quantum entanglement only improves the 

correlation between the retained and transmitted signals. 

Classical electromagnetism as applied to antenna design 

still holds, at least to a first approximation. 
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Fig. 1. Block diagram illustrating the basic idea behind 

noise radar. 

The QTMS radar prototype described in [8] used 

a device called a Josephson parametric amplifier to 

generate the entangled Gaussian noise signals. The 

center frequencies of the signals were 7.5376 GHz and 

6.1445 GHz; the bandwidth was 1 MHz; and the transmit 

power (after amplification) was -82 dBm. The 7.5376 

GHz signal was transmitted through free space through 

a commercially-available horn antenna and was received 

at a similar antenna. This shows that the transmission of 

a quantum-enhanced signal does not require any special 

electromagnetic engineering. 

Apart from the signal generation step, QTMS radars 

and noise radars are exactly the same. In particular, they 

employ standard heterodyne detection. Therefore, the 

received signal and the internally retained signal can 

be measured separately. QI radars, however, require a 

sophisticated joint measurement between the received 

and retained signals, so the latter must be physically 

preserved until the echo arrives from the target. In effect, 

while QTMS radars and noise radars measure the 

retained signal and use the resulting measurement record 

as a reference for matched filtering of the received 

signal, QI radars use the physical retained signal for 

“matched filtering”. 

III. QUANTUM MONOPULSE RADARS
As we have seen in the previous section, all three

types of radars emit Gaussian noise signals. QTMS 

radars and QI radars use entanglement to enhance the 

correlation between the retained and transmitted signals. 

QI radars also employ a sophisticated joint measurement 

to correlate the received and retained signals, while noise 

radars and QTMS radars perform matched filtering after 

conventional heterodyne detection. These similarities 

and differences have a strong bearing on the feasibility 

of a quantum monopulse radar. 

One key insight is that noise monopulse radars have 

already been shown to be feasible [13,14]. The question 

of the feasibility of quantum monopulse radar then 

reduces to whether the similarities between noise radars, 

QTMS radars, and QI radars are sufficient to apply this 

result to the quantum case. 

We have already shown that all three types of radars 

transmit Gaussian noise; any “quantumness” lies not in 

the transmit signal itself, but in the correlation of that 

signal with a reference signal. Thus, the antennas used in 

a QTMS radar or QI radar need not possess any special 

electromagnetic characteristics beyond what is necessary 

in a conventional radar. This was experimentally 

demonstrated in [8]. There is no reason why either 

QTMS radar or QI radar would be incompatible with a 

transmit antenna designed for monopulse operation. 

At receive, however, the situation is different. Since 

QI requires a complicated joint measurement of the 

received signal with the retained signal, it is not possible 

to form the sum and difference signals required in a 

monopulse radar. This is not an obstacle for QTMS 

radar, which receives and processes signals in exactly the 

same way as a noise radar and can therefore generate the 

sum and difference signals as required. 

IV. CONCLUSION
There exists at least one type of quantum radar 

which can be adapted into a monopulse system, namely 

QTMS radar. At a conceptual level, all that is necessary 

is to replace the signal generator of a noise monopulse 

radar with an appropriate quantum signal generator. 

Compared to phased arrays, the monopulse solution is 

simple and inexpensive while still retaining good 

tracking capabilities. Therefore, a monopulse QTMS 

radar could be an important and inexpensive first step 

toward demonstrating that certain types of quantum 

radar can support functions beyond simple range finding. 

However, not all types of quantum radar are 

similarly adaptable: quantum illumination radar is an 

example of a system which is incompatible with 

monopulse operation. This serves as a warning that 

quantum radar is not monolithic: statements made about 

one type of quantum radar cannot automatically be 

applied to another. We would suggest, also, that quantum 

radar proposals not be evaluated solely on target 

detection performance, but also on whether they are 

compatible with functions such as monopulse operation. 
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Abstract—Mutual coupling is compensated in a four element
uniform linear receiving array using software defined radios.
Direction of arrival (DoA) is estimated in real-time for the array
with spacing d=λ/4. The decoupling matrix was measured using
a VNA for only one incident angle. After compensation the error
in DoA estimation was reduced to 5%. Comparing the DoA results
with d=λ/2 spaced Uniform Linear Array (ULA), 1.2% error
was observed. Although, the experiment was performed indoors
with a low SNR, the results show a substantial improvement in
the estimated DoA after compensation.

Index Terms—Direction of Arrival, LabView, Mutual Cou-
pling, Receiving Antenna Arrays, SDR.

I. INTRODUCTION

Direction of Arrival is an important aspect when consid-
ering receiving antenna arrays. However, mutual coupling
is a notorious problem in estimating the accurate angle of
arrival, if the elements of the array are placed closer than
λ/2 [1]. Using Software Defined Radios (SDR), Direction
Finding (DF) can be accomplished using the high-speed FPGA
of the SDR or doing the computation offline on a host
computer using Matlab, LabView or GNURadio [3]. SDR and
Universal Software Radio Peripheral (USRP) are often used
analogous, however, USRP paired with a host computer creates
a complete SDR system. In DoA estimation using SDR, the
receiving ULA are spaced λ/2 or greater to avoid coupling
[3–5]. The received voltages must be decoupled to estimate
the DoA, for spacing less than λ/2. In this work, for the first
time, mutual coupling has been compensated in real-time using
SDRs for a four element ULA with inter-element spacing of
λ/4 in receiving case and DoA is estimated. For this, the ULA
is illuminated by a plane wave and mutual impedances are
measured. After finding the decoupling matrix [1], the real-
time received voltages acquired by the SDRs are decoupled.
These voltages are then given as an input to MUSIC algorithm
to detect the DoAs. The implementation is done using NI
USRP and LabView.

II. PROPOSED SYSTEM DESIGN

The block diagram of the system is shown in Fig. 1. A
total of six USRPs are used along with OctoClock-G CDA-
2990 and a Gigabit Ethernet Switch (GbE) connected to a host

computer. Here, we use four NI USRP 2930 as RF receivers
and NI-USRP 2932 and Ettus USRP B210 as RF transmitters.
NI-USRP 2932 is used for calibration as Reference (Ref)
signal in order to synchronize the phase of all the RF receivers.
The phase is calibrated by physically wiring a 10 kHz tone Ref
signal from the USRPs TX1/RX1 port to each RX2 port of the
four receiving USRPs using a 4 port Wilkinson Power Divider.
Phase synchronization is the most important part of the setup
since this is the basic assumption for many DF algorithms.
Four antennas are attached to each RX1/TX1 port of the four
RF receivers. Furthermore, an external high accuracy time and
frequency reference (Octoclock) is used for RF local oscillator
synchronization and ADC timestamp alignment for the RF
receivers. This can be achieved by connecting the 10 MHz
reference clock and 1 PPS signal generated by the Octoclock
to the RF receivers. Since, we have used the NI USRP 2930
which is a combination of (N210+WBX+GPSDO), therefore,
the GPSDO must be manually disconnected in order to connect
the external reference clock and external PPS ports of the four
receiving USRPs with those of Octoclock, respectively. The
second transmitting USRP B210 is used as the incident target
source which transmits a tone of 100 kHz. The measurements
were taken for a fixed elevation angle θ=90◦ and the distance
between the transmitter (target) and receiving array was fixed
at 1 m for optimum results [3]. The details of the equipment
are mentioned in Table 1. The complete system can be seen in
Fig. 2. It should be noted that, all the measurements were taken
indoors in the Istanbul Medipol University (IMU) campus
building corridor which is a noisy atmosphere with multi-
paths, standing waves, and interference. Hence, the readings
are more realistic and the compensation in such a scenario
shows the robustness of the applied method.

III. MUTUAL IMPEDANCE MEASUREMENTS

The same ULA with four antennas at 2 GHz is considered
with a spacing d =λ/4. In this section, we first measure the
isolated voltages received by the four element ULA using a
VNA by measuring the S-parameters (S21) of the array [2].
A Log Periodic antenna was placed 1 m away to act as a
plane wave source with θ = 90◦ and φ = 90◦. Using the
method in [1], we find the decoupling matrix, which was
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used in LabView to decouple the received voltages at the RF
receivers. These measurements were performed separately but
in the same noisy environment as in Sec. II.

Fig. 1: Block diagram of DoA estimation system (left). Received signal
amplitude after calibration (right).

TABLE I: Experimental Setup

Item Detail

SDR NI USRP 2930 * 4, NI-USRP 2932*1, B210*1

Antenna JCG401 GSM Antenna*4, LogPeriodic LP0965*1

Frequency-Time Module OctoClock-G CDA-2990

Gigabit Ethernet Switch Tplink TL-SG108

Carrier Frequency 2 GHz

Antenna Array Spacing λ/2 , λ/4

MUSIC snapshot 3000

Sampling Rate 1 MHz

Platform LabView

IV. EXPERIMENTAL RESULTS

At the receiver, two signals are received, Ref signal and
target signal (Tx-1). These signals are separated using a digital
filter. The Ref signal is used for phase synchronization by
estimating the phase shift and then calibrating the phase and
gain of all the four receivers. The received signal before and
after phase synchronization is shown in Fig. 1 (right) and Fig.
3. The target signal is also calibrated and decoupled using
the measured decoupling matrix before being given as an
input to MUSIC algorithm. Two ULAs, with inter-element
spacing d=λ/2 and λ/4, were used for measurements. First,

Fig. 2 Experimental setup for direction of arrival estimation.

the general case of d= λ/2 was considered and DoA was
calculated for angles 0 to 60o in steps of 5o. Without using
a decoupling matrix, the target signal is directly fed to the
MUSIC algorithm. Next, the ULA with d=λ/4 is used and
DoA is estimated without using the decoupling matrix. Finally,
the mutual coupling is compensated by using the decoupling
matrix and the DoA is estimated. The results are shown in
Fig. 4 (left). The percentage error for d=λ/2 is 3.52%. The
results are highly erroneous when d=λ/4, with 9.81% error
and after compensation of mutual coupling the error is reduced

to 4.72%. The MUSIC spectrum for the case when DoA is
from φ = 60o is shown in Fig. 4 (right). It can be seen that
the compensated results for d=λ/4 are in close proximity to
those measured when ULA with d=λ/2 is used.

Fig. 3 Received signal. Before (left) and after (right) phase calibration.
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Fig. 4: DoA estimation for a four element ULA with d=λ/2 and d=λ/4
(with and without mutual coupling compensation). Estimated DoA vs Actual
DoA for θ = 90o (left). Spatial spectrum of MUSIC algorithm for DoA
detection of signal from θ = 90o, φ = 60o (right).

V. CONCLUSION

Mutual coupling is compensated in a four element receiving
ULA using SDR. Two ULAs were studied to see the effect
of coupling using a general case of d = λ/2 and coupled
case of d=λ/4 inter-element spacing. The decoupling matrix
was measured for the case of coupled ULA and then used to
decouple the received voltages in real-time. The initial results
show promising improvement in DoA estimation. Further
testing using different arrays and experimental testbeds will
be carried out in future work.
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Effect of Sparse Array Geometry on Estimation of
Co-array Signal Subspace

Mehmet Can Hücümenoğlu and Piya Pal
University of California, San Diego

Abstract—This paper considers the effect of sparse array
geometry on the co-array signal subspace estimation error
for Direction-of-Arrival (DOA) estimation. The second largest
singular value of the signal covariance matrix plays an important
role in controlling the distance between the true subspace and
its estimate. For a special case of two closely-spaced sources
impinging on the array, we explicitly compute the second largest
singular value of the signal covariance matrix and show that it
can be significantly larger for a nested array when compared
against a uniform linear array with same number of sensors.

Index Terms—Davis Kahan, Difference co-arrays, Sparse ar-
rays, Subspace Estimation.

I. INTRODUCTION

Sparse array geometries have recently gained significant
research interest [1]–[4] owing to several attractive benefits
over traditionally used uniform linear arrays (ULA), such as
the ability to identify O(P 2) uncorrelated sources using only
P sensors [1], [2], as well as lower Cramér-Rao bounds and
higher spatial resolution than ULAs with the same number of
spatial and temporal measurements [4], [5]. These enhanced
abilities are attributed to the fact that the difference co-arrays
of these sparse arrays contain a ULA segment (consisting of
consecutive lags around 0) of size O(P 2) that can be exploited
by algorithms such as co-array MUSIC [1], [4], [6] to resolve
more sources than sensors. However, the performance of
co-array based DOA estimation algorithms can potentially
deteriorate when the so-called signal subspace is not identified
properly. In this paper, we study how the geometry of sparse
arrays can influence the distance between the true signal sub-
space and its estimate for the special case of two narrowband
sources. We show that the second largest singular value of the
signal covariance matrix controls the mismatch between the
true and estimated subspaces. In general, greater the second
largest singular value, smaller the mismatch. Given a sparse
array and ULA with same number of sensors, we show that the
second largest singular value of the sparse can be significantly
larger than that of the ULA. We will use this result in future to
understand non asymptotic performance of sparse arrays with
closely spaced sources.

II. EFFECT OF SPARSE ARRAY GEOMETRY ON SIGNAL
SUBSPACE PERTURBATION

Consider a linear array of P antennas whose physical
locations are given by {dpλ/2, p = 1, 2, · · · , P}, where dp
belongs to an integer set S, |S| = P , and λ is the wavelength
of far-field narrowband sources impinging on the array. In this

Work supported in parts by NSF CAREER Award 1700506, ONR N00014-
19-1-2227 and the University of California, San Diego.

paper we consider the special case of two narrowband sources
with Direction-of-Arrival (DOA) θ1, θ2 ∈ (−π/2, π/2]. The
data vector y ∈ CP consisting of measurements collected at
the P antennas is given by:

y = Ax + n. (1)

Here A = [a(θ1) a(θ2)] is the array manifold matrix where
a(θi) = [ejπd1sin(θi) . . . ejπdP sin(θi)]T represents the array
steering vector corresponding to the direction θi. Furthermore
x = [x1, x2]T is the vector of complex amplitude of the two
sources and n represents the additive noise at the P antennas.
Role of Difference Co-array: If we assume that the source
amplitudes x1, x2 are zero-mean statistically uncorrelated ran-
dom variables, and the noise is zero-mean white and statisti-
cally independent of x, the correlation matrix of y is given
by:

Ryy = APAH + σ2
nIP , (2)

where P = diag(p1, p2) is a diagonal matrix with p1 =
E(|x|21), p2 = E(|x|22) and E

(
nnH

)
= σ2

nI. Notice that the
cross-correlation between the measurement at the mth and kth
antennas is given by:

[Ryy]m,k =
2∑
i=1

ejπ sin θi(dm−dk)pi + σ2
nδ[m− k]. (3)

In other words, the cross-correlation depends on the pair-
wise difference {dm− dk} between the sensor locations. This
naturally leads to the notion of a difference set [1].

Definition II.1. The difference set of a set of integers S is
defined as DS = {di − dj |di, dj ∈ S}.

Given a sensor array S, we can associate a “virtual
difference co-array” whose element locations are given by
the set DS. We can also define an integer Nmax as the
largest integer such that {0, 1, . . . , Nmax} ⊂ DS. In this case,
the set US = {0, 1, · · · , Nmax} is called the “Non-negative
ULA segment” of the difference co-array. We can extract
Nmax+1 entries Rm,n of the data correlation matrix such that
{dm − dn} ∈ US and collect them in a vector z ∈ CNmax+1

[1]. Using (3), it can be shown that:
z = AUSp + σ2

ne, (4)

where AUS ∈ C(Nmax+1)×2 is the array manifold matrix
corresponding to a ULA with element locations given by the
set US and e = [1, 0, 0, . . . , 0] is a canonical basis vector
in CNmax+1. It is well-known that for specially designed
sparse arrays such as nested and coprime arrays [1], [2],
Nmax = Θ(P 2) whereas for ULA, Nmax = Θ(P ). The
large difference set of sparse arrays can be utilized to localize
more sources than sensors using the so-called co-array MUSIC
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algorithm [1], [4], [6]. In this paper, we investigate how the
large difference co-array of nested arrays helps to characterize
subspace estimation errors.
Distance between Perturbed and True Signal Subspaces:

Let ẑ be an estimate of z obtained from the sample
covariance matrix R̂yy. Then, we have:

Toep(ẑ) = AUSPA
H
US

+ H, (5)

where Toep(ẑ) represents a Hermitian Toeplitz matrix whose
first column is ẑ and H = Toep

(
σ2
ne + ẑ− z

)
captures

the effect of noise and estimation error. The co-array signal
subspace is defined as the span of the co-array steering vectors
corresponding to the source directions θ1 and θ2 and is given
by [4]:

Sca = Range (AUS) . (6)

Algorithms such as co-array MUSIC [1], [4] aim to obtain
an estimate of this subspace, which is subsequently used for
identifying the DOAs using similar principle as the classical
MUSIC algorithm [7]. A popular practice is to use the follow-
ing estimate of Sca:

Ŝca = Range
(
Û
)
, (7)

where the columns of Û ∈ C(Nmax+1)×2 are the singular
vectors of Toep(ẑ) corresponding to the two largest singular
values. It is obvious that the accuracy of DOA estimation
crucially depends on the subspace estimation error, which in
turn, depends on the array geometry. Let U be an orthogonal
basis for Sca. Let σ2 be the second largest singular value of
AUSPA

H
US

. If σ2 > ‖H‖2, we can use Davis-Kahan theorem
[8] to bound the distance between the true subspace and its
estimate as:

dist(U, Û) = ‖UUH − ÛÛH‖2 ≤
‖H‖2

σ2 − ‖H‖2
. (8)

Here, ‖H‖2 is the spectral norm of the matrix H. The
condition σ2 > ‖H‖2 is also related to the assumption of
“no subspace swap”, which is crucial for analysis of co-
array MUSIC [4]. We next explicitly characterize the role of
co-array geometry in determining how large σ2 can be by
considering two array geometries: ULA and nested array. Let
L = Nmax+1 and β = (sin(θ1)−sin(θ2))/2 is the normalized
angle distance. Using the fact that the smallest eigenvalue of
AH

US
PAUS is equal to the second largest singular value of

AUSPA
H
US

, we explicitly compute the second largest singular
value of AUSPA

H
US

as:

σ2 =
L(p1 + p2)

2
−

√(
L(p1 − p2)

2

)2

+ p1p2
1− cos(2πLβ)

1− cos(2πβ)
.

(9)
Notice that σ2 grows linearly with L = Nmax +1, when other
quantities are held constant. Recall that for a ULA, Nmax =
P − 1 and for a nested array, Nmax = bP2 c(d

P
2 e + 1) [1].

Therefore, for a nested array, σ2 grows quadratically with the
number of sensors P whereas for a ULA, it only grows linearly
with P . This is illustrated in Fig. 1. In Fig. 2, we plot σ2 as
a function of β which is the normalized separation between
source directions. For most values of the separation between
sources, σ2 for the nested array is significantly larger than that
of a ULA.
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Fig. 1. Dependence of σ2 on the number of antennas P for nested array and
ULA. Here, p1 = p2 = 1 and β = 1
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Fig. 2. Dependence of σ2 on β for nested array and ULA. Here, P = 10
for both arrays and p1 = p2 = 1.

III. CONCLUSION

We studied the effect of sparse array geometry on co-
array signal subspace estimation. For the special case of two
sources, we explicitly characterized the second largest singular
value and how it controls the distance between the true signal
subspace and any estimate. In future, we will use these results
to characterize non-asymptotic performance of sparse array
based DOA estimation algorithms.
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Abstract—In this paper, the singularity expansion method (SEM) 
is used to improve the signal-to-clutter ratio of radargrams obtained 
with a ground penetration radar (GPR). SEM allows to select the poles 
of the GPR signals corresponding to unwanted signals, clutter, and 
also reflections of specific buried objects. A highly reflective metallic 
material was used to assess the use of SEM as a tool to eliminate 
unwanted reflections and signals produced by a GPR. Selected clutter 
poles are eliminated from each frame of the SAR image in order to 
keep only desired poles for analysis. Finally, the reconstructed 
radargram obtained applying SEM is compared with the image 
obtained using a well-known processing technique. Results show that 
the proposed technique can be used to straightforwardly remove 
undesired signals measured with GPRs. 

I. INTRODUCTION

Ground penetrating radar (GPR) is a widely used method for 

subsurface inspection through the analysis of reflected pulsed 

signals. In the last decades, it has been used for humanitarian 

demining in combination with metal detectors [1]. Although 

anti-personal mines can be detected with this technique, there 

are still challenges in detecting and identifying improvised 

explosive devices with low metallic content since similar 

scattered signals are measured from clutter [2]. Clutter includes 

unwanted signals due to antenna crosstalk, ground reflections, 

buried rocks reflections, among others. 

Radargrams are images that are produced from scans of the 

GPR signals. A radargram is made up of impulse response 

functions (IRFs) taken in different physical positions around an 

axis, generating a synthetic aperture radar (SAR) image. For 

this reason, relevant information is not directly revealed in a 

radargram and mathematical processing is needed to highlight 

the information it generates. Clutter removal techniques 

include background removal, filtering, wavelet reconstruction, 

deconvolution, among others [4]. This variety of techniques 

shows that still there is not a clear tool to reduce the clutter from 

GPR images. In this work, singularity expansion method 

(SEM) is proposed for clutter removal. SEM allows the 

representation of a signal as a combination of exponentially 

damped and/or non-damped sinusoids with specific parameters 

(i.e., frequencies and damping factors) [3]. These singularities 

can provide information related to the physical characteristics 

of the soil and buried objects. 

Fig. 1. Radargram obtained with raw data. 

II. EXPERIMENTAL SETUP

For the experiment, an aluminum pyramid-shaped object was 

placed over a floor formed of a layer of ceramic and steel. Both, 

the pyramid and the floor present high reflectivity and both are 

easily visible in the SAR image. The acquisition system is 

composed by an Ultra-Wideband Ground Penetration Radar 

(GPR-UWB), a Vivaldi antenna with a bandwidth from 300 

MHz to 3 GHz, and a computer. It was suspended in a XY 

positioning system which scans over a distance of 120 cm with 

a total of 216 frames during each sweep. 

III. DATA PROCESSING

In Fig. 1 a raw radargram is presented. Since the same 

antenna is being used for transmitting and receiving, the 

transmitted pulse is first visualized in Fig. 1 (i.e., yellow and 

blue lines along the radargram). Then, lower intensity signals 

coming from the object and floor reflections are registered. 

However, the object cannot be easily appreciated in this raw 

data. 

A. Background Removal

Background removal, which is a commonly used technique,

can be applied [4]. This technique subtracts from the image 

the average of all the frames, which mostly represent the 

background. As shown in Fig. 2, some details are highlighted. 

Although the object now can be identified, there are also strong This work is supported by Universidad Nacional de Colombia under project 

No. 41771/2018. 
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reflections from the floor and collateral reflections that can 

difficult the reading of this image. 

Fig. 2. Radargram using background removal as processing technique. 

B. Application of SEM to the Radargram

As an alternative, the radargram was processed using SEM.

A particular implementation of SEM called Matrix Pencil 

Method (MPM) was used [3]. This representation allows to 

have a set of poles that contain the signal of each frame in the 

complex plane. Then, the clutter poles can be identified and 

removed from the analysis. In our case, poles due to reflections 

of the laboratory floor are removed from each radargram frame. 

After removing undesired poles, the signal of each frame is 

reconstructed using 16 poles. 

C. Pole Removal Method

To remove undesired poles from the signal, first unwanted

poles are identified. Similar to the background removal 

technique, the average of all frames is calculated and its poles 

are taken as clutter. Then, these poles are removed from each 

frame. An explored alternative for pole removal is windowing 

the complex plane and eliminating undesired poles. This 

method can eliminate substantial characteristics of the signal 

and can produce singular matrices for closely spaced poles. 

Another assessed alternative is direct subtraction of poles. In 

this method, the average value of the complex poles of the 

clutter is directly subtracted from each frame. This is achieved 

defining the entire radargram as an Apm matrix, where p is the 

number of poles and m the number of frames as follows: 

.

Then, from the reconstructed signals with a lower number of 

poles, a new radargram is generated. As the removal is not 

clean, there are subtractions that make the clutter poles to 

concentrate on the origin, mitigating its effect and even 

generating positive poles. For this reason, an additional step of 

applying the classical background removal technique is still 

required. Fig. 3 shows the radargram obtained by applying 

poles removal and background removal, where 1 < p < ∞ and 

m = 223. In the figure, the object is clearly highligted from the 

background and the floor reflections are almost deleted. After 

the processing few relevant poles are maintained (i.e., less than 

10) producing a sparse matrix and loss of resolution in the

image.

Fig. 3. Radargram using SEM and background removal. 

IV. DISCUSSION

Results show that the proposed method can generate a 

selective filtered radargram if the complex poles of the image 

are properly manipulated. The method of direct substraction 

of poles has the issue that generates very large gain and also 

introduces virtual components in frequency. Although the 

results presented here are preliminary, promising features of 

this technique, such as the elimination of known reflections, 

were demonstrated in this paper. 
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Abstract—We consider direction of arrival (DOA) estimation
from long-term observations in a noisy environment. In such an
environment the noise source might evolve, causing the stationary
models to fail. Therefore a heteroscedastic Gaussian noise model
is introduced where the variance can vary across observations
and sensors. The source amplitudes are assumed independent
zero-mean complex Gaussian distributed with unknown variances
(i.e., source powers), leading to stochastic maximum likelihood
(ML) DOA estimation. The DOAs are estimated from multi-
snapshot array data using sparse Bayesian learning (SBL) where
the noise is estimated across both sensors and snapshots.

Index Terms—Heteroscedastic noise, sparse reconstruction.

I. INTRODUCTION

With long observation times, parameters of weak signals can
be estimated in a noisy environment. Most analytic treatments
analyze these cases assuming Gaussian noise with constant
variance. For long observation times the noise process is likely
to change with time leading to an evolving noise variance. This
is called a heteroscedastic Gaussian process. While the noise
variance is a nuisance parameter, it still needs to be estimated
or included in the processing in order to obtain an accurate
estimate of the parameters of the weak signals.

We resolve closely spaced weak sources when the noise
power is varying in space and time. Specifically, we derive
noise variance estimates and demonstrate this for compressive
beamforming [1]–[4] using multiple measurement vectors
(MMV or multiple snapshots). We solve the MMV problem
using sparse Bayesian learning (SBL) [2], [5], [6]. Further
details is in the paper [7] and demonstrated on real data [8].

We base our development on our fast SBL method [5],
[6] which simultaneously estimates noise variances as well as
source powers. For the heteroscedastic noise considered here,
there could potentially be as many unknown variances as the
number of observations. We estimate the unknown variances
using approximate stochastic ML [9], [10] modified to obtain
noise estimates even for a single observation.

Let X = [x1, . . . ,xL] 2 CM⇥L be the complex source
amplitudes, xml = [X]m,l = [xl]m with m 2 {1, · · · ,M} and
l 2 {1, · · · , L}, at M DOAs (e.g., ✓m = �90� + m�1

M
180�)

and L snapshots for a frequency !. We observe narrowband
waves on N sensors for L snapshots Y = [y1, . . . ,yL] 2

CN⇥L. A linear regression model relates the array data Y to
the source amplitudes X as:

Y = AX+N. (1)

The dictionary A=[a1,...,aM ]2CN⇥M contains the array
steering vectors for all hypothetical DOAs as columns, Further,
nl 2 CN is additive zero-mean circularly symmetric complex
Gaussian noise, which is generated from a heteroscedastic
Gaussian process nl ⇠ CN (nl;0,⌃nl). We assume that the
covariance matrix is diagonal and parameterized as:

⌃nl =
NX

n=1

�2
n,l

Jn = diag(�2
1,l, . . . ,�

2
N,l

), (2)

where Jn = diag(en) = eneTn with en the nth standard basis
vector. Note that the covariance matrices ⌃nl are varying over
the snapshot index l = 1, . . . , L. The set of all covariance
matrices are ⌃N = {⌃n1 , . . . ,⌃nL}. We consider three cases
for the a priori knowledge on the noise covariance model (2):
I: We assume wide-sense stationarity of the noise in space and
time: �2

n,l
= �2 = const. The model is homoscedastic.

II: We assume wide-sense stationarity of the noise in space
only, i.e., the noise variance for all sensor elements is equal
across the array, �2

n,l
= �2

0,l and it varies over snapshots. The
noise variance is heteroscedastic in time (across snapshots).
III: No additional constraints other than (2). The noise vari-
ance is heteroscedastic across both time and space (sensors
and snapshots.)

We assume M>N and thus (1) is underdetermined. In the
presence of only few stationary sources, the source vector xl

is K-sparse with K⌧M . We define the lth active set Ml =
{m 2 N|xml 6= 0}, and assume Ml=M={m1,...,mK} is
constant across all snapshots l. Also, we define AM2CN⇥K

which contains only the K “active” columns of A.
We assume that the complex source amplitudes xml are in-

dependent both across snapshots and across DOAs and follow
a zero-mean circularly symmetric complex Gaussian distribu-
tion with DOA-dependent variance �m, m = 1, . . . ,M ,

p(xml; �m) =

(
�(xml), for �m = 0

1
⇡�m

e�|xml|2/�m , for �m > 0
, (3)

p(X; �����) =
LY

l=1

MY

m=1

p(xml; �m) =
LY

l=1

CN (xl;0,�), (4)
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Fig. 1. Single source at DOA �3�, array SNR = 0 dB, noise standard
deviation statistics: (a) true noise parameters, (b) average estimated noise
parameters from SBL (100 simulations), (c) a typical SBL estimate, and (d)
average across simulations and snapshots.

i.e., the source vector xl at each snapshot l2{1,···,L} is mul-
tivariate Gaussian with potentially singular covariance matrix,

� = diag(�����) = E[xlx
H

l
; �����], (5)

as rank(�)=card(M)=KM (typically K ⌧ M ). Note that
the diagonal elements of �, i.e., ������0, represent source powers.
When the variance �m=0, then xml=0 with probability 1.
This likelihood function is identical to the Type II likelihood
function (evidence) in standard SBL [2], [5] which is obtained
by treating ����� as a hyperparameter. The estimates �̂���� and b⌃N

are obtained by maximizing the likelihood,

(�̂����, ⌃̂N) = argmax
��0, ⌃N

log p(Y; �����,⌃N). (6)

The goal is thus to solve (6) and the active DOAs M is where
�̂���� > 0. The SBL algorithm solves (6) by iterating between
the source power estimates �̂���� derived in this section and the
noise variance estimates ⌃̂N. Assuming �old

m
and ⌃yl given

(from previous iterations) we obtain the following fixed point
iteration for the �m [5] (b = 0.5 ):

�new
m

= �old
m

P
L

l=1 |yH

l
⌃�1

yl
a
m
|2

P
L

l=1 a
H
m
⌃�1

yl am

!b

. (7)

II. EXAMPLE

An example statistic of the heteroscedastic noise standard
deviation is shown in Fig. 1 for a 20 element array with a
single source. The standard deviation for each sensor is either
0 or

p
2 (Fig. 1(a).) The estimates of the standard deviation

are in Figs. 1(b), 1(c). Average of estimated noise (Fig. 1(b))
resembles well the true noise (Fig. 1(a)) whereas the sample
standard deviation estimate (Fig. 1(c)) has high variability—
each estimate is based on just one observation. Given many
simulations and snapshots, however, the mean of the estimated
standard deviation is close to the true noise (Fig. 1(d)). Three
noise cases are simulated: (a) Noise Case I: constant noise
standard deviation over snapshots and sensors, (b) Noise Case
II: standard deviation changes across snapshots with log10�l⇠

0 
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 (°

)

(b) Noise Case II

-30 -25 -20 -15 -10 -5 0  5  10
SNR (dB)

0 

10

20

(c) Noise Case III

Fig. 2. Root mean squared error (RMSE) vs. SNR with the three sources
at {�3�, 2�, 50�} and power {10, 22, 20} dB. The RMSE is evaluated over
100 noise realizations.

U(�1,1), and (c) Noise Case III: standard deviation changes
across both snapshots and sensors with log10�n,l⇠U(�1,1).

In Fig. 2, we consider three sources located at [�3, 2, 50]�

with power [10, 22, 20] dB. The complex source amplitude is
stochastic and there is additive heteroscedastic Gaussian noise
with SNR variation from �35 to 10 dB. The N=20 elements
sensor array with half-wavelength spacing observe L=50
snapshots. The angle space grid [�90:0.5:90]� (M=360). The
single-snapshot array signal-to-noise ratio (SNR) is SNR=
10log10[E

�
kAxlk22

 
/E
�
knlk22

 
]. The simulation shows that

for Noise Case III (Fig. 2(c)) best results are obtained when
estimating the full noise covariance matrix (green line, SBL3).
Thus, the simulation demonstrates that estimating the noise
carefully gives improved DOA estimation at low SNR.
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estimation in heteroscedastic noise,” Signal Processing, 161:63–73,
2019.

[8] K. L. Gemba, S. Nannuru, and P. Gerstoft, “Robust ocean acoustic
localization with sparse Bayesian learning,” IEEE J Sel. Topics Signal
Process., 13:49–60, 2019.
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Abstract—Metasurfaces offer the potential to realize large 

SWaP (size, weight, and power) reduction over conventional optical 

elements for their ability to achieve comparable functionalities 

in ultrathin geometries. Moreover, metasurfaces designed with 

phase change materials offer the potential to go beyond what 

is achievable by conventional optics by enabling multiple 

functionalities in a single reconfigurable meta-device. However, 

designing a single metasurface geometry that simultaneously 

achieves multiple desired functionalities while meeting all 

bandwidth requirements and fabrication constraints is a very 

challenging problem. Fortunately, this challenge can be overcome 

by the use of state-of-the-art multi-objective optimization 

algorithms which are well-suited for the inverse-design of multi-

functional meta-devices. 

Keywords—inverse-design, metamaterials, metasurfaces, 

nanoantennas, optimization, reconfigurable. 

I. INTRODUCTION

Metasurfaces are the two-dimensional counterparts to 
metamaterials in that that they enable designers to engineer the 
behavior of electromagnetic waves at surfaces and interfaces 
as opposed to volumetric wave manipulation more commonly 
associated with bulk metamaterials [1]. Moreover, due to their 
ability to replicate traditional optical functionality in an ultrathin 
geometry [2], metasurfaces have the potential to disrupt optical 
system design by achieving massive SWaP (size, weight, and 
power) reduction and enabling applications not previously 
possible with heavy conventional systems [3]. To this end, 
phase-gradient metasurfaces have garnered tremendous interest 
for imaging applications due to their ability to exploit the 
generalized form of Snell’s law [4] and bend electromagnetic 
waves in ways not possible with traditional spherical glass 
lenses. Such metasurfaces achieve their behavior through an 
intelligent pattering of nanoantennae (also known as “meta-
atoms”), which are designed to achieve a desired complex 
transmission and/or reflection behavior. For imaging 
applications, the need for highly transmissive applications has 
necessitated that the nanoantennae be composed of dielectric 
materials due to their low loss [5]. However, most dielectric 
metasurface designs typically achieve only a single functionality 
which can limit their ability to supplant conventional lenses in 
the system design process. Meanwhile, phase change materials 
(PCMs) possess tunable dielectric permittivities which can be 
exploited to synthesize reconfigurable metasurface devices such 

as beam-steerers, optical shutters, spectral filters, and adaptive 
focal length lenses [6]–[9]. While PCMs offer the ability to 
realize multi-functional meta-devices, they bring with them a 
significant expansion of the degrees of design freedom available 
to the designer. Consequently, the inclusion of PCMs in the 
system can significantly increase the difficulty of the inverse-
design process making more traditional optimization approaches 
intractable for optical designers. Fortunately, there exists a 
number of optimization techniques for meta-device optimization 
including recent developments such as topology optimization 
[10], deep learning [11], and multi-objective optimizers [12]. In 
fact, multi-objective optimization (MOO) algorithms are the 
natural choice for the inverse-design of multi-functional meta-
devices since all functionalities can be each represented by 
a single objective and simultaneously optimized [13], [14]. 
This paper presents a brief introduction to multi-objective 
optimization and its potential for synthesizing high-performance 
multi-functional PCM-based metasurfaces. 

II. MULTI-FUNCTIONAL META-DEVICE OPTIMZIATION

Unlike traditional single-objective optimizers which only 
find a single optimal solution, MOO algorithms generate a set 
of optimal solutions called the Pareto set. When visualized in 
objective space, these solutions can help designers understand 
the tradeoffs inherent between competing design objectives 
(e.g., size versus efficiency or bandwidth). For reconfigurable 
meta-devices, these objectives can be the desired optical 
functionalities at various states of the PCM (e.g., amorphous 
and crystalline). Fig. 1 presents a hypothetical solution space 
for a reconfigurable PCM-based meta-device. The solid line is 
the Pareto front which is a continuous surface that contains all 
solutions in the Pareto set. In this example, there is a clear 
tradeoff between achievable performance in material states 1 
and 2. While the ideal solution in which the device exhibits the 
maximum theoretical performance in both states is unachievable, 
the MOO algorithm is able to present the user with a range of 
solutions and their tradeoffs from which they can select the 
design that best attains their desired performances. When 
applied to optical metasurface design, the MOO algorithm can 
be assigned a unique cost function per available diffraction 
order allowing the user to simultaneously maximize the 
performance at each order while also providing tradeoffs for 
multi-diffraction order performance. For example, consider the 
metasurface supercell shown in Fig. 2. Due to the supercell 
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periodicity the m = -2, -1, 0, +1, and +2 diffraction orders 
are available to couple into. When paired with PCM materials, 
such a supercell could steer into one order (e.g., +1) in the 
amorphous state and into another order (e.g., +2) in the 
crystalline state. In fact, switching between steering into single 
or multiple orders is possible if the optimizer is given an 
appropriate set of user-defined cost functions. Moreover, the 
supercell can also be optimized to switch between transmission 
and reflection modes which gives the designer tremendous 
flexibility in achieving functionalities that can disrupt 
conventional optical device design. 

Fig. 1. Visualization of a hypothetical multi-objective optimization problem for 
a reconfigurable PCM-based meta-device. 

Fig. 2. Metasurface supercell concept with multiple pathways for the incident 
wave to couple into. Such a supercell is perfectly suited for a MOO algorithm 

as multiple performances can be simultaneously maximized. 

III. FUTURE WORK

Note that, while multi-objective optimization is a generic 
paradigm, there are a number of unique multi-objective 

algorithms designers can employ in their inverse-design 
procedure. Moreover, different algorithms can offer designers 
with unique functionalities or geometrical creation capabilities. 
For example, the Multi-Objective Optimization with TOLerance 
(MOTOL) algorithm can yield designs with robustness as an 
explicit objective [15] while the Multi-Objective Lazy Ant 
Colony (MOLACO) algorithm [16] can synthesize contiguous 
three-dimensional structures to realize true bi-anisotropic 
metamaterial unit cells.   
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Abstract—The scattering parameters of a time-modulated two-
coupled-cavity system are obtained using coupled mode theory
and verified using the finite-difference time-domain method. We
find that a suitably tailored time-modulation of the cavities allows
for switching the output on and off. The proposed functionality
can be used in direct amplitude modulation of an optical carrier
from a frequency-modulated RF message.

Index Terms—cavity resonators, finite-difference time-domain
method, switch, time-varying circuits.

I. INTRODUCTION

Linear time-invariant photonic systems form the backbone
of many modern optical signal processing systems. However,
material nonlinearities [1] and time-variation [2], [3] can be
exploited to extend the design space of photonic device func-
tionality. This presentation introduces a linear time-varying
photonic switching device. We show how RF modulation of
the refractive index of two coupled cavities can switch the
output from on to off. This device functionality can be used
for direct amplitude modulation of an optical signal using a
phase or frequency modulated RF signal.

II. COUPLED CAVITIES

Fig. 1 is a schematic depiction of two coupled resonant cav-
ities each of which is coupled to a waveguide. The resonance
frequency and loss rate of each cavity in isolation is ω0 and γ,
respectively. Temporal coupled mode theory (CMT) [4] can be
used to obtain the resonances of the two-cavity coupled system
by diagonalizing:

d

dt

[
a1(t)
a2(t)

]
= −i

[
ω0 κ
κ ω0

] [
a1(t)
a2(t)

]
−
[
γ 0
0 γ

] [
a1(t)
a2(t)

]
, (1)

where aj(t) is the field amplitude in the jth resonator and κ is
the coupling rate between the cavities. The coupled eigenstates
are given by a±(t) = [a1(t) ± a2(t)]/

√
2 with frequencies

ω± = ω0 ± κ. Fig. 1 depicts the qualitative nature of the
modes of the two-cavity system. Essentially a+(t) is an even
combination of the isolated cavity modes, and a−(t) is an odd
combination of the isolated cavity modes.

In this work, the effect of time-modulation of the refractive
index of the cavities is investigated. The time-modulation is
modeled as a perturbation to the cavity resonance frequency
in the CMT analysis. Including the time-modulation term as

ω
0

ω
0

κ
s
i1

s
r1

d s
i2

s
r2

d

x

x

a
+

a
–

Fig. 1. Top: schematic depiction of two coupled resonant cavities each of
which is coupled to a waveguide. Bottom: example depiction of the spatial
part of the coupled-cavity fields.

well as coupling to the input and output waveguides, the CMT
equations can be written as:

ȧ = [−iΩ− iδΩ(t)− Γ]a +
√
2DTsinc, (2)

where a =
[
a+(t) a−(t)

]T
, Γ is a diagonal matrix with γ

on the diagonal, Ω is given by:

Ω =

[
ω0 + κ 0

0 ω0 − κ

]
, (3)

and

D =
1√
2

[
d d
d −d

]
. (4)

d is the coupling rate between the cavity and the waveguide.
sinc =

[
si1 si2

]T
is a vector describing the incident field

amplitudes in ports 1 and 2. In the presence of waveguide
coupling, the loss rate decomposes into γ = γi + γc where
γi is the intrinsic cavity loss rate, and γc is the loss rate due
to cavity coupling. The loss rate is related to the waveguide
coupling parameter d via d2 = 2γc [4].

In the isolated cavity basis we choose the time-modulation
term to take the form:

δΩiso(t) =

[
δω cos(ωmt) 0

0 −δω cos(ωmt)

]
, (5)

where the refractive indices of the two cavities are modulated
at a frequency ωm and π out of phase. This time-modulation
term introduces a spatial perturbation with odd parity. The
result is coupling between the even and odd coupled-cavity
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modes. This can be seen by inspecting δΩiso(t) in the
coupled-cavity basis [3]:

δΩ(t) =

[
0 δω cos(ωmt)

δω cos(ωmt) 0

]
. (6)

Fig. 2 (a) shows how one could implement the schematic
system of Fig. 1. We start with a one-dimensional photonic
crystal consisting of air holes etched into an InP semiconductor
waveguide. The cavities are formed by removing two sets
of three holes. The coupling between the cavities (κ) is
controlled by the number of holes between the cavities, and
the waveguide coupling (γc) is controlled by the number of
holes on either side of the cavities. The index modulation is
performed by applying electrodes to either side of the cavity
and applying a voltage. The applied voltage is sinusoidal with
frequency ωm. The applied signal is inverted when applied to
cavity 2.

~ v(t)
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Fig. 2. (a) Schematic depiction of the two-coupled-cavity system modeled
using two-dimensional FDTD. (b) The transmission (|S21|2) and reflection
(|S11|2) coefficients of the cavity system in (a) when no modulation is applied.
(c) The transmission and reflection coefficients of the cavity system in (a)
when modulation is applied and chosen according to Eqs. 10 and 11.

The scattered wave amplitude into ports 1 and 2 is given
by:

sref = −sinc + Da, (7)

where sref =
[
sr1 sr2

]T
represents the amplitudes of the

outgoing waves in ports 1 and 2 [4]. Fig. 2 (b) displays
the reflection and transmission spectra for incidence from
port 1 calculated using CMT and simulated using the two-
dimensional finite-difference time-domain (FDTD) method.
The two reflection dips and transmission peaks resulting from
the coupled-cavity resonances are clear. We chose the coupling
rate so that the power throughput would be high (> 80%)
at the resonance frequencies ω0 ± κ. The throughput power
approaches 100% as γi/γc → 0. There is good qualitative
agreement between the CMT and FDTD simulation results.

III. MODULATED CAVITIES

To solve the CMT equations when the modulation
is turned on, one must introduce the ansatz a±(t) =

∑
n a±,ne

−i(ω+nωm)t and solve for the Fourier series coef-
ficients a±,n. The equations governing a±,n are:

[−i(ω + nωm − w0 − κ) + γ]a+,n+

δω

2
(a−,n+1 + a−,n−1) = dsi1δn,0, (8)

and

[−i(ω + nωm − w0 + κ) + γ]a−,n+

δω

2
(a+,n+1 + a+,n−1) = dsi1δn,0, (9)

assuming incidence from port 1. To solve these equations we
keep only the n = −1, 0, 1 harmonics. More harmonics can
be kept in the solution which will improve agreement between
CMT and simulation and experimental results, but it becomes
more difficult to obtain analytic design rules. With only zeroth
and first order harmonics, we find that if ωm and δω are chosen
as:

ωm =

√
3γ2 + 4κ2

5
, (10)

and

δω =
√

8(ω2
m + γ2), (11)

then the throughput power at ω0 ± κ (which was nominally
above 80%) goes to zero. Fig. 2 (c) shows the output spectra
when the modulation is applied and set according to Eqs. 10
and 11 which corresponds to ωm = 0.0005 and δω = 0.0017.
Qualitatively, the transmitted and reflected spectra switch roles
when the modulation is applied. In these simulation results, the
output swings from above 0.8 without modulation to below
0.06 using the proposed modulation scheme. This represents
a switching ratio of 11.2 dB. Because the throughput is
proportional to ωm around the set point Eq. 10, this device
functionality would allow one-step amplitude modulation of
an optical carrier wave from a frequency or phase modulated
RF signal.

IV. CONCLUSION

This work shows how temporal CMT can be used to obtain
design rules that leverage time-modulated coupled cavities
to perform novel optical signal processing. We show how a
truncated Fourier series provides acceptable comparison to
FDTD simulation results. The presentation will also discuss a
method by which we use Fourier analysis to obtain scattering
spectra using FDTD simulations with time-varying refractive
indices.
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Abstract—Optical metasurface is a recently emerged paradigm 
for controlling light propagation, which enables implementation 
of ultra-compact optical devices with extended functionalities. 
Nowadays the main challenge in the field is to realize active 
metasurfaces with high quality, high efficiency, and large tuning 
range. Here we present a design approach for constructing a two-
state reconfigurable metalens made of low-loss optical phase-
change material (O-PCM). The metalens design is capable to 
produce diffraction limited focusing, large change in focal length 
(from 1.5 mm to 2mm), and decent focusing efficiency of about 
20% in both states. The proposed design methodology is generic 
and can be easily extended towards constructing metasurfaces, 
which can switch between two or more arbitrary phase maps.  

Keywords—GSST, metasurface, metalens, PCM, phase change 
materials, reconfigurable optics. 

I. INTRODUCTION

Planar periodic arrays of subwavelength antennas, also 
termed as metasurfaces, open up new functionalities for light 
manipulation as well as lead to optical components with 
substantially reduced SWAP-C characteristics. Due to the small 
volumes of used material, metasurfaces are also a suitable 
platform for constructing optical devices which characteristics 
can be modulated or tuned after fabrication. Numerous 
approaches have been proposed to realize metasurface switching 
[1]. However, demonstated methods, especially non-mechanical 
ones, either suffer from low efficiency or have a tiny tuning 
range.  

Recently we developed a new class of chalcogenide glasses, 
Ge-Sb-Se-Te (GSST) [2]. This material is a low-loss optical 
phase change material (O-PCM), which can switch between 
amorphous and crystalline states. In mid infrared the material 
transition causes drastic change in refractive index (∆n > 1) 
while still maintains low losses (k ~ 0.02) in both states. 

II. DESIGN OF A VARIFOCAL METALENS 

The proposed metalens is composed of a patterned 1-µm 
thick GSST film on top of a low-index CaF2 substrate [3]. Fig. 
1 depicts the concept of the metalens operation. When meta-
atoms are in amorphous state, collectively they focus the 
transmitted optical power to a focal spot f1 = 1.5 mm. After 
GSST was transitioned to crystalline state, the primary focal 
spot moves to position f2 = 2mm.  

Fig. 1. (a) Operation principle of a reconfigurable bifocal metalens: in 
amorphous light is primarily focused at a distance f1 = 1.5 mm, and in 
crystalline state – f2 = 1.5 mm. (b) Modulation of focal spot position is driven 
by the change in the metasurface phase-profile shape: blue and red curves 
correspond to amorphous and crystalline states, respectively. 

Metasurface focusing capability is dictated by the phase map 
pattern. For a standard metalens, spatial phase profile is a 
hyperbolic function. By modulating refractive index of the meta-

DARPA Extreme Optics and Imaging (EXTREME) program under contract 
number HR00111720029. 
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atoms, we can change the shape of phase profile, hence switch 
the focal distance (Fig. 1 (b), blue and red curves). 

The final 2D phase maps corresponding to amorphous and 
crystalline states are shown in Figs. 2 (a) and (b), respectively. 
Initially we generated ideal (continuous) phase maps by 
employing Kirchhoff diffraction integral method, then the 
continuous phase maps were discretized into four phase-levels 
of 0°, 90°, 180°, and 270°. For achieving “pixel-by-pixel” 
transitioning between the two discretized phase maps, we 
searched for a group of 16 meta-atoms with specified responses 
in the two states. In a more general case, one would have to 
utilize a library of mn meta-atoms, where m is a phase-map 
discretization level and n is the number of metasurface states, 
in our example, m = 4 and n = 2. To identify the proper library 
of meta-atoms, we ran numerous FDTD simulations (CST 
Microwave Studio) with various shapes (“H”, “I”, “+”) and 
geometrical parameters, and retrieved their phase/amplitude 
responses. Film thicknesses and permittivities of the GSST 
material in both states were measured in an experiment and used 
as a fixed parameter in the simulations. The best meta-atom 
candidates were selected from the database by maximizing 
a figure-of-merit (FOM), which encompasses meta-atom 
transmittance and its phase error (phase deviation from the 
desirable phase value). The final set of 16 meta-atoms is 

presented in Fig. 2 (c). The root-mean-square (RMS) phase 
errors are approximately 0.1 π. By considering these errors, the 
metalens in both states is expected to produce diffraction-limited 
focal spot with a Strehl ratio of > 0.96 and decent focusing 
efficiency exceeding 35%. The metasurface design can be further 
improved by increasing phase discretization level as well as by 
finding better geometries of meta-atoms. For instance, here we 
used a brute-force method to search for suitable meta-atom 
designs, however, with the help of neural network machinery it 
is possible to generate a vast library of unintuitive geometries 
with better performance metrics [3]. 

REFERENCES 
[1] L. Kang, R. P. Jenkins, and D. H. Werner, “Recent progress in active

optical metasurfaces,” Adv. Opt. Mater., vol. 7, no. 14, pp. 1-26, 2019. 
[2] Y. Zhang, et al., “Broadband transparent optical phase change materials

for high-performance nonvolatile photonics,” Nat. Commun., vol. 10, no. 
1, pp. 1-9, 2019. 

[3] M. Y. Shalaginov, et al, “Reconfigurable all-dielectric metalens with
diffraction limited performance,” arXiv: 1911.12970 7014, 2019. 

[4] S. An, et al., “A deep learning approach for objective-driven all-dielectric 
metasurface design,” ACS Photonics, p. acsphotonics.9b00966, Nov.
2019. 

Fig. 2. 2D phase maps of the metalens in amorphous and crystalline states. Change of the focal length is associated with pixel-to-pixel phase pattern transformation. 
Each of the 16 meta-atoms serves as a phase-pixel switch. The geometry of meta-atoms was selected to enable the phase transitions between the 4 groups of colors: 
red, yellow, green, and blue, which correspond to the approximate phase-shift values of 0°, 90°, 180°, and 270°.  
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Artificial Synapse with Mnemonic Functionality 
using GSST-based Photonic Integrated Memory

Abstract—Here we present a multi-level discrete-state non-
volatile photonic memory based on an ultra-compact (<4µm) 
hybrid phase change material GSST-silicon Mach Zehnder 
modulator, with low insertion losses (3dB), to serve as node in a 
photonic neural network. Emulating an opportunely trained 
100 × 100 fully connected multilayered perceptron neural 
network with this weighting functionality embedded as photonic 
memory, shows up to 92% inference accuracy and robustness 
towards noise when performing predictions of unseen data. 

Keywords—GSST, phase change memories, photonic 
memories. 

I. INTRODUCTION

Computing AI-systems and machine-learning (ML) tasks, 
while transferring and storing data exclusively in the optical 
domain, is highly desirable because of the inherently large 
bandwidth, low residual crosstalk, and short-delay of optical 
information transfer [1]. However, the functionality of memory 
for storing the trained weights is not straightforwardly 
achieved in optics [2], [3], or at least in its non-volatile 
implementation, and therefore requires additional circuitry 
and components (i.e., DAC, memory) and related consumption 
of static power, sinking the overall benefits (energy efficiency 
and speed) of photonics. The non-volatile retention of 
information in integrated photonics can be provided by the 
light-matter interaction in phase change memory (PCM) [4]–
[8]. Here, we leverage on a recently engineered class of 
optical PCMs, based on Ge2Sb2Se4Te1 (GSST) alloy [9], 
whose amorphous state is not characterized by high absorption 
coefficient, like the commonly used Ge–Sb–Te, and upon 
phase change, its refractive index is still subjected to unitary 
modulation. The optimized alloy combines broadband 
transparency (1–18.5 μm), large optical contrast (Δn = 2.0), 
and significantly improved glass forming ability. Thence, we 
design a low loss non-volatile multilevel photonic memory, 
using a balanced GSST-based Mach Zehnder Modulator and 
develop a numerical framework for optimizing the heaters 
configuration and evaluating the temporal switching response 
of such GSST-based photonic memory. Ultimately, the novel 
photonic memories are used as artificial synapses, of an all-
optical (AO) photonic Neural Network (NN), which stores 
and process data in memory. The off-chip trained NN can 
effortlessly stores and perform dot-product functionality in 
the optical domain and classify handwritten digits with an 
accuracy of 92%, considering 3-bit (low precision) weights 
and network noise. 

II. RESULTS

The combination of phase change material (PCM) with 
silicon photonics platforms can lead to fast non-volatile, 

reconfigurable memories for optical communications 
applications. The most used PCM for these devices is GST 
(Ge2Sb2Te5), which is characterized by large refractive index 
contrast between the amorphous and crystalline state, but 
also significant propagation losses which can hinder the 
implementation of large networks which does not need 
cumbersome O-to-E-to-O conversions [7]. This, however, 
requires a wisely engineered material process, e.g., interfacial 
PCM (GeTe/Sb2Te3) [7] and optimized alloys [9], [10]. 
Contrary to regularly used GST (Fig. 1 (a)), Ge2Sb2Se4Te1
[GSST] exhibits a 3 orders of magnitude lower absorption 
coefficient while preserving a large n of 2.1 to 1.7 across 
the near- to mid-IR bands. Additionally, the GSST film is 
characterized by a high index ratio, ∆𝑛𝑛/𝜅𝜅  = 5, due to its low 
index contrast and relatively small 𝜅𝜅, even without any metal-
insulator transition. Interferometric modulators based on 
hybrid GSST-Silicon waveguide operating at 1550 nm would 
allow to fabricate photonic memory devices with remarkably 
large extinction ratio and contained insertion losses. For this 
reason, we decide to model the synapses of our photonic 
neural network as GSST-based Mach Zehnder Interferometer 
(MZI). Refractive index of GSST used in our model are taken 
from [9], however a full multivariate time-domain model can 
be built using the generalized dispersive material model [11]. 

Fig. 1. Experimentally obtained (ellipsometry) optical properties of phase 
change material (PCM) films: GST (a), and Ge2Sb2Se4Te1 (b). Real (n, left 
y-axis) and imaginary (κ, right y-axis) parts of the refractive indices of the
amorphous (solid line) and crystalline alloys. (dashed line). For our study,
we consider GSS4T1.

In this work, the synaptic weights are set by selectively 
‘writing’ portions of the GSST deposited on the waveguides, 
by heat induced laser irradiation, or local electrothermal 
heating, which promotes crystallization and alter the effective 
refractive index of the hybrid waveguide. In this way, the 
synapse, which stores the quantized weight, can modulate -
weight- the intensity of an input signal accordingly. In details, 
the active part of the modulator consists of 30 nm of GSST 
deposited atop of a planarized waveguide and local heaters 
which induce phase transition through Joule heating. Firstly, 
we design a balanced passive Mach Zehnder modulator 
(MZM) configuration (Fig. 2 (a)), in which the GSST material 
is deposited in the amorphous condition (aGSST) on both of 
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the arms of the modulator. The MZI is purposely unbalanced 
by thermally writing a portion of the GSST film deposited in 
the “programmable arm” of the MZI. For a TM mode (Fig. 
2 (b)), for instance, the length of the active part of the 
modulator is just 3.8 µm short for achieving a π phase shift, 
when the entire film on the ‘recordable’ branch has changed 
to its crystalline phase. To our knowledge, the device is one 
order of magnitude smaller than one of the most compact 
MZM ever reported [12], with positive effects on the 
electrical capacitance improving both response time and 
power consumption. The lateral section of the written part 
of the material corresponds to a “quantized weight”, and 
assuming a stabile writing resolution of about 500 nm [8], 
same achieved by optical writing, which would avoid 
crosstalk among multiple states, the total amount of available 
discrete resolution is given by 8 distinct states (3-bit). This 
condition on the resolution can be relaxed by extending the 
device length by multiple of Lπ -minimum modulator length- 
(Figs. 2 (d-e)) or by physically separating portions of the 
film. Additionally, this is a reversible process, which allows 
to update the weights after many execution times. 
Interestingly, this solution is not hindered by insertion losses, 
which are negligible due to the rather low absorption 
coefficient of GSST at 1550 nm, and the total losses (~3dB) 
are mainly caused by the balancing mechanism (in this first 
analysis straightforwardly obtained achieved by placing a 
gold contact on the balancing arm). The GSST needs to be 
locally written according to the weights obtained during the 
training phase. For performing this function, we consider 
using electro-thermal local switching using heaters. 3D time-
dependent multi-physics simulations, including model for 
heat transfer in solids coupled with the electric currents model, 
have been carried out. Preliminary thermal characterization 
conducted by our group shows that the conductivity of GSST 
is 0.17±0.02 W/m/K for amorphous phase and 0.43±0.04 
W/m/K for crystalline phase, while the heat capacity in 
amorphous and crystalline phase for GSST film are 
1.45±0.05 MJ/m3/K and 1.85±0.05 MJ/m3/K, respectively. 
The heating element (Fig. 2 (c)) considered is tungsten, 
which, when properly biased, dissipate energy in the form of 
Joule heat in the surrounding media. Two tungsten resistive 
heaters placed directly in contact with the GSST film, 100 nm 
away from the waveguide, provides heat to the film locally 
(lowering the switching threshold), and storing heat for 
successive pulses [13]. The temperature  at which the GSST 
reaches the amorphous state is considered around 900 K, 
whereas for inducing re-crystallization, the GSST needs to 
be heated above the crystallization temperature (∼523 K) 
but below the melting point, for a critical amount of time, 
therefore multiple pulses are needed [9]. This configuration 
is affected by limited insertion losses due to the non-
plasmonic properties of tungsten (additional ~0.1dB/µm for 
a propagating TM mode) and reversible amorphization by 
applying a 15 V pulse of 1 µs and crystallization using 20 
pulses of 1 µs for a low threshold voltage (5 V). A resistive 
heater optimized for efficient and low-loss switching, can be 
made in doped silicon, ITO or in silicide, currently used in 
p-n modulator, positioned next to the waveguide [15]. The
NN architecture that exploits the proposed non-volatile
weighed addition can be emulated on an open source ML
framework, i.e., Tensorflow [14]. As preliminary study, we
estimated the functionality of the proposed synapse as main

unit of the NN, by emulating its behavior in a 100 neurons 3-
layer fully connected NN emulated in the Google Tensorflow 
and, as an initial example, for the MNIST data set. Nonlinear 
activation functions (here considered as electro-optic[15]) 
are placed between two consecutive layers on each input 
connection. The network is trained both without and with 
noise of the weights and NLAF. Our hypothesis, confirmed 
in a recent publication [16] and from preliminary studies on 
the network is that, when we allow for a certain amount of 
noise during the training, the model during the inference stage 
becomes more robust; the effect of adding a noise equivalent 
to 0.01% of the maximum signal swing at the output of 
neurons significantly improves inference up to 92%. 

Fig. 2. Photonic memory (a). Schematic of an electro-optic modulator based 
on a balanced Mach Zehnder interferometer (MZI), such as used to program 
weights (dot-products) of a photonic NN (b). Fundamental transverse 
magnetic mode profiles (normalized electric field) of the GSST-Silicon 
hybrid waveguide at 1550 nm for amorphous and crystalline GSST show a 
strong index (real-part) difference ~ 0.2, while incurring a relatively low loss 
𝛥𝛥𝛥𝛥 = 0.4. Black arrows represent the direction and intensity of the magnetic 
field (Hx,Hy) (c). Mode and heat profile produced by Joule heating of a 
hybrid waveguide with tungsten heating element, considering the aGSST (d). 
Normalized output power considering compensated losses for the MZI. The 
weighting is quantized since the resolution of the phase changing process is 
500nm for altering the active arm of the MZI (e). 

III. CONCLUSIONS AND OUTLOOK

In summary, we have investigated through numerical 
simulations a low losses programmable Mach Zehnder 
modulator, based on a hybrid GSST-silicon waveguide, with 
a Lπ < 4µm. The device showed a coherent quantized 
response, which is function of the portion of the phase change 
material that has been written by means of electrothermal 
switching (at sub MHz speed). We tested the quantized 
transfer function of the reporgrammable photonic synapse on 
a standardized neural network training set and we showed 
that the neural network reaches very high level of accuracy 
(>91%) in the inference phase and it is sufficiently robust to 
network noise.  
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Abstract ─ In this paper a two-dimensional wireless 

relay plane consists of square resonant units is proposed. 

Power transfer between the transmitting coil and receiver 

above any unit can be achieved by resonance through the 

shortest routes on the plane. The self-resonant frequencies 

of units on the planned route are adjusted to be identical 

for efficient power transfer, while units beyond the 

route are isolated from power exchange due to frequency 

shift. Full wave electromagnetic simulation is executed 

and analyzed. According to the simulation results, 

concentrated power transfer can be realized on the power 

relay plane, and the highest transmission efficiency is 

73.93%. 

Index Terms ─ Resonance coupling, routing, wireless 

power transfer. 

I. INTRODUCTION
Wireless power transfer (WPT) has been an active 

research field in recent years. [1-3] focus on transmitter 

and receiver topology of WPT method in multi-load 

applications. [4-6] aim to extend power transmission 

distance by increasing number of relay coils. Here we 

consider the situation where receiver will appear in 

arbitrary locations of a two-dimensional plane with 

power requirement. A high-frequency wireless relay 

plane is proposed, which can deliver power directionally 

from transmitting coil to the receiver while avoiding 

excess power dissipation. 

II. ANALYSIS MODEL
Considering a two-dimensional WPT plane in Fig. 1 

(a), high frequency AC power is coupled to a start point 

A through a transmitting coil to power a receiver, of 

which B1 and B2 are two randomly selected positions. 

The plane is divided into small square power transfer 

units, all of which have their own circuit self-resonant 

frequency. As illustrated in Fig. 1 (b), power in each 

unit can be transferred to its adjacent units in x and y 

directions. The power transfer between two circuits with 

different self-resonant frequencies is weak. However, 

when some units have identical self-resonant frequency, 

magnetic coupling resonance occurs among these units 

and leads to an efficient power exchange. Take advantage 

of this principle, a concentrated propagation of power 

can be achieved along resonant units. 

Fig. 1. (a) A two-dimensional power relay plane. A is the 

start unit, and B1, B2 are two locations of the receiver. (b) 

Each unit can transfer power to its adjacent units in x and 

y directions. 

A planar rectangular coil is selected as the 

inductance of a unit, with two ends connected to a relay 

switch. The circuit diagram of each unit is shown in Fig. 

2 (a). A control circuit is linked to each unit in parallel, 

responsible for switch on-off control. When both relay 

switches of two adjacent units are turned off, the circuit 

can be equivalent to Fig. 2 (b). Every unit consists of 

the coil equivalent inductance and resistance, and two 

parallel capacitors, the parasitic capacitance of the coil 

and the equivalent capacitance of the relay switch. Power 

can be efficiently transmitted between these two units 

through resonant coupling, and the state of these units 

is called activated state. On the contrary, when switch 

of one unit is turned on, its equivalent capacitance is 

short-circuited as shown in Fig. 2 (c). Change in circuit 

capacitance leads to an increase of unit resonant 

frequency compared to the activated units. This 

frequency divergence will destroy the resonance, which 

is equivalent to isolating the unit from power exchange. 

Therefore, this is called the hibernated state of unit. 

Among all the power transfer routes from 

transmitting coil to the destination, those that pass 

through the least amount of units are defined as the 

shortest. Initially, all units are in hibernated state. The 

power source frequency is set to the resonant frequency 

of activated units. When a receiver enters the power relay 

plane, units on the shortest route are activated to power 
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the receiver, while the other units remain in hibernated 

state. As the receiver changes its location, the shortest 

route is continuously recalculated, resulting in incessant 

state-switching of related units between activated and 

hibernated states. 

Fig. 2. (a) Circuit diagram of a unit, including a 

rectangular coil, a relay switch, and a control circuit. (b) 

Equivalent circuit of two activated units. (c) Equivalent 

circuit of an activated unit and a hibernated unit. 

III. ELECTROMAGNETIC SIMULATION

RESULTS 
The design of a unit in simulation model is shown in 

the red box in left Fig. 3 (a). It's a rectangular 4-turn 

spiral copper coil with a size of 1016mm × 1016mm × 

1.6mm. The copper strip width and the gap between each 

turn are 16mm. As illustrated in Fig. 3 (a), units are 

arranged together with a spacing of 18mm to form a 5 × 

5 matrix as the model of power relay plane. Two 960mm 

× 956mm × 1.6mm single-turn copper coils are placed 

13mm above the coils. Each coil is connected to a port of 

50Ω impedance. One is located at position A as the 

transmitting coil, feeding power into the plane through 

coupling with the rectangular coil below. And the other 

one plays the role of the receiver, floating above 

positions B1 and B2. The shortest routes from position A 

to B1 and B2 are respectively high-lighted in left Figs. 3 

(a) and (b). Coil beyond the power transfer route is short-

circuited by connecting two ends with a short copper

strip to simulate a hibernated unit, while the coil with both

ends open is an activated unit as the switch in off state.

Fig. 3. (a)A 5 × 5 matrix model. Power transfer route 

from A to B1 is high-lighted on the left. In the red box is 

the model of single unit. On the right is the power flow. 

(b) Power transfer route from A to B2 on the left, and

power flow on the right.

The S21 results of the receiver acquired from 

electromagnetic simulation at position B1 and B2 are 

drawn in Fig. 4, with a power transmission efficiency of 

73.93% and 68.96% at 17.72MHz. The power flow is 

specifically verified at resonant frequency 17.72MHz 

with 0.5W input power. The results are displayed on the 

right column in Fig. 3. It can be seen from the power 

distribution maps that the energy is concentrated in the 

power transfer route. Intuitively, the power exchange is 

interrupted when an activated unit is encountered with a 

hibernated coil, and hibernated coils have almost no 

access to the AC power. 

Fig. 4. S21 simulation results when the receiver is in 

position B1 and B2. 
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Abstract ─ In this paper, an approach to access control 

in wireless power transfer (WPT) systems via frequency-

selective architecture is proposed. We perform modeling 

of planar square loop resonance behavior in GHz range 

using Ansys HFSS®. Power transfer efficiency is found 

from the accepted power and radiated power. Using a 

multi-coil design, where the transmitter and receiver 

switch between coils of different resonance frequencies 

in sync, can provide for effective access control.  

Index Terms ─ Access control in WPT systems Ansys 

HFSS, power transfer efficiency, resonant coupling, 

wireless power transfer. 

I. INTRODUCTION
Wireless power transfer (WPT) techniques have 

received considerable interest in recent years [1–3]. 

For the near-field (non-radiative) range, WPT can be 

achieved via inductive coupling and magneto-dynamic 

coupling. In [1], the authors have proposed to utilize 

resonant inductive coupling to achieve non-radiative 

mid-range energy transfer. By utilizing strong resonant 

coupling between the primary and secondary coils, the 

efficiency was shown to reach nearly 40% over the 

distance as great as 2 meters. With the growing interest 

in extending WPT range, access control may become 

problematic as mid-range WPT systems can proliferate 

as widely as Wi-Fi in the near future. Our previous work 

focused on experimental validation of one approach to 

implementing access control via multiple tunable coils 

[4]. In it, we also introduced a method of pseudo-random 

frequency hopping. The experimental prototype was 

intended for the low-frequency range of operations. In 

this work, we consider WPT access control for multiple 

GHz in frequency.  
Frequency-selective WPT multi-receiver design has 

been investigated in [5], where different resonance 

frequencies were used to achieve selective power 

transfer. Resonant coupling naturally results in minimum 

interaction with nearby off-resonant objects and free 

space. With this well-established physical principle, 

access control can be achieved by utilizing multiple coils 

and switching between them in a fashion known to the 

authorized receiver only. WPT efficiency can then reach 

its maximum only if the primary and secondary coils are 

in resonance, while for other off-resonant receivers the 

power transfer efficiency (PTE) will be extremely low. 

Fig. 1. ACMC system block diagram. 

II. PROPOSED ACCESS-CONTROLLED

ARCHITECTURE 
A block diagram for the access-controlled multi-coil 

(ACMC) system is shown in Fig. 1. The transmitter (TX) 

can choose which oscillator and coil are enabled at each 

transmission interval. Only the authorized receiver (RX) 

can follow the switching pattern of the transmitter. An 

un-authorized single-coil device will be out of resonance 

for a significant duration of time, thus achieving much 

lower PTE. Synchronization between TX and RX is 

outside the scope of this paper and will be addressed in 

the future. 

Fig. 2. Simulation model: (a) single planar coil; (b) two 

identical coils spaced by 5D. 

The simulation model of a single-loop primary coil 

is shown in Fig. 2. This single planar copper coil is 

modeled with Ansys HFSS® for a range of dimensions, 
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with the coil length of 70 mm, 1 mm trace width and 0.1 

mm trace height. The secondary coil is identical to the 

first one and is placed at distances from D to 5D, where 

D is the length of the loop diagonal.  

III. SIMULATION RESULTS
The HFSS® simulations were run for a frequency 

span from 1 GHz to 20 GHz. “Infinite Sphere” radiation 

option was set up to calculate the accepted and radiated 

power. Reflection loss, S11 and insertion loss, S21 were 

analyzed to ascertain the resonance frequency of a single 

coil, and the PTE between any two coils, respectively. 

Coil dimensions and distance between the coils were also 

varied. An example of S11 and S21 for the 70 mm-length 

coil is shown in Fig. 3. 

   (a) 

   (b) 

Fig. 3. System’s S-parameters: (a) S11; (b) S21. 

To demonstrate the access control potential, two 

70 mm-length coils were placed 396 mm apart and 

frequency sweep simulations were run from 2.5 GHz to 

23 GHz. Figure 4 (a) shows PTE of tuned and untuned 

coils as a function of distance between them. Figure 4 (b) 

shows PTE as function of frequency – e.g., PTE reaches 

nearly 100% at 14.97 GHz, while detuning results in 

7.2% PTE at 14.5 GHz. Our modeling confirms that 

the proposed approach is viable for creating ACMC 

systems. 

IV. CONCLUSION
In this work, we have modeled an approach to 

ACMC WPT system design based on resonance 

frequency selectivity for planar square coils in the GHz 

frequency range. Our findings confirm the feasibility of 

the approach in which an authorized receiver switches 

between its multiple coils in-sync with the transmitter, 

which leads to maximum PTE for the tuned systems and 

provides for much lower efficiency of an unauthorized 

single-coil interceptor. Our future work includes 

building an experimental ACMC WPT system based on 

a frequency multiplier and implementing synchronization 

strategies. 

    (a) 

     (b) 

Fig. 4. HFSS® simulation results: (a) PTE vs. distance; 

(b) PTE vs. frequency.

REFERENCES 
[1] A. Kurs, A. Kaalis, R. Moffatt, J. D. Joannopoulos,

P. Fisher, and M. Soljačić, “Wireless power

transfer via strongly coupled magnetic resonances,”

Science, vol. 317, no. 5834, pp. 83-86, July 2007.

[2] S. Y. R. Hui, W. Zhong, and C. K. Lee, “A critical

review of recent progress in mid-range wireless

power transfer,” IEEE Trans. Power Electron., vol.

29, no. 9, pp. 4500-4511, Sep. 2014.

[3] Ansys HFSS Blog: Wireless Power Transfer

(website).

Available: https://www.ansys.com/blog/wireless-

power-transfer, 2019.

[4] T. Maschino, “Frequency-selective design of

wireless power transfer systems for controlled access

applications,” M.S. Thesis, Miami University, 2016.

[5] Y. Zhang, T. Lu, Z. Zhao, F. He, K. Chen, and L.

Yuan, “Selective wireless power transfer to multiple

loads using receivers of different resonant

frequencies,” IEEE Trans. Power Electron., vol. 30,

no. 11, pp. 6001-6005, 2015.

1453    ZHOU, GARMATYUK: FREQUENCY-SELECTIVE PLANAR COIL ARCHITECTURE MODELING



Effects of the Human Body on Wearable Wireless 

Power Transfer Systems 

Gianfranco Perez-Greco, Juan Barreto, Abdul-Sattar Kaddour, and Stavros V. Georgakopoulos 

Department of Electrical and Computer Engineering 

Florida International University 

Miami, FL, USA 

gpere227@fiu.edu, jbarr244@fiu.edu, akaddour@fiu.edu, georgako@fiu.edu 

Abstract—In this paper, the effects of different parts of the 
human body on a wearable Wireless Power Transfer (WPT) 
system are examined. A Strongly Coupled Magnetic Resonators 
(SCMR) WPT system operating in the ISM band 40.68 MHz is 
used in this study. The results show that when the WPT system is 
placed directly on the human body its Power Transfer Efficiency 
(PTE) is reduced by 13% on average in both simulations and 
measurements. These losses are attributed to the material 
properties of the human body. Also, different parts of the human 
body cause different drops in PTE due to their different shapes 
and geometries. 

Index Terms—Human body, wearable, wireless power tranfer, 
SCMR. 

I. INTRODUCTION

Wireless Power Transfer (WPT) was first introduced by 

Nikola Tesla in the early 1900s. Since that date, WPT has 

attracted significant attention by consumer electronics and 

biomedical applications [1] for implantable [2] and wearable 

devices [3]. It provides the advantage of supplying power to 

electronics inside or on the human body without restricting 

wires and batteries. Many methods have been used to power 

wearable devices, such as, inductive coupling [2] and Strongly 

Coupled Magnetic Resonance (SCMR) [4]-[5]. SCMR is 

typically preferred as it provides high efficiency and longer 

range. Hence, SCMR method is used in our study since its very 

well suited for wireless powering wearable devices. However, 

the human body, where the WPT receiver element (Rx) is placed, 

has significant influence on the WPT system performance, such 

as, the operation frequency and Power Transfer Efficiency 

(PTE). Therefore, these effects must be investigated in advance 

since the performance of a WPT system degrades when it is 

placed on the human body depending on its specific location. 

II. WIRELESS POWER TRANSFER SYSTEM

A. SCMR Design

The SCMR is a wireless power transfer system that functions

using an inner ring, which operates as either a source or load 

depending on its placement in the circuit, and an outer ring, 

which is the primary determinant of the resonant frequency of 

the SCMR. The size of the SCMR as well as other properties, 

such as the width of the outer ring, have an impact on the 

performance and the range at which the maxi- mum efficiency 

is achieved. A larger SCMR operates at larger distance than a 

smaller one, but wearable and implantable applications impose 

strict limitations to the size of SCMR systems. In this work, the 

SCMR design is optimized to have peak performance at 40.68 

MHz (ISM band) for a separation of 60mm. A capacitor (Cp= 

198 pF) is added to the outre ring, as shown in Fig. 1, to tune the 

SCMR to the frequency where the structure exhibits maximum 

Q-factor. The geometry of our design and its measured

and simulated PTE are presented in Fig. 1. Specifically, our

WPT system exhibits 81% and 70% simulated and measured

efficiencies, respectively. This difference between measurements

and simulations is attributed to manufacturing imperfections and

capacitor tolerances.

Fig. 1. Simulated and measured PTE versus frequency. 

B. SCMR System on the Human Body

The performance of our SCMR is simulated and measured

for 26 different locations organized into the following 

categories: head, neck/bicep, torso, arm and leg, as shown in 

Fig. 2 (a). Each category had 5 measurement points, except for 

the torso, which had 6. The simulations were performed in 

ANSYS HFSS using the ANSYS Human body model. A 3D 

printed support was used in measurements to maintain a 60mm 

separation as shown in Fig. 2 (b). 

III. RESULTS

The average of the PTE on the different sections at the 

operating frequency is listed in Table I along with a reference 

(SCMR operating in free space). These results are reported 
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system. For example, materials such as bone will have less 

conductivity compared to muscle or fat. Furthermore, organs 

may have different properties, leading to differences in PTE. 

This explain why the thigh measurements, neighboring the 

gluteus maximus and a particularly dense area of the body, have 

the greatest losses, surpassing the larger torso areas. 

The model used in our simulations was an approximate 

model, and thus not perfectly representative of the human body 

and its several different components, all with varying electrical 

properties. This is why the higher and lower loss areas in 

simulation exhibit a difference of only 5% efficiency, while in 

measurements the maximum difference of the efficiency in 

these areas is 12% at 0mm. 

IV. CONCLUSION

In this paper, the effect of different parts of the human 

body on the PTE of a WPT system in both simulation and 

measurement were presented. The results showed a tangible 

difference in term of PTE on different parts of the human body. 

Fig. 2. (a) ANSYS human body model, and (b) 10mm measurement setup on 

the hand. 

TABLE I: PTE (%) on Human Body 

Body 
Part/ 

Group 

Power Transfer Efficiency 

Simulated Measured 
0mm 10mm 0mm 10mm 

REFERENCE 83.4 70.4 

UPPER BACKa 67.2 74.0 50.7 67.6 

TOP OF WRISTb 72.1 80.0 62.5 69.5 

HEAD 69.1 77.0 59.9 66.0 

NECK/BICEP 66.0 75.7 57.6 66.0 

TORSO 68.6 75.4 54.0 64.2 

ARMS 70.5 76.2 60.7 67.4 

LEGS 73.2 78.9 53.7 66.9 

(a) High loss, (b) Low loss.

for two different distances from the human body (0mm and 

10mm). The body parts group with the highest and lowest 

measured losses were the legs and the arms, respectively. The 

greatest and lowest losses were observed for the outer thigh and 

the top of the wrist, respectively, as shown in Table I. 

Our results show that the PTE of SCMR systems mainly 

depends on the mass of the human body behind the receiver. 

When SCMR loops are placed on body parts that are smaller 

than their size, then the body does not completely influence 

the EM fields and in consequence the losses are smaller (i.e., 

less body absorption). This explains why our WPT system 

experiences the lowest losses on the arms. Also, this justifies 

the similarity between groups, such as, the torso and leg regions 

(which, besides the actual foot, had similar losses to the torso), 

as they both are larger in volume and area. Additionally, the 

materials present in different parts of the human body play a 

significant role in determining the losses of a wearable WPT 
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