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Abstract ─ A new source enumeration method based on 

gerschgorin circle transform and generalized Bayesian 

information criterion is devised, for the case that the 

antenna array observed signals are overlapped with 

spatial colored noise, and the number of antennas 

compared with that of snapshots meet the requirement 

of general asymptotic regime. Firstly, the sample 

covariance matrix of the observed signals is calculated, 

and then gerschgorin circle transformation is carried out 

on the sample covariance matrix. With the help of the 

more obvious distinction between the transformed signal 

gerschgorin circle radius and the noise gerschgorin circle 

radius, the observation statistic used to establish the 

likelihood function of the information theoretic criterion 

is constructed, by using the estimated values of the 

transformed sample covariance matrix’s eigenvalues, 

and according to the idea of corrected Rao’s score test, 

the observed statistics used to establish the likelihood 

function of the ITC are constructed. Based on the 

statistics, the source number is estimated by employing 

the generalized Bayesian information criterion (GBIC). 

The effectiveness of the proposed method is validated by 

experiments. Compared with the information theoretic 

criterion (ITC) methods and gerschgorin circle method 

(GDE), in Gaussian white noise, at the time 𝑀/𝑁 ≥ 1, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime, the proposed method can 

accurately estimate the source number with 100% 

probability, the other methods failed. Compared with 

the ITC methods based on eigenvalue diagonal loading 

and GDE, in colored noise, at the time 𝑀/𝑁 ≥ 1, the 

proposed method can accurately estimate the source 

number with 100% probability, the other methods failed. 

Compared with the methods based on random matrix 

theory, in colored noise, the proposed method can 

estimate the source number with 100% probability, but 

the estimation of other methods failed. The proposed 

method has wide applicability, in terms of the relationship 

between the numbers of antennas and snapshots, it is 

suitable for both general asymptotic regime and classical 

asymptotic system, and in terms of noise characteristics, 

it is suitable for both Gaussian white noise environment 

and colored noise environment. 

Index Terms ─ Colored noise, corrected Rao’s score 

test, general asymptotic regime, Gerschgorin circle 

transform, source enumeration. 

I. INTRODUCTION
The estimation of the emitters’ number has 

important applications in many fields, such as phased 

array radar, communications, brain imaging, neural 

networks, speech signal separation and direction of 

arrival estimation [1-8]. The classical methods for source 

enumeration are essentially based on the statistical 

analysis theory of observed data and their moment 

functions. For example, the hypothesis testing methods 

and information theoretic criterion (ITC) methods are 

commonly used for source enumeration, which mainly 

make use of the statistical distribution of observed data 

and the statistics of sample eigenvalues [9]. Among the 

classical source enumeration methods, the hypothesis 

testing methods include spherical test [10] and eigenvalue 

detection [11], which are mainly used to construct the 

observation statistics for hypothesis testing and set the 

decision threshold by using the statistical distribution 

law of sample eigenvalues. The ITC methods include 

Akaike information criterion (AIC) [12], Bayesian 

information criterion (BIC) [13], minimum description 

length (MDL) [14] and Predictive description length 

(PDL) [15], etc., usually assume that the observed data 

are Gaussian distribution, and then establish a criterion 

for estimating the number of sources according to the 

likelihood function of the joint probability distribution of 

the observed data. The expression of source enumeration 

is a function of the sample eigenvalues. A new source 

enumeration method based on higher-order tensors is 

presented in [16]. All these methods are applicable to 

Gaussian white noise environment [1-2, 16-17]. The 

main methods for source enumeration in colored noise 

environment are gerschgorin circle method [18] and 
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ITC methods based on diagonal loading [2, 19]. The 

performance of ITC methods have been studied in [17], 

results show that the methods are suitable for small-scale 

array signals whose sample number is much larger than 

the number of antennas. The above source enumeration 

methods are mainly based on the classical asymptotic 

system, that is, the dimension of the observed data matrix 

is fixed and the number of snapshots tends to be infinite. 

However, in large-scale antenna arrays such as 

phased array radar and Multiple Input Multiple Output 

(MIMO) systems, due to the limitation of data storage 

space and the real-time requirement of signal processing, 

the observed data is often difficult to meet the condition 

that the number of snapshots is much larger than that of 

antennas, and it usually belongs to high-dimensional 

limited sampling data or even small sampling data. That 

is, the number of snapshots is in the same order of 

magnitude as that of antennas, or even less than the 

number of antennas. As to large-scale array observed 

data, the proportional relationship between the number 

of snapshots and that of antennas often does not meet  

the requirements of classical statistical theory, so the 

emergence of large-scale array brings new challenges to 

the classical source enumeration methods [20-21]. 

At present, the source enumeration in general 

asymptotic regime is mainly based on random matrix 

theory, including RMT-AIC method [4], BN-AIC method 

[5], BIC-variant method [6], LS-MDL method [7], the 

estimation method based on spike model [22], etc.,  

and these methods are applicable when the number  

of antennas is less than that of snapshots. As to the 

estimation method based on spherical test and the 

estimation method based on modified Rao score test [22], 

they are applicable when the number of antennas is  

more than, less than or equal to the number of snapshots. 

All these methods are not only suitable for source 

enumeration in general asymptotic regime, but also 

suitable for classical asymptotic system. However, these 

methods are only applicable to white noise environment, 

but fail in colored noise environment [1, 4-7, 22]. 

Comprehensive analysis shows that at this stage, 

there is a lack of source enumeration method which is 

suitable for both classical asymptotic system and general 

asymptotic regime, whether there is white noise or 

colored noise environment. Considering that in the 

actual signal environment, the proportional relationship 

between the number of antennas and the number of 

snapshots, and whether the noise of observed signal 

overlapped by Gaussian white noise or colored noise is 

unknown, therefore, it is necessary to develop a source 

enumeration method which is suitable for both classical 

asymptotic system and general asymptotic regime, and is 

applicable to both Gaussian white noise and colored 

noise. In this paper, a source enumeration method  

based on gerschgorin circle transform and generalized 

Bayesian information criterion is devised, which does 

not need to prejudge the relationship between the number 

of antennas and that of snapshots (applying conditions 

must be satisfied, the relationship between the number of 

antenna elements 𝑀, the number of sources 𝐾, and the 

number of snapshots 𝑁  is: 𝑀 − 𝐾 ≥ 1, 𝐾 < 𝑁 , 𝑀  can 

be larger than, equal to or less than 𝑁), and whether the 

observed signal overlapped noise is Gaussian white 

noise or colored noise. The number of narrowband signal 

sources such as communications can be blindly estimated 

in the complex electromagnetic environment.  

The remainder of the paper is organized as follows. 

Section II presents the model of source enumeration 

problem. Section III gives the proposed source 

enumeration method. Section IV describes experiment 

results that validate the proposed method. Finally, the 

conclusions are drawn in Section V. 

 

Ⅱ. MATHEMATICAL MODEL OF SOURCE 

ENUMERATION 

Suppose there are far-field signals whose number is 

𝐾 incidenting from the directions 𝜃1, 𝜃2, ⋯ , 𝜃𝐾  onto an 

antenna array, and the number of antennas is 𝑀. at the 

sampling time 𝑡 , the observed signals by the array is 

expressed as, 

𝑿(t) = ∑ 𝑎(𝜃𝑘)

𝐾

𝑘=1

𝑠𝑘(𝑡) + 𝒘(𝑡) = 𝑨(𝜽)𝒔(t) + 𝒘(𝑡), 

 (1) 

where 𝑿(t) = [𝑿1(𝑡), 𝑿2(𝑡), … , 𝑿𝑀(𝑡)]T (the superscript 

T represents transpose) is the observed signal vector, 

𝑎(𝜃𝑘)  is the array direction vector, 𝑨(𝜽) = [𝑎(𝜃1),

𝑎(𝜃2),⋯ , 𝑎(𝜃𝐾)]  is the matrix composed of direction 

vectors, 𝜃 = [𝜃1, 𝜃2, ⋯ , 𝜃𝐾]T  is the incoming wave 

angle parameter vector of the signals, 𝒔(𝑡) = [𝑠1(𝑡),

𝑠2(𝑡),⋯ , 𝑠𝐾(𝑡)]T  is the incident signal vector, 𝒘(𝑡) =

[𝑤1(𝑡), 𝑤2(𝑡),⋯ ,𝑤𝑀(𝑡)]T is the additive noise vector, 

the sampling time is 𝑡 = 1,2,⋯ ,𝑁, and 𝑁 is the number 

of snapshots. The basic assumptions of the array 

observed signal model shown in formula (1) are as 

follows [22]: 

(1) The incident signals are narrowband stationary 

signals independent of each other, which satisfy the 

mean E{𝒔(𝑡)} = 0 and covariance matrix E{s(t)𝒔𝐻(t)}=

𝑑𝑖𝑎𝑔{𝑝𝑠1 , 𝑝𝑠2 , ⋯ , 𝑝𝑠𝐾
} ≜ 𝑃𝒔 ∈ 𝑅𝐾×𝐾 , where 𝑝𝑠𝑘

 is the 

power of the 𝑘 − th signal; 

(2) The superimposed noise in the observed signal 

vector is additive noise (Gaussian white noise or colored 

noise);  

(3) The number of incident signals is less than that 

of antennas and snapshots at the same time, that is  

𝐾 < min⁡(𝑀,𝑁); 

(4) The incident signals propagate in ideal space, 

and the antennas have omni-directional consistency. 
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III. THE PROPOSED SOURCE 

ENUMERATION METHOD 

A. The principle of the proposed method 

In practice, the sample data received by antenna 

array contains noise, and it may not be an ideal Gaussian 

white noise, but a complex spatial colored noise. In the 

complex spatial colored noise environment, the noise 

eigenvalue part of the covariance matrix of the received 

data will become very divergent and will not vibrate  

near the noise power like the Gaussian white noise’s 

eigenvalue part. This problem caused by colored noise 

will invalidate various algorithms for source enumeration 

using hypothesis testing and ITC. As to the source 

enumeration method based on gerschgorin circle 

theorem, and the methods based on eigenvalue diagonal 

loading combined with ITC are usually only applicable 

to the classical asymptotic system, that is, the 

relationship between the number of antennas 𝑀 and that 

of snapshots 𝑁  is: 𝑀  is fixed and 𝑀/𝑁 ≪ 1 . While 

under the general asymptotic regime, the relationship 

between the number of antennas and that of signal 

samples is that 𝑀 and 𝑁 tend to infinity at the same rate, 

𝑀,𝑁 → ∞⁡and⁡𝑀/𝑁 → 𝑐 ∈ (0,∞), the above methods 

usually fail to estimate the source number, regardless of 

whether the noise is Gaussian white noise or colored 

noise. 

The existing source enumeration methods based on 

random matrix theory cannot be applied to estimate the 

source number, in the case of observed signal overlapped 

with colored noise in general asymptotic regime [1, 4-7, 

22]. Through the analysis of the eigenvalues of the 

observed signals’ covariance matrix, it is found that the 

noise eigenvalues are very divergent in the colored noise 

environment. As to the source enumeration methods 

based on gerschgorin circle theorem, they can be used  

to estimate the source number in Gaussian white noise  

or colored noise in the classical asymptotic system. 

When applying these methods, it is necessary to make  

a special transformation of the observed signals’ 

covariance matrix. And after the transformation, there 

will be a more obvious distinction between the signal 

gerschgorin circle radius and the noise gerschgorin circle 

radius. In order to estimate the source number under the 

condition of observed signals overlapping with colored 

noise in general asymptotic regime, with the help of the 

idea of gerschgorin circle transformation, the sample 

covariance matrix of the observed signals is calculated 

first, and makes the gerschgorin circle transformation to 

the sample covariance matrix, then we get the more 

obvious distinguishing between the signal gerschgorin 

circle radius and the noise gerschgorin circle radius after 

the transformation. According to the idea of corrected 

Rao’s score test (CRST), it can be used to detect the  

structural characteristics of large-dimensional covariance 

matrix [23]. The spherical test statistics in CRST can test 

whether the covariance matrix of the observed data’s 

noise part is proportional to the unit matrix. According 

to this principle, based on the estimated eigenvalues of 

the transformed sample covariance matrix, the observed 

statistics used to establish the likelihood function of the 

ITC are constructed, and on this basis the source number 

is estimated by the generalized Bayesian information 

criterion (GBIC). The conventional BIC yields 

unsatisfactory results, especially in some difficult 

conditions, such as small sample sizes, low signal-to-

noise ratios (SNRs), close spacing and high correlation 

between the sources. To improve its performance, Lu et 

al. [24] proposed a generalized Bayesian information 

criterion, by incorporating the density of the sample 

eigenvalues or corresponding statistics.  

The proposed method improves the existing source 

enumeration method based on corrected Rao’s score  

test [22], which can be used not only in the classical 

asymptotic system, but also in the general asymptotic 

regime, whether the observed signals are overlapped 

with Gaussian white noise or colored noise. 

 

B. Specific steps of the proposed method 

The specific steps of the proposed method are as 

follows. 

Step 1: assume that the antenna array has 𝑀 

elements, and the observed signals obtained by one 

measurement can be expressed as 𝑿(t) = [𝑿1(𝑡),

𝑿2(𝑡), … , 𝑿𝑀(𝑡)]T  (superscript T represents transpose). 

The sampling time is 𝑡 = 1,2,⋯ , 𝑁, 𝑁 is the number of 

snapshots, and the covariance matrix of the observed 

signals is calculated as 𝑹(𝑡) =
𝑿(𝑡)∙𝑿𝐻(𝑡)

𝑁
. 

Step 2: block the sample covariance matrix 𝑹(𝑡) as 

follows: 

𝑹(𝑡) = [
𝑹’(𝑡) �̂�

�̂�𝐻 �̂�𝑀𝑀

]. 

The 𝑀 − 1-dimensional square matrix 𝑹’(𝑡) is the 

covariance matrix of the observed data 𝑿‘(𝑡) obtained  

by removing the last element of the antenna array. For 

convenience, the following 𝑹(𝑡)  and 𝑹’(𝑡)  will be 

abbreviated as 𝑹 and 𝑹’. Take the characteristic matrix 

of 𝑹, and it is recorded as 𝑽, then we construct a unitary 

transformation matrix 𝑻: 

𝑻 = [
𝑽 𝟎
𝟎𝐻 𝟏

].⁡⁡⁡⁡⁡                         (2) 

The covariance matrix of the observed signals  

is unitary transformed by the constructed unitary 

transformation matrix 𝑻, 
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𝑹𝑇=𝑻𝐻𝑹𝑻 = [
𝑽𝐻𝑹′𝑽 𝑽𝑯�̂�
�̂�𝐻𝑽 �̂�𝑀𝑀

] =

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

[
 
 
 
 

𝛾1 0 ⋯
0 𝛾2 ⋯
⋮ ⋮ ⋱

⁡⁡
0 𝜌1

0 𝜌2

⋮ ⋮
0 0 ⋯
𝜌1

∗ 𝜌2
∗ ⋯

⁡⁡
𝛾𝑀−1 𝜌𝑀−1

𝜌𝑀−1
∗ �̂�𝑀𝑀 ]

 
 
 
 

.           (3) 

Step 3: write the spectral decomposition of 𝑀 -

dimensional observed data covariance matrix 𝑹 , and 

𝑀 − 1-dimensional observed data covariance matrix 𝑹‘ 

as: 𝑹 = ∑ 𝜆𝑖𝒖𝑖𝒖𝑖
𝐻𝑀

𝑖=1 , 𝑹’ = ∑ 𝛾𝑖𝒗𝑖𝒗𝑖
𝐻𝑀−1

𝑖=1  . 

Step 4: do Eigen-Decomposition to the 𝑀 -

dimensional observed data covariance matrix 𝑹 and the 

𝑀 − 1-dimensional observed data covariance matrix 𝑹’, 

which are respectively expressed as: 

𝑹 = 𝑼𝚺𝜆𝑼
𝐻 , 𝑹’ = 𝑽𝚺𝜆

′𝑽𝐻. 

Divide 𝑼, 𝑽 and 𝚺𝜆 into blocks: 

𝑼 = [

𝑢11 ⋯ 𝑢1𝑀

⋮ ⋱ ⋮
𝑢𝑀1 ⋯ 𝑢𝑀𝑀

] = [
𝑼′ 𝒖𝑀

′

𝒆𝐻 𝑢𝑀𝑀
] 

𝑽 = [𝒗1⁡𝒗2 ⁡⋯ ⁡𝒗𝑀−1] 

𝚺𝜆 = [
𝚺𝜆

′ ⋯
⋮ ⋱ ⋮

⋯ 𝜆𝑀

], 

where 𝑼′ = [𝒖1
′ ⁡𝒖2

′ ⋯𝒖𝑀−1
′ ],𝒖𝑖

′ = [𝒖1𝑖 ⁡𝒖2𝑖 ⋯⁡𝒖(𝑀−1)𝑖]
𝐻

 

(𝑖 = 1,2, … ,𝑀) , 𝒆 = [𝒖𝑀1⁡𝒖𝑀2 ⁡⋯⁡𝒖𝑀(𝑀−1)]
𝐻

, 𝚺𝜆
′ =

diag(𝜆1, 𝜆2, … , 𝜆𝑀−1). 

Step 5: as in formula (2), by applying the unitary 

transformation matrix 𝑻, the block matrix 𝑼  and 𝑽 to  

do unitary transformation of 𝚺𝜆 , the following can be 

obtained: 

𝑹𝑇 = 𝑻𝐻𝑼𝚺𝜆𝑼
𝐻𝑻 =

[
𝑽 𝟎
𝟎𝐻 𝟏

]
𝐻

[
𝑼′ 𝒖𝑀

′

𝒆𝐻 𝑢𝑀𝑀
] [

𝚺𝜆
′

𝜆𝑀
] [

𝑼′ 𝒖𝑀
′

𝒆𝐻 𝑢𝑀𝑀
] [

𝑽 𝟎
𝟎𝐻 𝟏

] =

[
𝑽𝐻𝑼′𝚺𝜆

′𝑼′𝐻𝑽 + 𝜆𝑀𝑽𝐻𝒖𝑀
′ 𝒖𝑀

′𝐻𝑽 𝑽𝐻𝑼′𝚺𝜆
′𝒆 + 𝜆𝑀𝑽𝐻𝒖𝑀

′ 𝑢𝑀𝑀

𝒆𝐻𝚺𝜆
′ 𝑼′𝐻𝑽 + 𝜆𝑀𝑢𝑀𝑀𝒖𝑀

′𝐻𝑽 𝒆𝐻𝚺𝜆
′ 𝒆 + 𝜆𝑀𝑢𝑀𝑀𝑢𝑀𝑀

∗ ].     

 (4) 

Step 6: similar to the formula (3) in Step 2, take the 

first to the 𝑀 − 1 rows and the 𝑀 column of the formula 

(4) in Step 5, and it is expressed as 𝜌𝑖
′⁡(𝑖 = 1,2,⋯ ,𝑀 −

1), then we take its absolute value |𝜌|𝑖
′⁡(𝑖 = 1,2,⋯ ,𝑀 −

1) , write it as 𝑟𝑖 = |𝜌|𝑖
′ , and it can be regarded as  

the estimated values of the 𝑀 − 1  eigenvalue of the 

covariance matrix 𝑹’. 

Step 7: as to 𝑟𝑖 ⁡(𝑖 = 1,2,⋯ ,𝑀 − 1), ordering that 

𝑟𝑀 = 𝑟𝑀−1 , expressing 𝑟𝑖  and 𝑟𝑀  as a sequence 𝑟𝑖
′ =

𝑟𝑖 ⁡(𝑖 = 1,2,⋯ ,𝑀), judging whether the values of 𝑟𝑖
′ are 

arranged in the order of 𝑟1
′ ≥ 𝑟2

′ ≥ ⋯ ≥ 𝑟𝑀
′ , if yes, the 

sequence 𝑟𝑖
′ is retained and proceed to the next step; if 

the values of 𝑟𝑖
′ are arranged in the order of 𝑟1

′ ≤ 𝑟2
′ ≤

⋯ ≤ 𝑟𝑀
′ , the values of 𝑟𝑖

′ would be in reverse order, that 

is, the values of 𝑟𝑖
′ would be arranged in the order from 

the largest to the smallest, and they are expressed as 𝑟𝑖
′𝑓

, 

the serial number is 𝑖 = 1,2,⋯ ,𝑀. For convenience, we 

express 𝑟𝑖
′ or 𝑟𝑖

′𝑓
 as 𝑟𝑖

′𝑛𝑒𝑤 = 𝑟𝑖
′ or 𝑟𝑖

′𝑓
. 

Step 8: according to the eigenvalue sequence  

𝑟𝑖
′𝑛𝑒𝑤 , the modified Rao score test method is introduced 

to estimate the number of sources. Defining �̂�𝑊
(𝑘)

=

diag{𝑟𝑘+1
′𝑛𝑒𝑤 , ⋯ , 𝑟𝑀

′𝑛𝑒𝑤} , and 𝑻(𝑘)  is calculated by the 

following formula: 

 𝑻(𝑘) =
1

√�̃�(𝑘)
𝑇𝑟 [(

1

�̂�𝑘
2 �̂�𝑊

(𝑘)
− 𝐈𝑀−𝑘)

2

] − (𝑀 − 𝑘)�̃�𝑁
(𝑘)

, (5) 

where, �̃�(𝑘) = 2(�̃�𝑁
(𝑘)

)2  ( 1+2 �̃�𝑁
(𝑘)

) , �̃�𝑁
(𝑘)

= (𝑀 − 𝑘)/

(𝑁 − 1), �̂�𝑘
2 =

1

𝑀−𝑘
∑ 𝑟𝑖

′𝑛𝑒𝑤𝑀
𝑖=𝑘+1 . 

Step 9: define the formula of Source Enumeration 

based on gerschgorin circle theorem and modified Rao 

score test as following: 

GDE − CRSTGBIC(𝑘) = (𝑻(𝑘))
2
+ (𝑘 + 1)log𝑁.   (6) 

Step 10: estimate the source number by the following 

formula: 

                  𝐾 = argmax⁡GDE − CRSTGBIC(𝑘),                    

⁡𝑘 = 1,2,⋯ ,𝑀 − 1.                         (7) 

 

IV. EXPERIMENTS AND ANALYSIS 
The validation of the proposed method is carried out 

under the simulation  

condition of the DELL9020MT personal computer, 

Intel (R) Core (TM) i7mur4770 CPU @ 3.40GHz 

Windows 64-bit operating system, and the simulation 

software is MATLAB R2010a. In order to fully verify 

the effectiveness of the proposed method (we name it as 

GDE-CRSTGBIC), the calculation results of the proposed 

method and the reference methods are compared, and 

three groups of tests are carried out. 

Experiment 1: Comparison between the proposed 

method (GDE-CRSTGBIC) and the ITC methods (BIC, 

AIC, MDL, KIC), gerschgorin circle method (GDE),  

in the environment of Gaussian white noise. The 

experimental conditions are set as follows: 

1) 𝑠1 is a BPSK signal with a subpulse width of 3 ×

10−7s and a carrier frequency of 10MHz. 

2) 𝑠2 is a CW signal with a subpulse width of 1.5 ×

10−5s and a carrier frequency of 10MHz. 

3) 𝑠3 is a LFM signal with a carrier frequency of 

10MHz and pulse repetition rate of 0.1MHz. 

4) 𝑠4  is a FSK signal with a subpulse width of 

10−7s . The carrier frequency varies with the binary 

baseband signal between 25MHz and 50MHz. 

5) 𝑠5  is a MPSK signal with a subpulse width of 

4 × 10−7s and a carrier frequency of 50MHz. 
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If the number of sources is set as 𝐾 = 4, the source 

signals are composed of s1, s2, s3 and s5. If the number 

of sources is set as 𝐾=5, the source signals are composed 

of s1~s5. Set different number of array antenna elements 

𝑀 , and mixing matrix 𝑨  is generated by random 

function, the sampling frequency is 120MHz, snapshots 

is 𝑁 , the observed signals are overlapped with white 

Gaussian noise, the variation range of signal-to-noise 

ratio (SNR) is −10dB~30dB , step size is 2dB, 1000 

Monte Carlo simulations are carried out on each SNR. 

The experimental results are shown in Figs. 1 (a)-(d). In 

addition, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, the histogram 

of the estimated source number at SNR = 15dB is shown 

in Figs. 2 (a)-(f). 

Figure 1 shows the comparison of results by the 

GDE-CRSTGBIC method and the ITC methods (BIC, 

AIC, MDL, KIC), gerschgorin circle method (GDE), in 

the Gaussian white noise environment. As can be seen 

from Fig. 1 (a), at this time 𝑀/𝑁 ≪ 1, the relationship 

between the number of antennas and that of snapshots 

meets the requirements of the classical asymptotic 

system. Under the condition of Gaussian white noise, 

when the SNR is larger than 3dB, the GDE-CRSTGBIC 

method, MDL method and BIC method can accurately 

estimate the source number with 100% probability, but 

the gerschgorin circle method needs more than 26dB of 

the SNR to reach 100% probability. In Fig. 1 (b), Fig. 1 

(c) and Fig. 1 (d), 
𝑀

𝑁
≥ 1, so the relationship between the 

number of antennas and that of snapshots meets the 

requirement of the general asymptotic regime. Under the 

condition of Gaussian white noise, the GDE-CRSTGBIC 

method can accurately estimate the source number with 

100% probability when the SNR is larger than 14dB, 

8dB, and 7dB, respectively. Other ITC and GDE methods 

failed to estimate the source number. 

 

 
   (a) 

 
    (b) 

 
    (c) 

 
    (d) 

 

Fig. 1. The source number estimation results by proposed 

method are compared with those of the ITC methods and 

the GDE method under the condition of white noise. 

 

Figure 2 shows, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime. In Gaussian white noise, the  

-30 -20 -10 0 10 20 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR/dB

E
s
ti

m
a
ti

o
n

 a
c
c
u

ra
c
y
 o

f 
th

e
 s

o
u

rc
e
 n

u
m

b
e
r

M =10,K =5,N =600

 

 

BIC

AIC

MDL

KIC

GDE

GDE-CRSTGBIC

-30 -20 -10 0 10 20 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR/dB

E
s
ti

m
a
ti

o
n

 a
c
c
u

ra
c
y
 o

f 
th

e
 s

o
u

rc
e
 n

u
m

b
e
r

M=300,K=5,N=300

 

 

BIC

AIC

MDL

KIC

GDE

GDE-CRST

GBIC

-10 -5 0 5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR/dB

E
s
ti

m
a
ti

o
n

 a
c
c
u

ra
c
y
 o

f 
th

e
 s

o
u

rc
e
 n

u
m

b
e
r

M=330,K=5,N=300

 

 

BIC

AIC

MDL

KIC

GDE

GDE-CRSTGBIC

-10 -5 0 5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR/dB

E
s
ti

m
a
ti

o
n

 a
c
c
u

ra
c
y
 o

f 
th

e
 s

o
u

rc
e
 n

u
m

b
e
r

M=340,K=4,N=300

 

 

BIC

AIC

MDL

KIC

GDE

GDE-CRSTGBIC

ACES JOURNAL, Vol. 35, No. 7, July 2020762



GDE-CRSTGBIC method can accurately estimate the 

source number with 100% probability when the SNR is 

15dB. Other ITC and GDE methods failed to estimate 

the source number. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 
 (d) 

 
 (e) 

 
 (f) 

 

Fig. 2. Histogram of estimated source number at SNR =
15dB when 𝑀 = 340, 𝐾 = 5,𝑁 = 300.  
 

Experiment 2: The proposed method (GDE- 
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CRSTGBIC) is compared with the ITC methods (BIC, 

AIC, MDL, KIC) based on eigenvalue diagonal loading 

and gerschgorin circle method (GDE) in colored noise. 

The source signals are the same with those in Experiment 

1. 

If the number of sources is set as 𝐾 = 4, the source 

signals are composed of s1, s2, s3 and s5. If the number 

of sources is set as 𝐾=5, the source signals are composed 

of s1~s5. Set different number of array antenna elements 

𝑀 , mixing matrix 𝑨 is generated by random function, 

sampling frequency is 120MHz, snapshots is 𝑁, observed 

signals are overlapped with spatial color noise, the 

elements of its covariance matrix are expressed as 𝑛𝑖𝑘 =

𝜎𝑛
20.9|𝑖−𝑘|exp [(j(i-k)𝜋/2)] , 𝑖, 𝑘 = 1,2,⋯ ,𝑀 . 𝜎𝑛  is an 

adjustable parameter, which is used to set the SNRs of 

observed signals, the variation range of signal-to-noise 

ratio (SNR) is−10dB~30dB  , step size is 2dB, 1000 

Monte Carlo simulations are carried out on each SNR. 

The experimental results are shown in Figs. 3 (a)-(d).  

In addition, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300 , the 

histogram of the estimated source number at SNR =

20dB is shown in Figs. 4 (a)-(f). 
 

 

 (a) 

 

 (b) 

 

 (c) 

 

 (d) 

 

Fig. 3. Comparison of the results by the proposed method 

with those of the ITC methods and the GDE method in 

colored noise environment. 
 

Figure 3 shows the comparison of results between 

the proposed method (GDE-CRSTGBIC method) and 

the ITC methods based on eigenvalue diagonal loading 

(BIC, AIC, MDL, KIC), gerschgorin circle method 

(GDE), in colored noise environment. In Fig. 3 (a), at 

this time 𝑀/𝑁 ≪ 1 , the relationship between the 

number of antennas and that of snapshots meets the 

requirements of the classical asymptotic system. Under 

the condition of colored noise, when the SNR is larger 

than 5dB, the GDE-CRSTGBIC method can accurately 

estimate the source number with 100% probability, and 

other methods need larger SNR. In Fig. 3 (b), Fig. 3 (c) 

and Fig. 3 (d), 
𝑀

𝑁
≥ 1, so the relationship between the 

number of antennas and that of snapshots meets the 

requirements of general asymptotic regime. Under the 

condition of colored noise, when the SNRs are larger 

than 9 dB , 15 dB  and 19 dB  respectively, the source 

number can be estimated accurately with 100% 
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probability by the proposed method, while other 

methods failed. 

Figure 4 shows, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime. In colored noise, the GDE-

CRSTGBIC method can accurately estimate the source 

number with 100% probability when the SNR is 20dB. 

Other ITC and GDE methods failed to estimate the 

source number. 
 

 

 (a) 

 

 (b) 

 

 (c) 

 

 (d) 

 

 (e) 

 

 (f) 
 

Fig. 4. Histogram of estimated source number at SNR =
20dB when 𝑀 = 340, 𝐾 = 5,𝑁 = 300.  
 

Experiment 3: Comparison of the results between 

the proposed method and methods based on random 

matrix theory (BN-AIC, RMT-AIC, BIC-variant, LS-

MDL, CRST-GBIC), in colored noise environment.   

The source signals used in this experiment are the 

same as those in Experiment 1, and the number of source 

signals is 5. Set different number of the antennas 𝑀 , 

mixing matrix 𝑨  is generated by random function, 
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sampling frequency is 120MHz, the number of snapshots 

is 𝑁, observed signals are overlapped with spatial color 

noise, the elements of its covariance matrix are expressed 

as 𝑛𝑖𝑘 = 𝜎𝑛
20.9|𝑖−𝑘|exp [(j(i-k)𝜋/2 )], 𝑖, 𝑘 = 1,2,⋯ ,𝑀 . 

𝜎𝑛  is used to set the signal-to-noise ratio (SNR) of 

observed signals, the variation range of SNR is 

−10dB~30dB , step size is 2dB , 1000 Monte Carlo 

simulations are carried out on each SNR. The 

experimental results are shown in Figs. 5(a)-(d). In 

addition, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, the histogram 

of the estimated source number at SNR = 20dB  is 

shown in Figs. 6 (a)-(f). 

Figure 5 are the comparison of the results between 

the proposed method (GDE-CRSTGBIC) and the 

methods based on random matrix theory (BN-AIC, 

RMT-AIC, BIC-variant, LS-MDL, CRST-GBIC) in 

colored noise environment. As can be seen from Fig. 5 

(a), at this time 𝑀/𝑁 ≪ 1, the relationship between the 

number of antennas and that of snapshots meets the 

requirements of the classical asymptotic system. Under 

the condition of colored noise, the GDE-CRSTGBIC 

method compared with a variety of source enumeration 

methods based on random matrix theory, the former  

can accurately estimate the source number with 100% 

probability when SNR is larger than 23dB, but the other 

methods fail. In Fig. 5 (b), Fig. 5 (c) and Fig. 5 (d), 
𝑀

𝑁
≈

or ≥ 1, the relationship between the number of antennas 

and that of snapshots belongs to the classical asymptotic 

system. In colored noise, the proposed method can 

estimate the source number with 100% probability when 

SNRs are larger than 10dB, 15dB and 13dB respectively, 

but the estimation of other methods failed. 
 

 
   (a) 

 
   (b) 

 
   (c) 

 
   (d) 

 
Fig. 5. Comparison of the results between the proposed 

method and the methods based on random matrix theory 

in colored noise environment. 
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Figure 6 shows, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime. In colored noise, the GDE-

CRSTGBIC method can accurately estimate the source 

number with 100% probability when the SNR is 20dB. 

Other RMT methods failed to estimate the source number. 

 

 
   (a) 

 
   (b) 

 
   (c) 

 
   (d) 

 
   (e) 

 
   (f) 

 

Fig. 6. Histogram of estimated source number at SNR =

20dB when 𝑀 = 340, 𝐾 = 5,𝑁 = 300.  

 

V. CONCLUSION 
A new method is proposed for source enumeration, 

under the condition that the observed signals are 

overlapped with spatial colored noise, and the number of  
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antennas and that of snapshots meet the requirements of 

general asymptotic regime. The proposed method does 

not need to presuppose or assume the relationship 

between the number of antennas and that of snapshots, 

that is, it is applicable to the classical asymptotic system 

(the number of antennas is fixed and much smaller than 

the number of snapshots), and also suitable in a general 

asymptotic regime (the number of antennas is equal  

to or larger than that of snapshots). At the same time,  

the proposed method can be used to estimate the  

source number not only in the Gaussian white noise 

environment, but also in the colored noise environment. 

In view of the lack of source enumeration method in the 

general asymptotic regime, and the observed signals 

overlapping with colored noise, an effective approach is 

provided by us. 
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