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Fast Monostatic RCS Computation Using the Near-Field Sparse Approximate 

Inverse and the Multilevel Fast Multipole Algorithm 

Carlos Delgado and Felipe Cátedra 

Department of Computer Science 

University of Alcalá, Alcalá de Henares, Madrid, Spain 

carlos.delgado@uah.es, felipe.catedra@uah.es 

Abstract ─ This paper describes an iteration-free 

numerical approach for the analysis of the monostatic 

Radar Cross Section of arbitrary scenarios. The proposed 

method is based on a combination of the Sparse 

Approximate Inverse of the near-field coupling matrix 

and the Multilevel Fast Multipole Algorithm, and allows 

to bypass the iterative solution process maintaining a 

good degree of accuracy. 

Index Terms ─ Computational electromagnetics, inverse 

matrices, moment method, radar cross section. 

I. INTRODUCTION
The computation of the Radar Cross Section (RCS) 

of complex objects has raised the interest of the 

academic and industrial sectors due to a wide range of 

applications involved. Efficient RCS computation 

methods can be used in approach systems, automatic 

vehicle identification and traffic management, collision-

avoidance systems, meteorology, military applications 

and others. However, the calculation of the RCS of 

electrically large and complex objects is often restricted 

to the use of high-frequency methods [1] due to the 

relaxation of their computational requirements compared 

to full-wave techniques such as the Method of Moments 

(MoM) [2]. The use of high-frequency approaches 

imposes certain geometrical restrictions in order to 

guarantee accurate results that may not be fulfilled in 

some cases. Hybrid techniques [3,4,5] have typically 

been proposed in order to mitigate this limitation. 

There has been a surge in the development of 

efficient full-wave approaches based on the MoM 

that allow to address larger problems. Some of these 

techniques rely on the idea of avoiding the storage of the 

full coupling matrix and, instead, retain only its near-

field matrix, computing the interactions between distant 

elements using efficient matrix-vector products [6,7]. 

One of the most popular approaches within this group [6] 

is the Multilevel Fast Multipole Algorithm (MLFMA), 

based on the aggregation of the fields radiated by the 

currents over regions of the geometry to form multipole 

expansions that can then be translated to different points 

and disaggregated in order to account for distant 

interactions. A different strategy is based on the 

reduction of the number of unknowns using an extended 

set of basis and testing functions called macro-basis 

functions, which, in turn, can be seen as aggregations of 

the low-level functions used by the conventional MoM 

[8,9]. 

The prediction of monostatic RCS values of 

complex scenarios using rigorous approaches is an 

especially demanding task in terms of CPU-time, since 

it requires the solution of the matrix system for as many 

excitations as observation directions, although some 

methods have been developed in order to decrease this 

number using a low-rank reduction of the set of 

excitations [10], or the approximation of close angular 

monostatic values using bistatic computations [11]. A 

fast numerical approach developed using the two-

dimensional RCS via the MLFMA combined with a low-

rank spectral preconditioner and the compression of the 

excitation vectors using ACA is described in [12]. An 

alternative application of ACA for the fast computation 

of the monostatic RCS is shown in [13]. In [14] the 

authors propose a fast technique for the analysis of the 

monostatic RCS using Interpolative Decomposition (ID) 

and the skeletonization of the excitation matrix. The 

same algorithm is used for the analysis of wide angular 

sweeping in [15], overcoming the high memory 

requirements of the skeletonization by applying an 

algorithm parallelized using the Message Passing 

Interface (MPI) paradigm. In [16,17] extrapolations 

based on the Asymptotic Waveform Extraction technique 

(AWE) are presented for an efficient monostatic RCS 

computation. A Bayesian Compressive Sensing method 

for monostatic scattering analysis is detailed in [18]. The 

Best Uniform Approximation method combined with the 

Singular Value Decomposition (SVD) is proposed in 

[19] to reduce the CPU-time required for monostatic

RCS computations.

We propose in this work a novel approach for the 

fast computation of the monostatic RCS based on the 

combination of the Sparse Approximate Inverse (SAI) of 

the near-field coupling matrix, which allows to obtain an 
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approximation of the currents produced by the near-field 

interactions between basis functions, and the MLFMA in 

order to take into consideration the far-field interactions. 

This strategy allows to bypass an iterative solution 

process, which generally involves most of the computing 

time when using a conventional full-wave solver. The 

accuracy obtained, as seen in the test cases provided,  

can be considered good for many applications while 

allowing to analyze problems that fall out of the scope of 

high-frequency techniques. 

 

II. COMPUTATION OF THE SPARSE 

APPROXIMATE INVERSE 
The Sparse Approximate Inverse is generally used 

for the generation of preconditioners in MoM-based 

approaches [20,21,22]. In this document we propose an 

alternative application, using the SAI matrix to obtain 

directly an initial current distribution due to the near-

field interactions between basis functions. Following the 

conventional application of the MLFMA we assume a 

partitioning of the scenario in terms of cubical regions 

with a typical side length of λ/4. 

As a starting point for the description of the analysis 

technique it is convenient to consider the MoM matrix 

equation:  
[𝑍][𝐽] = [𝑉],                             (1) 

where [Z] is a non-sparse coupling matrix, [J] denotes 

the current density distribution to be determined and [V] 

is the excitation vector. It is possible to separate matrix 

[Z] into two parts, containing respectively the near- and 

far-field interactions: 

([𝑍𝑁𝐹] + [𝑍𝐹𝐹])[𝐽] = [𝑉].                   (2) 

Matrix [ZNF] contains the coupling terms between 

basis functions located in the same or in adjacent regions, 

which are, in turn, the coefficients with more significant 

magnitude. This allows to make the following 

approximation in order to compute its approximate 

inverse: 

[𝑍𝑁𝐹][𝐽] ≈ [𝑉],                           (3) 

and, assuming that [M] is an approximation of the 

inverse of [ZNF], the following relation stands after 

performing the right multiplication of both sides by [M] 

in (3): 
[𝐽] ≈ [𝑀][𝑉].                            (4) 

In order to find [M] we impose a sparsity pattern, i.e., 

restrict the positions of the non-null coefficients of [M], 

and use a Linear Least Squares (LLS) approximation to 

determine the best solution that satisfies such constraint. 

It is common to use the same block structure of [ZNF]  

for [M] [21], although we have proposed an enlarged 

version of this structure based on a sparsity distance 

parameter [22]. The SAI matrix is computed, therefore, 

minimizing the norm of the difference between the 

identity matrix [I] and the product of [M] and [ZNF]: 

𝑚𝑖𝑛‖[𝐼] − [𝑀][𝑍𝑁𝐹]‖.                     (5) 

 

The Frobenius norm is generally applied in (5), 

because it allows to separate the computation of each 

row of the SAI matrix from the rest, which involves very 

good scalability properties using modern multi-core 

computers. By following this procedure, (5) can be 

decomposed into Ns independent LLS problems: 

𝑚𝑖𝑛‖[𝐼] − [𝑀][𝑍𝑁𝐹]‖𝐹
2 = ∑ 𝑚𝑖𝑛‖𝒊𝒕 − 𝒎𝒕[𝑍𝑁𝐹

(𝑡)
]‖

𝐹

2𝑁𝑠
𝑡=1 , 

(6)                       

where Ns is the number of unknowns of the problem, it 

is the t-th column of the identity matrix and mt makes 

reference to the t-th row of the SAI matrix, determined 

after solving the LLS problem. Matrix [𝑍𝑁𝐹
(𝑡)

] is a 

submatrix of [ZNF] obtained by discarding the coefficients 

that are not involved in the LLS problem. By following 

this procedure, after solving the Ns problems described 

by (6) the full SAI matrix can be obtained. 
 

A. Filtering strategies in the SAI matrix generation 

Taking into account the previous considerations 

regarding the matrix generation, it is possible to improve 

its computational efficiency as well as the memory 

footprint [23]. We can, on one hand, substitute matrix 

[𝑍𝑁𝐹
(𝑡)

] in (6) with a filtered version [𝑍𝑁𝐹
(𝑡)

], where the 

coefficients with a magnitude lower than τ times the 

largest self-impedance term within  each MLFMA first-

level region are set to 0. The τ parameter will be denoted 

in this work as impedance filtering threshold. As a result, 

it is possible to eliminate a number of columns in the 

matrix that defines each LLS problem, reducing the 

effective size of these problems and speeding up the  

SAI generation. Typical τ values of around 10-2 offer  

a noticeable CPU-time reduction while maintaining a 

performance comparable to that of the unfiltered version. 

The second filtering strategy that can be considered 

addresses the mt solution vector in (6) that determines 

the t-th row of the SAI matrix. This vector, in turn, can 

be substituted by its filtered version �̃�𝒕 in order to be 

stored using a reduced amount of data. In this case the 

filtering parameter ξ is used, denoted as row filtering 

threshold. Only the elements of the computed row with 

a magnitude equal or larger than ξ times that of the 

dominant element are to be retained, while the rest are 

approximated to 0. Values of 10-2 to 3·10-2 have been 

proven in the existing literature [22,23] to keep good 

performance while requiring a fraction of the memory 

needed by the non-filtered SAI matrix. 

 

III. COMPUTATION OF FAR-FIELD 

INTERACTIONS USING MLFMA 
While the SAI matrix can be used to obtain an 

approximation of the current distribution on the scenario 

due to the near-field interactions, the MLFMA provides 

an operator to account for those between distant functions. 

The working principle of the MLFMA consists of  
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aggregating the contributions of multiple basis functions 

to the center of their parent region. The aggregation of 

the j-th basis function 𝑇𝑗(𝑟′⃗⃗ ) to the multipole located at 

the center of the m-th region can be performed as follows: 

 𝑉𝑗𝑚
𝐴𝐺𝐺(�̂�) = ∫ 𝑒−𝑗�̂�𝑟 𝑗𝑚

 

𝑆
(𝐼 ̅ − �̂��̂�)𝑇𝑗(𝑟′⃗⃗ )𝑑𝑆′,      (7) 

and, analogously, the disaggregation term of a multipole 

centered at the m'-th region to the i-th testing function 

𝑅𝑖(𝑟′⃗⃗ ) can be written: 

𝑉𝑚′𝑖
𝐷𝐼𝑆(�̂�) = ∫ 𝑒𝑗�̂�𝑟 𝑖𝑚′

 

𝑆
(𝐼 ̅ − �̂��̂�)𝑅𝑖(𝑟′⃗⃗ )𝑑𝑆′.       (8) 

After aggregating the currents to the center of the 

corresponding parent regions, the multipoles can be 

aggregated to higher-level regions in a similar fashion 

and translated to other same-level regions. The translation 

operator 𝜏𝑚𝑚′(�̂�, 𝑟 𝑚𝑚′) allows to express the multipole 

expansion aggregated to the center of m as a modified 

multipole centered at m': 

𝜏𝑚𝑚′(�̂�, 𝑟 𝑚𝑚′) =
𝑗𝑘

4𝜋
∑𝑗𝑙(2𝑙 + 1)

𝐿

𝑙=0

 

                  ℎ𝑙
(1)

(𝑘𝑟𝑚𝑚′)𝑃𝑙(𝑟 𝑚𝑚′ ∙ �̂�),             (9) 

where ℎ𝑙
(1)

(𝑘𝑟𝑚𝑚′) is a spherical Hankel function of the 

first kind and 𝑃𝑙(𝑟 𝑚𝑚′ ∙ �̂�) is a Legendre polynomial. 

Using the aggregation of the fields radiated by the 

basis functions into their first-level multipoles and 

subsequently into their higher-level ones, the translation 

of the centers of these multipoles and the disaggregation 

it is possible perform very efficiently the matrix-vector 

multiplication between the far-field coupling matrix and 

the current vector. We will denote in this work Ψ𝐹𝐹  to 

the operator that allows to carry out this computation: 

Ψ𝐹𝐹([𝐽]) = [𝑍𝐹𝐹][𝐽].                      (10) 
 

IV. DESCRIPTION OF THE PROPOSED 

APPROACH 
With the previous considerations, and after 

computing the SAI matrix [M] as indicated in (6), it is 

possible to obtain a first approximation of the current 

distribution on the scenario [J(1)] multiplying the SAI 

matrix and the incident field vector [V(1)]: 

[𝐽(1)] ≈ [𝑀][𝑉(1)].                      (11) 

Vector [V(1)] in (11) is the excitation restricted to the 

visible zone of the geometry: 

𝑣𝑖
(1)

= {
𝑣𝑖 , 𝑖𝑓 �̂�𝑖 ∙ �̂�  ≤ 0

0, 𝑖𝑓 �̂�𝑖 ∙ �̂� > 0
,  for i=1..Ns,        (12) 

where 𝑣𝑖
(1)

 and 𝑣𝑖 make reference to the i-th coefficient 

of [V(1)] and [V], respectively, �̂� is the direction of the 

impinging plane wave and �̂�𝑖 stands for the normal 

vector evaluated at the center of the i-th subdomain. 

The field scattered by [J(1)] can be associated, in the 

terminology of high-frequency approaches, to first order 

effects, and can be sufficient to analyze problems that do 

not present interactions between separate geometrical 

regions (such as double reflections, double diffraction or 

combined effects). However, in order to offer a solution 

for more general cases, and after obtaining [J(1)], it is 

possible to calculate the field induced by this current 

distribution over the scenario due to the far-field 

contributions: 

[𝑉𝐹𝐹] = Ψ𝐹𝐹([𝐽
(1)]).                      (13) 

It is important to remark that [VFF] requires a 

modification before obtaining the final induced currents. 

Analogously to the procedure followed in (12) it is 

necessary to illuminate only the visible part of the 

scenario, generating a new excitation vector [V(2)] as 

follows: 

𝑣𝑖
(2)

= {
𝑣𝑖

𝐹𝐹 , 𝑖𝑓 �̂�𝑖 ∙ �̂�  ≤ 0

0, 𝑖𝑓 �̂�𝑖 ∙ �̂� > 0
,  for i=1..Ns,        (14) 

where 𝑣𝑖
𝐹𝐹  denotes the i-th coefficient of [𝑉𝐹𝐹]. It is 

worthwhile to remark that the current distribution [J(1)] is 

equivalent to considering only the near-field coupling 

matrix [ZNF] shown in (2), and can be refined by 

obtaining [J(2)] after the introduction of the correction 

voltage [V(2)] including near and far field contributions 

as follows: 

  [𝑍𝑁𝐹][𝐽
(2)] + [𝑉(2)] =  [𝑉(1)],              (15) 

and an approximation of the resulting current 

distribution can be obtained using the SAI matrix: 

  [𝐽(2)] ≈ [𝑀]([𝑉(1)] − [𝑉(2)]).              (16) 

 

A. SAI matrix storage and matrix-vector product 

strategies 

In addition to the theoretical efficiency of modern 

computational analysis approaches, their scalability is 

very important in order to handle complex problems. It 

is necessary to make use of appropriate data structures 

for the concurrent generation and storage of the matrices 

and vectors used in the analysis. The LLS problems 

represented in (6) can be, thanks to the application of the 

Frobenius norm, distributed among a number of threads 

or nodes in shared-memory and distributed-memory 

architectures, respectively. The solution of each problem 

gives rise to a row of the SAI matrix. However, when 

distributed memory systems such as computer clusters 

are taken into account, there are two alternatives for the 

storage of this matrix: (i) each node can store the set of 

rows of the preconditioner that has previously computed 

or (ii) each row can be processed and its elements 

distributed to the nodes that store the corresponding parts 

of the current and excitation vectors. Note that the first 

alternative does not require exchanging messages in the 

SAI generation process, but needs to exchange the 

excitation vectors between nodes in the matrix-vector 

multiplications. This is the approach taken in the present 

work, since it requires a lesser amount of data exchanged 

between nodes. Figure 1 shows the matrix-vector 

product data distributed between a number of nodes P in 

order to clarify this situation, where each processor  

stores the data represented with the same color.  
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Fig. 1. Scheme illustrating the distribution of the current 

vector, SAI matrix and excitation vector among 

computing nodes, represented by blocks with different 

colors. Ni represents the number of rows assigned to the 

i-th node, while Mi corresponds to the maximum number 

of columns corresponding to the i-th node after applying 

the row filtering threshold. 
 

B. Basis and testing functions applied 

The scenarios considered in the present work are 

described by means of Non-Uniform Rational B-Spline 

(NURBS) surfaces defined by their (u,v) parametric 

coordinates. We make use of a curved mesh based on 

quadrangles defined on the parametric space of these 

patches. The basis and testing functions are rooftops and 

razor-blade functions defined in the parametric space. 

The resulting elements and functions, therefore, are 

curved and conformed to the surface in the real space. 

This scheme offers a good degree of accuracy modeling 

the original geometry and avoiding facetization errors. 

The basis functions are introduced between pairs of 

adjacent subdomains for the u and v components. Figure 

2 depicts an example of the definition of these functions 

for the Electric Field Integral Equation (EFIE) 

formulation. 
 

 
 

Fig. 2. Illustration of the basis (curved rooftops) and 

testing (curved razor-blades) functions used in the 

presented approach over NURBS patches, in the real 

space (top) and parametric space (bottom). Each junction 

between consecutive patches is denoted as a side and 

associated with a basis and a testing function. 

V. NUMERICAL RESULTS 
We present in this section some examples in order 

to validate the performance and efficiency of the 

proposed approach. The hardware platform used to 

obtain the results contains 2 Intel Xeon processors with 

a base clock speed of 2.9 GHz, 16 physical cores and 256 

GB of RAM. The first test case considered is a cube with 

a side length of 1 m, coated with 2 mm of a material with 

an electric permittivity εr=2. The base of the cube rests 

on the XY plane, with its sides parallel to the reference 

axes. The center of the cube is located at (0.5, 0.5, 0.5), 

with all the units in meters. The monostatic RCS has 

been obtained for the θ-θ polarization considering the 

Electric Field Integral Equation at a frequency of 3 GHz 

for φ=0º and θ ranging from 0º to 90º in 0.5º steps. The 

results obtained with the presented technique have been 

compared with those returned by the full-wave MoM-

MLFMA approach using the Biconjugate Stabilized 

Gradient solver (BiCGStab) [24] with a residual of 10-3 

and using the same SAI matrix as a preconditioner. The 

impedance filtering threshold used in this case has been 

τ = 10-2, obtaining an average reduction of 25.2% for  

the size of the LLS problems required to retrieve the  

SAI rows. Using the same value for the row filtering 

threshold (ξ = 10-2) we have obtained a reduction of the 

total size of the SAI matrix of 67.3%. Figure 3 shows 

good agreement between both approaches. In this  

case there are predominantly near-field interactions and 

therefore only the SAI matrix has been necessary to 

obtain the current distribution using the proposed 

approach, which means calculating the scattering field 

from the [J(1)] current distribution obtained as shown in 

(11). The total number of basis and testing functions  

has been 249,696. The CPU-time required for this 

computation has been 21,288 seconds in the case of the 

MoM-MLFMA and 894 seconds with the proposed 

technique, including an identical setup time of 541 

seconds to obtain the near-field coupling matrix, the SAI 

matrix and the multipole data. 
 

 
 

Fig. 3. Monostatic RCS results for the scenario 

containing a coated cube. 
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The second test case considered includes an 

additional cube, with the same characteristics as that 

previously described, with its center located at (-1.5, 0.5, 

2.5), where all the units are expressed in meters. This 

case has been analyzed considering the same frequency, 

polarization and observation directions and includes 

second order effects in addition to reflection. To 

illustrate the difference between both we have separated 

the results obtained considering only the SAI matrix (1 

effect) and the SAI-MLFMA contribution (2 effects). 

These results are shown in Fig. 4 and compared to those 

obtained using MoM-MLFMA, showing very good 

agreement. The impedance filtering threshold τ and the 

row filtering threshold ξ, as in the previous example, 

have been set to 10-2, obtaining a reduction of the size  

of the LLS problems involved in the SAI matrix 

computation of 19.5% and a reduction of the total SAI 

matrix size of 72.3%. The number of basis functions has 

been 499,392. The total CPU-time with MoM-MLFMA 

using the same solver as in the previous case has been 

53,940 seconds, while the proposed approach has 

required 6,122 seconds computing both effects and  

5,240 seconds when considering only the near-field 

contribution. This time includes a setup stage of 3,513 

seconds for both approaches. We have differentiated the 

results for both effects in Fig. 4 with the sole purpose of 

illustrating the contribution carried by each stage of the 

approach. 
 

 
 

Fig. 4. Monostatic RCS results for the scenario 

containing two coated cubes. 

 

VI. CONCLUSION 
A novel analysis method for the computation of  

the monostatic RCS of arbitrary scenarios has been 

described in this letter. This approach presents very good 

efficiency compared to full-wave approaches because it 

does not require to make use of an iterative solver. The 

parametric Sparse Approximate Inverse of the near-field 

coupling matrix is used to obtain the induced currents 

considering the near-field interactions, and the Multilevel 

Fast Multipole Algorithm takes into account the far-field 

effects using the near-field derived currents in order  

to compute the final current distribution. Good 

performance and accuracy is observed in the test cases 

provided. 
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Abstract ─ Crosstalk is an easily occurred 

electromagnetic interference between adjacent cables. 

Previous research on crosstalk mainly focused on 

straight cables, and seldom works are reported for 

bended cables which happens most often in applications. 

Thus, we propose an analytic method to minimize the 

crosstalk between curved cables and determine the 

optimal wiring rules within a specified frequency range. 

The procedure of the proposed method can be described 

as the following steps: Firstly, the theoretical crosstalk 

model of curved cables is deduced and verified by 

numerical simulation. Then, an “ area” is defined as 

the evaluation parameter of crosstalk effects, which is 

devoted to obtaining the law of S with the bending 

degree. On this basis, an optimal wiring is presented and 

a physical explanation through the coupling mechanism 

is given. Finally, an experiment is carried out to further 

validate the proposed method. 

Index Terms ─ Crosstalk, curved cables,  area, optimal 

wiring rules. 

I. INTRODUCTION
Interconnection cables are widely used to transmit 

energy and signals in electronic and electrical systems. 

The common mode current along the cable take the 

primary responsibility for the electromagnetic radiation, 

which induce the crosstalk on adjacent cables through 

the distribution parameters. Crosstalk between cables 

may lead to electromagnetic compatibility (EMC) and 

TEMPEST problems [1-2], so the research on the 

mechanism and the suppression methods of crosstalk 

between cables is of great significance in engineering 

applications. 

Based on the propagation principle of crosstalk, 

researchers developed some interference suppression 

methods from three aspects: interference source, 

propagation path and receiver. The previous works 

showed that differential mode excitation gives a better 

case of crosstalk compared with common mode excitation 

[3]. Since interference source limited by circuit topology 

are not easy to change, many suppression techniques 

have been developed on propagation path and receiver, 

and the widely used way is changing wiring. The 

common methods used for guiding wiring to prevent 

crosstalk include keeping the cables farther apart, 

enlarging the angle between cables, reducing the height 

to ground, adding shielding layer to terminals and using 

guard traces [4-9], etc. In addition, some newly studies 

have been proposed to reduce crosstalk by using input 

and output configuration [10], mode velocity equalization 

[11], matched loads [12], the partial phase shift network 

[13], etc. 

The research on crosstalk suppression approach 

should account for suppression effect, solution 

complexity, practical constraints and other issues. 

Obviously, changing wiring is still the simplest and most 

effective way. Some wiring rules have been used to 

prevent crosstalk in industrial application, but the 

technical rationale is not clear. This paper aims at 

proposing an analytical method of minimizing the 

crosstalk of curved cable and determining the optimal 

wiring. In this paper, we’ll take the single core cable as 

example to establish the crosstalk coupling model of 

curved cables and study the wiring rules. Especially, in 

order to determine the optimal wiring between two 

points, we presented the definition of “ area” on the 

frequency crosstalk curve to evaluate the impact of 

crosstalk. On this basis, an analytic method to 

determinate the minimum crosstalk within a specified 

frequency range is proposed so that an optimal wiring 

can be formed. 
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II. CROSSTALK COUPLING MODEL OF 

CURVED CABLE 

A. Derivation of crosstalk analytic calculation 

Coupling between circuits is a common 

electromagnetic phenomenon, and the crosstalk is a 

typical form of the coupling effects, as illustrated in Fig. 

1. 

 

U1

1 2

C12

C1G C2G

ZS2

ZL2

ZS1

ZL1

L1 L2
M12

U1

ZS2ZS1

1 2

ZL2ZL1

 
(a)                                      (b)  

 
Fig. 1. Schematic for crosstalk coupling of two 

conductors: (a) capacitive coupling; (b) inductive 

coupling. 

 

Multi-conductor transmission line (MTL) theory is 

often used to analyze the crosstalk between cables. The 

electrical behaviors of MTL equations in matrix form 

described in frequency domain can be given as: 

 
 
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For lossless transmission lines, ˆ ,jZ L  jŶ C

with L, C represents per-unit-length inductance matrix 

and capacitance matrix, respectively. 

For non-uniform transmission line, the calculation 

formula of inductance matrix L can be defined as [14]: 
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where, 
1

r  and 
2

r  are the radius of two adjacent cables, 
1

h  

and 
2

h  are the heights to the ground, 
12

s  is the spacing 

between two cables, 
0

  is the permeability for free space. 

To solve capacitance matrix C, the electric potential 

coefficient M is introduced, which can be written as: 
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where, 
0
  is the permittivity for free space and r  the 

relative dielectric constant, 
e
  the effective dielectric 

constant which can be defined by ( 1)e r r    ,
1
r

and 
2

r  the dielectric thickness. 

By differentiating the coupled, first-order phasor 

MTL equations in (1), (2) with respect to line position x 

and substituting each other, the y can be replaced in the 

form of uncoupled, second-order ordinary differential 

equations which are coupled together. To solve these 

equations, it is necessary to decouple the min to n 

separate MTL equations with a similarity transformation 

[15-18]. By solving each set of separate equation, the 

calculated results can be transformed back to the original 

voltages and currents through variable transformation. 

Therefore, we define the relationships between the  

actual phasor line voltages V̂  and current ˆ,I  and  

the mode voltages 
m

V̂  and currents ˆ
m

I  by using the 

transformational matrices ˆ ,VΤ
ˆ ,IT  then we can obtain the 

decoupled equations of second-order MTL as follows: 
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By solving ˆ
V

Τ  and ˆ ,IT  the mode voltages and 

currents on the basis of the sum of forward- and 

backward-travelling wave can be obtained. According to 

the transformation relationship, they can be transformed 

back to the actual voltages and currents along with the 

transmission lines: 
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For uniform transmission lines, the phasor voltages 

and currents are related to the chain-parameter matrix, 

that is: 
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where, the chain-parameter in (10) can be equivalent to: 
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For curved non-uniform cables, non-uniformity is 

mainly manifested by the variation of parasitic 

parameters at each point along the cables. To solve 

crosstalk in this case, a simple method is to treat it as a 

discretely uniform MTL [18]. This method requires to 

divide a cable into cascade sections, each of them can be 

approximated as a uniform sub-segment with chain-

parameter ˆ
k

 , as shown in Fig. 2. 

Then the chain-parameter matrix of the entire non-

uniform cable can be obtained by multiplying the chain-

parameter matrix of each uniform sub-segments, that is: 

        1 1
ˆ ˆ ˆˆ .n n i iΦ L x x x            (15) 

 

 
 

Fig. 2. Chain-parameter cascade of curved non-uniform 

transmission lines. 

 

The relationship between the phasor voltages and 

currents of the curved non-uniform cable at both  

ends can also be expressed by a chain parameter matrix. 

With the terminal conditions in the form of Thevenin 

equivalents, we obtain: 
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where, ˆ
S

Z  and ˆ
L

Z  are the impedance matrices of the 

near and far terminals, ˆ
S

V  and ˆ
L

V  the excitation source 

matrices of the near and far terminals, respectively. 

Terminal current  0Î  and  ˆ LI  can be obtained from 

equations (16) and (17). Finally, we can obtain the 

crosstalk  0V̂  and  ˆ LV  at both ends of curved non- 

uniform cables through Thevenin equivalents, which will 

be used to derive optimal wiring rules. 

 

B. Numerical validation of crosstalk analytic 

calculation 

A validation model is designed to validate the 

calculation method above, as shown in Fig. 3. The model 

consists of two curved cables with a radius of 0.9mm  

and a dielectric thickness of 0.95 mm. The spacing  

is 25mm, and the height to the ground satisfies

 100 70 /1000h sin x    mm. The aggressor 

cable is excited by a VS =1V voltage over frequency 

(0,500MHz), all terminal impedance are 50Ω. 
 

 
 

Fig. 3. Electrical connection of a two curved cables 

model above a ground plane 

 
In this paper, we use a full-analysis commercial 

software CST based on the transmission line matrix 

(TLM) technique to validate the proposed method. By 

using 2D (TL) modeling technique, the equivalent circuit 

model of cables is obtained and then the crosstalk is 

calculated by using AC combine results solver. The AC 

simulation task provides three different ways for cable 

field coupling, and we choose the first type which 

ignores the radiation effects. Also, the loss effect can be 

set in the 2D (TL) modeling settings.  

The calculated crosstalk voltages on victim cable by 

the proposed method and CST are drawn in Fig. 4. It can 

be seen that the induced voltage at near and far end of 

the victim cable calculated from our proposed method is 

well in accordance with that from CST in a wider 

frequency range. However, it should be noted that there 

is a slight difference at higher frequency. The main 

reason is the difference in the extraction accuracy of  

the distributed parameters. Table 1 summarizes the 

calculation time and required memory of our method and 

the CST. We can see that our method consumes less 

memory and performs better efficiency. 
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 (a) 

 
 (b)  

 

Fig. 4. Comparison of crosstalk voltage on victim cable: 

(a) near end; (b) far end. 

 

Table 1: Comparison of two methods 

 
Proposed Method 

(by MATLAB) 

CST 

Simulation 

Computation 

Time 
0.86s 2.7 Mins 

Required 

Memory 
3KB 2.08MB 

 

III. THEORETICAL DERIVATION OF 

OPTIMAL WIRING RULES IN FIXED 

WORKING FREQUENCY 

A. Definition of “ area” 

Sensitive devices often operate within a specific 

frequency range, and crosstalk generated in this range 

may cause greater harm. Therefore, the smaller the sum 

of crosstalk in this frequency range, the lower probability 

of performance degradation and breakdown happen to 

the interfered sensitive device. In this paper, a “ area” 

is presented to evaluate the impact of crosstalk, which is 

defined as the area enclosed by the crosstalk waveform 

and the coordinate axis, as illustrated in Fig. 5, and 

calculated by: 

  
2

1

,

F

F

S f x dx    (18) 

where,  f x  is the relationship of the induced voltage 

and the frequency. 

According to equations (3) and (4), the waveform of 

induced voltage is related to the values of inductance 

matrix and capacitance matrix, and varies with the 

wiring parameters, such as length, height to the ground, 

spacing and so on, which will lead to the variation of  

area. Therefore, we can minimize S by changing the 

wiring of cables and obtain the best routing. 

 

 
 

Fig. 5. Definition of “ area”.  

 

B. Relationship between “ area” and wiring 

In applications, the interconnected cables between 

devices are usually in a relaxed state, as shown in Fig. 6. 

The cable wiring can be expressed with an approximate 

function as follows: 

 0
/h h asin x s     mm, 

where, h defines the height to the ground of cable with 

respect to cable positionx, h0 the height of mounting 

points which means an initial height above the ground, 

s the spacing between two fixed mounting points, a  

the degree of bending of cable. Since h0 and s usually 

have fixed values, the cables wiring depends mainly on 

the value of parameter a, and the probability can be 

characterized by a function of S(a). 
 

 
 
Fig. 6. Wiring of interconnection cables between devices. 
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Assuming h0=80mm, s=500mm, and the working 

frequency of sensitive device ranges from 250MHz to 

270MHz. The relationship curve between S(a) and 

parameter a can be drawn by changing a from 0 mm to 

75 mm, as shown in Fig. 7. The curve shows that  area 

decreases first and then increases with increased a. 

As shown in Fig. 7, the value of  area get the 

minimum when the parameter are aches point P, which 

means that the crosstalk sum value in the frequency 

range is minimum. Thus, it is determined that the wiring 

in this case is the optimal one under a given working 

conditions. 

The optimal wiring analysis calculation process 

between two fixed points can be summarized as  

following steps: 

1) Define the“ area”; 

2) Draw the relation curve of S about independent 

variables under certain conditions; 

3) Determine the minimum crosstalk and optimal 

wiring on the basis of the above curve.  

 

σ
σ

 A
re

a

Parameter a

P(48,0.044487)

 
 

Fig. 7. Relationship between  area and parameter a.  

 

C. Physical interpretation of optimal wiring 

The resonance point is an inherent characteristic of 

a system network containing inductive and capacitive 

components. The per-unit-length equivalent circuit for 

MTL, shown in Fig. 8, indicates that resonance exists 

among transmission lines. 

When the length of transmission line is equal to half 

of the wavelength, the current distribution along line 

enhances significantly, known as generalized resonance. 

Letting L represents the length of transmission lines,  

the crosstalk voltage on the interfered lines will exhibit 

the same frequency rules due to the resonance of the 

transmission lines system in the vicinity and its 

multiplication of the frequency: 

 f0=c/2L.                                (19) 

 

 
 
Fig. 8. The per-unit-length equivalent circuit for MTL. 

 

So, the length of the interconnection cable will also 

change with the parameter a, which will cause the 

resonance point to move. When resonant frequency does 

not fall within the operating frequency, the value of  

area can be greatly reduced. 

On the other hand, the value of parameter a 

determines the bending degree of a cable, the larger the 

parameter a, the smaller the height of each uniform  

sub-segment to the ground based on the cascade of 

curved cables. According to the calculation formula of 

capacitance matrix, the equivalent capacitance decreases 

as the height to the ground decreases, thus the capacitive 

coupling is weakened. In addition, the inductive coupling 

will be weakened as well due to the reduction of closed 

loop area enclosed by the interference circuit.  

However, it doesn’t mean that the larger the 

parameter a, the better the effect of interference rejection. 

There are multiple resonance points of a transmission 

lines system, the increasing in length will bring a new 

resonance point in the operating frequency range of the 

sensitive equipment. 

 

IV. EXPERIMEMNTAL VALIDATION OF 

OPTIMAL WIRING 
To validate the analytic calculation of the optimal 

wiring rules, we build a well-controlled cables crosstalk 

testing plat form by using Vector Network Analyzer  

as shown in Fig. 9. The core radius of tested cables is  

0.9 mm, the insulation layer thickness is 0.95 mm, the 

spacing between two cables is 25mm and 80 mm high 

above a ground reference which is a finite metallic plane 

with a length of 1m and a width of 0.5 m, the distance 

between two fixed mount points is 500mm. Two cables 

are connected to the analyzer through SMA connectors, 

where the red one connected to Port1 is the aggressor 

cable, and the blue one connected to Port2 is the victim 

cable. Each terminal of the cables is matched to a 50Ω 

impedance. 
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Fig. 9. Schematic diagram of two-cables coupling 

experiment 

 

The output signal from Port 1 return to Port 2 via 

the cables and the conduction coupling path between 

them, so the tested cables can be regarded as a two-port 

network from Port 1 to Port 2. Therefore, once the S21 is 

measured, the near-end crosstalk of the victim cable can 

be obtained when the 1V voltage is injected into the 

aggressor cable. 

The experimental testing device is shown in Fig. 10 

(a). By increasing the length, the cables are naturally 

bended and sag between the two mounting points, as 

illustrated in Fig. 10 (b). The lengths of the cables in 

three groups of experiments are 500mm, 510mm, 

525mm. Measurements were performed over (30KHz, 

500MHz) and S21 of three experiments were recorded. 
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Fig. 10. Coupling experiments: (a) experimental test 

picture of S21; (b) three groups of experiments. 

 

The measured results of S21 with different parameter 

a are shown in Fig. 11. It obviously shows that the 

relationship between resonance points and the length of 

cables is in good consistent with equation (19), the 

longer the length, the resonant frequencies shift to the 

left. The resonance point of the blue solid curve is not 

the fundamental frequency point, but the peak point of 

the second waveform after the resonant points shift as the 

length of cables increases and the bending changes. 

Table 2 shows three experimental results of  area 

by calculating the region enclosed by the measured 

waveform of S21 and the coordinate axis from 200MHz 

to 400MHz, which demonstrates the relationship between 

S and parameter a. When parameter a equals 45 in  

the No.2 experiment, the value of  area is minimum.  

So compared with the analysis result, there is a 

consentaneous conclusion that S decreases first and then 

increases with the increased a, and crosstalk has the 

minimum impact on system when a takes a value around 

48. Consequently, the conclusion and the proposed 

calculation method of the optimal wiring can be validated 

through the experiments. 
 

 
 

Fig. 11. Measurement waveform of S21 for each test. 

 

Table 2: Calculation results of S  from 200 to 400MHz 

Experiments 
No.1 No.2 No.3 

a=0 a=45 a=75 

S


 3.1262 1.8469 4.4576 

 

V. CONCLUSION 
To solve the relationship between curved cables 

wiring and crosstalk impacts, an analytical method  

to minimize curved cables crosstalk and determine  

the optimal wiring rules in a fixed frequency range is 

proposed. Firstly, a theoretical calculation model for 

crosstalk of curved cables is derived based on similarity 

transformation and chain-parameter matrix cascade, and 

validated by numerical simulation. Then, by defining 

the“ area” to evaluate the impact of crosstalk the 

relation curve between crosstalk and bending degree of 

cables is obtained. On this basis, an optimal wiring is 

determined via the inflection point of the curve and a 

physical explanation is given by use of the generalized 

resonance and the crosstalk coupling mechanism. Finally, 

a measurements of parameter S21 are carried out to 
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validate the proposed calculation method of the optimal 

wiring for curved cables. This work is contributed to 

guiding the wiring of cables in industrial application. 

However, the method still has some limitations. Our 

work takes single core cables as the object, for shielded 

or twisted pair cables, the calculation model needs to be 

further modified to analyze wiring rules due to the 

change of basic structure. 
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Abstract ─ A novel PO method is proposed to analyze 

the uncertain scattering problems. The algorithm starts 

with modeling the target with a variable shape by using 

the non-uniform rational B-spline (NURBS) scheme. 

Then the scattering far-field is expressed in terms of the 

variable parameters in NURBS. It should be noted that 

the perturbation approach is applied to describe the 

uncertainty of the varying shapes. Compared with the 

traditional Monte Carlo (MC) method, only a few matrix 

equations are needed to be solved, so the efficiency will 

increase greatly. At last, several numerical examples are 

given to validate the accuracy and efficiency of the 

proposed method.  

 

Index Terms─ Electromagnetic scattering, perturbation 

approach, PO, varying geometric shape. 
 

I. INTRODUCTION 
In the field of computational electromagnetic, the 

methods to obtain EM scattering characteristics for 

certain targets have been well studied [1-6]. However, 

the uncertainty for modeling electromagnetic scattering 

of real targets also needs to be focused due to the 

manufacturing tolerance, environmental influence or 

insufficient information. Furthermore, the uncertainty  

of EM scattering characteristics is a key point of radar 

system design for target detection. In fact, the 

uncertainty of the target geometry is often difficult to 

describe. It is hard to get the EM scattering characteristic 

for the target with a variable shape. Therefore, it is 

significant to develop an efficient method for solving the 

scattering problems of targets with uncertain geometry 

structures. 

A lot of works have been done in the past decades 

to analyze the uncertainty problems [7-22]. The Monte 

Carlo (MC) simulation is one of the most popular 

methods to evaluate the impact of uncertainty [15-16]. In 

this method, a series of samplings are chosen to describe 

the variation of the uncertain problems, thus an uncertain 

problem can be divided into several certain problems, 

which is easy and direct. Based on this, the computational 

efficiency of the MC method will become worse with  

the number of sampling points increasing [17]. Then a 

generalized polynomial chaos method [18] is proposed 

to further accelerate the convergence, in which the 

random variables can be expanded by a series of 

orthogonal polynomials. There are two common schemes 

in this method, namely Stochastic Galerkin (SG) approach 

[9-11,21-22] and stochastic collocation (SC) approach 

[14,19,20]. When the order of polynomial becomes 

higher, both the SG and SC method will result in a huge 

coupling system. In [26], a surrogate modeling technique 

for electromagnetic scattering analysis of objects with 

variable shapes is presented by using the method of 

moments, but this method is not easy to be realized due 

to the huge consumption of computational resources [27-

32]. Therefore, it is urgent and necessary to develop   

an efficient tool to analyze the uncertain scattering 

problems for three-dimensional objects.  

In this paper, the perturbation method is introduced 

into the physical optics (PO) method [27] to solve the 

uncertainty in scattering problems. Firstly, the varying 

shape on the surface of the target is modeled by using the 

non-uniform rational B-spline (NURBS) scheme [23-24]. 

In this way, the geometric uncertainty can be described 

in terms of several random variables. Then the scattering 

far-fields can be rewritten by the Taylor series, which is 

constructed by the random variables. As a result, the 

geometry can be easily changed by adjusting the variables. 

Numerical results are compared with the traditional MC 

method, which demonstrates the accuracy and efficiency 

of the proposed method. 

The remainder of this paper is organized as follows. 

In Section 2, the theory and the formulations are given. 
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Three numerical experiments are presented in Section 3 

to show the efficiency of the proposed method. Section 

4 concludes this paper. 

 

II. THEORY AND FORMULATIONS 

A. NURBS surface modeling 

A plane with 0.74m*1.15m is considered. The 

number of control points in the u direction (i.e., the    

x-axis) is set to seven, and the number of control points 

in the v direction (i.e., the y-axis) is set to nine. All the 

control points are numbered. The first control point is 

labeled P00, and the last control point is labeled P68. So 

the NURBS surface can be redrawn by MATLAB as 

shown in Fig. 1. 
 

 
 

Fig. 1. NURBS surface with controlling points. 
 

A new plane can be got by turning the z coordinate 

of P3,2 to -0.4 and the z coordinate of P3,6 to 0.4, which 

is shown in Fig. 2. It can be seen that as the two points 

of P3,2 and P3,6 changes, the surface shape closer to the 

two control points is bent. But the other parts far away 

from the two points on the plane are not deformed. 
 

 
 

Fig. 2. Reconstructed surface with varying shapes. 
 

Because of the influence of the external 

environment or the other factors, the geometrical shape 

of the target is uncertainty. The varying geometrical 

shape will directly cause the varying of target’s EM 

scattering characteristics. As shown in Fig. 3, the side 

length of the cube model varies in the interval of 

 ,l l l l   . 

 

 
 

Fig. 3. The cube model with uncertainty geometrical 

shape. 

 

B. Relationship between variables and equations 

An object with a certain size of cα  is considered. 

The largest varied size is assumed as  . That is, the 

range of the size for the object is ,c c    α α . 

The far-field scattering field of a PEC object can be 

calculated as follows: 

   
 

0

ˆ ˆ '

0

ˆ ˆ 2 '
4

s ijk k kjkR

s s s i
s

jk
e k k n H e ds

R




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 

r
E r . (1)

 
The above formula can be written as: 

   I IE α b α ,              (2) 

where 
I

α  represents any point in ,c c    α α . 

And then the equation (3) can be obtained by using the 

first-order Taylor series to expand the equation (1) at the 

point 
c
α : 

   
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1

         

c
n
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b α b

,        (3) 

where n is the number of random variables and 
i  is 

largest varied size in the i-th random variable, there is: 

     
 c I c I  E E b α b ,           (4)  

where IE  represents the change of the far-field 

scattering field. c
E  represents the far-field scattering 

field of the model with the size of cα , namely: 

 c cE b α .               (5) 

Then the change of the far-field scattering field can 

be expressed as: 
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1

( )

c
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I

i

i i


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
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


b α
E ,           (6) 

where   /c

i b α  is always the same for different 

varied sizes, thus the system just needs to be solved once. 

Compared with the Monte Carlo method, much more 

time can be saved by the proposed method in this paper. 

When an object is modeled with a NURBS surface, 

any point on the object can be represented by: 

,

0 0

( , ) ( , ) ,
n m

i j ij

i j

u v R u v P
 

S           (7) 

where 
, ( , )i jR u v  is a piecewise rational basis function. 

ijP  is a control point, and the x, y, and z coordinates   

of the control point are represented by , ,ijx ijy ijzP P P  

respectively. Then the relationship between the 

coordinates of the point on the object and the coordinates 

of the control point is: 
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(8) 

where , ,x y zS S S  represent the x, y, z coordinates of the 

point on the object. And then the shape of the object can 

be controlled by adjusting the coordinates of the control 

points. All the x, y, and z coordinates of the control 

points are mutually independent. In the paper, the x, y, 

and z coordinates of the control point , ,ijx ijy ijzP P P  are 

can be seen as random variables. The derivative of the 

equation (1) can be written as: 
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where 
i  represents the random variable , ,ijx ijy ijzP P P , 

and A is the area of the triangle. The derivation of area 

i

A






 can be derived as:  
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where a,b,c is the side length of the triangle mesh.
2 / ia   , 2 / ib    and 2 / ic    are derived as:  
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where 
1S ,

2S  and 
3S  are the three vertices of triangle 

mesh. In this way, the deviation of the scattering field

E  can be obtained by: 
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It should be noted the first-order Taylor series is 

used to expand the formula of far-field scattering field at 

the mean value. Therefore, the error will be introduced 

into the approximate calculation formula. More 

specifically, the error will increase with varying interval 

of the shape becomes bigger. The experience indicates 

that the interval should be less then 0.4 . As shown in 

Eq. (4), the change of the far-field scattering field should 

be calculated only once for each i . Therefore, the 

computation complexity has a linear relation to the 

number of random variables. In other words, the equation 

should be solved n (number of random variables) times 

totally for the uncertain problems. However, for the MC 
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method, the computational efficiency will decrease as 

the number of sampling points increases. Generally, the 

number of sampling points in the MC method is far 

greater than the number of random variables in the 

proposed method. Therefore, the computational time can 

be saved a lot when compared with the traditional MC 

method. 
 

III. NUMERICAL RESULTS 
In this section, a series of examples are presented to 

demonstrate the efficiency of the proposed method. 
 

A. The bistatic RCS for a PEC slab 

Firstly, a slab model with uncertain side length is 

analyzed with the proposed method at the frequency of 

1GHz. The side length of the slab model is set as [1.91m, 

2.09m], as shown in Fig. 4. To verify the accuracy of the 

proposed method for uncertainty problems, the result 

simulated by the MC method with 1000 sampling points 

is used as a reference [39-40]. The incident angle of 

plane wave is set at , . The bistatic 

RCS results are compared in Fig. 5 between the MC 

method and the proposed method. It can be seen that 

there is a good agreement between them. Moreover, the 

comparisons of CPU time cost between the proposed 

method and MC method with 1000 samples are listed in 

Table 1.  
 

 
 

Fig. 4. The slab model with uncertain side length. 
 

 
 

Fig. 5. Bistatic RCS of a slab model with uncertain side 

length. 

 

Table 1: Comparisons of CPU Time between the 

Proposed Method and MC Method with 1000 Samples 

Method CPU Time (s) 

Proposed method 41 

Monte Carlo 1158 

 
B. The monostatic RCS for a PEC aircraft  

Secondly, the analysis of monostatic RCS is taken 

for a PEC aircraft at the frequency of 1.0 GHz. As shown 

in Fig. 6 (a), the nose of aircraft is along y axis. The 

varying length of wings is set as the uncertain scattering 

property of the aircraft model with the variation of 

. It can be seen from Fig. 6 (b) that there 

are eight control points to describe the varying shape   

of this aircraft. The incident angle of plane wave is    

set at , . As shown in Fig. 7, the 

monostatic RCS results are given and it can be found that 

there is a good agreement between the MC method and 

the proposed method. Moreover, the comparisons of 

CPU time cost between the proposed method and MC 

method with 1000 samples are listed in Table 2.  

 

 
(a) 

 
(b) 

 
Fig. 6. (a)The aircraft model with varying length of 

wings. (b) The aircraft model constructed by NURBS 

Approach (Points 1-8 are used to control the varying of 

the wings length). 

 
Table 2: Comparisons of CPU time between the 

proposed method and MC method with 1000 samples 

Method CPU Time (s) 

Proposed method 2817 

Monte Carlo 81095 
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Fig. 7. Monostatic RCS of an aircraft model with varying 

length of wings.  

 

C. The monostatic RCS for a PEC missile over a 

rough medium sea surface 

At last, we consider the scattering from a missile 

over a rough medium sea surface at the frequency of 1 

GHz. As shown in Fig. 8 (a), the nose of missile is along 

z axis. The varying length of wings is set as the uncertain 

scattering property of the missile model with the 

variation of [2.9m, 3.1m]. As shown in Fig. 8 (b), there 

are eight control points to describe the varying shape of 

this missile. The incident angle of plane wave is set    

at , . As shown in Fig. 9, the 

monostatic RCS results are given and it can be found that 

there is a good agreement between the MC method and 

the proposed method. Moreover, the comparisons of 

CPU time cost between the proposed method and MC 

method with 1000 samples are listed in Table 3. 
 

 
(a) 

 
(b) 

 

Fig. 8. (a) The missile model with varying length of 

wings over a rough medium sea surface. (b) The aircraft 

model constructed by NURBS Approach (Points 1-8 are 

used to control the varying of the wings length). 

 
 

Fig. 9. Monostatic RCS of a missile model with varying 

length of wings. 
 

Table 3: Comparisons of CPU time between the 

proposed method and MC method with 1000 samples 

Method CPU Time (s) 

Proposed method 502 

Monte Carlo 18459 
 

IV. CONCLUSION 
In this paper, the perturbation approach is used to 

analyze the uncertain scattering from electrically large 

targets. By using the non-uniform rational B-spline 

(NURBS) scheme, the varying geometrical shape can be 

modeled with several variables. In this way, the 

scattering far-fields can be calculated by the PO method. 

Less matrix equations are needed to be solved when 

compared with the traditional Monte Carlo method.  
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Abstract ─ A new source enumeration method based on 

gerschgorin circle transform and generalized Bayesian 

information criterion is devised, for the case that the 

antenna array observed signals are overlapped with 

spatial colored noise, and the number of antennas 

compared with that of snapshots meet the requirement 

of general asymptotic regime. Firstly, the sample 

covariance matrix of the observed signals is calculated, 

and then gerschgorin circle transformation is carried out 

on the sample covariance matrix. With the help of the 

more obvious distinction between the transformed signal 

gerschgorin circle radius and the noise gerschgorin circle 

radius, the observation statistic used to establish the 

likelihood function of the information theoretic criterion 

is constructed, by using the estimated values of the 

transformed sample covariance matrix’s eigenvalues, 

and according to the idea of corrected Rao’s score test, 

the observed statistics used to establish the likelihood 

function of the ITC are constructed. Based on the 

statistics, the source number is estimated by employing 

the generalized Bayesian information criterion (GBIC). 

The effectiveness of the proposed method is validated by 

experiments. Compared with the information theoretic 

criterion (ITC) methods and gerschgorin circle method 

(GDE), in Gaussian white noise, at the time 𝑀/𝑁 ≥ 1, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime, the proposed method can 

accurately estimate the source number with 100% 

probability, the other methods failed. Compared with 

the ITC methods based on eigenvalue diagonal loading 

and GDE, in colored noise, at the time 𝑀/𝑁 ≥ 1, the 

proposed method can accurately estimate the source 

number with 100% probability, the other methods failed. 

Compared with the methods based on random matrix 

theory, in colored noise, the proposed method can 

estimate the source number with 100% probability, but 

the estimation of other methods failed. The proposed 

method has wide applicability, in terms of the relationship 

between the numbers of antennas and snapshots, it is 

suitable for both general asymptotic regime and classical 

asymptotic system, and in terms of noise characteristics, 

it is suitable for both Gaussian white noise environment 

and colored noise environment. 

Index Terms ─ Colored noise, corrected Rao’s score 

test, general asymptotic regime, Gerschgorin circle 

transform, source enumeration. 

I. INTRODUCTION
The estimation of the emitters’ number has 

important applications in many fields, such as phased 

array radar, communications, brain imaging, neural 

networks, speech signal separation and direction of 

arrival estimation [1-8]. The classical methods for source 

enumeration are essentially based on the statistical 

analysis theory of observed data and their moment 

functions. For example, the hypothesis testing methods 

and information theoretic criterion (ITC) methods are 

commonly used for source enumeration, which mainly 

make use of the statistical distribution of observed data 

and the statistics of sample eigenvalues [9]. Among the 

classical source enumeration methods, the hypothesis 

testing methods include spherical test [10] and eigenvalue 

detection [11], which are mainly used to construct the 

observation statistics for hypothesis testing and set the 

decision threshold by using the statistical distribution 

law of sample eigenvalues. The ITC methods include 

Akaike information criterion (AIC) [12], Bayesian 

information criterion (BIC) [13], minimum description 

length (MDL) [14] and Predictive description length 

(PDL) [15], etc., usually assume that the observed data 

are Gaussian distribution, and then establish a criterion 

for estimating the number of sources according to the 

likelihood function of the joint probability distribution of 

the observed data. The expression of source enumeration 

is a function of the sample eigenvalues. A new source 

enumeration method based on higher-order tensors is 

presented in [16]. All these methods are applicable to 

Gaussian white noise environment [1-2, 16-17]. The 

main methods for source enumeration in colored noise 

environment are gerschgorin circle method [18] and 
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ITC methods based on diagonal loading [2, 19]. The 

performance of ITC methods have been studied in [17], 

results show that the methods are suitable for small-scale 

array signals whose sample number is much larger than 

the number of antennas. The above source enumeration 

methods are mainly based on the classical asymptotic 

system, that is, the dimension of the observed data matrix 

is fixed and the number of snapshots tends to be infinite. 

However, in large-scale antenna arrays such as 

phased array radar and Multiple Input Multiple Output 

(MIMO) systems, due to the limitation of data storage 

space and the real-time requirement of signal processing, 

the observed data is often difficult to meet the condition 

that the number of snapshots is much larger than that of 

antennas, and it usually belongs to high-dimensional 

limited sampling data or even small sampling data. That 

is, the number of snapshots is in the same order of 

magnitude as that of antennas, or even less than the 

number of antennas. As to large-scale array observed 

data, the proportional relationship between the number 

of snapshots and that of antennas often does not meet  

the requirements of classical statistical theory, so the 

emergence of large-scale array brings new challenges to 

the classical source enumeration methods [20-21]. 

At present, the source enumeration in general 

asymptotic regime is mainly based on random matrix 

theory, including RMT-AIC method [4], BN-AIC method 

[5], BIC-variant method [6], LS-MDL method [7], the 

estimation method based on spike model [22], etc.,  

and these methods are applicable when the number  

of antennas is less than that of snapshots. As to the 

estimation method based on spherical test and the 

estimation method based on modified Rao score test [22], 

they are applicable when the number of antennas is  

more than, less than or equal to the number of snapshots. 

All these methods are not only suitable for source 

enumeration in general asymptotic regime, but also 

suitable for classical asymptotic system. However, these 

methods are only applicable to white noise environment, 

but fail in colored noise environment [1, 4-7, 22]. 

Comprehensive analysis shows that at this stage, 

there is a lack of source enumeration method which is 

suitable for both classical asymptotic system and general 

asymptotic regime, whether there is white noise or 

colored noise environment. Considering that in the 

actual signal environment, the proportional relationship 

between the number of antennas and the number of 

snapshots, and whether the noise of observed signal 

overlapped by Gaussian white noise or colored noise is 

unknown, therefore, it is necessary to develop a source 

enumeration method which is suitable for both classical 

asymptotic system and general asymptotic regime, and is 

applicable to both Gaussian white noise and colored 

noise. In this paper, a source enumeration method  

based on gerschgorin circle transform and generalized 

Bayesian information criterion is devised, which does 

not need to prejudge the relationship between the number 

of antennas and that of snapshots (applying conditions 

must be satisfied, the relationship between the number of 

antenna elements 𝑀, the number of sources 𝐾, and the 

number of snapshots 𝑁  is: 𝑀 − 𝐾 ≥ 1, 𝐾 < 𝑁 , 𝑀  can 

be larger than, equal to or less than 𝑁), and whether the 

observed signal overlapped noise is Gaussian white 

noise or colored noise. The number of narrowband signal 

sources such as communications can be blindly estimated 

in the complex electromagnetic environment.  

The remainder of the paper is organized as follows. 

Section II presents the model of source enumeration 

problem. Section III gives the proposed source 

enumeration method. Section IV describes experiment 

results that validate the proposed method. Finally, the 

conclusions are drawn in Section V. 

 

Ⅱ. MATHEMATICAL MODEL OF SOURCE 

ENUMERATION 

Suppose there are far-field signals whose number is 

𝐾 incidenting from the directions 𝜃1, 𝜃2, ⋯ , 𝜃𝐾  onto an 

antenna array, and the number of antennas is 𝑀. at the 

sampling time 𝑡 , the observed signals by the array is 

expressed as, 

𝑿(t) = ∑ 𝑎(𝜃𝑘)

𝐾

𝑘=1

𝑠𝑘(𝑡) + 𝒘(𝑡) = 𝑨(𝜽)𝒔(t) + 𝒘(𝑡), 

 (1) 

where 𝑿(t) = [𝑿1(𝑡), 𝑿2(𝑡), … , 𝑿𝑀(𝑡)]T (the superscript 

T represents transpose) is the observed signal vector, 

𝑎(𝜃𝑘)  is the array direction vector, 𝑨(𝜽) = [𝑎(𝜃1),

𝑎(𝜃2),⋯ , 𝑎(𝜃𝐾)]  is the matrix composed of direction 

vectors, 𝜃 = [𝜃1, 𝜃2, ⋯ , 𝜃𝐾]T  is the incoming wave 

angle parameter vector of the signals, 𝒔(𝑡) = [𝑠1(𝑡),

𝑠2(𝑡),⋯ , 𝑠𝐾(𝑡)]T  is the incident signal vector, 𝒘(𝑡) =

[𝑤1(𝑡), 𝑤2(𝑡),⋯ ,𝑤𝑀(𝑡)]T is the additive noise vector, 

the sampling time is 𝑡 = 1,2,⋯ ,𝑁, and 𝑁 is the number 

of snapshots. The basic assumptions of the array 

observed signal model shown in formula (1) are as 

follows [22]: 

(1) The incident signals are narrowband stationary 

signals independent of each other, which satisfy the 

mean E{𝒔(𝑡)} = 0 and covariance matrix E{s(t)𝒔𝐻(t)}=

𝑑𝑖𝑎𝑔{𝑝𝑠1 , 𝑝𝑠2 , ⋯ , 𝑝𝑠𝐾
} ≜ 𝑃𝒔 ∈ 𝑅𝐾×𝐾 , where 𝑝𝑠𝑘

 is the 

power of the 𝑘 − th signal; 

(2) The superimposed noise in the observed signal 

vector is additive noise (Gaussian white noise or colored 

noise);  

(3) The number of incident signals is less than that 

of antennas and snapshots at the same time, that is  

𝐾 < min⁡(𝑀,𝑁); 

(4) The incident signals propagate in ideal space, 

and the antennas have omni-directional consistency. 
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III. THE PROPOSED SOURCE 

ENUMERATION METHOD 

A. The principle of the proposed method 

In practice, the sample data received by antenna 

array contains noise, and it may not be an ideal Gaussian 

white noise, but a complex spatial colored noise. In the 

complex spatial colored noise environment, the noise 

eigenvalue part of the covariance matrix of the received 

data will become very divergent and will not vibrate  

near the noise power like the Gaussian white noise’s 

eigenvalue part. This problem caused by colored noise 

will invalidate various algorithms for source enumeration 

using hypothesis testing and ITC. As to the source 

enumeration method based on gerschgorin circle 

theorem, and the methods based on eigenvalue diagonal 

loading combined with ITC are usually only applicable 

to the classical asymptotic system, that is, the 

relationship between the number of antennas 𝑀 and that 

of snapshots 𝑁  is: 𝑀  is fixed and 𝑀/𝑁 ≪ 1 . While 

under the general asymptotic regime, the relationship 

between the number of antennas and that of signal 

samples is that 𝑀 and 𝑁 tend to infinity at the same rate, 

𝑀,𝑁 → ∞⁡and⁡𝑀/𝑁 → 𝑐 ∈ (0,∞), the above methods 

usually fail to estimate the source number, regardless of 

whether the noise is Gaussian white noise or colored 

noise. 

The existing source enumeration methods based on 

random matrix theory cannot be applied to estimate the 

source number, in the case of observed signal overlapped 

with colored noise in general asymptotic regime [1, 4-7, 

22]. Through the analysis of the eigenvalues of the 

observed signals’ covariance matrix, it is found that the 

noise eigenvalues are very divergent in the colored noise 

environment. As to the source enumeration methods 

based on gerschgorin circle theorem, they can be used  

to estimate the source number in Gaussian white noise  

or colored noise in the classical asymptotic system. 

When applying these methods, it is necessary to make  

a special transformation of the observed signals’ 

covariance matrix. And after the transformation, there 

will be a more obvious distinction between the signal 

gerschgorin circle radius and the noise gerschgorin circle 

radius. In order to estimate the source number under the 

condition of observed signals overlapping with colored 

noise in general asymptotic regime, with the help of the 

idea of gerschgorin circle transformation, the sample 

covariance matrix of the observed signals is calculated 

first, and makes the gerschgorin circle transformation to 

the sample covariance matrix, then we get the more 

obvious distinguishing between the signal gerschgorin 

circle radius and the noise gerschgorin circle radius after 

the transformation. According to the idea of corrected 

Rao’s score test (CRST), it can be used to detect the  

structural characteristics of large-dimensional covariance 

matrix [23]. The spherical test statistics in CRST can test 

whether the covariance matrix of the observed data’s 

noise part is proportional to the unit matrix. According 

to this principle, based on the estimated eigenvalues of 

the transformed sample covariance matrix, the observed 

statistics used to establish the likelihood function of the 

ITC are constructed, and on this basis the source number 

is estimated by the generalized Bayesian information 

criterion (GBIC). The conventional BIC yields 

unsatisfactory results, especially in some difficult 

conditions, such as small sample sizes, low signal-to-

noise ratios (SNRs), close spacing and high correlation 

between the sources. To improve its performance, Lu et 

al. [24] proposed a generalized Bayesian information 

criterion, by incorporating the density of the sample 

eigenvalues or corresponding statistics.  

The proposed method improves the existing source 

enumeration method based on corrected Rao’s score  

test [22], which can be used not only in the classical 

asymptotic system, but also in the general asymptotic 

regime, whether the observed signals are overlapped 

with Gaussian white noise or colored noise. 

 

B. Specific steps of the proposed method 

The specific steps of the proposed method are as 

follows. 

Step 1: assume that the antenna array has 𝑀 

elements, and the observed signals obtained by one 

measurement can be expressed as 𝑿(t) = [𝑿1(𝑡),

𝑿2(𝑡), … , 𝑿𝑀(𝑡)]T  (superscript T represents transpose). 

The sampling time is 𝑡 = 1,2,⋯ , 𝑁, 𝑁 is the number of 

snapshots, and the covariance matrix of the observed 

signals is calculated as 𝑹(𝑡) =
𝑿(𝑡)∙𝑿𝐻(𝑡)

𝑁
. 

Step 2: block the sample covariance matrix 𝑹(𝑡) as 

follows: 

𝑹(𝑡) = [
𝑹’(𝑡) �̂�

�̂�𝐻 �̂�𝑀𝑀

]. 

The 𝑀 − 1-dimensional square matrix 𝑹’(𝑡) is the 

covariance matrix of the observed data 𝑿‘(𝑡) obtained  

by removing the last element of the antenna array. For 

convenience, the following 𝑹(𝑡)  and 𝑹’(𝑡)  will be 

abbreviated as 𝑹 and 𝑹’. Take the characteristic matrix 

of 𝑹, and it is recorded as 𝑽, then we construct a unitary 

transformation matrix 𝑻: 

𝑻 = [
𝑽 𝟎
𝟎𝐻 𝟏

].⁡⁡⁡⁡⁡                         (2) 

The covariance matrix of the observed signals  

is unitary transformed by the constructed unitary 

transformation matrix 𝑻, 
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𝑹𝑇=𝑻𝐻𝑹𝑻 = [
𝑽𝐻𝑹′𝑽 𝑽𝑯�̂�
�̂�𝐻𝑽 �̂�𝑀𝑀

] =

⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

[
 
 
 
 

𝛾1 0 ⋯
0 𝛾2 ⋯
⋮ ⋮ ⋱

⁡⁡
0 𝜌1

0 𝜌2

⋮ ⋮
0 0 ⋯
𝜌1

∗ 𝜌2
∗ ⋯

⁡⁡
𝛾𝑀−1 𝜌𝑀−1

𝜌𝑀−1
∗ �̂�𝑀𝑀 ]

 
 
 
 

.           (3) 

Step 3: write the spectral decomposition of 𝑀 -

dimensional observed data covariance matrix 𝑹 , and 

𝑀 − 1-dimensional observed data covariance matrix 𝑹‘ 

as: 𝑹 = ∑ 𝜆𝑖𝒖𝑖𝒖𝑖
𝐻𝑀

𝑖=1 , 𝑹’ = ∑ 𝛾𝑖𝒗𝑖𝒗𝑖
𝐻𝑀−1

𝑖=1  . 

Step 4: do Eigen-Decomposition to the 𝑀 -

dimensional observed data covariance matrix 𝑹 and the 

𝑀 − 1-dimensional observed data covariance matrix 𝑹’, 

which are respectively expressed as: 

𝑹 = 𝑼𝚺𝜆𝑼
𝐻 , 𝑹’ = 𝑽𝚺𝜆

′𝑽𝐻. 

Divide 𝑼, 𝑽 and 𝚺𝜆 into blocks: 

𝑼 = [

𝑢11 ⋯ 𝑢1𝑀

⋮ ⋱ ⋮
𝑢𝑀1 ⋯ 𝑢𝑀𝑀

] = [
𝑼′ 𝒖𝑀

′

𝒆𝐻 𝑢𝑀𝑀
] 

𝑽 = [𝒗1⁡𝒗2 ⁡⋯ ⁡𝒗𝑀−1] 

𝚺𝜆 = [
𝚺𝜆

′ ⋯
⋮ ⋱ ⋮

⋯ 𝜆𝑀

], 

where 𝑼′ = [𝒖1
′ ⁡𝒖2

′ ⋯𝒖𝑀−1
′ ],𝒖𝑖

′ = [𝒖1𝑖 ⁡𝒖2𝑖 ⋯⁡𝒖(𝑀−1)𝑖]
𝐻

 

(𝑖 = 1,2, … ,𝑀) , 𝒆 = [𝒖𝑀1⁡𝒖𝑀2 ⁡⋯⁡𝒖𝑀(𝑀−1)]
𝐻

, 𝚺𝜆
′ =

diag(𝜆1, 𝜆2, … , 𝜆𝑀−1). 

Step 5: as in formula (2), by applying the unitary 

transformation matrix 𝑻, the block matrix 𝑼  and 𝑽 to  

do unitary transformation of 𝚺𝜆 , the following can be 

obtained: 

𝑹𝑇 = 𝑻𝐻𝑼𝚺𝜆𝑼
𝐻𝑻 =

[
𝑽 𝟎
𝟎𝐻 𝟏

]
𝐻

[
𝑼′ 𝒖𝑀

′

𝒆𝐻 𝑢𝑀𝑀
] [

𝚺𝜆
′

𝜆𝑀
] [

𝑼′ 𝒖𝑀
′

𝒆𝐻 𝑢𝑀𝑀
] [

𝑽 𝟎
𝟎𝐻 𝟏

] =

[
𝑽𝐻𝑼′𝚺𝜆

′𝑼′𝐻𝑽 + 𝜆𝑀𝑽𝐻𝒖𝑀
′ 𝒖𝑀

′𝐻𝑽 𝑽𝐻𝑼′𝚺𝜆
′𝒆 + 𝜆𝑀𝑽𝐻𝒖𝑀

′ 𝑢𝑀𝑀

𝒆𝐻𝚺𝜆
′ 𝑼′𝐻𝑽 + 𝜆𝑀𝑢𝑀𝑀𝒖𝑀

′𝐻𝑽 𝒆𝐻𝚺𝜆
′ 𝒆 + 𝜆𝑀𝑢𝑀𝑀𝑢𝑀𝑀

∗ ].     

 (4) 

Step 6: similar to the formula (3) in Step 2, take the 

first to the 𝑀 − 1 rows and the 𝑀 column of the formula 

(4) in Step 5, and it is expressed as 𝜌𝑖
′⁡(𝑖 = 1,2,⋯ ,𝑀 −

1), then we take its absolute value |𝜌|𝑖
′⁡(𝑖 = 1,2,⋯ ,𝑀 −

1) , write it as 𝑟𝑖 = |𝜌|𝑖
′ , and it can be regarded as  

the estimated values of the 𝑀 − 1  eigenvalue of the 

covariance matrix 𝑹’. 

Step 7: as to 𝑟𝑖 ⁡(𝑖 = 1,2,⋯ ,𝑀 − 1), ordering that 

𝑟𝑀 = 𝑟𝑀−1 , expressing 𝑟𝑖  and 𝑟𝑀  as a sequence 𝑟𝑖
′ =

𝑟𝑖 ⁡(𝑖 = 1,2,⋯ ,𝑀), judging whether the values of 𝑟𝑖
′ are 

arranged in the order of 𝑟1
′ ≥ 𝑟2

′ ≥ ⋯ ≥ 𝑟𝑀
′ , if yes, the 

sequence 𝑟𝑖
′ is retained and proceed to the next step; if 

the values of 𝑟𝑖
′ are arranged in the order of 𝑟1

′ ≤ 𝑟2
′ ≤

⋯ ≤ 𝑟𝑀
′ , the values of 𝑟𝑖

′ would be in reverse order, that 

is, the values of 𝑟𝑖
′ would be arranged in the order from 

the largest to the smallest, and they are expressed as 𝑟𝑖
′𝑓

, 

the serial number is 𝑖 = 1,2,⋯ ,𝑀. For convenience, we 

express 𝑟𝑖
′ or 𝑟𝑖

′𝑓
 as 𝑟𝑖

′𝑛𝑒𝑤 = 𝑟𝑖
′ or 𝑟𝑖

′𝑓
. 

Step 8: according to the eigenvalue sequence  

𝑟𝑖
′𝑛𝑒𝑤 , the modified Rao score test method is introduced 

to estimate the number of sources. Defining �̂�𝑊
(𝑘)

=

diag{𝑟𝑘+1
′𝑛𝑒𝑤 , ⋯ , 𝑟𝑀

′𝑛𝑒𝑤} , and 𝑻(𝑘)  is calculated by the 

following formula: 

 𝑻(𝑘) =
1

√�̃�(𝑘)
𝑇𝑟 [(

1

�̂�𝑘
2 �̂�𝑊

(𝑘)
− 𝐈𝑀−𝑘)

2

] − (𝑀 − 𝑘)�̃�𝑁
(𝑘)

, (5) 

where, �̃�(𝑘) = 2(�̃�𝑁
(𝑘)

)2  ( 1+2 �̃�𝑁
(𝑘)

) , �̃�𝑁
(𝑘)

= (𝑀 − 𝑘)/

(𝑁 − 1), �̂�𝑘
2 =

1

𝑀−𝑘
∑ 𝑟𝑖

′𝑛𝑒𝑤𝑀
𝑖=𝑘+1 . 

Step 9: define the formula of Source Enumeration 

based on gerschgorin circle theorem and modified Rao 

score test as following: 

GDE − CRSTGBIC(𝑘) = (𝑻(𝑘))
2
+ (𝑘 + 1)log𝑁.   (6) 

Step 10: estimate the source number by the following 

formula: 

                  𝐾 = argmax⁡GDE − CRSTGBIC(𝑘),                    

⁡𝑘 = 1,2,⋯ ,𝑀 − 1.                         (7) 

 

IV. EXPERIMENTS AND ANALYSIS 
The validation of the proposed method is carried out 

under the simulation  

condition of the DELL9020MT personal computer, 

Intel (R) Core (TM) i7mur4770 CPU @ 3.40GHz 

Windows 64-bit operating system, and the simulation 

software is MATLAB R2010a. In order to fully verify 

the effectiveness of the proposed method (we name it as 

GDE-CRSTGBIC), the calculation results of the proposed 

method and the reference methods are compared, and 

three groups of tests are carried out. 

Experiment 1: Comparison between the proposed 

method (GDE-CRSTGBIC) and the ITC methods (BIC, 

AIC, MDL, KIC), gerschgorin circle method (GDE),  

in the environment of Gaussian white noise. The 

experimental conditions are set as follows: 

1) 𝑠1 is a BPSK signal with a subpulse width of 3 ×

10−7s and a carrier frequency of 10MHz. 

2) 𝑠2 is a CW signal with a subpulse width of 1.5 ×

10−5s and a carrier frequency of 10MHz. 

3) 𝑠3 is a LFM signal with a carrier frequency of 

10MHz and pulse repetition rate of 0.1MHz. 

4) 𝑠4  is a FSK signal with a subpulse width of 

10−7s . The carrier frequency varies with the binary 

baseband signal between 25MHz and 50MHz. 

5) 𝑠5  is a MPSK signal with a subpulse width of 

4 × 10−7s and a carrier frequency of 50MHz. 
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If the number of sources is set as 𝐾 = 4, the source 

signals are composed of s1, s2, s3 and s5. If the number 

of sources is set as 𝐾=5, the source signals are composed 

of s1~s5. Set different number of array antenna elements 

𝑀 , and mixing matrix 𝑨  is generated by random 

function, the sampling frequency is 120MHz, snapshots 

is 𝑁 , the observed signals are overlapped with white 

Gaussian noise, the variation range of signal-to-noise 

ratio (SNR) is −10dB~30dB , step size is 2dB, 1000 

Monte Carlo simulations are carried out on each SNR. 

The experimental results are shown in Figs. 1 (a)-(d). In 

addition, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, the histogram 

of the estimated source number at SNR = 15dB is shown 

in Figs. 2 (a)-(f). 

Figure 1 shows the comparison of results by the 

GDE-CRSTGBIC method and the ITC methods (BIC, 

AIC, MDL, KIC), gerschgorin circle method (GDE), in 

the Gaussian white noise environment. As can be seen 

from Fig. 1 (a), at this time 𝑀/𝑁 ≪ 1, the relationship 

between the number of antennas and that of snapshots 

meets the requirements of the classical asymptotic 

system. Under the condition of Gaussian white noise, 

when the SNR is larger than 3dB, the GDE-CRSTGBIC 

method, MDL method and BIC method can accurately 

estimate the source number with 100% probability, but 

the gerschgorin circle method needs more than 26dB of 

the SNR to reach 100% probability. In Fig. 1 (b), Fig. 1 

(c) and Fig. 1 (d), 
𝑀

𝑁
≥ 1, so the relationship between the 

number of antennas and that of snapshots meets the 

requirement of the general asymptotic regime. Under the 

condition of Gaussian white noise, the GDE-CRSTGBIC 

method can accurately estimate the source number with 

100% probability when the SNR is larger than 14dB, 

8dB, and 7dB, respectively. Other ITC and GDE methods 

failed to estimate the source number. 

 

 
   (a) 

 
    (b) 

 
    (c) 

 
    (d) 

 

Fig. 1. The source number estimation results by proposed 

method are compared with those of the ITC methods and 

the GDE method under the condition of white noise. 

 

Figure 2 shows, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime. In Gaussian white noise, the  
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GDE-CRSTGBIC method can accurately estimate the 

source number with 100% probability when the SNR is 

15dB. Other ITC and GDE methods failed to estimate 

the source number. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 
 (d) 

 
 (e) 

 
 (f) 

 

Fig. 2. Histogram of estimated source number at SNR =
15dB when 𝑀 = 340, 𝐾 = 5,𝑁 = 300.  
 

Experiment 2: The proposed method (GDE- 
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CRSTGBIC) is compared with the ITC methods (BIC, 

AIC, MDL, KIC) based on eigenvalue diagonal loading 

and gerschgorin circle method (GDE) in colored noise. 

The source signals are the same with those in Experiment 

1. 

If the number of sources is set as 𝐾 = 4, the source 

signals are composed of s1, s2, s3 and s5. If the number 

of sources is set as 𝐾=5, the source signals are composed 

of s1~s5. Set different number of array antenna elements 

𝑀 , mixing matrix 𝑨 is generated by random function, 

sampling frequency is 120MHz, snapshots is 𝑁, observed 

signals are overlapped with spatial color noise, the 

elements of its covariance matrix are expressed as 𝑛𝑖𝑘 =

𝜎𝑛
20.9|𝑖−𝑘|exp [(j(i-k)𝜋/2)] , 𝑖, 𝑘 = 1,2,⋯ ,𝑀 . 𝜎𝑛  is an 

adjustable parameter, which is used to set the SNRs of 

observed signals, the variation range of signal-to-noise 

ratio (SNR) is−10dB~30dB  , step size is 2dB, 1000 

Monte Carlo simulations are carried out on each SNR. 

The experimental results are shown in Figs. 3 (a)-(d).  

In addition, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300 , the 

histogram of the estimated source number at SNR =

20dB is shown in Figs. 4 (a)-(f). 
 

 

 (a) 

 

 (b) 

 

 (c) 

 

 (d) 

 

Fig. 3. Comparison of the results by the proposed method 

with those of the ITC methods and the GDE method in 

colored noise environment. 
 

Figure 3 shows the comparison of results between 

the proposed method (GDE-CRSTGBIC method) and 

the ITC methods based on eigenvalue diagonal loading 

(BIC, AIC, MDL, KIC), gerschgorin circle method 

(GDE), in colored noise environment. In Fig. 3 (a), at 

this time 𝑀/𝑁 ≪ 1 , the relationship between the 

number of antennas and that of snapshots meets the 

requirements of the classical asymptotic system. Under 

the condition of colored noise, when the SNR is larger 

than 5dB, the GDE-CRSTGBIC method can accurately 

estimate the source number with 100% probability, and 

other methods need larger SNR. In Fig. 3 (b), Fig. 3 (c) 

and Fig. 3 (d), 
𝑀

𝑁
≥ 1, so the relationship between the 

number of antennas and that of snapshots meets the 

requirements of general asymptotic regime. Under the 

condition of colored noise, when the SNRs are larger 

than 9 dB , 15 dB  and 19 dB  respectively, the source 

number can be estimated accurately with 100% 
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probability by the proposed method, while other 

methods failed. 

Figure 4 shows, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime. In colored noise, the GDE-

CRSTGBIC method can accurately estimate the source 

number with 100% probability when the SNR is 20dB. 

Other ITC and GDE methods failed to estimate the 

source number. 
 

 

 (a) 

 

 (b) 

 

 (c) 

 

 (d) 

 

 (e) 

 

 (f) 
 

Fig. 4. Histogram of estimated source number at SNR =
20dB when 𝑀 = 340, 𝐾 = 5,𝑁 = 300.  
 

Experiment 3: Comparison of the results between 

the proposed method and methods based on random 

matrix theory (BN-AIC, RMT-AIC, BIC-variant, LS-

MDL, CRST-GBIC), in colored noise environment.   

The source signals used in this experiment are the 

same as those in Experiment 1, and the number of source 

signals is 5. Set different number of the antennas 𝑀 , 

mixing matrix 𝑨  is generated by random function, 
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sampling frequency is 120MHz, the number of snapshots 

is 𝑁, observed signals are overlapped with spatial color 

noise, the elements of its covariance matrix are expressed 

as 𝑛𝑖𝑘 = 𝜎𝑛
20.9|𝑖−𝑘|exp [(j(i-k)𝜋/2 )], 𝑖, 𝑘 = 1,2,⋯ ,𝑀 . 

𝜎𝑛  is used to set the signal-to-noise ratio (SNR) of 

observed signals, the variation range of SNR is 

−10dB~30dB , step size is 2dB , 1000 Monte Carlo 

simulations are carried out on each SNR. The 

experimental results are shown in Figs. 5(a)-(d). In 

addition, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, the histogram 

of the estimated source number at SNR = 20dB  is 

shown in Figs. 6 (a)-(f). 

Figure 5 are the comparison of the results between 

the proposed method (GDE-CRSTGBIC) and the 

methods based on random matrix theory (BN-AIC, 

RMT-AIC, BIC-variant, LS-MDL, CRST-GBIC) in 

colored noise environment. As can be seen from Fig. 5 

(a), at this time 𝑀/𝑁 ≪ 1, the relationship between the 

number of antennas and that of snapshots meets the 

requirements of the classical asymptotic system. Under 

the condition of colored noise, the GDE-CRSTGBIC 

method compared with a variety of source enumeration 

methods based on random matrix theory, the former  

can accurately estimate the source number with 100% 

probability when SNR is larger than 23dB, but the other 

methods fail. In Fig. 5 (b), Fig. 5 (c) and Fig. 5 (d), 
𝑀

𝑁
≈

or ≥ 1, the relationship between the number of antennas 

and that of snapshots belongs to the classical asymptotic 

system. In colored noise, the proposed method can 

estimate the source number with 100% probability when 

SNRs are larger than 10dB, 15dB and 13dB respectively, 

but the estimation of other methods failed. 
 

 
   (a) 

 
   (b) 

 
   (c) 

 
   (d) 

 
Fig. 5. Comparison of the results between the proposed 

method and the methods based on random matrix theory 

in colored noise environment. 
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Figure 6 shows, when 𝑀 = 340, 𝐾 = 5,𝑁 = 300, 

that is the relationship between the number of antennas 

and that of snapshots meets the requirement of the 

general asymptotic regime. In colored noise, the GDE-

CRSTGBIC method can accurately estimate the source 

number with 100% probability when the SNR is 20dB. 

Other RMT methods failed to estimate the source number. 

 

 
   (a) 

 
   (b) 

 
   (c) 

 
   (d) 

 
   (e) 

 
   (f) 

 

Fig. 6. Histogram of estimated source number at SNR =

20dB when 𝑀 = 340, 𝐾 = 5,𝑁 = 300.  

 

V. CONCLUSION 
A new method is proposed for source enumeration, 

under the condition that the observed signals are 

overlapped with spatial colored noise, and the number of  

336 336.5 337 337.5 338 338.5 339
0

20

40

60

80

100

120

140

160

180

200

Estimated source number

N
u

m
b

e
r 

o
f 

e
s
ti

m
a
te

s

BNAIC

170 180 190 200 210 220 230
0

5

10

15

20

25

30

35

40

45

50

Estimated source number

N
u

m
b

e
r 

o
f 

e
s
ti

m
a
te

s

RMTAIC

334 335 336 337 338 339 340 341 342 343
0

20

40

60

80

100

120

140

160

180

200

Estimated source number

N
u

m
b

e
r 

o
f 

e
s
ti

m
a
te

s

variantBIC

315 316 317 318 319 320 321 322 323 324
0

20

40

60

80

100

120

140

160

180

200

Estimated source number

N
u

m
b

e
r 

o
f 

e
s
ti

m
a
te

s

LSMDL

8 8.2 8.4 8.6 8.8 9
0

20

40

60

80

100

120

140

160

180

200

Estimated source number

N
u

m
b

e
r 

o
f 

e
s
ti

m
a
te

s

CRSTGBIC

0 1 2 3 4 5 6 7 8 9
0

20

40

60

80

100

120

140

160

180

200

Estimated source number

N
u

m
b

e
r 

o
f 

e
s
ti

m
a
te

s

GDE-CRSTGBIC

WANG, ZENG, WANG: GERSCHGORIN CIRCLE TRANSFORM AND GENERALIZED BAYESIAN INFORMATION 767



antennas and that of snapshots meet the requirements of 

general asymptotic regime. The proposed method does 

not need to presuppose or assume the relationship 

between the number of antennas and that of snapshots, 

that is, it is applicable to the classical asymptotic system 

(the number of antennas is fixed and much smaller than 

the number of snapshots), and also suitable in a general 

asymptotic regime (the number of antennas is equal  

to or larger than that of snapshots). At the same time,  

the proposed method can be used to estimate the  

source number not only in the Gaussian white noise 

environment, but also in the colored noise environment. 

In view of the lack of source enumeration method in the 

general asymptotic regime, and the observed signals 

overlapping with colored noise, an effective approach is 

provided by us. 
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Abstract ─ MATLAB and Python are two common 

programming languages commonly used in computational 

electromagnetics. Both provide simple syntax and 

debugging tools to make even complicated tasks relatively 

simple. This paper studies how these programming 

languages compare in throughput for a variety of tasks 

when utilizing complex numbers which are common 

in electromagnetics applications. The compared tasks 

include basic operations like addition, subtraction, 

multiplication, and division, along with more complex 

operations like exponentiation, summation, Fourier 

transforms, and matrix solving. Each of these tests is 

performed for both single and double precision on the 

CPU. A 2D finite difference frequency domain problem 

and a planar array beamforming problem are also 

presented for comparison of throughput for realistic 

simulations. 

Index Terms ─ Computational electromagnetics, 

MATLAB, python. 

I. INTRODUCTION
Programming languages such as Python and 

MATLAB are popular in computational electromagnetics. 

They provide abstract constructs when compared to 

lower level compiled programming languages such as 

C/C++ and FORTRAN. Both Python and MATLAB 

provide platforms for quickly developing and testing a 

variety computational electromagnetics (CEM) problems. 

MATLAB and Python provide optimized libraries that 

can be leveraged to create computationally efficient 

programs with a minimal amount of programming. This 

environment is ideal for the testing of new technologies 

because users can quickly prototype ideas without 

worrying about memory management and data types. 

A. Current work

Speeds between MATLAB and Python have been

previously compared for areas of scientific computing. 

[1] provided some benchmark tests to compare runtimes

on a number of linear algebra routines for real numbers

in both Python and MATLAB while articles like [2] and

[3] have covered general usage of Python as an

alternative to MATLAB for scientific computing. Even

further, [4] investigates and discusses the usage of Python

for computational electromagnetics (CEM). A vast

amount of research has looked specifically on the usage

of MATLAB for CEM for general applications like [5]

and for more application specific acceleration like in [6].

Unlike MATLAB, Python is a free and open source 

programming language that is community supported. 

Python and many scientific computing libraries can be 

downloaded as a single package like Anaconda [7]. The 

Anaconda package also includes integrated development 

environments (IDEs) like Spyder [8] to provide an 

experience similar to that of working in MATLAB’s 

IDE. For those who are not familiar with Python syntax, 

there exists many free resources to help learn the 

intricacies of the programming language and help 

quickly get a user started. Some resources like [9] even 

provide direct command translations from MATLAB to 

Python allowing those familiar with MATLAB to learn 

how to use numerical libraries in Python even faster. 

While MATLAB and Python have both been studied 

and utilized for a variety of electromagnetic problems, 

MATLAB still dominates this area of research. 

IEEEXplore has about 3,000 paper matches for the 

keyword Python and over 56,000 for the keyword 

MATLAB. Here we will take an in depth look at how 

Python matches up as a competitor to MATLAB 

specifically in CEM problems. 

B. Comparison for scientific computing

CEM problems commonly deal in double and single

precision complex numbers. To the knowledge of the 

authors, comparisons of MATLAB and Python for 

computation using complex numbers has not previously 

been investigated. Because CEM problems vary so 

widely in application and implementation, a generic 

approach to comparison of speeds between MATLAB 

and Python was taken. For this approach, a large variety 

of math operations were tested that gradually increase in 

complexity. These operations are the building blocks for 

many CEM problems and can be used to estimate the 
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relative runtimes between programming languages. 

Basic operations (e.g., add, subtract, multiply, 

divide) are first tested to provide a good baseline for 

elementary math operations performed on complex 

numbers. This is then stepped up to include more 

complex operations like exponentiation, summation, and 

a combination of elementary operations (specifically 

𝑐 =  𝑎 + 𝑏 ∗ 𝑒𝑥𝑝(𝑎)). Past this, matrix operations such 

as matrix-matrix multiplication and LU decomposition 

are performed, along with solving of both dense and 

sparse systems of linear equations. With runtime 

comparisons for basic operations, relative runtimes can 

then be estimated for more realistic CEM problems. To 

test these runtimes, a realistic finite difference frequency 

domain (FDFD) problem and a beamforming simulation 

written in both MATLAB and Python were compared. 

 

II. MATLAB AND PYTHON FOR CEM 
As previously mentioned, both MATLAB and 

Python have been used on a variety of applications. Both 

provide a large range of pre-written optimized functions 

that the users do not need to rewrite from scratch. In 

many cases for linear algebra operations, Python and 

MATLAB can both be configured to use the Intel Math 

Kernel Library (MKL) [10]. This library provides highly 

optimized basic linear algebra subprograms (BLAS) and 

linear algebra package (LAPACK) library for common 

linear algebra problems. With both programming 

languages using these subroutines, many linear algebra 

operations utilize the same precompiled code and 

therefore would be expected have near identical runtimes. 

 

A. MATLAB 

MATLAB arguably provides an easier and more 

beginner friendly approach for people not experienced  

in programming. This is because MATLAB does not 

typically require external libraries. This means that all 

commands that need to be used in MATLAB are either 

available from the core installation, or a toolbox. Once a 

toolbox is installed, the commands from that toolbox are 

always available to the user. MATLAB also is built 

specifically for matrix operations. This means that for 

many CEM applications, the code will be optimized and 

require less verbose syntax than its Python counterpart.  

 

B. Python 

Unlike MATLAB, Python requires libraries to be 

imported for a variety of tasks. While this provides an 

extra step by calling the import command in Python, it 

increases the flexibility of the programming language by 

allowing the user to easily include third party packages 

without the concern of overlapping function and class 

names. 

While a vast number of Python libraries exist online, 

three well developed libraries are utilized in this paper. 

These are NumPy, SciPy, and Numba. These three 

libraries cover most of the core functionality that 

MATLAB contains and can therefore be used to solve 

many CEM problems. NumPy and SciPy provide 

functionality such as array and matrix operations, along 

with access to linear algebra subroutines found in the 

compiled BLAS backend. Numba provides an additional 

layer of acceleration for Python allowing vector 

operations to be partially compiled and run around the 

typical Python interpreter. 
 

C. Further acceleration 

Beyond using prebuilt libraries, MATLAB and 

Python both provide further acceleration capabilities. 

Both can access functions written and compiled from 

C/C++ and FORTRAN. In MATLAB, mex file wrappers 

are written to take MATLAB data types and pass them 

to these lower level functions. Python on the other hand 

can typically directly call these compiled functions. This 

is because at its core, Python typically uses a runtime 

built in the C programming language. Integration with 

lower level libraries can therefore be done through a 

Cython interface, or by loading the functions as a shared 

library through the ctypes interface.  

Python code can also be compiled to native machine 

code with Cython. This allows users to include additional 

keywords to specify information such as data types and 

sizes. This additional information information allows the 

Cython compiler to optimize the compiled code to provide 

further acceleration over equivalent native Python code.  

While it is important to know these low-level 

interfaces exist, prototype code will typically be written 

directly in Python or MATLAB and therefore these 

interfaces are not quantitatively compared in this paper. 
 

III. MEASUREMENT OF 

COMPUTATIONAL SPEEDS IN PYTHON 

AND MATLAB 

A. Accurate timing of code 

Both MATLAB and Python provide methods to 

perform some timing analysis on different code snippets 

with tic()/toc() in MATLAB and timeit() in Python. 

Extensions of both of these functions were written with 

new OperationTimer classes. The version of this class in 

MATLAB and Python leveraged the existing timing 

capabilities but extended upon them to provide more in-

depth timing statistics. These classes provided the user 

with an adjustable number of repeat measurements. In 

most cases 100 repeat measurements were made. 

Repeat measurements are vital as they allow the 

generation of uncertainty bounds on the data. Bounding 

the uncertainties of the runtimes helps remove any 

outliers that may occur due to system inconsistencies 

(such as operating system scheduling). These 

uncertainties also provide insight into how variable these 

runtimes may be over multiple uses. In the case of this 

paper, these uncertainties were generated as the standard  
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deviation of the repeat measurements. 

Along with producing repeat measurements, the 

OperationTimer classes had several other features. This 

included allowing the user to run a sweep of input  

data which in turn allowed the testing of runtimes as  

a function of element count for each operation. 

Functionality for generating statistics on the data was 

also included in each class. These classes also provided 

a consistent interface and data format between both 

MATLAB and Python to ensure consistency in the post-

processing of the results. 
 

B. Testing the functions 

With a consistent class for timing of the code in both 

MATLAB and Python, each of the functions to be 

compared could then be tested. MATLAB and Python 

scripts were created that pass the function handles for 

each operation to test to the OperationTimer class. These 

scripts also set up parameters such as the number of 

repeat measurements and the sweep dimensions to run 

for each function. With the scripts set up, each function 

could then be timed and compared. 
 

IV. CPU RESULTS 
CPU results were obtained for the aforementioned 

operations on an AMD Threadripper 2990WX 32 Core 

processors with 64 logical processors and 128 GB of 

RAM. These results were obtained using MATLAB 

R2018a and Python 3.7 with NumPy 1.17.4, SciPy 1.3.2, 

and Numba 0.46. Each of the tests was run for both 

single and double precision complex data. Uncertainty 

bars were generated using the standard deviation of each 

of the recorded times. 
 

A. Basic operations 

The first set of results were basic add, subtract, 

multiply, and divide. Each of these operations was 

repeated 100 times for arrays with a number of elements 

ranging from 1 all the way to 100 million. The addition 

operation can be seen in Fig. 1, subtraction in Fig. 2, 

multiplication in Fig. 3, and division in Fig. 4. 
 

 
 

Fig. 1. Runtime vs. number of elements for addition with 

single and double precision using MATLAB, NumPy, 

and Numba. 

 
 

Fig. 2. Runtime vs. number of elements for subtraction 

with single and double precision using MATLAB, 

NumPy, and Numba.  

 

 
 

Fig. 3. Runtime vs. number of elements for multiplication 

with single and double precision using MATLAB, 

NumPy, and Numba.  
 

 
 

Fig. 4. Runtime vs. number of elements for division with 

single and double precision using MATLAB, NumPy 

and Numba.  

 

In each of these cases, both single and double 

precision for MATLAB and the Python Numba library 

have almost identical computation time. Numba performs 

just in time (JIT) compilation of the code to approach 

speeds of programming languages like C and FORTRAN. 

MATLAB also reaches these same speeds without any 

special operations. NumPy on the other hand is much 
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slower with each of these operations. This is most likely 

because there are number of abstracted steps and calls to 

the Python interpreter that must be performed on top of 

the typical computation, causing a slowdown. It is also 

important to note that both Numba and MATLAB 

provide a form of parallelization almost no user input 

(the ‘parallel’ keyword must be specified for Numba). 

Depending on the size of the dataset, this also will factor 

into the speedup of MATLAB and Numba over the 

Numpy Library. 

 

B. Extended operations 

Extended Operations were then tested including 

exponentiation, a combination of basic operations (𝑐 =
𝑎 + 𝑏 ∗ 𝑒𝑎), summation, and the fast fourier transform 

(FFT). Each of these operations was again run 100 times 

for a variety of different numbers of elements. All 

operations except the FFT were run with sizes from 1  

to 100 million elements while the FFT was run on arrays 

of size 1 to 5 million elements. The timed result 

comparisons of exponentiation and combined operations 

can be seen in Fig. 5 and Fig. 6 with the sum and FFT 

seen in Fig. 7 and Fig. 8. 

 

 
 

Fig. 5. Runtime vs. number of elements for 

exponentiation with single and double precision using 

MATLAB, NumPy, and Numba. 
 

 
 

Fig. 6. Runtime vs. number of elements for combined 

𝑎 + 𝑏 ∗ 𝑒𝑥𝑝(𝑎) with single and double precision using 

MATLAB, NumPy, and Numba.  

 
 

Fig. 7. Runtime vs. number of elements for summation 

with single and double precision using MATLAB and 

NumPy.  

 

 
 

Fig. 8. Runtime vs. number of elements for fft(a) with 

single and double precision using MATLAB, NumPy, 

SciPy, and MKL_FFT. 

 

Again, we can see that for exponentiation, 

MATLAB and Python using Numba provide near 

identical run times while NumPy proves much slower 

than the other two. Surprisingly, for the combined 

operation, Numba outperformed MATLAB for both 

double and single precision operations. This is most 

likely because the compiled Numba function does  

not interact with the Python interpreter, whereas the 

MATLAB code must return control to its interpreter 

between each operation. MATLAB again outperforms 

NumPy in all cases. The FFT operations exemplifies  

the usage of other libraries in Python, which can be  

both a strength and weakness. NumPy and SciPy have 

their own FFT functions while another library called 

MKL_FFT has yet another implementation. While this 

increases the difficulty for the user to know exactly  

what function to use, quick web searches can help find 

application specific Python libraries that may be faster 

than those used in MATLAB. It can be seen that while 

SciPy and NumPy are slower than MATLAB, the 

MKL_FFT library outperforms MATLAB in terms of 

speed when performing fft(a).The open source nature 

also allows the slower libraries to implement parts of the 
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faster ones. In the future, SciPy plans to directly integrate 

MKL_FFT [11]. 

 

C. Matrix operations 

The final set of basic operations performed were a 

set of common linear algebra matrix routines. These 

routines included matrix-matrix multiplication and LU 

decomposition along with solving of both dense and 

sparse linear equations. Matrix multiplication, LU 

decomposition, and dense matrix solving are all called 

from the underlying MKL BLAS library and therefore 

would be expected to perform the same between 

MATLAB and Python. In Python, the MKL library is 

used through an interface provided by the NumPy library. 
The runtime comparisons for matrix multiplication, LU 

decomposition, and dense matrix solving can be seen in 

Fig. 9, Fig. 10, and Fig. 11 respectively. As expected, 

both MATLAB and Python run at almost the exact same 

speeds for these three operations. In most cases and for 

most sizes, the runtimes even lie within the uncertainty 

bounds of one another.  

 

 
 

Fig. 9. Runtime vs. number of elements for matrix 

multiplication with single and double precision using 

MATLAB and NumPy/SciPy. 

 

 
 

Fig. 10. Runtime vs. number of elements for LU 

decomposition with single and double precision using 

MATLAB and NumPy/SciPy. 

 

 
 

Fig. 11. Runtime vs. number of elements for dense linear 

equation solving with single and double precision using 

MATLAB and NumPy/SciPy. 

 

The sparse solving did not fall under the BLAS 

libraries and therefore there were no expectations for 

runtime comparisons. MATLAB does not support single 

precision sparse matrices and therefore only times for 

double precision for MATLAB are provided. Figure 12 

shows the runtimes for a variety of different sizes of 

sparse matrices. From this plot it can clearly be seen that 

MATLAB drastically outperforms Python for sparse 

matrix solving. 

 

 
 

Fig. 12. Runtime vs. number of elements for sparse linear 

equation solving with single and double precision using 

MATLAB and NumPy/SciPy. 

 

D. Finite difference frequency domain simulation  

While the basic operations tested provide a good 

basis set of data for runtime comparison between 

MATLAB and Python, a real FDFD simulation was 

implemented and the runtimes compared. The FDFD 

simulation performed calculates the scattering from a 2D 

cylinder. Because FDFD relies on solving a sparse set  

of linear equations, it is expected that MATLAB will 

drastically outperform the runtime of Python because of 

the runtime comparison of sparse equation solving. The 

magnitude of the total electric field produced by this  
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simulation can be seen in Fig. 13. These results were 

produced and verified by both a MATLAB and Python 

code. The number of cells in the x and y directions were 

then swept to compare runtimes of the simulations. The 

runtime as a function of the total number of elements 

(𝑐𝑒𝑙𝑙𝑠𝑥 ∗ 𝑐𝑒𝑙𝑙𝑠𝑦) was then plotted. The runtime 

comparisons for both single and double precision are 

given in Fig. 14. Again, MATLAB is not capable of 

single precision sparse datatypes and therefore this 

metric is not included. 
 

 
 

Fig. 13. Total electric field from FDFD scattering from a 

cylinder problem. 
 

 
 

Fig. 14. Runtime vs. number of elements for an FDFD 

simulation with single and double precision using 

MATLAB and NumPy/SciPy. 
 

As expected, this data shows that MATLAB 

drastically outperforms even the single precision version 

of Python. MATLAB also seems to exhibit a linear 

increase in runtime (𝑂(𝑛)) as the number of cells are 

increased whereas NumPy exhibits a squared (𝑂(𝑛2)) 

runtime increase. Because of this it is assumed that for 

much larger domains, Python FDFD simulations will 

only become slower compared to MATLAB. 
 

E. Beamforming angle of arrival estimation 

A final test was performed with a basic angle of  

arrival beamforming algorithm. For this test, a large 35 

by 35 element antenna array is simulated. An incident 

plane wave is simulated at a π/4 radians azimuthal angle 

and π/4 radians elevation angle. The output of the 

beamformed data can be seen in Fig. 15. Beamforming 

was then performed and times recorded for an increasing 

number of steering angles. It is expected that because 

beamforming consists of matrix multiplication and 

combined elementary operations that Python would 

outperform MATLAB in this task. The speeds in both 

MATLAB and Python for a varying number of angles 

can be seen in Fig. 16.  

 

 
 

Fig. 15. Beamformed values between -pi/2 and pi/2 

radians with 181 calculated angles with an incident plane 

wave at pi/4 and -pi/4 azimuth and elevation. 

 

 
 

Fig. 16. Runtime vs. number of elements for an antenna 

array beamforming simulation with single and double 

precision using MATLAB and NumPy.  

 

Surprisingly, MATLAB still outperformed the 

Python implementation in this scenario for more than 

about 20,000 elements. The simulations included setup 

and array allocation in the timing which may have played 

a role in the unexpected result. While this is true for large 

sizes, many times beamforming simulations may be 

interested in a smaller number of angles and for these 

cases, Python outperforms MATLAB. 
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V. CONCLUSION 
Although MATLAB is faster for many complex 

number-based calculations and simulations, other factors 

come into play when choosing a programming language. 

For the highest possible speeds in simulations, compiled 

code written in C or FORTRAN will be the fastest 

choice. As mentioned earlier, while MATLAB provides 

accessibility to these lower level functions, Python 

provides great tools for this integration with ctypes and 

Cython. Python can also provide acceleration through 

direct compilation with Cython. 

While they were the focus of this paper, runtimes  

are not the only thing to focus on in a programming 

language. Python provides a free alternative with many 

community supported libraries for a variety of different 

scientific and non-scientific applications. These libraries 

extend the capabilities of Python to provide everything 

from easy documentation with sphinx or pydoc, to 

control of instruments using the pyvisa, pyserial, and 

socket libraries. While all of these capabilities exist 

within MATLAB, they typically come as an additional 

cost in a MATLAB toolbox.  

While all of these factors should be taken into 

consideration before deciding on a programming 

language, MATLAB clearly outperforms Python in the 

majority of complex math operations and all CEM 

simulations tested. That being said, Python can provide 

a well-supported alternative to MATLAB for usage in 

CEM problems. 
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Abstract ─ In this work, design optimization and 

fabrication of a high performance microstrip dual-band 

antenna are presented using Substrate Integrated 

Waveguide (SIW) technology with Roger 4350 (εr=3.48 

and h=1.52mm). Firstly, the SIW antenna design 

is considered as a multi-objective multi-dimensional 

optimization problem for a simple microstrip geometry 

and its geometrical parameters are optimized efficiently 

using Differential Evolutionary Algorithm (DEA) in 

the 3D CST Microwave studio environment based on 

the gain and return loss characteristics at 12 GHz and 

24 GHz. In the second step, for justification of the 

proposed design method, the optimally designed dual 

band microstrip SIW antenna has been prototyped. 

Furthermore, the experimental results are compared with 

the performance measures of other counterpart designs 

in literature. Thus, based on the obtained results and 

comparisons, it can be concluded that the proposed 

microstrip SIW antenna model and its optimization 

procedure, is a sufficient and low-cost solution for X and 

K band radar applications. 

Index Terms ─ Differential evolutionary algorithm, dual 

band, microstrip, optimization, substrate integrated 

waveguide. 

I. INTRODUCTION
Substrate-Integrated Waveguide (SIW) is a novel 

and efficient solution counterpart of the traditionally 

waveguide designs [1-3]. Since a SIW structure can 

easily realized on a planar substrate, its integration with 

other planar microwave systems is possible. In SIW 

designs, an equivalent electrical walls that can confined 

EM waves are created via the use of metallized holes 

where the top and bottom metal layers of PCB substrate 

would provide the other sides of the waveguide.  

The SIW design is a family member of substrate 

integrated circuits that include other substrate integrated 

structures such as substrate integrated image guides and 

substrate integrated non-radiative dielectric guides [1]. 

SIW components are popular thanks to being easy to 

design and realized, and have the combined advantages 

of planar printed circuits and metallic waveguides. Just 

like microstrip and coplanar transmission lines, SIW 

components are compact, flexible, and cost efficient. 

Furthermore, SIW design also have the advantages of 

conventional metallic waveguides, such as shielding, 

low-loss, high quality-factor and high-power handling 

[1]. In this way, the concept of system in Packet (SiP) 

can be extended to the System on- Substrate (SoS). SoS 

represents the ideal platform for developing cost-

effective, easy-to-fabricate and high performance mm-

wave systems.  

Recently, especially antenna designs with SIW 

technology are becoming a trending topic for novel, high 

performance, low-cost antenna design [4-10]. Antennas 

designed with SIW technology have excellent 

performance due to the ability of suppressing surface 

wave propagation, wider operation band, decreased end-

fire radiation and cross-polarization radiation. Typically, 

in [4-5], the effect of adding SIW structure to the 

proposed antenna was presented and gain was measured 

to be enhanced up to 4 dBi.  

In this work, SIW technology is applied to design a 

microstrip dual-band antenna for X and K band radar 

applications. An antenna model given in Fig. 1 [5] is 

considered as an efficient antenna model for the 

aimed operation frequencies. Roger 4350 (εr=3.48) with 

1.52mm height is used as a low-cost substrate of the 

SIW. The design optimization process of the proposed 

SIW antenna model is achieved via the use of 

Differential Evolutionary Algorithm (DEA) in 3D CST 

Microwave studio environment. For this purpose, the 

microstrip SIW antenna design problem is converted 

to an optimization problem by defining optimization 

variables and objectives based on the antenna 
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performance criteria such as gain and return loss 

characteristics. Then, in order to prove the success of the 

design optimization of SIW antenna, a prototype is built 

with the optimal design parameters obtained from the 

DEA process and measured its performance. The 

measurements verify that the proposed microstrip SIW 

antenna model is a sufficient solution for X and K band 

radar applications and the DEA algorithm is an efficient 

algorithm for design optimization of microstrip SIW 

antennas. 

II. DESIGN OPTIMIZATION OF DUAL

BAND MICROSTRIP SIW ANTENNA

USING DIFFERENTIAL EVOLUTIONARY 

ALGORITHM 
Meta-heuristic algorithm is an advance procedure to 

form a heuristic that can find an efficient solution to a 

given problem, especially in case of problems with 

incomplete or imperfect information. Examples for these 

methods are: Methods that inspired from the behavior 

of animal and microorganism, such as particle swarm 

optimization, artificial immune systems, and insect 

colonies like Ant or Bees. Most of the mentioned methods 

have been utilized in design optimization of microwave 

device and antennas [11-17]. 

DEA is a method of multidimensional mathematical 

optimization which belongs to the class of Evolutionary 

Algorithm (EA). DEA is originated by Kenneth Price 

and Rainer M. Storn and first publication of idea of this 

method was published as a technical report in [18-19]. 

W1
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L2
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Fig. 1. Parametric layout of SIW antenna. 

Roger 4350 (εr=3.48) with 1.52mm height is used 

as substrate of the SIW antenna  and the optimization 

variables are dimensions of the rectangular microstrip 

patch, feedline size, the total number of metallized via’s 

and their gaps as given  with their limitations in Table 1. 

The geometrical design parameters can be increased 

or decreased based on the request of designer, 

furthermore design parameters such as distance of via’s, 

diameter of via’s or other parameters such as dielectric 

constant or height of substrate can be added. But it 

should be noted that with the increase in number of 

optimization variables the search space would become 

more complex and requires more function evaluations 

which would drastically decreases the computationally 

efficiency of the design process. Also it should be taken 

into consideration that decreasing number of variables 

might prevent the algorithm to find the optimal solutions 

in the limited search space.  

The flow chart of the optimization process is given 

in Fig. 2. According to this flow chart, it can be observed 

the DEA working in MATLAB environment send the 

optimization parameter values to CST suit environment 

to start a 3D electromagnetic simulation process. Then 

the simulation results in CST environment are sent to 

MATLAB environment in order to evaluate the cost 

function of the optimization process:  

1 2

11

Cost

i

i

i

C C

Directivity S
  , (1) 

where, C is weighted constrained determined by user 

(Here in C1=0.9, C2= 0.3 which is determined with trial 

and error method), both S11 and directivity are only taken 

into account at the requested  operation frequencies, 12 

and 24 GHz; i is the index of the current member of DEA 

population. The performance results are obtained after 

10 independent runs of the optimization process and the 

specification criteria of the objective function are: 

11 10 10 24S dB f GHzand GHz   , (2) 

( ) 10GHz and 24GHzMax Directivity f  . (3) 

NO YES

Start

Calculate Cost Function

Cost<Costreq

t>treq

Final Solution

End

CST 

Gain, S11

Define Input Data

W1, W2,W4, L1, L2, L3, L6, Max 

iteration, Population, Costreq, treq

MATLAB DEA

Fig. 2. Flow chart of the SIW antenna design 

optimization. 

In Tables 2-3, the performance results of DEA 

algorithm for 10 different runs are presented. In Table 2, 

the best, worst and mean performance results of DEA for 

these 10 runs are given. As it can be observed, when the 

population size is taken as 20, the optimization process 

cannot converge to the required cost value and are 

trapped in a local minima in the search domain. However 

when the population size is increased the overall 

performance of the DEA is also increased. However it 
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should be noted that although the increased number of 

population might also increases the performance it also 

would decrease the computationally efficiency of the 

whole process. This can be observed from Tables 2 and 

3, where the minimal cost value obtained from run with 

30 population size is reached to the value of 0.307  

the run with 50 population size had achieved 0.278. 

However, even though the mean performance result of 

50 population run is much better than the run with  

30 population, the required function evaluation for 50 

population is much higher than 30 populated run which 

will drastically decreases the computational efficiency of 

optimization process.  

 
Table 1: Constraints of the variables in (mm) 

Parameter Constraint Parameter Constraint 

W1 10~20 L1 5~15 

W2 1~10 L2 1~10 

W4 1~10 
L3 1~10 

L6 1~10 

 

Table 2: Performance results of DEA* 

Population 
Cost 

Maximum Minimum Mean 

20 7.54 2.54 3.88 

30 2.26 0.307 0.916 

50 1.34 0.278 0.613 

*Mean results obtained from 10 different runs at 20 

iteration. 
 

Table 3: Number of function evaluations of DEA* 

Population 
Iteration 

5 10 15 20 

20 107 198 289 380 

30 161 297 433 570 

50 268 495 722 950 

*Mean results obtained from 10 different runs. 

 

Table 4: Optimal parameter list in (mm) 

W1 15.4 L1 10.7 

W2 7 L2 2.5 

W3 5.75 L3 5.1 

W4 4.95 L4 3.4 

W5 2xW6 L5 7.8 

W6 0.85 L6 4.2 

R 0.8 L7 3.35 

 

The parameters given in Table 4 are obtained via 

DEA with 50 population size after a 20 iteration where 

the minimal cost was found as 0.278 with respect to the 

limitations given in Table 1 and Eq. 1. 

The simulated and measured results of the prototyped  

SIW antenna design (Fig. 3) are presented in Figs.  

4-6. The measurement results are obtained using the 

measurement setup given [20]. The simulated radiation 

pattern of the optimally designed SIW antenna are  

given in Fig. 4 where the designed antenna achieves a 

simulated gain level of 7 and 7.13 dBi at 12 and 24 GHz 

respectively.  

 

 
 

Fig. 3. Fabricated antenna. 
 

 
 (a)   (b) 

 

Fig. 4. Simulated gain patterns (a) 12GHz and (b) 24 GHz. 

 

For further investigation of the effect of SIW 

structure on the performance results of antenna designs 

two additionally simulation cases had been added. (i) An 

antenna design similar in Fig. 1 which does not have  

any SIW structure with the same geometrical design 

parameters in Table 4 (NO SIW design), (ii) the same  

No SIW antenna design that is optimized via the DEA 

(NO SIW OPT). In Fig. 5, the simulated performance of 

antenna design with and without SIW structure had been 

presented alongside of both simulated and measured 

performance of the optimally design SIW antenna. Here 

it should be noted that optimized antenna not only is  

have resonance frequency in 12 and 24 GHz but also is 

resonated in middle frequencies. This can be prevented 

by simply adding these frequencies to the cost function 

or it is also possible to make the antenna has better 

performance measures in these frequencies by adding 

them to the cost function. However in this work simply 

only performance measures at 12 and 24 GHz are 

provided to the cost function and optimization process 

for design optimization of a dual band antenna. 
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Fig. 5. Simulated and measured return losses.   

 

In Table 5 and Fig. 6, the simulated and measured 

gain performance results of the antenna designs are 

presented. As it can be seen, the best gain performance 

results obtained from the design without SIW structure, 

even though an optimization process is applied, is around 

6 dB for the selected operation frequencies while after 

the application of SIW design the gain is increased 

almost 2 dB. Furthermore, for extending the performance 

enhancement of SIW structure a comparison analysis 

with recently published works with SIW designs in 

literature [21-26] is presented in Table 6. As it can be 

seen from Table 6, the proposed design optimization 

process has achieved an antenna model that not only 

have better or similar performance results (Gain and S11), 

but also have realized this performance measure with 

smaller size compared to counterpart designs even 

though one of its operation band is at 12 GHz. 

 

Table 5: Comparison of the realized gains 

Model 
Realized Gain (dB) Die Size in 

(mm) 12GHz 24GHz 

SIW Measured 6.7 7 25.5x22.5 

Simulated 

SIW DEA 7.01 7.13 25.38x22.45 

No SIW 4.8 5.8 25.38x22.45 

No SIW 

DEA 
5.1 6.2 23.85x22.45 

 

 
 

Fig. 6. Measured far field gain. 

Table 6: Comparison of antenna with literature 

Models 
f 

(GHz) 

S11 

(dB) 

Realized 

Gain dB 
Substrate 

Die Size 

(mm) 

Here 12 / 24 -10 / -19 6.7 / 7 
Roger 4350 

25.5x22.5 

[6] 10 -25 9.8 30x30 

[21] 15 -15 7.5 --- 30x30 

[22] 25 -20 --- Arlon 25N 15x27 

[23] 10 / 12 -30 /-30 8 / 9 
Taconic 

TLY 
40x56 

[24] 
18.2-

23.8 
<-15 9.5 Droid 5880 20x25 

[25] 
25.8- 

31.5 
<-15 >6 

RT/Duroid 

5880 
--- 

[26] 8-15 <-17 >6 
Arlon 

IsoClad 917 
55 × 46.8 

 

V. CONCLUSION 
In this work, a high performance, miniature, novel 

antenna is designed and fabricated on a low-cost 

substrate for X and K band radar applications. For  

this purpose, design optimization and fabrication of a  

high performance microstrip dual band antenna using 

Substrate Integrated Waveguide technology is worked 

out. Thus firstly, an efficient design optimization of  

a microstrip SIW antenna has been carried out on a  

low-cost substrate Roger 4350 with a possible simple 

geometry as a multi-objective, multi-dimensional 

optimization problem using the Differential Evolutionary 

Algorithm (DEA) within 3-D CST Microwave studio 

environment. At the same time, effects of the SIW 

structures are investigated on the radiation and return 

loss characteristics of the antenna design by simulation 

in different cases and optimized using DEA. In simulated 

results, the optimized antenna with SIW structure 

achieves the simulated gain level of 7 and 7.13 dB at  

12 and 24 GHz respectively, while other two cases of 

antenna design without SIW design can only achieves 6 

dB at most. In the second step, for justification of the 

proposed design method, the optimally designed dual 

band SIW antenna has been prototyped. Finally it  

has been reached a conclusion that the competitive 

performance has been achieved with this miniature, 

simple microstrip SIW antenna design as compared with 

the counterpart designs in the literature. 
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Abstract ─ In this paper, a novel broadband reflectarray 

(RA) is presented. For achieving broadband performance, 

the unit cell is realized using Vivaldi antenna element, 

where the feeding line acts as phase delay-line for 

adjusting the reflection phase. By simply changing the 

length of phase delay-line, a full 360o phase coverage is 

obtained. Additionally, the phase response curves are 

nearly parallel within a broad bandwidth, leading to a 

wideband operation. To verify this design, a prototype 

consisting of 10×22 unit cells is designed, fabricated and 

measured. The measured results show that the maximum 

gain reaches 21.50 dBi with 20.15% 1-dB gain bandwidth 

and 30.38% 3-dB gain bandwidth, respectively. Simulated 

and measured results agree very well with the proposed 

design scheme. 

Index Terms ─ Broadband, high gain, reflectarray, 

Vivaldi antenna array. 

I. INTRODUCTION
Nowdays, it becomes more and more challenging 

to satisfy the ever-lasting capacity-growing and users-

boosting demands in wireless networks. For example, 

many electronic devices in civil and military areas are 

preferred to be connected using wireless technology. To 

support these connections with high date rate, mobility 

and stability in wireless systems, antennas are highly 

required to have the properties of high gain, broad 

bandwidth and stable radiation characteristics [1-2]. In 

addition, for commercial applications, it is important to 

reduce the complexity of antenna structures and have 

low cost.  

Reflectarrays (RAs) have been considered as 

promising alternative to traditional high-gain antennas 

because of their high gain, compact structure, 

lightweight, low cost, easy beam forming, etc. Compared 

to conventional antenna arrays and parabolic reflectors, 

RAs do not need complicated feeding network and have 

planar structure [3-5]. However, the RAs have a severe 

drawback of narrow bandwidth performance mainly due 

to the inherent narrow bandwidth for microstrip antenna 

unit cell and the differential spatial phase delay caused 

by different path lengths from feed source to each unit 

cell [6-7]. In recent years, many methods have been 

proposed to increase the bandwidth of the reflectarray, 

including the use of multilayer structures [8-10], 

subwavelength element [11], dual-frequency phase 

synthesis [12], and true - time delay technique [13]. In 

[14], a three-layer printed reflectarray with patches 

of variable size was designed, whose 1-dB bandwidth 

reaches to 10%. In [15], double-layer subwavelength 

elements with variable size were employed to enlarge the 

gain bandwidth of the reflectarray antennas. Besides, by 

employing tightly coupled technique, an ultra-wide-band 

reflectarray antenna was reported in [16]. 

Ws

LS

W1

L1

W

r
L

Phase-delay 

line

 (a)  (b) 

Fig. 1. The unit cell of this reflectarray: (a) periodic 

structure view; (b) front view. 

As a kind of exponential tapered slot antenna, 

Vivaldi antennas provide a wide impedance bandwidth 

and stable gain. They are fabricated using low-cost 

planar fabricating technology. Hence, they are used in 

many applications which demand wide or ultra-wide 

bandwidth and directional radiation properties, such as 

ultra-wideband (UWB) imaging systems and emerging 

5G systems [17]. However, one serious problem of 

Vivaldi antenna arrays is that it requires a complicated, 

bulky feed network consisting a number of power 

dividers, which will introduce significant losses at high 

frequency above X-band. Moreover, the perpendicular 

structure between Vivaldi array and feeding network 
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improves the fabrication complexity seriously. These 

drawbacks extremely limit the applications of large 

Vivaldi antenna arrays. 

Inspired by the concept of RAs and wideband 

property of Vivaldi antennas, a wideband unit cell based 

on Vivaldi antenna is proposed to enhance the bandwidth 

performance of reflectarray in this paper. The feeding 

line in the Vivaldi element is used as phase-delay line to 

control the reflection phase response. By varying the 

length of the delay line, a full 360o linear phase range 

within a broad bandwidth is obtained. Within its operating 

frequency, the reflection magnitude maintains above        

-0.5 dB. To verify the design, a wideband reflectarray 

consisting of 10×22 unit cells is designed, fabricated   

and measured. The maximum gain of the proposed 

reflectarray is approximately 21.50 dBi with the 1-dB 

gain bandwidth of 20.15% and 3-dB gain bandwidth of 

30.38%, respectively.  

 

Table 1: Optimized parameters of the Vivaldi antenna 

Parameter LS WS W 

Value (mm) 18.6 15 0.4 

Parameter r L1 W1 

Value (mm) 1 7.3 14 
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Fig. 2. The simulated radiation patterns of unit cell at 

13GHz. 

 

II. DESIGN OF UNIT CELL 
The geometry of the proposed unit cell is shown in 

Fig. 1, which is composed of a conventional taper-slot 

Vivaldi antenna and a metallic reflect plane. As can be 

seen, the taper-slot with a circle-end is printed on the 

ground of the Vivaldi antenna element. The phase-delay 

line beginning with a fan-shape is etched on the other 

side of the substrate for coupling electromagnetic (EM) 

signals through the taper-slot. This structure can provide 

a stable radiation patterns and good impedance matching 

over a wide frequency range. A metallic plane with the 

dimension of 15×6.8 mm2 is placed at the end of the 

Vivaldi antenna element for reflecting EM signals. This 

proposed unit cell is printed on a 0.8 mm Rogers 4003C  

substrate with dielectric constant of 3.55 and loss tangent 

of 0.0027.  

The operating principle of the proposed unit cell can 

be described as follows. The incident waves illumining 

the unit cell is received by Vivaldi antenna element and 

transmit through the delay line. Because the delay line is 

metallic ended, the waves will be reflected and radiated 

by the Vivaldi element. During this process, the 

functions of the delay line are signal transmitting and 

phase controlling. By varying the length of the delay line 

on each unit cell, the corresponding reflection phase can 

be simply controlled. It is worth noting that in order to 

obtain a more compact configuration and increase the 

length of the delay line, the delay line is bent and 

stretched. The unit cell has been optimized to operate at 

Ku-band. The optimized parameters are reported in 

Table 1. 

To investigate the reflection coefficient of the unit 

cell, numerical simulations are carried out by using 

ANSYS HFSS software. The infinite array model is built 

by placing master- slave boundary around the unit cell 

with Floquet port excitation. 
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Fig. 3. The reflection magnitudes of the unit cell with 

different Ds. 
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Fig. 4. Simulated element phase shifts and magnitudes at 

different frequencies. 
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Fig. 5. The reflection phase of the unit cell with different 

oblique incidence. 
 

Figure 2 shows the simulated radiation patterns of 

unit cell at 13GHz. The 3-dB beamwidth of the radiation 

pattern on the E-plane and H-plane is 28o and 49o, 

respectively. The simulated magnitudes of unit cell with 

different Ds is presented in Fig. 3. As can be seen, the 

unit cell has good reflection performance when Ds is 

6.8mm (0.3 λ), whose magnitude is lower than -0.4dB 

within 10GHz to 16GHz. Therefore, the optimized Ds is 

finally chosen as 6.8 mm in this paper. Figure 4 shows 

the simulated reflection phase and magnitude for a normal 

incident wave at different frequencies. It can be observed 

that the reflection phase covers a full 360o phase range 

as the delay line varies from 2 mm to 10 mm. Besides, 

within 12 GHz to 14 GHz, the phase response curves 

maintain parallelism with each other, which imply       

that the unit cell has a good wideband response. The 

magnitude curves show a good reflection performance, 

whose values are above -0.5 dB in the operating band. 
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Fig. 6. (a) The phase distribution of the reflectarray. (b) 

The 3-D structure of the reflectarray. 
 

In general, most of the unit cells are not located in 

the center of the reflectarray and they are obliquely 

illuminated by the incident waves, so it is necessary to 

consider the performance of the reflection phase when 

the incident angle is different. Figure 5 simulated the 

phase response of the unit cell under different incident 

angles. It is clearly seen that compared to normal incident 

illumination, the unit cell illuminated by 30o (theta or   

phi) incident waves still can maintain a very stable 

performance with little phase variation. Hence, according 

to the above analysis, the proposed unit cell has the 

properties of broadband operation, high reflection 

magnitude, full phase range, low sensitive of incident 

angle, which is desired to constitute a wideband 

reflectarray. 

 

III. SIMULATION AND MEASUREMENT 
To obtain high-gain performance, the reflection 

phase for each unit cell must be designed to compensate 

for different path lengths from the illuminating feed,   

and achieve a uniform phase on the array aperture.       

The required reflection phase φi for the ith unit cell is 

calculated as: 

                             
0 0 0

ˆ( ) ,i i ik R r r                          (1) 

where k0 is the propagation constant in free space, Ri        

is the distance from feed antenna to the ith unit cell, ir      

is the position vector of the ith unit cell, and 0̂r  is the  

main beam unit vector. For generating the far-field at   

the broadside direction, 0̂ir r =0, where φ0 is a phase 

constant that is selected to drive the reference phase         

at the aperture center phase to a certain value. Once       

the required phase at each unit cell is determined, the 

corresponding length of delay line in unit cell, namely 

the parameter of ‘L’, can be obtained from Fig. 3.  

When feed antenna non-uniformly illuminates the 

reflectarray consisting of M×N unit cells, the reradiated 

field from the array in an arbitrary direction can be 

represented by: 

0 00

1 1

( ) ( ) ( ) ( ) ( )
n m

ij f ijf

i j

E u F R R F R R F R R F R R
 

      

                0exp ,ij f ij ijjK R R R R j      
 

             (2) 

where Ff is the radiation pattern function of the feed 

antenna, F is the radiation pattern function of the Vivaldi 

element, ijR  is the position vector of the ijth element, fR

is the position vector of the feed, k0 is the free-space 

wavenumber, and φij is the required phase delay of the 

ijth element. 
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Fig. 7. (a) The bandwidth of the RAs with varying F at 

the broadside direction; (b) the radiation pattern of the 

RAs with varying F at the broadside direction. 
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Table 2: Simulated results with different F 

Focal Length 84mm 87mm 90mm 

Unit numbers 10*22 10*22 10*22 

Maximum gain/dBi 21.90 21.64 21.94 

1-dB bandwidth 17.7% 17.3% 20.7% 

3-dB bandwidth 29.6% 22.7% 33.4% 

 

According to function (1), the phase distribution    

for generating narrow beams along broadside direction 

is presented in Fig. 6 (a). As can be seen, the phase 

distribution shows a symmetric distribution around the 

array center. To validate the wideband performance of the 

reflectarray unit cell, a reflectarray antenna operating at 

13 GHz is designed and simulated. This reflectarray consists 

of 10×22 unit cells with the dimension of 150×149.6mm2. 

Based on the calculated phase distribution, the proposed 

wideband RA is built and shown in Fig. 6 (b).  

Three different focal lengths are chosen to study    

the effects of F/D on gain performance, where D is the 

aperture size of the proposed reflectarray. Figure 7 

presents the antenna gain and radiation patterns by 

changing F with fixed aperture dimension. It can be seen 

that the proposed reflectarray can successfully generate 

high-gain radiation patterns, where all of the maximum 

gain with different F/D are above 20 dBi. Meanwhile, the 

value of F/D impacts on the gain performance and       

gain bandwidth. Both of the maximum gain and gain 

bandwidth show growth trend with the increase of F/D. 

Table 2 reports the maximum gain, 1-dB gain bandwidth 

and 3-dB gain bandwidth with different focal lengths. 

According to the results, the focal length is finally 

chosen as 90 mm. 

The simulated radiation pattern at 13 GHz is plotted 

in Fig. 8. The focusing pencil beam is produced 

successfully. With accurate phase distribution, the 

reflectarray has a high gain performance, whose 

maximum gain reaches 21.73 dBi at 13GHz. Figure 9 

shows the side view of E-fields. As we can see, the 

proposed reflectarray has good focusing effects on EM 

waves. The incident spherical wave generated by the 

feed antanna is transmitted through the Vivaldi elements 

and reflected by the metallic plane, which is converted 

into plane wave. To verify the design, a prototype is 

fabricated, assembled and measured, as shown in Fig. 10. 

The overall dimension of the reflectarray is 220×220 

mm2 with the effective area of 150×180mm2, which is 

covered by 10×22 unit cells. To assemble the proposed 

reflectarray and feed antenna, a frame and two supporters 

are designed, which are also considered during the 

simulations. 

 

 
 

Fig. 8. The simulated radiation pattern at 13 GHz. 

 

 
 

Fig. 9. The side view of E-fields. 

 

  
 (a) (b) 

 

Fig. 10. The fabricated prototype: (a) the proposed 

reflectarray; (b) the E-field measurement in microwave 

chamber. 

 

Vivaldi antenna is also selected as the feed antenna. 

It is placed above the reflectarray surface at the distance 

of 90 mm. Figure 11 (a) shows the simulated radiation 

patterns of feed antenna at 13GHz. The measured S 

parameters of the feed antenna is plotted in Fig. 11 (b), 

showing that the proposed feed antenna can work from 

10 GHz to 18 GHz. 
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Fig. 11. The measured S parameter of the feed antenna. 
 

Radiation patterns are measured in anechoic 

chamber. Figure 12 presents the measured E-plane and 

H-plane radiation patterns at 12 GHz, 13 GHz and 14 

GHz, respectively. The simulated radiation patterns are 

also plotted as comparison. It can be observed that the 

simulated and measured results show a good agreement. 

Due to outstanding focused effects, pencil beams are 

generated. The 3-dB beamwidth of the radiation patterns 

is around 5o. Meanwhile, good cross-polarization lower 

than -20 dB is also achieved. Most of the side lobe     

level (SLL) are below -13 dB. Some measured SLL are 

slightly higher compared to these of the simulation. This 

can be the result of manufacturing tolerances and the 

manipulation setup. The measured gain is plotted in Fig. 

12 to showing that the 1-dB gain bandwidth is 20.15% 

from 12 GHz to 14.6 GHz and 3-dB gain bandwidth is 

30.38% from 11.54 GHz to 15.48 GHz, respectively.  

The measured maximum gain reaches to 21.5 dBi at   

12.7 GHz. Clearly, the proposed reflectarray antenna is 

with outstanding high-gain and wideband characteristics. 

Moreover, the gain of feed antenna and the measurement 

results for aperture efficiency are also shown in Fig. 13. 

As we can see, the gain of feed antenna is stable at Ku-

band, which is higher than 7.5dBi from11GHz to18GHz. 

The maximum aperture efficiency by the measurement 

is 23.1% at 12.6GHz. 

Table 3 compares the proposed reflectarray based on  

Vivaldi antenna elements with other reported reflectarrays. 

The comparison mainly focuses on center frequency, 

maximum gain, aperture efficiency, 1-dB gain bandwidth 

and 3-dB gain bandwidth. As we can see, the proposed 

reflectarray based on Vivaldi antenna elements shows 

the superiority of wide gain bandwidth compared to 

those reported reflectarrays. 
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Fig. 12. The simulated and measured radiation patterns 

at: 12GHz (a), (b); 13GHz (c), (d); 14GHz (e),(f). 
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Fig. 13. The measured gain, aperture efficiency at the 

broadside direction and feed antenna gain. 
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Table 3: Comparison with other reported reflectarray 

Ref. [5] [7] [10] 
This 

Work 

Center frequency 

(GHz) 
42.5 10 13.5 13 

Maximum gain 

(dBi) 
32.83 26.38 32.76 21.5 

Aperture 

efficiency 
51.11% 51.3% -- 23.1% 

1-dB Gain 

bandwidth 
12.94% 20% 14.8% 20.15% 

3-dB Gain 

bandwidth 
16% 28% -- 30.38% 

 

IV. CONCLUSION 
In conclusion, a wideband reflectarray operating     

at Ku-band is designed by employing Vivaldi unit      

cells. By adjusting the delay lines, the required phase 

compensation can be simply achieved for producing 

high-band pencil beams. Arranging unit cells with 

different delay line length according to the calculated 

phase distribution, we have designed a reflectarray 

radiating along broadside direction with a focal distance 

of 90 mm. The measured results are in a good agreement 

with the simulated ones, which demonstrates a 20.15% 

1-dB gain bandwidth and a 30.38% 3-dB gain bandwidth, 

respectively, with maximum gain of 21.5 dBi. 

 

ACKNOWLEDGMENT 
This work is supported by the National Key 

Research and Development Program of China (Grant No. 

2016YFE020700), partly supported by the Fundamental 

Research Funds for the Central Universities (Grant No. 

JB190101) and the National Natural Science Foundation 

of China (Grant No. 61701362).  

 

REFERENCES 
[1] X. Y. Xia, Q. Wu, H. M. Wang, and C. Yu, 

“Wideband millimeter-wave microstrip reflectarray 

using dual-resonance unit cells,” IEEE Antennas 

Wireless Propag. Lett., vol. 16, pp. 4-7, 2017. 

[2] Q. Y. Chen, S. W. Qu, X. Q. Zhang, and M. Y.    

Xia, “Low-profile wideband reflectarray by novel 

elements with linear phase response,” IEEE 

Antennas Wireless Propag. Lett., vol. 11, pp. 1545-

1547, 2012. 

[3] G. B. Wu, S. W. Qu, S. W. Yang, and C. H. Chan, 

“Broadband, single-layer dual circularly polarized 

reflectarrays with linearly polarized feed,” IEEE 

Trans. Antennas Propag., vol. 64, no. 10, pp. 4235-

4241, Oct. 2016. 

[4] Y. Z. Li, M. E. Bialkowski, and A. M. Abbosh, 

“Single layer reflectarray with circular rings and 

open-circuited stubs for wideband operation,” IEEE 

Trans. Antennas Propag., vol. 60, no. 9, pp. 4183- 

4189, Sep. 2012. 

[5] Z. W. Miao and Z. C. Hao, “A wideband reflectarray 

antenna using substrate integrated coaxial true-

time delay lines for QLink-Pan applications,” IEEE 

Antennas Wireless Propag. Lett., vol. 16, pp. 2582-

2585, 2017. 

[6] L. Zhang, S. Gao, Q. Luo, and W. T. Li, “Single-

layer wideband circularly polarized high-efficiency 

reflectarray for satellite communications,” IEEE 

Trans. Antennas Propag., vol. 65, no. 9, pp. 4529-

4538, Sep. 2017. 

[7] C. H. Han, Y. T. Zhang, and Q. S. Yang, “A novel 

single-layer unit structure for broadband reflectarray 

Antenna,” IEEE Antennas Wireless Propag. Lett., 

vol. 16, pp. 681-684, 2017. 

[8] M. H. A. S. M. Amin, K Ghaemi, and N. Behdad, 

“Ultra-wideband, true-time-delay reflectarray 

antennas using ground-plane-backed, miniaturized-

element frequency selective surfaces,” IEEE Trans. 

Antennas Propag., vol. 63, no. 2, pp. 534-542, Feb. 

2015. 

[9] M. Mohammadirad, N. Komjani, Abdel R. Sebak 

and Mohammad R. Chaharmir, “A broadband 

reflectarray antenna using the triangular array 

configuration,” Applied Computational Electro-

magnetics Society Journal, vol. 26, no. 8, pp. 640-

650, Aug. 2011. 

[10] A. Tayebi, J. Gomez, J. R. Almagro, and F. 

Catedra, “Broadband high efficiency single-layer 

reflectarray antenna based on spiral crosses,” 

Applied Computational Electromagnetics Society 

Journal, vol. 28, no. 1, pp. 1-7, Jan. 2013. 

[11] P. Y. Qin, Y. J. Guo, and A. R. Weily, “Broadband 

reflectarray antenna using subwavelength elements 

based on double square meander-line rings,” IEEE 

Trans. Antennas Propag., vol. 64, no. 1, pp. 378-

383, Jan. 2016. 

[12] Y. L. Mao, S. H. Xu, F. Yang, and A. Elsherbeni, 

“A novel phase synthesis approach for wideband 

reflectarray design,” IEEE Trans. Antennas Propag., 

vol. 63, no. 9, pp. 4189-4193, Sep. 2015. 

[13] E. Carrasco, J. A. Encinar, and M. Barba, 

“Bandwidth improvement in large reflectarrays by 

using true-time delay,” IEEE Trans. Antennas 

Propag., vol. 56, no. 8, pp. 2496-2503, Aug. 2008. 

[14] J. A. Encinar and J. A. Zornoza, “Broadband 

design of three-layer printed reflectarrays,” IEEE 

Trans. Antennas Propag., vol. 51, no. 7, pp. 1662-

1664, July 2003. 

[15] P. Nayeri, F. Yang, and A. Z. Elsherbeni, 

“Broadband reflectarray antennas using double-

layer subwavelength patch elements,” IEEE 

Antennas Wireless Propag. Lett., vol. 9, pp. 1139-

1142, 2010. 

[17] W. T. Li, S. Gao, L. Zhang, and Q. Luo, “An    

ultra-wide-band tightly coupled dipole reflectarray 

QIN, LI, LIU, ZHANG: A BROADBAND REFLECTARRAY BASED ON VIVALDI ANTENNA ELEMENTS 789



 

antenna,” IEEE Trans. Antennas Propag., vol. 66, 

no. 2, pp. 533-540, Feb. 2018. 

[18] Y. H. Xu, J. P. Wang, L. Ge, and X. D. Wang, 

“Design of a notched-band Vivaldi antenna with 

high selectivity,” IEEE Antennas Wireless Propag. 

Lett., vol. 17, pp. 62-65, Jan. 2018. 

 

 

 

 

Fan Qin received the B.S. degree in 

Electronic Information Engineering 

and the Ph.D. degree in Electro-

magnetic Wave and Microwave 

Technology from Northwestern 

Polytechnical University, Xi’an, 

China, in 2010 and 2016, respectively. 

He is currently a Lecturer with the 

State Key Laboratory of Integrated Services Networks 

(ISN), Xidian University. His research interests include 

OAM antenna design, circularly polarized antennas, 

dual-band/multiband antenna arrays, metamaterials 

antennas and transmitarrays. 

 

Li-hong Li is currently pursuing  

the Ph.D. degree in State Key 

Laboratory of Integrated Services 

Networks (ISN), Xidian University, 

Xi’an, China. Her research interests 

include high-gain Wideband reflect-

array antennas, metasurface antenna 

and OAM antenna design. 

 

Yi Liu (M’09–SM’17) received the 

B.S. degree from Dalian Jiaotong 

University, Dalian, China, in 2002, 

and the M.S. and Ph.D. degrees 

from Xidian University, Xi’an, 

China, in 2005, and 2007, 

respectively, all in communication 

engineering. Since January 2008, he 

has been in the State Key Laboratory of Integrated 

Service Network, Xidian University, where he is 

currently a Professor. From March 2011 to February 

2012, he was a Visiting Scholar in the University of 

Delaware, Newark, DE, USA. His research interests 

include signal processing for wireless communications, 

MIMO and OFDM wireless communications, and 

cooperative communications. 

 

 

 

 

Hai-lin Zhang (M'97) received B.S. 

and M.S. degrees from Northwestern 

Polytechnic University, Xi’an, China, 

in 1985 and 1988 respectively, and 

the Ph.D. from Xidian University, 

Xi’an, China, in 1991. In 1991, he 

joined School of Telecommunica-

tions Engineering, Xidian University, 

where he is a Senior Professor and the Dean of this school. 

He is also currently the Director of Key Laboratory in 

Wireless Communications Sponsored by China Ministry 

of Information Technology, a key member of State Key 

Laboratory of Integrated Services Networks, one of the 

state government specially compensated scientists and 

engineers, a field leader in Telecommunications and 

Information Systems in Xidian University, an Associate 

Director of National 111 Project. Zhang’s current research 

interests include key transmission technologies and 

standards on broadband wireless communications for 5G 

and 5G-beyond wireless access systems. He has published 

more than 150 papers in journals and conferences. 

ACES JOURNAL, Vol. 35, No. 7, July 2020790



Low Profile High-gain Antenna for Broadband Indoor Distributed 

Antenna System 

Lu Xu and Yong Jin Zhou 

Key Laboratory of Specialty Fiber Optics and Optical Access Networks 

Shanghai University, Shanghai 200444, China 

yjzhou@shu.edu.cn 

Abstract ─ Here an improved folded patch antenna with 

low profile and high gain is proposed. By loading 

slow-wave metamaterials structure and metal pillars, 

the antenna operates from 0.6 GHz to 2.1 GHz (111% 

fractional bandwidth) with the VSWR<2. The profile 

height is 48.5 mm and 0.095λ at 0.6 GHz. The measured 

gain is 4 dBi at 0.6 GHz. The average gain is 7.43 dBi 

over the entire bandwidth. Hence, it is an excellent 

candidate for the emerging multiband indoor base station 

application such as 700 MHz, CDMA800, GSM900, 

DCS1800, PCS1900, UMTS, and IMT2000, etc. 

Index Terms ─ 5G, broadband, folded patch, high gain, 

metamaterials. 

I. INTRODUCTION
The demands for high speed and broadband data 

services for mobile users are growing dramatically and 

more than 80% mobile data traffic is originated in the 

indoor environments, for instance, commercial buildings 

and airports [1]. Thus, the indoor distributed antenna 

systems (IDAS) which are employed to provide wireless 

communication coverage in high-traffic indoor areas are 

becoming more and more important [2]. Since most of 

the antennas for IDAS are mounted on the ceilings or 

wall of indoor areas, they are required to have a low 

profile and a high gain [1]. Furthermore, more frequency 

bands have been commercially allocated for different 

communication systems to provide better communication 

services, such as 2nd generation (2G), 3G, 4G, and 5G. 

The most widely used 2G-5G frequency spectrum in 

the world today is 700, 800, 1800, 1900, 2100, and 

2600 MHz. Recently, 700 MHz was allocated to China 

Broadcasting Network Corporation Ltd. (CBN). 700 

MHz frequency will save the investment of 5G network 

deployment because it uses fewer sites because of its 
large-area network coverage. In addition, the 700 MHz 

frequency also offers good signal penetration in 

buildings, basements and elevators. Hence low-profile 

broadband antennas which can simultaneously cover 

multiple service bands are in great demand [1], 

especially those antennas covering 700 MHz.  

The printed patch antenna is a good choice due to 

its low-profile feature, but it inherently suffers from 

the weakness of narrow bandwidth [3]. To improve the 

bandwidth for broadband applications, different kinds 

broadband printed antennas have been proposed, such as 

modified fractal antenna [4,5], planar elliptical antenna 

[6-8], notched trapezoidal monopole antenna [9], dual 

band-notched circular ring antenna [10], a half-disc and 

a half-ellipse antenna [11], and a back-to-back triangular 

shaped patch antenna [12]. However, the previous 

antennas suffer from low gain at low frequency, for 

example, the peak gain is ~ 0 dBi at 650 MHz for the 

antenna in [13] and the peak gain is 0 dBi at 1 GHz for 

the antenna in [14]. 

Since the antennas for IDAS are mounted on the 

ceilings or wall, there is always a big ground plane. To 

obtain high gain, the monopole or dipole antenna with a 

perpendicular ground plane is a good choice. However, 

such antennas suffer from high profile at low frequencies. 

A loop-loaded dipole antenna ranging from 880-2700 

MHz [2], a low-profile sleeve monopole ranging from 

750-2660 MHz [15], a dual-sleeve monopole antenna

ranging from 730 to 3880 MHz [16] and a triple-band

folded patch antenna with a shorting wall from 720 MHz

[17] have been achieved. Their heights are 50 mm, 29

mm, 29 mm, and 39 mm, respectively. But all the above

antennas cannot still cover 700 MHz. By incorporating a

shorted coupling top loading structure over two cross-

connected monopole antennas, an enhanced bandwidth

ranging from 650 to 4500 MHz (152%) for a reflection

coefficient <−15 dB is achieved. The achieved gain is 2

dBi for the 650-960 MHz band [3]. However, its profile

height is 85 mm.

Wideband folded feed L-slot folded patch antenna 

ranging from 0.72 to 3.6 GHz was proposed and 

analyzed [18-20]. It has been shown that by loading 

slow-wave metamaterials structure, the miniaturization 

of the antennas can be realized [21-22]. Compared to 

the original antenna in Ref. [18], two metallic pillars are 

added onto the upper folded part to miniaturize the 

antenna and a slow-wave metamaterials structure is 

loaded to improve further the gain at higher frequency 
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band. The improved folded patch antenna with low 

profile and high gain ranging from 0.6 GHz to 2.1 GHz 

for VSWR < 2 has been fabricated. The gain is 4 dBi at 

0.6 GHz. The average gain is 7.43 dBi over the entire 

bandwidth. Hence, it is an excellent candidate for the 

emerging multiband indoor base station application such 

as 700MHz, CDMA800, GSM900, DCS1800, PCS1900, 

UMTS, and IMT2000, etc. 

 

II. ANTENNA DESIGN 
Figure 1 shows the 3D perspective view and 

configuration of Antenna 1, which is mounted in the 

middle of a square ground plane with the dimensions of 

290 mm × 290 mm. The patch antenna consists of a 

vertical wall shorted to the ground plane, a horizontal 

patch cut with an L-shaped slot, a vertical metallic wall, 

and the upper horizontal patch. The coaxial probe is  

used to excite the antenna which is connected to the 

lower folded part. First, in order to make the operating 

frequency shift to the lower frequency, two metallic 

pillars shown in Fig. 1 (a) are loaded to the upper folded 

patch. The detailed sizes are l1 = 90 mm, l2 = 113 mm,  

l3 = 36 mm, l4 = 16 mm, w1 = 52 mm, w2 = 55.5 mm,   

w3 = 18 mm, w4 = 31 mm, w5 = 5 mm, h1 = 18 mm,     

h2 = 40 mm, h3 = 2.5 mm, h4 = 8.5 mm, and d1 = 4 mm.  

 

 
 

Fig. 1. (a) 3D perspective view, (b) side view, and (c) 

bottom view of Antenna 1. 

 

To improve the gain at higher frequency band, a 

slow-wave metamaterials structure is loaded, which is 

shown in Fig. 2 and denoted by Antenna 2. The 

optimized parameters of the slow-wave structure are   

l5 = 90 mm, w6 = 6.5 mm, h5 = 2.5 mm, and h6 = 6 mm, 

respectively. 

 
 

Fig. 2. (a) The structure of Antenna 2, and (b) the details 

of the slow-wave metamaterials structure. 
 

III. RESULTS AND DISCUSSIONS 

A. Simulated results 

The reflection coefficients and VSWR of Antenna 1 

are obtained by using the commercial software HFSS 

15.0, which is based on finite element method (FEM). 

The results are shown in Fig. 3. It can be seen that the 

operating frequency of Antenna 1 is from 0.6 GHz to  

2.1 GHz when S11 is lower than -10 dB or VSWR < 2. 

Hence, the relative impedance bandwidth reaches up to 

111%. However, it can be seen that the gain decreases 

for Antenna 1 at higher frequency band (larger than 1.6 

GHz). A slow-wave metamaterials structure is loaded to 

improve further the gain at higher frequency band. 
 

 
 

Fig. 3. Simulated reflection coefficients and gains of 

Antenna 1 and Antenna 2. 
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One unit cell of the slow-wave structure is used and 

the boundary conditions in the simulation are illustrated 

in Fig. 4 (a), where periodic boundary condition (PBC) 

is used in x direction and perfect electric conductor 

condition (PEC) is used in the other directions. The 

eigenmode solver of the commercial software CST 

microwave studio is adopted. From the dispersion curves 

shown in Fig. 4 (b), it can be seen that the dispersion 

curve is on the right side of the light line, which is the 

slow wave zone. The dispersion curve becomes lower 

when groove height h6 increases. For the same operating 

frequency, the corresponding wave vector β would be 

larger for the lower dispersion curve. 
 

 
 

Fig. 4. (a) The boundary conditions in the numerical 

simulations, and (b) dispersion curves of the slow-wave 

structure. 
 

B. Experimental results 

The fabricated antenna (the material is aluminum)  

is shown in Fig. 5, whose thickness is 0.5 mm. The 

radiation pattern and gain measurements were conducted 

in the commercial chamber, whose minimum operating 

frequency is 600 MHz. 

The measured reflection coefficients and gain are 

shown in Fig. 6. From Fig. 6 (a), it can be seen that    

the measurement results agree well with the simulation 

results. From Fig. 6 (b), we can see that the measured 

gain is a little lower than the simulation results. The 

measured average gain is 6.11 dBi over the entire 

bandwidth. It may be caused by the manual welding of 

the coaxial probe to the lower patch. 

The simulated and measured radiation patterns at 

1.1 GHz, 1.6GHz, and 2.1 GHz are shown in Fig. 7. It 

can be seen that the measured results agree well with the 

simulation results. Due to the asymmetry of the antenna 

structure, the radiation patterns are a little asymmetric. 

Finally, the performances of the proposed antenna are 

compared with other antennas in Table 1. Compared to 

the printed antenna, the proposed antenna has a high gain. 

It is 4 dBi at 0.6 GHz. Compared to the antennas [14-16, 

18] from Table 1, the profile height is not more than 0.1λ 

and the operating frequency is ranging from 0.6 GHz to 

2.1 GHz, covering the 700 MHz. Specially, the measured 

average gain is highest (7.43 dBi) over the entire 

bandwidth. 
 

 
 

Fig. 5. The sample of the fabricated antenna. 
 

 
 

Fig. 6. Simulated and measured (a) reflection 

coefficients and (b) gain of Antenna 1. 
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Table 1: Comparison of the related researches 

 

 
 

Fig. 7. Radiation patterns at: (a) 1.1 GHz, (b) 1.6 GHz, 

and (c) 2.1 GHz. 

IV. CONCLUSION 
By loading the slow-wave metamaterials structure 

and metal pillars, an improved low-profile high-gain 

folded patch antenna was demonstrated. The operating 

frequencies cover from 0.6 GHz to 2.1 GHz with the 

VSWR<2. Its profile height is only 0.095λ at 0.6 GHz. 

The measured gain is 4 dBi at 0.6 GHz. The average gain 

reaches up to 7.43 dBi over the entire bandwidth. The 

antenna is suitable for the emerging indoor base station 

applications such as 700MHz, CDMA800, GSM900, 

DCS1800, PCS1900, UMTS, and IMT2000, etc.  
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Abstract ─ This paper focuses on the design of a multi-

beams antenna using waveguide slots technology at X-

band. The multi-beams radiation is proposed to expand 

the coverage of the single antenna, thus more capacity 

is enabled. Waveguide slots antenna is a well-known 

antenna for high power and gain transmission 

capabilities. Therefore, it is preferred. In this work, four 

variations of waveguide slots antennas are studied. The 

slot distribution covers one to four broad and narrow 

walls of the waveguide. This technique enables multi-

beams patterns. The performance of the proposed 

antennas is simulated using CST microwave software. 

The simulated responses of the antennas show that a 

good matched with return loss greater than 10 dB at the 

desired frequency. The four proposed antennas achieved 

a good gain between 6.3 and 7.4 dB with directional 

beamwidth of 15 degree. The proposed antennas are 

suitable for implementing in radar applications. 

Index Term ─ CST, multi-beams, slots antenna, 

waveguide. 

I. INTRODUCTION
The backbone of the proposed cellular technology is 

changed to form wireless connection by using higher 

frequency spectrum [1]. Hence, higher spectrum has 

been assigned for outdoor links due to high path loss 

at higher frequencies, cost effective components, and 

other related factors. However, this technology on other 

hand suffers from severe challenges, including large 

propagation loss, signal absorbing, low gain of the 

proposed antenna, and low transmitted power. Waveguide 

slots antenna technology has been preferred in the past 

few years as a new inventive solution to allow higher 

gain, higher data rates, and power efficiency especially 

in the Cellular [2-5]. Rectangular waveguides have been 

used for many decades in microwave applications, with 

standard bands ranging from 1 GHz up to 300 GHz [3]. 

Slotted antenna arrays on waveguides are popular in 

navigation, radar and other high-frequency systems. The 

antenna is of interest due to its’ low-loss property 

especially at high frequencies and thus possessed high 

efficiency [4]. 

Recently, a dual-beams waveguide slotted antenna 

is presented in [6]. The slots are distributed on the broad 

walls of the waveguides with directivity and gain of 14 

dB at 28 GHz. Other types of waveguide slots antenna 

with implementing in the narrow-wall of the waveguide 

structure are introduced in [7-9]. The designs suffer 

from high grating lobes and lower gain than 10 dB. 

Additionally, dual-band dual-polarization waveguide 

slots antenna at 30 and 35 GHz is proposed in [10]. The 

narrow wall is implemented with 9×10 inclined slots 

array at 35 GHz to form horizontal polarization, and 

8×10 longitude slots array is distributed on the broad 

wall at 30 GHz to form vertical polarization. However, 

the slots distributed on the narrow wall of the waveguide 

suffered from side lobes and grating lobes due to the 

small offset between the slots. 

Therefore, this paper focuses on designing the 

waveguide slotted antenna operating at X-Band, providing 

a high gain, low side lobes, and multi-beams. Four 

waveguide slotted antennas are investigated in this 

paper. The antennas are implemented with 4 slots on 

narrow and broad walls of the waveguide structure. The 

performance of the proposed antennas is simulated 

using Computer Simulation Technology (CST) software. 

The paper is divided as follows: section 2 presents the 

design process, Section 3 discusses the results in term of 

simulation responses, and Section 4 concludes the paper. 

II. WAVEGUIDE SLOT ANTENNA DESIGN
Commonly, the slots are represented as shunt

elements in transmission line. The circuit for the slot is 

illustrated in Fig. 1. The G represents the conductance of 

the slot, and B represents the susceptance of the slot. The 

slot used in this research is cut in the longitude direction 
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of the waveguide structure. Each slot has length of L and 

width of W, the distance between two centered slots is d, 

and the offset from the center line is x as seen in Fig. 2. 

The distance d between the slots is designed to be half 

the guided wavelength. Thus, it would be 180-degree 

phase shift between the radiating slots [12-15]. The 

offset x is calculated using the normalized Conductance 

Gn equations [15]: 

          Gn =∑ gn
𝑁
𝑛=1  = 1,                          (1) 

             gn =[2.09 
𝜆𝑔

𝜆0
 .

𝑎

𝑏
 . 𝑐𝑜𝑠²

𝜋𝜆0

2𝜆𝑔
] 𝑠𝑖𝑛²

𝜋𝑥

𝑎
,             (2) 

a and b are the inner dimensions of the waveguide (as 

shown in Fig. 3), which is used WR-90 standard 

waveguide, and λ0 is the free space wavelength and g  

is the guided wavelength, while N is the slots number. 

The antenna physical dimensions with the gain and  

the beamwidth of the slotted waveguide antenna are 

calculated using equations below [15]: 

                               λg = 
𝜆0

√1−(
𝜆0

2𝑎
)

,                            (3) 

                   Gain = 10 × 𝑙𝑜𝑔 (
𝑁.𝑑

𝜆0
)  dB,                     (4) 

              Beamwidth = 50.7 × 
𝜆0

𝑁

2
 .𝑑

  degree,                (5) 

                                   d = λg/2,                                     (6) 

                               L = 0.98 λ0/2,                            (7) 

                                 W = λg/20,                                 (8) 

Where L is the slot length, W is the slot width, and d is 

the spacing between slots. From equation (3) it can be 

clearly noticed that the slot parameters are obtained  

from the center operating frequency and its guided 

wavelength. In addition, the gain and beamwidth are 

effected with two important parameters; the wavelength 

and the number of the slots. Beside the distance between 

slots (d) is also effected to these parameters. For instance, 

if the number of the slots (N) increases, the gain is 

increased [15]. However, the guided wavelength (λg) is 

increased which leads to increase the distance between 

slots and size of the waveguide accordingly [15]. 

Therefore, for this work a four slots are chosen to be 

implemented on the waveguide walls to maintain a 

reasonable size and optimal gain. 

Generally, the waveguide structure is propagated at 

TE10 mode with both E-field and H-field are positioned 

within narrow and broad walls of the waveguide as 

shown in Fig. 2. To allow the slot radiation, a cutting will 

be made through the H-field lines at maximum flux [15]. 

This will generate one beam at one of which wall is used. 

To enable multiple beams (two or more than), the slots 

are cut on each wall side of the waveguide. For example, 

if the slot cutting is on broad and narrow walls of the 

waveguide, it will be generated a dual beam in the 

direction of the cutting slots. Figure 3 shows the standard 

distribution of the slots with dimensions on the 

waveguide structure. 
 

 
 

Fig. 1. Slot circuit representations [11]. 

 

 
 

Fig. 2. The E-field and H-field distributed lines in the 

rectangular hollow waveguide [15]. 
 

 
 

Fig. 3. Waveguide slot antenna. Standard waveguide 

slots antenna structure [12]. 

 

Therefore, a dual, triple, and four beams waveguide 

slots antennas are designed. Referring to Fig. 4 (a), the 

first antenna (Antenna 1) is designed by distributing four 

slots on one broad wall and one narrow wall of the 

waveguide. This will enable a dual beam generated  

from two different directions. The slots are distributed  

in symmetrical offset x from the centerline of the 

waveguide (for all designs). The second antenna 

(Antenna 2) is implemented with same number of the  
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slots as in Antenna 1.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 4. The proposed antennas: (a) Antenna 1, (b) 

Antenna 2, (c) Antenna 3, and (d) Antenna 4. 
 

The slots are distributed in two broad walls and one 

narrow wall of the waveguide. This will enable triple 

beams. The first two beams from the broad walls is 

radiated oppositely to each other and the third beam  

is generated from the narrow wall. The third antenna 

(Antenna 3) is similar to Antenna 2, whereas the slots 

distribution are in one broad wall and two narrow  

walls of the waveguide. The last antenna (Antenna 4) is 

designed with slots implementation on all the waveguide 

walls, which allows a four beams generations. Figure 4 

and Table 1 shows the proposed antennas with their slots 

distribution and final dimensions of all the antenna  

designs respectively. 
 

Table 1: The final dimensions of the proposed antennas 

at X-band (All dimensions are in mm) 
Parameter/ 

Antennas 
Ant.1 Ant.2 Ant.3 Ant.4 

Broad Wall 

a 22.86 22.86 22.86 22.86 

d 18.69 18.69 18.69 18.69 

x 1.5 1.5 1.5 1.5 

Slot length (L) 13.4 13.4 13.4 13.4 

Slot width (W) 1.72 1.72 1.72 1.72 

Narrow Wall 

b 10.16 10.16 10.16 10.16 

d 18.69 18.69 18.69 18.69 

x 1.5 1.5 1.5 1.5 

Slot length (L) 13.4 13.4 13.4 13.4 

Slot width (W) 1.72 1.72 1.72 1.72 

Wall Distribution 

Sided walls 

One 

broad 

and one 

narrow 

Two 

broads 

and one 

narrow 

One 

broad 

and two 

narrows 

All 

 

III. RESULTS AND DISCUSSIONS 
The proposed designs are simulated by CST 

software and the performance in terms of return loss, 

directivity, gain, efficiency, and radiation patterns are 

analyzed. Figure 5 shows the simulated return loss of all 

the proposed designs. From the analysis, Antenna 1 and 

Antenna 2 have a maximum return loss of 22.7 dB and 

22 dB at specific frequency of 9.22 GHz and 9.2 GHz 

respectively. Antenna 3 has a maximum return loss of 13 

dB at 9.012 GHz. The shifting in frequency below the 

desired frequency happened due to the implementation 

of the slots on both side of the narrow walls. This is could 

be caused by the offset x from the centerline in the 

narrow wall of the waveguide, which effects the E-field 

lines that shifted the frequency. Antenna 4 showed a 

good return loss of 21 dB at 8.95 GHz. The shifting 

frequency in Antenna 4 is similar to Antenna 3, since the 

slots are also distributed within the sides of the narrow 

walls. 

The simulated gain, directivity, and efficiency of the 

proposed antennas are shown in Fig. 6. Antenna 1 and 

Antenna 2 has maximum gain of 6.3 dB and 6.58 dB at 

the desired frequencies correspondingly. These gains are 

reordered from the radiating slots in the broad walls of 

the waveguide structure. In the same time, Antenna 3 and 

Antenna 4 showed a good gain performance of 6.9 dB 

and 7.4 dB at 9 and 8.95 GHz. Additionally, all antennas 

are noticed with good efficiency ranging from 75% to 

92%. 
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Fig. 5. The return loss of the proposed antennas. 

 

 
 (a) 

 
 (b) 

 
 (c) 
 

Fig. 6. The performance of the proposed antennas: (a) 

gain, (b) directivity, and (c) efficiency. 

 

The radiation patterns of the proposed antennas are 

illustrated in Fig. 7. The radiation pattern analysis has 

performed on each antenna with broad and narrow wall 

of the waveguide. Firstly, Antenna 1 in Fig. 7 (a) has dual 

beams from broad and narrow wall. When Phi = 90 

degree (broad wall), the beam is in one direction with 

slidelobes of -5 dB and grating lob of 0 dB. At narrow 

wall (Phi =0), one beam is noticed with slidelobes of  

-10 dB and grating lobes of -5 dB. Hence, dual beams are 

enabled from Antenna 1. Secondly, Antenna 2 (as in Fig. 

7 (b)) has dual beams from the broad walls and one beam 

from the narrow walls. However, a high grating lobes are 

seen from the broad wall of 5 dB. Despite these grating 

lobes, a triple beams are clearly observed. Thirdly, 

Antenna 3 (as in Fig. 7 (c)) showed a good triple beams 

with low slidelobes of -10 dB at broad wall and -5 dB at 

narrow walls. The beams are from two sided narrow 

walls and one broad wall. Nevertheless, Antenna 4 (Fig. 

7 (d) showed a high level of grating and slidelobes of 5 

dB and 0 dB respectively. This could be due to the slots 

radiation from all the walls which makes it difficult to 

differentiate the four beams from others. Hence, more 

analysis and investigation should be taken to enhance 

and reduce these grating and slidelobes. 

Table 2 shows the comparison between the four 

antennas performance, and Table 3 compares this work 

in respect with other researches. As summary, it can be 

concluded that multi beams property can be achieved  

by using one single waveguide structure. Taking the  
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advantage of signals are confined within the broad and 

narrow walls of the waveguide 

 

 
   (a) 

 
   (b) 

 
  (c) 

 
  (d) 

 

Fig. 7. The radiation patterns of the proposed antennas. 

(a) Antenna 1, (b) Antenna 2, (c) Antenna 3, and (d) 

Antenna 4.  

 

Table 2: The performance of the proposed antennas 

Variables Ant.1 Ant.2 Ant.3 Ant.4 

Frequency (GHz) 9.22 9.2 9.012 8.95 

Return loss (dB) 22.7 22 13 21 

Bandwidth (MHz) 400 400 200 300 

Gain (dB) 6.3 6.58 6.9 7.4 

Efficiency 92% 75% 87% 84% 

Beams Dual Triple Triple Four 

 

Table 3: Comparison with other works 

Waveguide slots Antennas at X-band 

Parameters/Antennas 
Ref. 

[16] 

Ref. 

[17] 
This work 

Return loss (dB) 16 17 20 

Frequency (GHz) 10 9.5 9.2 

Gain (dB) 10 18 6.3-7.4 

Efficiency (%) 90 84 75-92 

Number of beams 
One 

beam 

One 

beam 

Dual, triple 

and four 

 

IV. CONCLUSION 
In this work, four types of waveguide slots antennas 

are presented at X-band. The antennas are implemented 

on both broad and narrow walls of the waveguide 

structure to enable dual, triple, and four beams. Four slots 

are distributed symmetrically on the broad and narrow 

walls of the waveguide, whereas a total of eight slots 

implemented at Antenna 1, twelve slots implemented at 

Antenna 2 and Antenna 3, and sixteen slots implemented  
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at Antenna 4. The performance of the proposed antennas 

showed a good return loss of greater than 10 dB and a 

gain range of 6.3 to 7.4 dB. The dual beams with gain  

of 6.3 dB are obtained in both H-plane and E-plane. 

Antenna 2 and antenna 3 has a triple beams with gain  

of 6.58 dB and 6.9 dB in both broad and narrow walls 

directions. Antenna 4 has four beams with gain of 7.4 

dB. These proposed antennas could be useful for radar 

and wireless applications at X-band. 

 

ACKNOWLEDGMENT 

The authors would like to thank the Ministry of 

Higher Education (MOHE), School of Postgraduate 

Studies (SPS), Research Management Centre, Advanced 

RF and Microwave Research Group, School of Electrical 

Engineering, and Universiti Teknologi Malaysia (UTM), 

Johor Bahru, for the support of the research under Grant 

09G19/06G15/04G65. 

 

REFERENCES 
[1] N. Duc Anh and D. T. Do, “The maximal SINR 

selection mode for 5G millimeter-wave MIMO: 

Model systems and analysis,” Indonesian Journal 

of Electrical Engineering and Computer Scienc., 

vol. 7, no. 1, pp. 150-157, 2017.  

[2] I. Hosako, N. Sekine, and M. Patrashin, “At the 

dawn of a new era in terahertz technology,” 

Proceedings of the IEEE, vol. 95, no. 8, pp. 1611-

1623, 2007.  

[3] T. S. Rappaport, J. N. Murdock, and F. Gutierrez, 

“State of the art in 60-GHz integrated circuits and 

systems for wireless communications,” Proceedings 

of the IEEE 2011, vol. 99, no. 8, pp. 1390-436, 

2011. 

[4] A. M. Mousa, “Prospective of f ifth generation 

mobile communications,” International Journal 

of Next-Generation Networks (IJNGN), vol. 4, no. 

3, pp. 203-207, 2012. 

[5] S. Chen and J. Zhao, “The requirements, 

challenges, and technologies for 5G of terrestrial 

mobile telecommunication,” IEEE Communications 

Magazine, 2014. 

[6] M. W. Sabri, N. A. Murad, and M. K. A. Rahim, 

“Highly directive 3D printed dual beam waveguide 

slotted antenna for millimeterwave apllications,” 

Microwave and Optical Letters (MOTL), vol. 61, 

pp. 1566-1573, 2019.  

[7] E. Hossain, “Evolution toward 5G multi-tier cellular 

wireless networks: An interference management 

perspective,” IEEE Wireless Communications, vol.  

21, no. 3, pp. 118-127, 2014. 

[8] W. Xidong, Y. Fan, and A. Jinfang, “Circularly 

polarized waveguide antenna with dual pairs of 

radiation slots at Ka-band,” IEEE Antennas and 

Wireless Propagation Letters, vol. 16, pp. 2947-

2950, 2017. 

[9] D. Ali, S. T. Wayne, and G. Kamran, “Split-ring 

slot in the broad-wall of a rectangular waveguide,” 

IEEE Antennas and Wireless Propagation Letters, 

vol. 13, pp. 991-994, 2014.  

[10] L. Teng, M. Hongfu, and D. Wenbin, “Design  

and implementation of dual- frequency dual-

polarization slotted waveguide antenna array  

for Ka-band application,” IEEE Antennas and 

Wireless Propagation Letters, vol. 13, pp. 1317-

132, 2014.  

[11] D. S. Ramkiran, B. T. P. Madhav, K. Narasimha 

Reddy, S. Shabbeer, Pr. Jain, and S. Sowmya, 

“Coplanar wave guide fed dual band notched 

MIMO antenna,” International Journal of Electrical 

and Computer Engineering (IJECE), vol. 6, no. 4, 

pp. 1732-1741, 2016. 

[12] K. Sakakibara, T. Watanabe, K. Sato, and K. 

Nishikawa, “Millimeter-wave slotted waveguide 

array antenna manufactured by metal injection 

molding for automotive radar systems,” Ieice 

Transactions on Communications, E84-B (9), 

2001. 

[13] G. P. Le Sage, “3d printed waveguide slot array 

antennas, IEEE Access, vol. 4, pp. 1258-1265, 

2016.  

[14] J. Tak, A. Kantemur, Y. Sharma, and H. Xin, “A 3-

D-printedw-band slotted waveguide array antenna 

optimized using machine learning,” IEEE Antennas 

and Wireless Propagation Letters, vol. 17, no. 11, 

pp. 2008-2012, 2018.  

[15] R. S. Elliott, Antenna Theory and Design, Revised 

Edition, John Wiley & Sons, pp. 305-315, 2003. 

[16] Y. E. Yamac and A. Kizilay, "A waveguide slot 

array antenna design for X-band radar," 2016 9th 

International Kharkiv Symposium on Physics and 

Engineering of Microwaves, Millimeter and 

Submillimeter Waves (MSMW), Kharkiv, pp. 1-5, 

2016. 

[17] P. Kumar, A. Kedar, and A. K. Singh, “Design and 

development of low-cost low sidelobe level slotted 

waveguide antenna array in X-band,” in IEEE 

Transactions on Antennas and Propagation, vol. 

63, no. 11, pp. 4723-4731, 2015.

 

ACES JOURNAL, Vol. 35, No. 7, July 2020802



Modified V-Groove Slot Waveguide for DNA 

Hybridization Detection  

Eman ELDamarawy 1,2, Ahmed M. Heikal 1,3, 

Salah S. A. Obayya 3*, and Mohamed Farhat O. Hameed 3,4,5* 

1 Electronic and Electrical Engineering Department, Faculty of Engineering, Mansoura University, 35516, Egypt 

2 Basic Sciences, Higher Future Institute of Engineering and Technology in Mansoura, Mansoura 51, Egypt 

3 Centre for Photonics and Smart Materials, Zewail City of Science and Technology, October Gardens 

6th of October City, Giza 12578, Egypt 

sobayya@zewailcity.edu.eg* 

4 Nanotechnology and Nanoelectronics Program, Zewail City of Science and Technology, October Gardens 

6th of October City, Giza 12578, Egypt 

mfarahat@zewailcity.edu.eg* 

5 Mathematics and Engineering Physics Department, Faculty of Engineering, Mansoura University 

Mansoura 35516, Egypt 

Abstract — Highly sensitive slot waveguides are 

introduced and studied for DNA hybridization detection. 

In this investigation, two different configurations based 

on V-groove silicon on insulator (SOI) waveguides 

are analyzed using full vectorial finite element method. 

The suggested designs rely on improving the light 

confinement through the slot region at an operating 

wavelength of 1.55 µ𝑚. The power confinement, power 

density (PD), and effective index of the supported modes 

are studied for the conventional rectangular slot 

waveguide and proposed designs. Further, the effect of 

adding a plasmonic layer to the reported slot waveguides 

is implemented.  It has been shown that the plasmonic 

layer increases the light confinement in the slot region 

with high potential for DNA hybridization detection with 

good confinement through the slot region.  

Index Terms — DNA biosensors, DNA hybridization, 

plasmonics, slot waveguides, V-groove. 

I. INTRODUCTION
Biosensors have many applications in our daily 

life such as food analysis [1], biomolecules study [2], 

drug development [3], crime detection [4] and medical 

diagnosis [5]. The biomedical sensor can integrate the 

biological elements with the physiochemical transducer 

to produce a signal that mimics any small change in the 

properties of the biological element. There are many 

kinds of biosensors such as electrochemical biosensors, 

optical biosensors and piezoelectric biosensors. 

However, optical biosensors [6] could enable direct and 

real-time detection of many biological and chemical 

substances [7]. Further, high sensitivity, compact size, 

remote sensing and cost-effectiveness could be realized 

using optical biosensors. The optical detection relies on 

the interaction of the optical field with a bio-recognition 

element. Additionally, optical biosensors are based on 

label free or label-based techniques. The detected signal 

in label free biosensor is generated by the interaction of 

the analyte with the transducer. However, label and the 

optical signal generated by a colorimetric are needed in 

label based biosensors.  

There are many platforms that can be used for 

optical sensing applications such as photonic crystal [8] 

and silicon on insulator (SOI) [9]. In this context, SOI 

microring cavity was proposed for protein concentration 

detection [10]. Additionally, a label-free integrated 

biosensor based on 𝑆𝑖3𝑁4/𝑆𝑖𝑂2 slot waveguide has 

been used to detect the Bouie serum albumin (BSA) and 

anti-BSA molecular [11]. Moreover, SOI ring resonator 

based biosensor has been presented for protein sensing 

[12]. However, most optical waveguide biosensors are 

based on light confinement in the denser medium with 

limited interaction with the sensing medium. The slot 

waveguide has an advantage of light confinement in the 

slot low index region. This will improve the interaction 

between the light and the sensing medium with enhanced 

sensor sensitivity.  

The DNA hybridization is a molecular biology 

technique that measures the degree of genetic similarity 

ACES JOURNAL, Vol. 35, No. 7, July 2020

Submitted On: December 25, 2019 
Accepted On: May 5, 2020 1054-4887 © ACES

803

mailto:sobayya@zewailcity.edu.eg
mailto:mfarahat@zewailcity.edu.eg
https://www.edgefx.in/different-types-of-sensors-with-applications/
https://www.edgefx.in/different-types-of-sensors-with-applications/
https://www.edgefx.in/different-types-of-sensors-with-applications/
https://en.wikipedia.org/wiki/Molecular_biology


between pools of DNA sequences. It is usually used to 

determine the genetic distance between two organisms. 

Through the DNA hybridization process, the single 

stranded DNA (ssDNA) is transformed into double 

stranded DNA (dsDNA) when the two complement 

ssDNA sequences are merged together. DNA 

hybridization detection [13] is very helpful for several 

applications such as genetic detection, [14], medicinal 

bio-engineering [15] and clinical diagnostics [16]. The 

DNA analysis has been performed using different 

techniques such as restriction fragment length 

polymorphism [17], short tandem repeats [18], 

mitochondria analysis [19] and polymerase chain 

reaction [20]. The electrochemical sensor [21] is the 

most popular DNA detection technique [22] with low 

cost, high sensitivity and high selectivity [23]. There  

are also several nanomaterials that have been used in 

DNA biosensors like metallic nanoparticles [24], carbon 

nanomaterials [25] semiconductor metal oxide [26]  

and two dimensional transition metal sulfide [27]. 

Optical biosensors have been recently used for DNA 

hybridization detection. Most of the DNA biosensors 

rely on dielectric materials with different configurations 

[28] such as Mach-Zehnder interferometer [29]. 

Additionally, the light can be strongly confined in the 

slot waveguide by using surface plasmon polaritons 

(SPPs) [30]. The SPPs are resulted from the light 

interaction with the surface free electrons of the metal. 

Gold and silver [31] are the widely used metals in 

sensing applications due to their high conductivity with 

low Ohmic losses. The silver has high detection accuracy 

[32] with low chemical stability owing to its oxidation 

problem. Therefore, it is difficult to obtain reproducible 

results and hence the silver based sensor is not reliable 

for practical applications [33].      

In this paper, the potential of using V-groove  

SOI based slot waveguides is introduced for DNA 

hybridization detection. The rectangular slot biosensor 

has been previously reported [7] for DNA hybridization 

detection. In order to increase the confinement of the 

field in the slot region, V-groove slot types are presented 

in this work. The V-groove shape can be achieved by 

etching the edges with an angle θ. This angle has a 

significant effect on the light confinement through the 

slot region. Therefore, a modified V-groove design is 

suggested to simplify the fabrication process and achieve 

good confinement with a good potential for detecting 

DNA hybridization. The possibility of adding plasmonic 

material to the reported designs is also implemented. It 

is found that the field confinement through the slot 

region and the power density (PD) in the DNA layers are 

improved significantly using the plasmonic material. 

Therefore, the DNA hybridization detection could be 

achieved effectively.  

 

II. DESIGN CONSIDERATIONS 
Figure 1 shows schematic diagrams of the 

conventional rectangular slot waveguide, V-groove and 

modified V-groove structures. The conventional structure 

consists of two silicon waveguides with width 𝑊, length 

𝐻 and refractive index (RI) of 3.476 [7] at a wavelength 

of 1550 𝑛𝑚. The silicon nanowires are separated by  

a distance of 𝑆𝑊 and are placed over S𝑖O2 layer with  

RI = 1.444 as shown in 𝐹𝑖𝑔. 1 (𝑎). Further, the silicon 

waveguides are covered by a linker layer (silanes) with 

RI and thickness 𝑡𝐿𝑖𝑛𝑘𝑒𝑟 of 1.42 and 1 𝑛𝑚, respectively 

[34]. Then, single-stranded DNA (ssDNA) (probe layer) 

of thickness t𝐷𝑁𝐴 = 8 𝑛𝑚 and RI= 1.456 is used. The 

double-stranded DNA (dsDNA) with RI=1.53 [35] will 

be formed due to the hybridization process with fixed 

layer thickness. Initially, the silicon waveguides have  

𝐻 = 320 𝑛𝑚, 𝑊 = 180 𝑛𝑚 and 𝑆𝑊 = 40 𝑛𝑚 surrounded 

by an analyte H2O with refractive index of 1.31. Figure 

1 (𝑏) illustrates the V-groove slot waveguide with an 

angle θ and fixed height (H) similar to the rectangular 

waveguide. In the modified V-groove, the parameter 𝑔 

shown in 𝐹𝑖𝑔. 1 (𝑐) stands for the minimal bottom gap 

distance between the two layers of the DNA which is 

taken as 𝑔=22 𝑛𝑚. 
 

III. NUMERCAL METHOD 
From Maxwell’s equations, the vector wave equation 

of the magnetic field will be as follows:  

   ∇ × (𝜀𝑟
−1∇ × �⃗⃗� ) − 𝜔2µ0�⃗⃗� = 0,               (1) 

where ω is the angular frequency, µ0 is the free space 

permeability and ε =𝜀0𝜀𝑟 is the permittivity of the 

waveguide material, 𝜀0 is the free space permittivity and  

𝜀𝑟 is relative permittivity of the composing material. The 

cross section of the waveguide structure is discretized 

using vector finite element method [36]. The following 

eigenvalue equation can be derived: 

     [𝐾]{𝐻} − 𝛽2[𝑀]{𝐻} = {0},                       (2) 

where [K] and [M] are the global stiffness and mass 

matrices, {H} is the global magnetic field vector, {0}  

is the null vector and 𝝱 is the propagation constant.  

The eigenvalue equation can be solved to obtain the 

eigenvector H, and the corresponding eigenvalue 𝝱. 

Then, the effectively index of the supported mode is 

calculated from 𝑛𝑒𝑓𝑓=𝝱/𝐾 where 𝐾 is the free space 

wave number. 

The full vectorial finite element method (FVFEM) 

via Comsol Multiphysics software package [37] is utilized 

to study the optical characteristics of the suggested 

designs. In this study, total number of elements of 55181 

is used with perfect matched layer boundary conditions 

and minimum element size of 0.04 nm. 
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Fig. 1. Schematic diagrams of the: (a) rectangular 

waveguide, (b) modified V-groove SOI, and (c) V-groove 

SOI for DNA hybridization detection. 

IV. RESULTS AND DISCUSSION
Figure 2 illustrates the 𝐸𝑥 field component of 

the supported transverse electric (TE) mode of the 

rectangular, V-groove and modified V-groove designs at 

λ=1.55 µ𝑚. Further, the power flow 𝑃𝑧 in the z-direction 

through the studied designs is shown in 𝐹𝑖𝑔. 2. It is 

revealed from this figure that high field confinement is 

achieved in the low index region due to the high index 

contrast between the analyte and the silicon nanowires. 

The highest field confinement is achieved using the V-

groove based designs. Therefore, it is expected that the 

V-groove based biosensors can achieve high sensitivity

for DNA hybridization detection. In this work, the power

over the DNA region is normalized to the total power

through the studied waveguide as shown in equation (3).

The power density (PD) can be obtained from the

normalized power confinement divided by the area of the

DNA layer as represented in equation (4). The highest

PD through the proposed designs is achieved by the V-

groove structure which confirms the field confinement

shown in 𝐹𝑖𝑔. 2.

   Normalized power confinement %= 

𝑃𝑜𝑤𝑒𝑟 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝐷𝑁𝐴 𝑟𝑒𝑔𝑖𝑜𝑛

𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑤𝑒𝑟 𝑜𝑣𝑒𝑟 𝑡ℎ𝑒 𝑤𝑎𝑣𝑒𝑔𝑢𝑖𝑑𝑒
×100%,      (3) 

Power density= 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑝𝑜𝑤𝑒𝑟 𝑐𝑜𝑛𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 %

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝐷𝑁𝐴 𝑟𝑒𝑖𝑜𝑛
.(4) 

The main purpose of these designs is to improve the 

light confinement in the slot region. Therefore, the DNA 

hybridization detection capability can be increased. 

Consequently, the geometrical parameters of the V-

groove and modified V-groove structures will be 

studied. First, the effect of the silicon waveguide width 

𝑊 is investigated. In this study, the silicon waveguide 

height is taken as 320 𝑛𝑚, θ = 77, and 𝑔 = 22 𝑛𝑚. 

Figures 3 (a) and (c) show the effective index 𝑛𝑒𝑓𝑓 and 

δ𝑛𝑒𝑓𝑓 dependence of the quasi-TE mode for the ssDNA 

and dsDNA cases on the silicon waveguide width 𝑊 for 

the V-groove and modified V-groove, respectively. 

Additionally, Figs. 3 (b), and (d) illustrate the dependence 

of the PD on the width (𝑊). The change in the effective 

index δ𝑛𝑒𝑓𝑓 of the supported mode can be defined as

δ𝑛𝑒𝑓𝑓= 𝑛𝑒𝑓𝑓−𝑑𝑠𝐷𝑁𝐴 − 𝑛𝑒𝑓𝑓−𝑠𝑠𝐷𝑁𝐴. The δ𝑛𝑒𝑓𝑓 is obtained

by simulating the proposed design with ssDNA layer 

(n=1.456) above the linker layer. Then, the ssDNA is 

replaced by dsDNA with n=1.53. It may be seen that the 

maximum δ𝑛𝑒𝑓𝑓 is obtained at 𝑊 = 210 𝑛𝑚 of the V-

groove as shown in Fig. 3 (a). Further, maximum PD also 

occurs at 𝑊 = 210 𝑛𝑚 as shown in Fig. 3 (b) due to 

the well confinement of the mode in the slot region. 

Therefore, a good light interaction with the analyte in the 

slot region can be achieved with expected high sensor 

sensitivity. It is worth noting that the ssDNA has a 

smaller refractive index than that of the dsDNA. 

Consequently, the PD through the ssDNA case is greater 

than that of the dsDNA as revealed from Fig. 3. It is 

also evident from Figs. 3 (c) and (d) that the maximum 

δ𝑛𝑒𝑓𝑓 and PD of the modified V-groove are achieved 

at 𝑊 = 200 𝑛𝑚 and 170 𝑛𝑚, respectively. Therefore, 

𝑊 = 170 𝑛𝑚 is chosen for the next simulations of the 

modified V-grove design to have good light interaction 

with the studied analyte. 
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Fig. 2. The 𝐸𝑥 field component and the power flow 𝑃𝑧 of 

the quasi-𝑇𝐸 mode at 𝜆 = 1.55 µ𝑚 of the: (𝑎) rectangular 

waveguide, (𝑏) V-groove, and (𝑐) and modified V-groove 

structures. 

 

The effect of the waveguide height H is next studied 

at 𝑊 = 210 𝑛𝑚 for the V-groove design and at 𝑊 =
170 𝑛𝑚 for the modified V-groove. Figures 4 (a) and 

(b) show the dependence of the PD through the 𝑠𝑠𝐷𝑁𝐴 

and 𝑑𝑠𝐷𝑁𝐴 layers on the silicon waveguide height of 

the V-groove and modified V-groove designs. It is 
evident from 𝐹𝑖𝑔. 4 that the maximum PD is obtained  

at 𝐻 = 220 𝑛𝑚 of the V-groove and modified V-groove 

with high field confinement through the slot region. It 
should be noted that a height of 220 nm is chosen 

according to the well-known standard height of the  

SOI waveguide to simplify the fabrication process. 

Additionally, H >220 nm is studied to ensure the etching 

feasibility of the suggested design. 

The effect of the angle θ is then studied through 

𝐹𝑖𝑔𝑠. 5. (𝑎) 𝑎𝑛𝑑 (𝑏). In this investigation, 𝑊 = 210 𝑛𝑚 

and 𝐻 = 220 𝑛𝑚 for the V-groove design. However, the 

modified V-groove design has 𝑊 = 170 𝑛𝑚, 𝐻 =220 𝑛𝑚 

and 𝑔 = 12 𝑛𝑚. It may be seen that an angle 𝜃 = 86o 

results in maximum PD for both the V-groove and 

modified V-groove which could achieve high DNA 

hybridization detection. Figure 5 (𝑐) shows the effect of 

the distance g of the modified V-groove at 𝜃 = 86o 

where maximum PD occurs at g= 12 nm. If the gap  

is decreased to 5 𝑛𝑚, the PD will be significantly 

decreased to 2.26 for ssDNA and 2.13 for dsDNA cases. 

 

 
 

Fig. 3. Dependence of the 𝑛𝑒𝑓𝑓, δ𝑛𝑒𝑓𝑓 and PD of the 

quasi-TE mode on the width (𝑊) of the: (𝑎), (𝑏) V-

groove, and (𝑐), (𝑑) modified V-groove designs using 

𝑠𝑠𝐷𝑁𝐴 and 𝑑𝑠𝐷𝑁𝐴 layers. 
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Fig. 4. Dependence of the PD of the quasi-TE mode with 

𝑠𝑠𝐷𝑁𝐴 and 𝑑𝑠𝐷𝑁𝐴 layers on the height (𝐻) of the: (𝑎) 

V-groove and (b) modified V-groove designs using

ssDNA and dsDNA layers.

Fig. 5. Dependence of the PD of the quasi-TE mode of 

the proposed designs on the angle θ for the: (a) V-groove, 

and (b) modified V-groove using ssDNA and dsDNA 

layers. Fig. 5 (c) illustrates the PD of the quasi-TE mode 

variation with the distance (g) nm of the modified V-

groove structure. 

Next, a gold layer is added above the 𝑆𝑖O2 material 

to improve the light confinement in the slot region as 

shown in Fig. 6. Then, the DNA hybridization detection 

capability could be improved. The gold layer with 

thickness (t) has the following relative permittivity 

[38,39]:  

𝜀𝐴𝑢(𝜔) = 𝜀∞ −
𝜔𝑝

2

𝜔(𝜔+𝑖𝜔𝜏)
,   (5) 

where 𝜀∞ = 9.75, 𝜔𝑝 = 1.36 × 1016 (𝑟𝑎𝑑/𝑠𝑒𝑐) and 𝜔𝜏 = 

1.45 × 1014 (𝑟𝑎𝑑/𝑠𝑒𝑐). In this investigation, the V-groove 

design has 𝐻 = 220 𝑛𝑚, 𝑡 (gold thickness) = 50 𝑛𝑚 and 

θ = 86o. The PD dependence on the silicon width is first 

studied as shown in 𝐹𝑖𝑔. 7. The figure shows that the V-
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groove has high light confinement at 𝑊 = 240 𝑛𝑚 which 

differs from the geometrical parameters of the V-groove 

without plasmonic material. Figure 7 (𝑏) shows that the 

appropriate width for the modified V-groove is equal to 

𝑊 = 250 𝑛𝑚 with maximum PD. 

 

 
 

Fig. 6. Schematic diagram of the plasmonic: (𝑎) V-groove 

and (𝑏) modified V-groove designs. 

 

The effect of the angle θ will be studied for the two 

suggested designs; V-groove and modified V-groove. As 

θ increases, the light confinement through the slot region 

and the PD of the supported quasi TE mode are increased 

for the V-groove and modified V-groove designs as 

shown in 𝐹𝑖𝑔. 9. The highest PD of the V-groove and 

modified V-groove designs are obtained at θ =80o with 

high field confinement in the slot region. It may be also 

seen that the ssDNA has higher PD than that occurs for 

the dsDNA case. This is because of the smaller RI of the 

ssDNA than the dsDNA. 
 

 
 

Fig. 7. Dependence of the PD of the quasi-TE mode of 

the plasmonic designs with 𝑠𝑠𝐷𝑁𝐴 and 𝑑𝑠𝐷𝑁𝐴 layers 

and gold layer with t=50nm on the width (W) of the: (𝑎) 

V-groove and (𝑏) modified V-groove designs. 

 

The impact of the waveguide height H is next 

studied at 𝑊 = 240 𝑛𝑚 for the plasmonic V-groove 

design. For the modified V-groove design, 𝑊 = 250 𝑛𝑚 

is taken for this study. The dependence of the PD though 

the plasmonic designs with 𝑠𝑠𝐷𝑁𝐴 and 𝑑𝑠𝐷𝑁𝐴 layers 

on the silicon waveguide height of the V-Groove and 

modified V-groove designs is shown in Fig. 8 at t=50 

nm. Figure 8 (𝑎) shows that the highest PD occurs at  

𝐻 = 220 𝑛𝑚 of the V-groove and at 𝐻 = 240 𝑛𝑚 for the  
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modified V-groove with high field confinement through 

the slot region. 

Fig. 8. Variation of the PD at t= 50nm with width (H) 

and its PD of the: (𝑎) V-groove and (𝑏) modified V-

groove designs with ssDNA and dsDNA layers.  

The effect of the distance 𝑔 (𝑛𝑚) in the modified 

V-groove is also introduced at 𝑡 = 50 𝑛𝑚 as shown in

𝐹𝑖𝑔. 10. It can be seen that the maximum PD occurs at

𝑔 = 50 𝑛𝑚 for high filed confinement through the slot

region. Finally, the thickness (𝑡) of the plasmonic layer

is studied to enhance the field confinement in the slot 

region. F𝑖𝑔𝑢𝑟𝑒 11 shows that the best thickness for both 

V-groove and modified V-groove will be obtained at 𝑡 =
50 𝑛𝑚 which will be appropriate for the fabrication

process. The optimum geometrical parameters of the

plasmonic V-groove designs are summarized in Table 1

to obtain maximum PD and maximum confinement.

Fig. 9. Variation of the PD at t= 50 nm with an angle (θ) 

and its PD for the: (𝑎) V-groove and (𝑏) modified V-

groove designs with ssDNA and dsDNA layers.  
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The fabrication of the suggested designs can be 

achieved using the standard SOI fabrication technology 

[40]. In this context, conventional rectangular slot 

waveguide is previously implemented in [41]. 

Additionally, the fabrication of V-groove structure has 

been reported in different applications [42, 43, 44]. 

Further, the deposition of plasmonic materials over SOI 

waveguides can be realized by atomic layer deposition 

[45]. Therefore, the suggested designs can be realized 

using the current technology. 

 

 
 
Fig. 10. Variation of the PD at 𝑡 = 50 𝑛𝑚 with the 

distance (𝑔)𝑛𝑚 for modified v-groove design with 

ssDNA and dsDNA layers. 

 

 
 

Fig. 11. Variation of the PD with the gold layer     

thickness (𝑡) 𝑛𝑚 for the: (𝑎) V-groove and (𝑏) modified 

V-groove designs with ssDNA and dsDNA layers. 

 

Table 1: The optimized parameters of the plasmonic V-groove and modified V-groove SOI structures 

Parameter V-groove Modified V-groove 

𝑡 50 𝑛𝑚 50 𝑛𝑚 

𝑊 240 𝑛𝑚 250 𝑛𝑚 

𝐻 220 𝑛𝑚 240 𝑛𝑚 

𝜃 o80 o80 

𝑔 - 40 𝑛𝑚 

 

V. CONCLUSION 
Modified slot waveguides are suggested and 

optimized for DNA hybridization detection capabilities. 

This is due to the dependence of the refractive index  

of the DNA layer on the hybridization process. In  

this investigation, three designs are studied including 

rectangular waveguide, V-groove and modified V-

groove structure based on SOI platform. It is found that 

the power confinement and PD of the V-groove slot 

waveguide is higher than those of the other designs. 

However, the modified V-design is easier for real 

implementation. Further, the addition of plasmonic layer 

increases the light confinement in the low index region 

with high potential for DNA hybridization detection with 

good confinement through the slot region.  
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Abstract ─ Aiming at the simulation problem of 

the super large slotted waveguide array antenna, the 

parallel higher-order method of moment is used and 

the coupling effect between each slot element is taken 

into account to perform the integrated and accurate 

simulation. In order to ensure that the algorithm is 

efficient and stable in the parallel process, the BDPLU 

strategy is introduced to reduce the communication 

pressure and eliminates the redundant communication 

of the equation solving when pivoting, which speeds 

up the process of matrix equation solving. According 

to different types of waveguide port forms, the 

computation of rectangular wave port and coaxial wave 

port is studied, and a new parallel matrix filling 

technique of wave port is used to accelerate the matrix 

filling process. Numerical examples calculated at 

"Tianhe-2" supercomputer show that the algorithm can 

efficiently and accurately handle the simulation analysis 

of most types of complex slotted waveguide array. 

Index Terms ─ BDPLU algorithm, higher-order MoM, 

parallel algorithm, slotted waveguide array antenna, 

wave port. 

I. INTRODUCTION
Slotted waveguide array antennas are widely 

used in microwave communication, military radar and 

other fields because of its low side-lobe and high gain 

characteristics [1,2,15]. In the military field, slotted 

waveguide array antennas are often used as receiver and 

transmitter in large radar systems. Such as the airborne 

radars for various types of aircraft, the guidance radars 

in weapon guidance systems and missile defense 

systems. In the civilian field, the high-speed 

development of 5G communication has increasingly 

higher performance requirements for base station 

antennas. As a kind of antenna with low ohmic loss 

in high-frequency, slotted waveguide array antennas 

are gradually being used as a new generation of 5G 

antennas. Therefore, with the development of computer 

technology, accurate and rapid simulation can 

effectively shorten the antenna design cycle and 

improve the antenna design efficiency. As one of the 

important method of antenna design, numerical 

simulation has been paid more attention in the design of 

slotted waveguide array antennas. For the simulation 

of slotted waveguide array antenna, the mainstream 

research methods are divided into two categories: high 

frequency and low frequency. High-frequency methods 

include Physical Optics (PO), Uniform Theory of 

Diffraction (UTD), Shooting and Bouncing Ray (SBR), 

etc. The advantages of those methods are faster 

calculation and low resource consumption. But the 

disadvantage is that those methods cannot calculate 

the coupling effect between the units, so the accuracy 

of those methods are lower and the error between 

simulation and practice is larger. Low frequency 

methods include Method of Moments (MoM), Finite 

Element Method (FEM), Finite-Difference Time-

Domain (FDTD), etc. The advantage of those methods 

is that the calculation is accurate, but the disadvantages 

are that they need long calculation time and high 

resource consumption. Therefore, the paper [3, 4] 

proposed a hybrid method of high frequency method 

and low frequency method for antenna simulation, 

which can increase the scale of the problem and 

improve the efficiency of the solution while losing 

some accuracy. The paper [5] uses the parallel domain 

decomposition method to analyze the slotted waveguide 

array antennas, and achieves the accuracy requirements 

by combining the finite element method, the boundary 

element method and the fast multiple method (FMM). 

The paper [13] combines MoM with the method 

of generalized equivalent circuit to carry out a 

computational study of broadband waveguide. However, 

so far in the published paper, there are still few 

mentions of accurately integrated simulation of super 

large slotted waveguide array antennas with more than 

4000 units. 

Traditional simulation algorithms use the fast 

approximation algorithms such as the iterative 

algorithms (like the multilevel fast multipole algorithm) 

and the high-low frequency hybrid algorithms (like 

PO-MoM and PO-FEM). But when dealing with such 

super large slotted waveguide array antennas, the 

convergence of the algorithm cannot be guaranteed and 
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the accuracy of engineering applications is difficult to 

achieve. Therefore, in order to solve this problem, this 

paper uses the previously completed parallel higher-

order MoM kernels [6-8], which uses the higher-order 

basis functions instead of the traditional RWG (Rao-

Wilton-Glisson) basis functions that can greatly reduce 

the unknowns of MoM. At the same time we introduce 

parallel computing technology to expand the solution 

scale of MoM and break the frequency limit. So the 

MoM can solve high-frequency complex electromagnetic 

simulation problems. In order to ensure the efficiency 

and stability of the solution of the matrix equation of 

the large-scale electromagnetic simulation problems, a 

new matrix equation solving algorithm BDPLU (Block 

Diagonal Pivoting LU Decomposition) is proposed by 

studying the matrix characteristics of the higher-order 

MoM. This algorithm can alleviate the problem of 

communication congestion when solving very large 

matrices. The BDPLU algorithm changes the traditional 

principal component selection strategy, completely 

eliminating the communication of the process of the 

principal component selection in the LU decomposition 

process, speeding up the process of the matrix equation 

solution, and avoiding the unstable factors caused  

by dense and frequent decomposition matrix 

communication. The comparison results for a single 

waveguide slot antenna between this algorithm and the 

commercial software FEKO are given to prove the 

accuracy of this algorithm. With the help of the "Tianhe 

II" supercomputer, a wide-side waveguide slot array 

antenna and a narrow-side waveguide slot array antenna 

are simulated by this algorithm using 19200 CPU cores. 

The number of the units of the two slotted array antenna 

are both more than 4000 and the computing time of 

them are both about 4.5h. Numerical examples show 

that the algorithm used in this paper can stably and 

efficiently solve the simulation problems of different 

types of super large slotted waveguide array antenna. 

And this algorithm provides an effective and reliable 

guarantee for the future analysis and design of super 

large slotted waveguide array antenna. 

 

II. THEORETICAL ANALYSIS 

A. Higher-order moment of method 

For the electrically large scale problem, the 

traditional RWG MoM will produce a huge complex 

dense matrix. Therefore, large resource consumption and 

long calculation time make MoM difficult to effectively 

deal with such problems. Compared with the traditional 

RWG basis functions to establish the current continuity 

equation on the surface of a pair of triangulars, higher-

order MoM introduces a higher-order polynomial basis 

functions and the equation is established by using a 

bilinear surface. The increase of the basis functions’ 

order can use fewer basis functions to simulate the 

current distribution, thereby greatly reducing the 

unknown quantity of the complex dense matrix produced 

by the higher-order MoM. The number of unknowns 

produced by the higher-order MoM is about one tenth of 

the traditional RWG MoM, and there is almost no loss of 

accuracy. The storage complexity and computation 

complexity of the LU decomposition of MoM matrix  

are O N 2( )  and ( )O N 3  respectively, where N is the 

number of unknowns, and the trend of N is increasing 

exponentially. Therefore, under the premise of ensuring 

accurate simulation, the cost of storage and the 

computation time of the higher-order MoM compared 

with the traditional RWG MoM will be greatly reduced. 

The bilinear surface is a non-planar surface 

quadrilateral that can be determined with four vertices, as 

shown in Fig. 1. Its parametric equation is: 

11 2 2 12 2 1

21 1 2 22 1 1

2 1 2 1 1 2 1 2

1
p s r p p s s r p p s s

p s

r p p s s r p p s s

p p p s s s p p p s s s

r( , ) [ ( - )( - ) ( - )( - )

( - )( - ) ( - )( - )]

,  ,  ,  

, (1) 

where r11, r12, r21 and r22 are the position vectors of  

the four vertices, respectively; p and s represent local 

coordinate systems; p1 and p2 are the starting and ending 

coordinates along the p direction; s1 and s2 are the 

starting and ending coordinates along the s direction. 

 

p

s

O
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12r

22r
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Fig. 1. Bilinear surface. 

 

B. BDPLU algorithm 

The commercial math library needed in the matrix 

solving process, such as Intel MKL [16] and the open 

source library ScaLapack [17]. However, these libraries 

fail or deteriorates on supercomputers with special 

architectures, such as Tianhe-2 system from Guangzhou 

in China. Therefore, our previous work developed a 

direct solver using the CALU algorithm to improve the 

performance of the panel factorization in parallel LU 

decomposition [18]. Due to reduced communication of 

CALU, it has better scalability than Intel MKL and 

ScaLapack. However, those parallel LU solvers are 
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general-purpose solvers for solving matrix equations, 

without considering the specific features of the MoM 

impedance matrices. Under this situation, based on our 

previous studies, we introduce a new pivoting scheme 

based on diagonally dominant matrices of MoM, which 

named as Block Diagonal Pivoting LU.  

The matrix generated by the higher-order MoM can 

be divided into two parts: self-impedance element and 

mutual impedance element. From the perspective of 

physical concepts, diagonal elements represent the self-

action of the same basis functions, and non-diagonal 

elements represent the interactions between the various 

basis functions [10]. Generally speaking, the self-effect 

is greater than the mutual effect, so that the complex 

dense matrix produced by the higher-order MoM has 

the characteristic of diagonal dominance, and this 

characteristic has been maintained during the LU 

decomposition process, as shown in Fig. 2. Utilizing the 

diagonal-dominant property of MoM, the diagonal 

block of the matrix is always guaranteed during the 

parallel matrix filling process and the parallel matrix 

equation solving process. Therefore, the operation of 

pivoting during the LU decomposition process can be 

omitted, and the time of pivoting is saved. At the same 

time, the communication between processes in the LU 

decomposition process is avoided, which improves the 

efficiency of the algorithm and ensures the stability of 

the algorithm. 
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Fig. 2. Diagonally dominant of matrix. 

 

The performance of the parallel LU decomposition 

solver can be further improved, with the diagonal 

dominance characteristic of impedance matrices taken 

into account. Compared with the traditional LU solver, 

the communication and computation time of the new 

pivoting scheme is analyzed. 

Assume that the communication latency is α  

and the communication bandwidth is 1/β. Thus, the 

communication time T taken to send a message of size 

L is: 

 T L   .
 (2) 

The process of pivoting in the BDPLU solver is 

given in Fig. 3. As we can see that there is no internodes 

communication during the kth panel column rotation. 

For every column in the panel, those should perform nb 

size binary-exchange. The total communication time is: 
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where nb is the number of columns in the panel, log2Pr 

is complexity of binary-exchange. 

The total communication time of the traditional LU 

is: 
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And the computation time of both is: 
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Comparing the formula (4) and (5), it can find  

that DBPLU requires less communication time than 

traditional LU. 
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Fig. 3. Block diagonal pivoting LU scheme. 

 

C. Wave port theory 
The wave port theory of MoM is developed based 

on the pattern matching theory and the aperture coupling 

equivalent principle. Two types of the ports used in this 

paper are rectangular wave port and coaxial wave port. 

The normalized tangential vectors of the electric field  

of them are different, and the electromagnetic fields 

generated by the equivalence principle of LOVE are 

different. 

For a rectangular waveguide, the normalized 

tangential vector of the electric field in the TE model is: 
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where a and b are the length and width of the rectangular 

waveguide, respectively; ˆ
xa

 
and ˆ

ya  are the direction 

vectors in the local coordinate system on the port surface, 

as shown in Fig. 4 (a). 

For a coaxial waveguide, its main model is the TEM 

model, and its normalized tangential vector of the electric 

field is: 
 

1

1 1
ˆ ,

2 ln

r
rb

π
a

e a
 

(7) 

where b is the outer diameter of the coaxial, a is the inner 

diameter of the coaxial, and r is the distance from any 

point on the port surface to the center of the coaxial, as 

shown in Fig. 4 (b). 
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Fig. 4. Two port models: (a) rectangular model and (b) 

coaxial model. 

 

D. Parallel port matrix filling 

The MoM is a method that discretizes continuous 

equations into algebraic equations. The problem is 

discretized into an algebraic equation and then 

transformed into a matrix equation. Finally, the solution 

of the problem is obtained through the process of 

matrix inversion. Therefore, the size of the matrix 

generated by MoM will affect the calculation speed. 

In order to speed up the port matrix filling process, 

this paper adopts a new parallel matrix filling strategy 

based on [9]. The strategy allocates the impedance 

matrix generated by the port to each process in parallel 

in the form of a circular block distribution, and 

introduces local index information. On the basis of 

retaining the feature of renumbering common edges,  

the new impedance matrix is filled into the existing 

impedance matrix in parallel according to the sequence  

of each process, which reduces the reordering time and 

improves the matrix filling efficiency. The filling 

strategy is as shown in Fig. 5. 
 

 
 

Fig. 5. HOMoM filling strategy. 

 

III. INTRODUCTION TO COMPUTING 

PLATFORMS 
The computing platform used in this paper is the 

Tianhe II supercomputer at the National Center for 

Supercomputing Guangzhou, with a peak computing 

speed of 54.9 PFlops (PetaFlops) and a double-precision 

floating-point continuous computing speed of 33.9 

PFlops. And the platform won the top spot in the 

world's supercomputer rankings six times in a row. 

The Tianhe II supercomputer is composed of 

16,000 computing nodes, each node contains 2 E5-2692 

processors based on the Ivy Bridge architecture, with a 

total of 32,000 Ivy Bridge processors and 768,000 CPU 

cores. The operating system is Kirin operating system 

and Ubuntu Linux. Programming language environments 

include C, C ++, Fortran, Java, MPI, OpenMP. This 

paper uses a maximum of 19,200 cores with 800 nodes. 

 

IV. NUMERICAL EXAMPLES 
This paper uses the computing platform as the 

"Tianhe II" supercomputer platform, the higher-order 

MoM is used for waveguide slot array antenna 

simulation, and BDPLU algorithm is used to speed up 

the calculation. The algorithm reliability of parallel 

higher-order MoM has been verified in previous work 

[11,12,14]. The verification results of a single waveguide 

and a small waveguide array are given firstly. Secondly, 

the simulations are performed for K-band wide-side 

slotted waveguide array and Ka-band narrow-side 

slotted waveguide array, and the calculation results and 

resource consumption are given. It is proved that the 

method in this paper can efficiently, reliably and stably 

solve the simulations of the radiation problem of the 

super large slotted waveguide array antennas. 
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A. Correctness verification 

To verify the correctness of the algorithm, a single 

narrow-side waveguide antenna is simulated. The 

working frequency of the waveguide is 9.375GH.  

There are 10 slot units, and the size of each unit  

is 22.86mm×10.16mm×266.58mm. The port is a 

rectangular wave port feed, and the other end is 

matched. The antenna model is shown in Fig. 6 (a). 

This method is compared with the RWG MoM of the 

commercial software FEKO, and the result is shown in 

Fig. 6 (b). 
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Fig. 6. (a) Model of single narrow-sided waveguide, 

and (b) result comparison. 

 

The red solid line in Fig. 6 (b) is the result of  

this method, and the blue dashed line is the FEKO 

simulation result. It can be seen that the results of  

the two methods are in good agreement, with slight 

differences in some angles. The maximum difference 

does not exceed 0.5dB, which means the accuracy of 

this method meeting the requirements of engineering 

applications. 

A small narrow slotted waveguide array is used to 

verify the accuracy of the coupling between units. This 

array is composed of 10 single waveguides described 

above. The antenna model is shown in Fig. 7 (a).  

The radiation pattern of the antenna array is calculated 

by using higher-order MoM and FEKO-RWG MoM 

respectively. For HOMoM, the unknown is 26.090, 

which requires about 10.9GB of memory; for the 

FEKO-RWG MoM, the unknown is 135,367, which  

requires about 293.1GB of memory. The HOMoM 

unknown is 1/5.19 of the FEKO-RWG MoM. The 

result comparison is shown in Fig. 7 (b). It can be seen 

that the two methods basically agree. The results show 

that the method is effective and feasible in dealing with 

the coupling between waveguides. 
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Fig. 7. (a) Model of narrow-sided waveguide array, and 

(b) result comparison.  

 

B. Narrow-sided waveguide array 

Narrow-side slotted waveguide array is a two-sided 

array composed of two waveguide arrays. Each array 

contains 2068 slot units, a total of 4136 slot units, and 

its model is shown in Fig. 8. The working frequency of 

the antenna is in Ka-band, and the port is fed by the 

rectangular port. The number of unknowns generated 

by the higher-order MoM is 1,167,436, and the required 

memory is 19.83TB. A total of 19200 CPU cores of 800 

nodes are used for simulation. The results are shown in 

Fig. 8, and the resource consumption is shown in Table 

1. 
 

Table 1: Resource consumption of narrow-side 

waveguide array 

Unknowns 
Number of 

CPU Cores 

Process 

Grid 

Matrix 

Filling /s 

Matrix 

Solving /s 

1,167,436 19200 168×100 322.17 14749.02 
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Fig. 8. Model of narrow-sided waveguide array: (a) 

single and (b) total. 
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Fig. 9. Radiation pattern of narrow-sided waveguide 

array: (a) 3D and (b) 2D. 

 

C. Wide-side waveguide array 

The wide-edge slotted waveguide array consists of 

64 waveguides, each of waveguide has 64 slots, a total 

of 4096 unit, and the model is shown in Fig. 10. The 

working frequency of the antenna is in K-band, and the 

port is fed by the coaxial port. Taylor synthesis is used 

to feed the port. The number of unknowns generated by 

the higher-order MoM is 1,190,950, and the required 

memory is 20.64TB. The calculation results are shown 

in Fig. 11, and the resource consumption is shown in 

Table 2. 
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Fig. 10. Model of wide-sided waveguide array: (a) 

single and (b) total. 
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Fig. 11. Radiation pattern of wide-sided waveguide 

array: (a) 3D and (b) 2D. 
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Table 2: Resource consumption of wide-side waveguide 

array 

Unknowns 
Number of 

CPU Cores 

Process 

Grid 

Matrix 

Filling /s 

Matrix 

Solving /s 

1,190,950 19200 168×100 344.01 15582.85 

 

V. CONCLUSION 
This paper focuses on the accurate simulation  

of super large slotted waveguide arrays. The parallel 

higher-order MoM is used to solve this problem, and 

the BDPLU algorithm is used to accelerate the matrix 

equation solving to ensure the computation process is 

efficient and stable. Meanwhile, a new parallel matrix 

filling strategy of wave port is proposed to accelerate 

the process of matrix filling by studying the 

characteristics of the wave port matrix. Finally, two 

kinds of typical super large slotted waveguide array 

antennas are simulated with the help of "Tianhe II" 

supercomputer platform. The numerical example proved 

that the method can completely finish the accurate 

simulation and analysis in 4.5h for any type of 

waveguide slot array antenna within 4000 units in the 

high frequency band (about K-band). For the design of 

the next generation of UAV slotted waveguide array 

antenna, the simulation method proposed in this paper 

can reasonably provide simulation within the acceptable 

range of engineering. 
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Abstract ─ A novel chessboard surface is proposed for 

ultra-wideband radar cross section (RCS) reduction. 

The designed artificial magnetic conductor (AMC) 

surface is arranged by two different double-layer 

AMC unit cells, bringing in destructive reflection phase 

difference (180°±37°) in an ultra-wide band ranging 

from 5.8 to 16.1 GHz (94.06%). Each double-layer unit 

cell consists of a substrate layer loaded with metal 

patches and a PEC layer, in between of which is a 2-

mm-thick air gap, which results in smooth phase curves

of the two AMC units. One of the metal patches is

composed of an octagonal ring and a Union Jack cross,

and the other one is a Jerusalem cross. With chessboard

arrangement by the two units, the RCS of the proposed

surface can be reduced by more than 10 dB over a

90.22% frequency range (6.23-16.47 GHz) for both

x and y polarizations. And the 20-dB RCS reduction

frequency band ranges from 12.3 GHz to 15.9 GHz

(25.5%). Then, the proposed AMC surface is fabricated

and measured, and the measured 10-dB RCS reduction

frequency band ranges from 6.66 to 16.42 GHz (84.58%)

for x polarization and from 6.65 to 16.5 GHz (85.1%)

for y polarization, which verifies that the presented

AMC configuration may achieve potential applications

on low-RCS platforms in an ultra-wide band.

Index Terms ─ Artificial Magnetic Conductor (AMC), 

Radar Cross Section (RCS) reduction, ultra-wideband. 

I. INTRODUCTION
With the development of new electromagnetic 

metamaterials, the study on AMC has gradually been a 

hot research in fields of microwave. Thanks to their 

unique in-phase reflection properties, planar AMCs 

have been found many applications, such as suppression 

of surface waves in antenna designs [1], reducing the 

mutual coupling of units in antenna array designs [2], 

being utilized as artificial ground planes to achieve low-

profile and gain-enhanced antennas [3], and reducing 

the RCS of platforms to achieve stealth in military 

fields [4]. Among them, contributing to solving the 

problems on thickness and bandwidth of traditional 

materials, such as Salisbury screen [5], metamaterial 

absorbers [6], etc., the application of AMC surfaces in 

RCS reduction [7-15] has recently been paid more and 

more attention. Radar cross section (RCS) is integral to 

the development of radar stealth technology [15]. RCS 

reduction (RCSR) means reducing the electromagnetic 

backscattered waves, which is essential in stealth 

technology [13]. An EBG checkerboard surface can 

result in a redirecting of the scattered fields [16], which 

bringing about a decrease in RCS. 

In 2007, a planar structure combined of AMC 

and perfect electric conductor (PEC) unit cells in a 

chessboard is designed for RCS reduction applications 

[4]. Based on the opposite reflection phase of AMC and 

PEC, the reflections in normal direction cancel out, thus 

reducing the RCS. However, the bandwidth of the 

chessboard is limited by the narrow in-phase reflection 

(±37°) frequency band of AMC. In order to enhance 

the RCS reduction bandwidth, PEC can be substituted 

by another AMC, and surfaces consisting of AMC 

structures [7-12] have gradually been presented. In [7], 

two different types of AMC unit cells are periodically 

designed to form a planar surface, which achieve a 

+143° ~ +217° phase difference in the band from 13.25

to 24.2 GHz for boresight RCS reduction. After that,

composite surfaces, consisting of two kinds of AMC
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units, are proposed in [8] and [9], which achieve a 

nearly 10 dB RCS reduction over a 32% and 40% 

bandwidth, respectively. Moreover, combined by two 

Jerusalem Crosses with different sizes, a planar 

chessboard structure is proposed [10] and obtained 

about 42% bandwidth for 10 dB RCS reduction. With 

the same method, a miniaturized AMC reflecting screen 

combined by square unit cells with different sizes is 

recently designed [11] and the RCS is reduced in the 

band from 13.4 GHz to 26.9 GHz (67%). 

Nevertheless, the bandwidth of RCS reduction in 

the previous researches needs to be furtherly widened to 

meet the requirements of objects for stealth in an ultra-

wide band. For the purpose of a further increase in the 

bandwidth, double-layer AMC structure is proposed  

in [12]. By using an air layer, a novel double-layer 

chessboard surface is presented, and 73% bandwidth for 

10 dB RCS reduction is obtained. The top layer is 

formed by substrate and substrate printed with a 

circular patch, and the bottom layer is PEC ground. 

Loading with the air gap, two smooth phase curves of 

the AMC units can be obtained, resulting in a wide 

phase difference bandwidth. Then, double-layer and 

multi-layer AMC surfaces are proposed in succession 

[13-15]. In [13], a three-layer chessboard-like AMC 

structure formed by two crossed ellipses with different 

sizes is proposed and obtain wide 10 dB RCS-reduction 

bandwidth from 8.11 to 23.32 GHz. In addition, a 

chessboard AMC surface based on the quasi-fractal 

structure is proposed in [14], and realizes a 10-dB RCS 

reduction band ranging from 5.4 GHz to 14.2 GHz. In 

2019, a double-layer checkerboard AMC structure with 

two kinds of AMC elements is designed [15] and 

observe 10 dB RCS reduction in the band from 3.77 to 

10.14 GHz. 
 

 
 

Fig. 1. Top view of the proposed AMC surface and unit 

cells. (a) Chessboard AMC surface, (b) AMC unit cell1, 

and (c) AMC unit cell2. Dimensions (unit: mm): l=3.8, 

p=3.55, w=0.7, w2=1.2, l1=4.0, w1=0.8, m=2. 

 

In this paper, a novel double-layer AMC 

configuration is designed here to further improve the 

bandwidth and increase the RCS reduction value. On 

the top layer, the patch array is composed of two kinds 

of AMC patches instead of combination by AMCs and 

PECs. One kind of AMC patches is an octagonal ring 

with a Union Jack cross, and the other one is a 

Jerusalem Cross. The simulated results show that the 

frequency band of reflection phase difference (180°±37°) 

between the two AMC unit cells ranges from 5.8 to 

16.1 GHz (94.06%). And a 90.22% fractional bandwidth 

(6.23-16.47 GHz) for both x and y polarizations is 

obtained for 10 dB RCS reduction. In addition, a 20-dB 

RCS reduction frequency band ranging from 12.3 GHz 

to 15.9 GHz (25.5%) can be obtained for both x and y 

polarizations. The measured RCS reduction frequency 

bands are 6.66-16.42 GHz for x polarization and 6.65-

16.5 GHz for y polarization, which agree well with the 

simulated ones. 

 

II. AMC DESIGN AND SIMULATED 

RESULTS 

A. Design principle of broadband AMC surface 

From reference [16], the expression of the AMC 

surface for RCS reduction can be obtained from the 

following formula [17-18]: 

 
1 2

2

1 2
10RCS reduction 10log ,

2

j jA e A e 
     (1) 

where, A1 and A2 is the reflection magnitude of AMC1 

and AMC2, respectively;
1

 and
2

 are their reflection 

phases. Generally, a 10 dB RCS reduction in boresight 

direction compared to PEC sheet with the equal size is 

set as a criterion [19]. Therefore, from formula (1), the 

effective reflection phase difference of the AMC 

surface is 

2 1143 217 .                (2) 

For this reason, 180°±37° is considered as the effective 

phase difference for analysis in follows. 

 

   
 (a) (b) 

 

Fig. 2. (a) Double-layer AMC structure, and (b) its 

equivalent transmission line model. 

 

Therefore, to achieve ultra-wideband 10 dB RCS 

reduction, two AMC units, which can generate 180°±37° 
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phase difference in an ultra-wide band, need to be 

designed firstly. Because of the excellent performances, 

double-layer AMC structure is finally chosen for 

wideband 10-dB RCS reduction. Based on the research 

in reference [15], the double-layer AMC structure and 

its equivalent transmission line model can be depicted 

as Fig. 2. 
AZ  and 

0Z  refer to the equivalent impedance 

of the periodic structure and the intrinsic impedance of 

air layer, respectively. h1 is the height between the top 

layer and the PEC layer. 
AZ  can be approximately 

expressed as 
A AZ jX . The impedances can be replaced 

by the admittances. Therefore, 1/A A AY Z jB  , and 

0 01/Y Z .  

According to [15], the reflection coefficient and 

phase of an AMC can be expressed as: 

0 0 1 0 1 0 1

0 0 1 0 1 0 1

( sin( ) cos( )) sin( )
,

( sin( ) cos( )) sin( )

A

A

Y j h h jY h

Y j h h jY h

  

  

 
 

 
   (3) 

0 0 1

0 0 1 0 1

sin( )
2arctan( ),

cos( ) sin( )A

Y h

Y h B h




 


 
    (4) 

where, 0 2 /f c   refers to the phase constant in 

vacuum, and f is the operation frequency. Moreover, for 

total cancellation, the susceptance of the AMC periodic 

structure can be calculated as: 

0 0 1 0cot( ) tan( ),AB Y h Y sf a           (5) 

Where s is related to rate of reflection phase and a is 

related to initial value of reflection phase, and the unit 

of frequency (f) is gigahertz. And the independence of 

periodic structure for AMC unit1 and unit2 can be 

written as: 

0

1

1 0 1

1
,

cot( ) tan( )
A

A

jZ
Z

jB h sf a


 

 
      (6) 

0
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.
cot( ) cot( )

A

jZ
Z

h sf a




 
         (7) 

From (6) and (7), AMC unit1 can be approximately 

parallel resonance when AMC unit2 is series resonance. 

Or, AMC unit1 can be approximately series resonance 

when AMC unit2 is parallel resonance. 

 

B. Design and analysis of AMC surface 

After sufficiently analyzing the frequency behaviors 

of various AMC units, the two unit cells in Fig. 1 are 

selected to constitute the proposed AMC surface. Using 

a Floquet port and Master/Slave boundaries, a full-wave 

analysis is carried out by ANSYS HFSS. And Figs. 3  

(a) and (b) demonstrate the simulated configuration of 

the two units, both of which are double-layer structures 

with dimensions of 10×10 mm2. The top layer is a metal 

patch etched on a 2-mm-thickness F4BM-2 dielectric 

substrate (εr=2.2, tanδ=0.0007), and the bottom layer is 

a PEC sheet. Between two layers is an air gap with 

height of h1, which contributes to smooth phase curves 

of the two AMC units. An octagonal ring with a Union 

Jack cross patch constitutes AMC unit cell1 and a 

Jerusalem Cross patch comprises AMC unit cell2. 

Figures 3 (c) and (d) depict the equivalent circuit 

models for the two AMC units [20]. It can be seen from 

the equivalent circuit models that the AMC unit cell1 

can is a series resonance circuit and the AMC unit cell2 

is a parallel resonance circuit, which accords with the 

cancelation conditions mentioned above. 

 

 
 (a) (b) 

 
 (c) 

 
 (d) 

 

Fig. 3. Simulation model and equivalent circuit models 

of the proposed AMC unit cells. (a) AMC unit cell1 and 

(b) AMC unit cell2. h=2mm, h1=2mm, da=10mm. (c) 

Equivalent circuit model for AMC unit cell1, and (d) 

equivalent circuit model for AMC unit cell2. 

 

 
  (a) 
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  (b) 

 

Fig. 4. Impact of parameters (a) l and (b) p on the 

reflection phase of AMC unit cell1. 

 

Figure 1 depicts dimensions of the two designed 

unit cells. Of all the parameters, parameters l and p 

have a great impact on the reflection phase property of 

the two AMC unit cells, which can be seen in Figs.    

4 (a-b). The values of l and p determine the two 

resonances of unit cell1 in the high and low frequency 

band, respectively. When l increases from 3.6mm to 

4mm, the equivalent inductance L1 and capacitance C2 

in Fig. 3 (c) increase, which leads to a decrease in the 

resonances in the low frequency band, as can be seen   

in Fig. 4 (a). Similarly, with an increase in p, the 

circumference of the square loop increases, bringing 

about the increase in the inductance L2 of the octagonal 

loop the mutual coupling capacitance C3. Therefore, 

the resonant frequency in low band decreases, which 

corresponds to the simulated results in Fig. 4 (b). To 

obtain a wide phase difference band, the values of l  

and p are finally decided to be 3.8mm and 3.55mm, 

respectively. 

Figure 5 demonstrates the simulated reflection 

phase and difference of two AMC unit cells. Consisting 

of an octagonal ring and a Union Jack cross patch, 

AMC unit cell1 can generate two resonances in the low 

and high frequency band, respectively, as depicted in 

Fig. 4 (a), thus arising two different 0° phase reflection 

frequencies (5.5 GHz and 17.8 GHz) and a 180° phase 

reflection at 10.8 GHz. Whereas, AMC unit cell2 

exhibits 0° phase reflection value at 11.6 GHz, which is 

close to the 180° phase reflection frequency of AMC 

unit cell1, thus giving birth to an ultra-wide reflection 

phase difference (180°±37°) band from 5.8 to 16.1 GHz 

for normal incidence. Hence, an ultra-wideband 10 dB 

RCS reduction with a percentage bandwidth of 94.06% 

can be expected. 

In addition, the phase differences under different 

incident angles are also simulated and depicted in Fig.  

6. It can be obtained that the bandwidths of phase 

difference keep stable when the incident angle is lower 

than 15°, and when the incident angle is increased to 

30° and 45° the phase difference band changes to 

double bands. And with the increase in incident angle, 

the phase difference bandwidth decreases. 
 

 
 (a) 

 
 (b) 

 

Fig. 5. Simulated reflection phase and difference of 

AMC unit cells. (a) Reflection phase and (b) reflection 

phase difference. 
 

 
 

Fig. 6. Reflection phase difference for different incident 

angles. 

 

For the sake of low RCS property in an ultra-wide 

band, the surface is combined by 3×3 chessboard’s cell 

arrays, as demonstrated in Fig. 1 (a). Each chessboard 

cell array is made up of 10×10 unit cells, and arranged 

by 5×5 AMC unit cell1 and 5×5 AMC unit cell2. 

Dimensions of the proposed AMC surface are 300× 

300×4 mm3. To calculate the RCS reduction bandwidth 

of the designed chessboard surface, the monostatic RCS 

of the AMC surface and PEC surface with equal size 

for normal incidence is simulated. As depicted in Fig.  

4, parameters l and p have a great influence on the 

reflection phase property. To investigate the effect of 

those two parameters on the RCS reduction of AMC 

surface, the RCS reduction of AMC surface with 
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different l or p is simulated, and Fig. 7 shows the 

simulated results. It can be obtain from Fig. 7 that the 

change in parameter l has an influence on the 10-dB 

RCS reduction bandwidth and the largest reduction 

value in the high frequency band, and parameter p 

affects the largest reduction value in low frequency 

band and the RCS reduction bandwidth, which 

corresponds to the results in Fig. 4. In compromising of 

the value and bandwidth of RCS reduction, l and p is 

finally selected as 3.8mm and 3.55mm, respectively.  

 

 
 (a) 

 
 (b) 

 

Fig. 7. Impact of parameters (a) l and (b) p on the 

simulated monostatic RCS reduction. 

 

Then, Fig. 8 depicts the final simulated monostatic 

RCS and RCS reduction of proposed AMC surface 

under normal incidence for both x and y polarizations. 

From the simulated results, an ultra-wide 10-dB RCS 

reduction frequency band ranging from 6.23 GHz to 

16.47 GHz (90.22%) is achieved. And the maximum 

RCS reduction, which is more than 35 dB, is obtained 

at 13.4 GHz. Compared with references [12-15], the 

AMC surface can achieve larger RCS reduction value 

and wider 20-dB RCS reduction frequency band ranging 

from 12.3 GHz to 15.9 GHz (25.5%). Furthermore, Fig. 

9 demonstrates the normalized 2-D bistatic RCS of  

PEC sheet and the proposed AMC configuration under 

different incidences for both x and y polarizations at 

13.4 GHz. Compared with the bistatic RCS of the PEC 

surface in Fig. 9, the proposed AMC surface can 

achieve low RCS in boresight direction and reflects the 

scattering energy in other directions. 

 

 
 (a) 

 
 (b) 

 

Fig. 8. Simulated monostatic RCS and RCS reduction 

of proposed chessboard AMC surface under normal 

incidence for both x and y polarizations. (a) Monostatic 

RCS and (b) RCS reduction. 

 

 
 

Fig. 9. Simulated normalized 2-D bistatic RCS pattern 

of proposed AMC surface and PEC sheet under different 

incidences for both x and y polarizations at 13.4GHz. 

 

In order to investigate the change of RCS reduction 

with different incident angles, Fig. 10 demonstrates  

the simulated bistatic RCS reduction under different 

incident angles for both x and y polarizations. From the 

simulated results, it can be obtained that the values of 

RCS reduction decrease with the increase in incident 

angle, which is corresponding to the simulated phase 

differences under different incident angles. And the 

changes in RCS reduction values are related with the 

instability of the AMC structure with incident angles. 

In view of the good RCS reduction property of the 

proposed AMC surface, the proposed AMC unit cells 

can be arranged periodically around the antenna on the  
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same plane when an antenna need to be obtained low 

RCS performance, just as the structures in references [9] 

and [11]. 

 

 
 (a) 

 
 (b) 

 

Fig. 10. Simulated bistatic RCS reduction under different 

incident angles for (a) x and (b) y polarizations. 

 

III. FABRICATION AND MEASURED 

RESULTS 
To verify the simulated results, the proposed 

chessboard surface is fabricated, as shown in Fig. 11. 

30×30 unit patches are etched on a 2-mm-thickness 

F4BM-2 dielectric substrate. Separated by a 2-mm-

thickness air gap, a PEC sheet (a replacement by a thin 

aluminum sheet) is installed beneath the substrate layer. 

The total dimensions of the proposed structure are 

300×300×4 mm3. To show the ability for RCS reduction, 

the RCS values of the proposed AMC surface are 

normalized by the PEC sheet with the identical physical 

dimensions. The measured and simulated monostatic 

RCS of the proposed AMC surface and PEC sheet is 

depicted in Fig. 12 (a). And Fig. 12 (b) illustrates the 

measured and simulated RCS reduction of the designed 

chessboard configuration. 

From the measured results depicted in Fig. 12, the 

RCS of the designed AMC surface can be reduced by 

more than 10 dB in the band ranging from 6.66 to 16.42 

GHz (84.58%) for x polarization and from 6.65 to 16.5 

GHz (85.1%) for y polarization under normal incident 

waves. Due to the fabricated and measured errors and 

the error in the height between the top and the bottom 

layers, there is a little frequency shifting in the 

measured RCS reduction frequency band compared 

with the simulated results and the measured values of 

RCS reduction are a little higher than the simulated ones. 

 
 

Fig. 11. Photograph of fabricated chessboard surface. 
 

 
 (a) 

  
   (b) 
 

Fig. 12. Measured and simulated monostatic RCS and 

RCS reduction of proposed chessboard AMC surface 

under normal incidence for both x and y polarizations. 

(a) monostatic RCS and (b) RCS reduction. 
 

IV. CONCLUSION 
In this letter, a novel double-layer chessboard 

AMC surface is presented for RCS reduction in an 

ultra-broad band. In the expectation of a wider RCS 

reduction frequency band, the proposed chessboard 

configuration is formed by two different double-layer 

AMC unit cells. The patch printed on the substrate of 

one unit is an octagonal ring with a Union Jack cross, 

and that of the other one is a Jerusalem cross. With the 

two different unit cells, an ultra-broad reflection phase 

difference (180°±37°) band from 5.8 to 16.1 GHz can 

be obtained. Arranged by the two double-layer unit 

cells, the designed AMC surface achieves an ultra-wide 

frequency band ranging from 6.23 to 16.47 GHz 

(90.22%) for 10 dB RCS reduction under normal 

incidence for both x and y polarizations. In the band 

from 12.3 GHz to 15.9 GHz (25.5%), the RCS can be 

reduced for more than 20 dB. The measured results 

show that the fabricated prototype can achieve a 10-dB 

RCS reduction frequency band of 6.66-16.42 GHz for x 
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polarization and of 6.65-16.5 GHz for y polarization, 

which validates that the designed AMC surface can be 

utilized for ultra-wideband RCS reduction applications. 
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Abstract ─ A compact tri-band miniaturized antenna 

with parasitic element loading is proposed for small 

form factor devices. Firstly, the dual-band antenna is 

proposed. Based on the theory of characteristic mode 

(TCM), the resonant of the metal loop decreases by 

adding three identical square monopole on the other side 

of the substrate. By exciting one of three square 

monopoles, the other two monopole treating as parasitic 

units, can lower the Q factor of the monopole and 

enhance the bandwidth of the antenna. Then, the tri-band 

antenna is proposed. By adding metal patches on the side 

of the parasitic elements, the higher order of the metal 

loop is excited and the new resonant point is created. 

With the adoption of the TCM, two degenerate modes 

are separated by adding metal strips on the metal loop to 

enhance the bandwidth of the low band. Also, the same 

way is carried out to decrease the electric size of the 

antenna and the size of the proposed structure meets the 

requirement of the electric small antenna. To verify the 

performance, the proposed antenna is fabricated and 

tested. The measured results are in agreement with 

simulated results. 

Index Terms ─ Bandwidth enhancement, electrically 

small antenna (ESAs), miniaturized size, tri-band. 

I. INTRODUCTION
In our daily life, many wireless devices have been 

successfully deployed in a wireless communication 

system such as laptops, Global Positioning System, 

Bluetooth. Recently, many researchers attach more 

attention to the electric small antenna for a huge demand 

for the small form factor devices applied in the smart city. 

A widely recognized fact is that the electric small 

antenna possesses the characteristic of 1k a  . Many 

technologies have been developed to decrease the size of 

the antenna. Grounding on the analysis and calculation 

of CRLH LT theory [1], the antenna designed based 

on CRLH metamaterial possesses the characteristic of 

electric small size. Folded patch [2-4], defected ground 

plane [5-7], and virtually shorting pin [8,9] are three 

techniques to decrease the size of the antenna. By 

combining three approaches, the antenna in [8] achieves 

size reduction more than 80% compared to the 

conventional half-wave patch antenna. Moreover, the 

employed of a high permittivity substrate to miniaturize 

the size of antenna report in [10] and a size reduction 

more than 80% is achieved. 

Also, the multi-band antenna is required to satisfy 

the requirement of the equipment in different 

applications. Till now, the variously printed antenna has 

manufactured for the multi-band application. In paper 

[11-13], the different shapes of metal were printed on the 

front and back sides of the substrate to produce diverse 

resonance. The diode serving as a configuration structure 

makes the antenna resonance in the upper and low band 

[14]. With high and low voltage, the resonant frequency 

of the antenna is varied to generate different resonant 

modes. In terms of Babinet theory, slot [15] is treated as 

the dipole. Therefore, the same way is carried out in the 

slot antenna to generate multi-band. 

Although many methods have been adopted in 

multi-band miniaturized antenna, there still exist some 

problems. In [16-19], various complex printed shapes 

were employed to achieve multi-band characteristics. 

With those shapes utilized, it’s difficult to design and 

optimize the antenna. In [20], the dual-band patch 

antenna achieves a 74% miniaturized ratio at 2.4 GHz, 

but the -6 dB impedance bandwidth of the antenna is 

40 MHz at the 2.4 GHz and 1.5 GHz at 5.2 GHz. 

In this paper, a compact tri-band miniaturized 

antenna is proposed to reduce the electric size and 

enhance the bandwidth of the antenna. With the TCM 

adopted, it’s easy and accurate to design and optimize 

the antenna. With three square monopoles adding, the 

resonant point of the antenna in the low band decrease, 

and the bandwidth of the antenna in the high band 

increase. In addition, two metal patches add on the side 

of the parasitic elements to generate the high order mode 

of the metal loop. Finally, the performance of the 

antenna in each band can be efficiently controlled by 

adding strips on the metal loop. The proposed antenna 

possesses with simple structure meeting the requirement 

of the WLAN/WiMAX application. 
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II. ANTENNA DESIGN 

A. Antenna geometry and evolution steps 

Figure 1 is the drawing of the proposed antenna 

(26.4×26.4×1mm3). The dielectric serving as the 
substrate of the antenna is FR-4. The height of substrate 

and copper are 1mm and 0.018mm respectively. Figure 

2 depicts the four steps to designing the proposed compact 

tri-band miniaturized antenna. The curves presenting in 

Fig. 3 (b) are the reflection coefficient of the antenna with 

a different structure. The label of curves in Fig. 3 (b) 

corresponds to the label in Fig. 2. To explore the working 

principle of the proposed antenna, the characteristic mode 

analysis (CMA) use here to analyze the performance of 

the antenna with the adoption of CST MICROWAVE 

STUDIO. 
 

 
(a)                                    (b) 

                      
(c)                                    (d) 

 

Fig. 1. Topology of the proposed antenna: (a) top view, 

(b) bottom view, (c) top view of the fabricated antenna, 

and (d) bottom view of the fabricated antenna. 
 

 
  Ant. 1          Ant. 2           Ant. 3         Ant. 4 

 

Fig. 2. Four steps to design the proposed antenna. 
 

B. Theory of characteristic mode 

Basing on the method of moment (MOM) which is 

the mathematical concept, a unified matrix approach 

treating for field problems is given in [21]. And, the 

theory and the computation of CMs for conducting 

bodies are given in [22] and [23]. Then, TCM applied in 

a dielectric and magnetic material is given in [24].  

To summary, the TCM gives three important indices 

𝜆𝑛 , 𝛼𝑛  and Modal significance (MS) to judge the 

performance of the characteristic mode. 

𝜆𝑛  called eigenvalue represent the degree of 

resonant at nth modes. The value of 𝜆𝑛  is calculated  

by equation: 𝑋(𝐽𝑁) = 𝜆𝑁𝑅(𝐽𝑁), where 𝑋(𝐽𝑁) and 𝑅(𝐽𝑁) 
are the imaginary and real parts of the impedance at the 

corresponding mode in matrix Z. The corresponded 

mode is likely to resonate when 𝜆𝑛 approaches zero. 

𝛼𝑛 called the weighting coefficient obtain from the 

equation: 𝐽 = ∑𝛼𝑁𝐽𝑁, where J is current on conducting 

bodies when an electric field impress and 𝐽𝑁 is a series 

of complete orthogonality eigenfunctions. 

The resonant frequency and the resonant degree of 

characteristic mode can also be judged from the value of 

MS. The value of MS is calculated by the equation: 

𝑀𝑆 = |1/(1 + 𝑗𝛼𝑁)|. The corresponded mode is likely 

to resonate when MS approaches one. 

 
C. The mechanism of Ant. 1 

The loop antenna widely applies to the wireless 

communication system. Here, we put a loop on the 

surface of the substrate. 

The value of Gl is determined by: 

4
0

c
Gl

f


 ,                                (1) 

where c is the speed at which light travels in a vacuum, 

f0 is the frequency where the eigenvalues of the Ant.1 

equal to zero. The value of Gl is related to the value of G 

and Gw giving by: 

2

G Gw
Gl


 .                               (2) 

Figure 3 (a) shows the eigenvalues of the proposed 

structure Ant. 1 with the adaptation of TCM. We can 

notice that the curves of the two eigenvalues coincide 

with each other and the value of eigenvalues equal to 

zero at 3.1 GHz. Therefore, the metal loop possesses two 

degenerate modes at 3.1 GHz. 

 

 
       (a)                                       (b) 

 
Fig. 3. The curve of the antenna: (a) eigenvalues of the 

metal loop, and (b) reflection coefficient of antennas. 

 
D. The mechanism of Ant. 2 

By adding three square metal patches in Ant. 1, the 

electrical size of the antenna decreases, and the 

bandwidth of the antenna in the upper band increases. 

The size of the square metal patch is determined by: 

ACES JOURNAL, Vol. 35, No. 7, July 2020830



3

8
1

c
b

f
rd




   ,                           (3) 

where f1 is the resonant frequency of the Ant. 2 in the 

upper band. 

As showing in Fig. 4 (a), with three monopoles 

loading, the point where eigenvalues equal to zero, varies 

from 3.1 GHz to 2.7 GHz in the low band. When three 

monopoles loading on the surface of the substrate, it can 

change the impedance characteristic of the metal loop 

leading to the resonant point decrease. 

 

 
(a)                                      (b) 

 

Fig. 4. Eigenvalues of the antenna: (a) Ant. 2 in the low 

band, and (b) Ant. 3 in the middle band. 
 

 
(a)                    (b)                    (c) 

 

Fig. 5. Simulated eigencurrent distribution of Ant. 2 at 

2.7 GHz: (a) Mode 1, (b) Mode 2, and (c) Mode 3. 

 

To enhance the impedance bandwidth in the upper 

band, the parasitic loading technique studying in paper 

[25] use here. By exciting one of three square metal 

patches, the other two metal patches treating as parasitic 

units, can lower the Q factor of the monopole and 

enhance the bandwidth of the antenna in the upper band. 

The -10dB impedance bandwidth of Ant. 2 covering 

the frequency of 2.52 GHz-2.87 GHz (WiMAX band) 

and 4.84 GHz-5.72 GHz (WLAN band) is shown in Fig. 

3 (Ant. 2). Moreover, the antenna possesses with 

omnidirectional radiation pattern in the low band. For the 

upper band, the antenna is provided with a 4.09 dBi peak 

gain at 5.5 GHz. 

 

E. The mechanism of Ant. 3 

In the process of CMA [26], the shorting pin  

and capacitance are traditional ways to modulate the 

performance of the antenna. Here, we add the patches on 

the side of the parasitic metal patches to vary the 

performance of the Ant. 2. In comparison with the curve 

of Ant. 2 in Fig. 3 (b), the curve of Ant. 3 changes greatly 

in the middle and up band, while the curve of Ant. 3  

remains the same in the low band. 

For the low band, the current distribution of the 

characteristic mode presents in Fig. 5. Few currents 

distribute on the right side of the PEC where two metal 

patches are added. Therefore, the metal patches have less 

influence on the current distribution of Mode 2, and the 

performance of the antenna remains unchanged. 

For the upper band, the antenna work in monopole 

mode. The metal patches adding to the side of the 

monopole influence the impedance of two parasitic 

radiators. Therefore, the impedance matching of the 

antenna becomes worse and the impedance bandwidth of 

the antenna becomes narrow in the upper band. 

 

 
 (a)                           (b) 

 

Fig. 6. Simulated eigencurrent distribution: (a) Mode 2 

of Ant. 3 at 4.5 GHz, and (b) Mode 4 of Ant. 1. 

 

In the middle band, the CMA uses here to figure out 

the new mode. Judging from the eigenvalues in Fig. 4 

(b), we can conclude that Mode 2 contributes to the 

antenna resonant in the middle band. Furthermore, the 

eigencurrent of the metal loop’s high-order is given to 

prove that Mode 2 is the high-order mode of the metal 

loop. As we can see from Figs. 6 (a) and (b), the primary 

current distribution of two modes is similar by 

contrasting the maximum current in each arm. However, 

the current distribution is unbalanced in each arm of the 

Mode 2 showing in Fig. 6 (a). And, the monopole and 

metal patches loading are the main reasons leading to the 

unbalanced distribution of the current. 

 

F. The mechanism of Ant. 4 

The curve of the reflection coefficient in Fig. 3 (b) 

illustrates that the Ant. 3 is a tri-band antenna and 

possesses narrow bandwidth in the upper band. 

Therefore, we can take some measures to improve the 

impedance bandwidth in the upper band. The strips 

adding on the metal loop is shown in Fig. 2 (Ant. 4)  

for changing the impedance of monopole. With the 

adaptation of CAM, we figure out the function of strips 

adding in the different places separately. 

In the low band, Mode 2 and Mode 3 contribute  

to the resonance of the antenna according to the 

eigenvalues in Fig. 4. As we can see from Fig. 5, the strip 

X1 and X3 add to the maximum current distribution of 

Mode 2 and the minimum current distribution of Mode  

3 while the strip X2 adds to the minimum current 
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distribution of Mode 2 and the maximum current 

distribution of Mode 3. With the strip adding to the 

minimum of current distribution, the impedance of the 

metal loop changes leading to the mode resonant point 

shifts to low frequency. 

Therefore, the performance of Mode 2 has a relation 

to the strip X2. Also, the performance of Mode 3 has a 

relation to the strip X1 and X3. To verify this point of the 

view, the strips X1, X2 and X3 add separately in Ant. 3. 

And the reflection coefficient and modal significance of 

Ant. 3 with strips X1, X2 and X3 adding separately shows 

in Fig. 7. 

The strip X1 with the length of 10mm adds in Ant. 3. 

In Fig. 7 (b), the frequency of Mode 3 shifts to low band 

equal to 2.34 GHz which corresponded to the resonant 

point showing in the red line of Fig. 7 (a). Moreover, the 

frequency of Mode 2 shifts lightly. 

Add a strip X2 with a length of 8mm to Ant. 3. In Fig. 

7 (c), the frequency of Mode 2 shifts to low band equal 

to 2.42 GHz which corresponded to the resonant point 

showing in the blue line of Fig. 7 (a). Furthermore, the 

frequency of Mode 3 shifts lightly. 

Owing to the length of the X3 is short so that the 

resonant point of Mode 2 and Mode 3 shift lightly. 

And the middle band of the antenna is the high  

order mode of the metal loop. Therefore, the resonant 

frequency shifts as the low band. 
 

 
    (a)                                       (b) 

 
     (c)                                       (d) 

 

Fig. 7. The simulated results of Ant. 3 with strip  

loading separately: (a) reflection coefficient, (b) modal 

significance with X1 loading, (c) modal significance with 

X2 loading, and (d) Modal significance with X3 loading. 
 

G. Parametric study 

Parametric studies are carried to improve the 

performance of Ant. 3 with the strips X1, X2 and X3  

loading. 

In Fig. 8, two degenerate modes in the low band 

coincide with the increasing of X2 and separate with the 

increasing of X1 and X3. Therefore, the changes in Fig. 8 

are consistent with the changes in Fig. 7. 

As we can see from Fig. 8 (a), two resonant  

points shift to the low frequency and become closer  

with increasing the length of X1 in the upper band. 

Furthermore, with increasing of X2, the first resonant 

point in the upper band still unchanged and the second 

resonant point in the upper band shifts to the low band 

showing in Fig. 8 (b). According to Fig. 8 (c), the 

performance of the antenna in the upper band is better 

with the shorter length of X3. 

In Fig. 8 (d), the performance of the Ant. 4 in the 

upper band is getting better with the value of the w2 

and l2 changing. 

 

 
      (a)                                        (b) 

 
     (c)                                        (d) 

 

Fig. 8. Reflection coefficient of Ant. 4 with different 

parameters’ value: (a) X1; (b) X2; (c) X3; (d) w2 and l2. 

 

Table 1: The optimized parameters of the Ant. 4 

Parameter Value (mm) Parameter Value (mm) 

G 26.4 b 10.9 

Gw 22.8 h 1 

g 1 l2 0.8 

w 1.92 X1 10 

w1 1.8 X2 8 

w2 1 X3 2.65 

 

III. MEASURED RESULTS 
The optimized parameters are given in Table 1. 

And, to confirm the validity of the design, the proposed 

Ant. 4 is fabricated and measured as shown in Fig. 9. 
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Fig. 9. Measured environment. 

 

 
 

Fig. 10. The measured and simulated S11. 
 

 
   (a)                                              (b) 

 

Fig. 11. The influence of the inductor on the reflection 

coefficient of the antenna: (a) Simulated model 

considering the SMA, and (b) The results of the 

measured and simulated reflection coefficient. 
 

A. S-parameters 

The measured and simulated value of the reflection 

coefficient is presented in Fig. 10. The solid red line 

shows the result of the measured reflection coefficient, 

while the solid blue line exhibits the consequence of the 

simulated reflection coefficient. The measured bandwidth 

where S11<-10dB covers 2.24-2.48 GHz, 3.60-3.85 GHz, 

4.94-6.15 GHz, and 6.40-6.86 GHz. The relative bandwidth 

of the proposed antenna is 10.2%, 6.7%, 21.8%, and 

6.9%.  

The difference between simulated and measured 

results is primarily due to the adding of feeding SMA  

in measurement. The soldering and the adding of the  

SMA introduce extra inductors leading to the reflection 

coefficient of antenna change greatly in the upper band. 

To verify it, the simulated model and result exhibits in 

Fig. 11. As we can see from Fig. 11 (b), the simulated 

result corresponds to the measured result. 

 

B. Radiation performance 

The antenna measurement system SATIMO [27] is 

employed to calculate the performance of the antenna. 

With this equipment, the 2-D electric field data, the 

realized peak gain and the total efficiency are calculated. 

In Fig. 12, the radiation pattern at frequencies of 2.37, 

3.73, 5.31, 5.90 GHz are selected to represent the 

radiation performances of the antenna. In Fig. 12, we  

can come up with that the antenna can achieve 

omnidirectional radiation in the low and middle band. 

For the upper band, the antenna cannot achieve the 

omnidirectional radiation but still acceptable. And this 

phenomenon caused by the strips adding on the metal 

loop to enhance the impedance bandwidth. 

The total efficiency and peak gain are exhibited in 

Fig. 13. For the low band, the measured value of peak 

gain is lower than the simulated gain of 0.8 dBi owing to 

lower efficiency. 

According to [28], the total efficiency of the antenna 

is determined by the reflection efficiency at the input 

terminals of the antenna, conduction efficiency and 

dielectric efficiency of the antenna. 

And, SATIMO [27] measures the efficiency of the 

antenna according to this principle. This equipment 

measures radiation characteristics and the reflection 

coefficient of the antenna. Then, it calculates radiation 

efficiency by the definition in [28]. 

The antenna is electrically small in the lower band. 

Therefore, the small size of the ground plane leading to 

the currents flows back to the outer conductor surface of 

the cable. According to [29], this phenomenon will cause 

ripples in the radiation pattern. To improve the accuracy 

of the measured results, the feeding cable cover with an 

EM suppressant material [30] to absorb the currents 

flowing back to the outer conductor surface by SATIMO. 

The radiation energy absorbed by an EM suppressant 

material causes a decrease in the measured gain and 

efficiency. 

To verify this point of view, the model of the feeding 

cable used in the Starlab System is built-in HFSS 

according to [30]. The simulated and measured efficiency 

of the antenna in the low band shows in Fig. 13. Owing 

to the feeding cable effects described above, the curve  

of the measured efficiency is corresponding to the 

simulated efficiency with the employ of the cable model 

in the low band. Therefore, we can conclude that the 

feeding cable used in the Starlab System absorbs the 

energy leading to the decreasing of the radiation 

efficiency in the low band. However, this part of the 

energy which absorbs by an EM suppressant material  

is radiated by antenna according to [29] and the gain  

of antenna approach to the simulated value in the 

application. 
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       (a) 

 
       (b) 

 

Fig. 12. The radiation pattern of the proposed antenna: 

(a) xoz plane and (b) yoz plane. 

 

In Fig. 13, the curves of simulated and measured 

results are corresponding better. For the middle band, the 

measured value of peak gain lies between 2.4 and 2.9 dBi 

company with total efficiency vary from 69% to 75%. 

For the upper band, the measured value of peak gain 

ranges from 1.5 to 3.3 dBi with the total efficiency 

fluctuation between 53% and 62%. 

 

 
      (a)                                              (b) 

 

Fig. 13. The simulated and measured results of the 

antenna: (a) peak gain and (b) efficiency.  

Table 2: Performance comparison 

Reference k·a First Band 

Bandwidth 
Total 

Bandwidth 

[9] 1.8 0.8% 3% 

[16] 1.6 4.2% 12.4% 

[17] 1.4 11.2% 20.4% 

[31] 0.9 6% 20.7% 

[32] 1.4 20.3% 32% 

Proposed 0.9 10.2% 45.6% 

 

The measurement characteristics of the proposed 

antenna are utilized to compare with previous works  

in Table 2. All of those multi-band antenna focus on  

the electrical small characteristic in the first band. The 

proposed antenna possesses the lowest value of k  a 

equal to 0.9 when we consider the first band frequency. 

Despite the impedance bandwidth restricted by antenna 

circumscribed sphere’s radius, the proposed antenna 

achieves wider impedance bandwidth up to 10.2% in  

the low band with the smallest electrical size. Besides, 

the proposed antenna also exhibits a wider impedance 

bandwidth compared to the other five antennas when we 

consider the summation of each impedance bandwidth. 

 

IV. CONCLUSION 
A single fed novel structure with wide impedance 

bandwidth and miniaturized size is presented for small 

form factor wireless devices. The monopole serving as 

the radiator in the upper band is properly placed nearby 

the metal loop to decrease the electric size of the antenna. 

Moreover, the metal patches add to excite higher-order 

mode of metal loop leading to another resonance point 

achieved. To realize the better performance in each band, 

the metal strips are introduced to enhance bandwidth and 

decrease the electric size of the antenna. It is observed 

that by altering the performance of the monopole and 

metal loop, the antenna resonant in the WiMAX band 

and achieves better performance in the WLAN band.  

The prototype achieves the miniaturized structure with a  

size of 0.21×0.21×0.008 λ3 and the 10.2% impedance 

bandwidth in the low band. For a middle and upper band 

of the antenna, the measured impedance bandwidth equal 

to 6.7% and 21.8% respectively. 
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Abstract – Metamaterial-inspired electric- and magnetic-

based near-field resonant parasitic (NFRP) elements are 

electrically coupled to a coaxial-fed printed monopole 

to realize an electrically small, ka = 0.49 (0/9.41  

0/14.11  0/104.18) Huygens source antenna that

operates at the GSM1800 frequency. The electric NFRP

element is a meander patch; the magnetic element is

a Capacitively Loaded Loop (CLL). The individual

electric- and magnetic-based antennas were studied

numerically to ensure they had overlapping frequency

behavior near the GSM frequency 1.8 GHz; high

radiation efficiency; and very good matching to their 50

Ω sources. They were combined together and retuned to

create a three metal – two dielectric layer Huygens

source antenna. A 20 nH inductor was inserted between

the driven monopole and the SMA connector in order to

enhance the input impedance matching. A prototype

of this antenna was fabricated and experimentally

characterized. The measurements confirmed the Huygens

source nature of the prototype antenna.

Index Terms – CLL-NFRP element, electric NFRP 

element, ESAs, Huygens source, metamaterial-inspired 

antenna. 

I. INTRODUCTION
Electrically small antennas (ESAs) continue 

generate increasing interest from both academic and 

industrial communities. Tremendous amount of research 

has been conducted to enhance and exploit various ESA 

properties, including high efficiency, stable radiation 

properties, ease of fabrication and integration, low 

cost, compactness and low-profile. These performance 

characteristics are attractive features typically desired in 

modern wireless communication systems, RFID tags, 

biomedical monitoring sensors, and other internet of 

things devices [1-6].  

One of proposed approach to meet several these 

desirable aspects is the design of electrically small, 

highly efficient, Huygens source antennas [7-11]. 

Huygens source antennas are attractive for wireless 

communication and other mobile platforms because a 

significant amount of power is radiated away from their 

source into a prescribed hemisphere. For instance, such 

an antenna in a mobile phone could be designed to 

radiate away from the head, significantly reducing the 

specific absorption rate (SAR), leading to fewer health 

concerns and less power consumption (hence, more 

battery life). Theoretically, a Huygens source is a 

particular combination of electric and magnetic dipole 

antennas. It has been demonstrated that a realizable 

single Huygens source can achieve a directivity near to 

its theoretical limit of 4.77 dB [7]. This antenna was 

constructed as a particular combination of electrically 

small electric- and magnetic-near-field resonant parasitic 

(NFRP) elements coupled to a driven dipole antenna. It 

radiated its maximum directivity in the plane containing 

the NFRP elements and away from its feed point. 

Another recent design radiates its maximum directivity 

in the direction broadside to the plane containing the 

NFRP and driven elements [12]. In both cases, a single 

input port was employed, thus avoiding difficulties 

associated with multiple feeds and matching multiple 

input impedances. 

In this letter, an electrically small Huygens source 

antenna based on a combination of metamaterial-inspired 

electric- and magnetic-NFRP elements is reported that 

radiates its maximum directivity in the plane of those 

NFRP elements, but orthogonal to the feed direction. 

Antennas associated with the electrically small electric- 

and magnetic-NFRP elements and a coax-fed printed 

monopole antenna were designed and numerically 

studied individually to be efficient, to be well matched 

to a 50  source, and to have an overlapping frequency 

behavior around the GSM1800 frequency. Then, by 

coupling them to the same driven monopole and 

adjusting their relative responses to be equal, a three 

metal – two dielectric layered Huygens source antenna 
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having high efficiency, high directivity, and large 

bandwidth was obtained. A prototype of this Huygens 

source antenna was fabricated and tested. The measured 

results were in good agreement with their simulated 

values.  

All of the design simulations were performed  

with the ANSYS-ANSOFT High Frequency Structure 

Simulator, HFSS-V15. They all took into account the 

realistic material properties of the copper and dielectric 

components. The SMA connector was included in all  

of the simulations for higher accuracy between the 

simulated and the measured results. 
 

II. ELECTRICALLY SMALL NRFP DIPOLE 

ANTENNAS 
A printed monopole antenna of length LM and width 

WM is introduced to act as the driven element for both 

the magnetic and electric NFRP antennas. It is fed by a 

50Ω SMA connector. Each antenna, i.e., the monopole 

and a NFRP element, was printed on a W×L Rogers 

DuroidTM 5880 substrate of thickness 0.7874 mm, relative 

permittivity εr = 2.2, relative permeability μr = 1.0 and loss 

tangent tan ϕ = 0.0009. The copper thickness is 0.017 mm. 
 

A. Magnetic NFRP antenna 

The metamaterial-inspired capacitively loaded loop 

(CLL)- based NFRP antenna introduced previously [13-

16] was used as the core design to achieve the requisite 

magnetic dipole antenna. The CLL NFRP element and 

the ground strip line were printed in the top side of  

the Duroid substrate. The driven monopole and the  

extra-strip line of dimensions LS and WS (to achieve the 

maximum directivity in the horizontal direction [13]) 

were printed on its back side as exhibited in Fig. 1.  

The optimized design parameters of this antenna are 

summarized in Table 1. This CLL based NFRP antenna 

is electrically small with ka=0.49 (where "k=2π/λ" is the 

free space wavenumber, and "a" is the radius of the 

smallest sphere circumscribing the maximum dimensions 

of the antenna).  
 

               
  (a) (b) 
 

Fig. 1. The magnetic NFRP antenna geometry: (a) front 

side and (b) back views. 

Table 1: Magnetic NFRP antenna parameters 

Parameter Value (mm) Parameter Value (mm) 

W 18 WCLL 18 

L 19 LCLL 12 

WM 2 Wgnd 18 

LM 12 Lgnd 2 

WS 2 e 1 

LS 19 g 2 
 

The proposed structure dimensions were rescaled 

from those in [13, 14] so that the antenna would radiate 

at the GSM1800 frequency. As illustrated in Fig. 2, nearly 

complete input impedance matching |S11|min = -21.35 dB 

was achieved at 1.815 GHz. The simulated total directivity 

pattern at this resonance frequency is shown in Fig. 3 and 

verifies that the antenna radiates as a magnetic dipole 

oriented, along the y-axis with its maximum directivity 

orthogonal to the feed structure. The simulated 

performance characteristics are: front-to-back ratio: 

FTBR=1.0 (0dB); accepted power: AP=0.992W; total 

radiated power: RP=0.754W, giving the radiation 

efficiency RE=76%; the maximum directivity: Dmax = 

2.22dB; and the peak realized gain RGmax=1dB. The 3dB 

bandwidth is 27 MHz. 
 

-20

-15

-10

-5

0

1,7 1,75 1,8 1,85 1,9

R
e
fl

e
c
ti

o
n

 c
o
e
ff

ic
ie

n
t 

S
1
1
, 
d

B

Frequency, GHz  
 

Fig. 2. Simulated |S11| values of the magnetic antenna 

versus the source frequency. 
 

 
 

Fig. 3. Simulated 3D total directivity pattern at the 

resonance frequency of the magnetic NFRP antenna, 

1.815 GHz.  
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B. Electric NFRP antenna

The other component of the Huygens source antenna

is a metamaterial-inspired electric NFRP dipole antenna. 

With the driven printed monopole, it is an adaptation of 

the 2D electric EZ antenna [17]. The electric NFRP 

element is a meandered strip; it was printed on the same 

Rogers DuroidTM 5880 substrate and with the same 

overall dimensions as the magnetic dipole. The electric 

NFRP dipole antenna geometry and its optimized design 

parameters are shown in Fig. 4 and given in Table 2, 

respectively. 

Fig. 4. Front side view of the electric NFRP antenna. 

Table 2: Electric NFRP antenna parameters 

Parameter Value (mm) 

L1 4 

L2 5 

L3 2 

l 1 

w 14 

L 19 

W 18 
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Fig. 5. Simulated |S11| values of the electric NFRP 

antenna versus the source frequency. 

The electric dipole was designed to have a 

resonance behavior that overlaps with that of the CLL-

based NFRP element. It radiates at 1.78GHz as presented 

in Fig. 5. The proposed NFRP element remains 

electrically small with ka = 0.49. Figure 6 show that the 

antenna behaves as an electric dipole oriented along the 

z-axis. The antenna performance characteristics are:

FTBR = 1.0 (0dB), AP = 0.967W, RP = 0.862W (giving

RE = 89.14%), Dmax = 2.23dB, and RGmax = 1.58dB. The

3dB bandwidth is 120 MHz (FBW = 6.74%).

Fig. 6. Simulated 3D total directivity pattern at the 

resonance frequency of the electric antenna, 1.78 GHz. 

III. HYUGENS SOURCE ANTENNA
The Huygens source antenna was obtained by 

combining the meandered NFRP and CLL based NFRP 

designs as shown in Fig. 7. Two Rogers DuroidTM 5880 

substrates were used. The CLL NFRP element and the 

ground strip line were printed in the top side of the first 

substrate; the driven monopole and the extra-strip line 

were printed on its back side. The electric NFRP element 

was printed on the back side (outside face) of the second 

substrate. The two substrates were combined so that 

the electric and magnetic NFRP elements were on 

the external sides and the driven monopole was in 

the middle. The gap between the two substrates was 

G=0.9mm, it was filled with foam in order to easily 

maintain the structural integrity of the whole structure. 

The structure dimensions were readjusted to 

construct the Huygens source while operating at the 

GSM frequency. However, the input impedance matching 

was poor. In order to fix this problem, a 20 nH inductor 

was introduced between the driven monopole and 

the source feed line. The driven monopole was offset 

upwards of 4mm from the bottom side as presented 

in Fig. 7 (c) to accommodate this lumped element. 

The resulting simulated minimum values of |S11| were 

significantly improved at the GSM frequency. Figure 8 

exhibits the prototyped metamaterial-inspired Huygens 

source antenna. The simulated and measured values of 

|S11| as functions of the source frequency are compared 

in Fig. 9. The prototype antenna radiated at 1.77GHz 

with nearly complete input impedance matching 

|S11|min=-22.91dB. The difference between the measured 

and simulated values is attributed to small variations in 

the design parameters that resulted from fabrication 

errors and the measurement setup, which did not include 

any ferrite beads nor matching balun to isolate the 
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antenna from the VNA cables. 

 

 
 (a) 

 
                  (i)                                               (ii) 

 
 

 
 

 

Fig. 7. The Huygens source antenna geometry: (a) 

perspective view, (b) Duroid sheet 1, and (c) Duroid 

sheet 2. 

 

     
 

Fig. 8. Photos of the fabricated prototype Huygens 

source antenna. 
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Fig. 9. Simulated and measured |S11| values of the 

Huygens source antenna versus the source frequency. 

 

The simulated performance characteristics of the 

prototype Huygens source antenna were: AP = 0.99W; 

RP = 0.6W; giving RE = 60.19%; Dmax = 4.38dB and 

RGmax = 2.17dB. The measured values were: RE = 31.05%; 

Dmax = 3.39dB; and RGmax=1.67dB. The 3dB bandwidth 

is 60MHz. 
 

 
(a) 

                                
                                           (b) 
 

Fig. 10. (a) Simulated and (b) measured 3D total 

directivity pattern. 
 

One can note that the overall measured antenna 

performance characteristics were lower than predicted. 

The differences between the simulated and measured 

results are due to inaccuracies in the measurements and  

(c) Duroid sheet 2: back side (outside face) 

(b) Duroid sheet 1: (i) front side view (outside face), 
and (ii) back side view (middle face) 

 

Top side 

Middle side 

Back side 

Inductor 

Maximum 
Value (dB) 

Minimum 
Value (dB) 

3.399 -95.18 
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in the manufacturing of the prototype antenna: 

- The gap between the two substrates was filled using 

with a 1.0 mm thick foam rather than the simulated 

0.9 mm value. 

- The inductor model used in the simulations was 

ideal; losses were not taken into consideration.  

Despite the fact that the realized antenna is not as 

efficient as predicted, the Huygens source behavior is 

well obtained along the x-axis as illustrated in Fig. 10. 
 

IV. CONCLUSION 
A metamaterial-inspired electrically small Huygens 

source antenna was numerically studied, manufactured 

and tested. It was fed with a single 50 Ω coaxial cable. 

The electric- and magnetic-based NFRP designs were 

designed first to have overlapping frequency behaviors 

at the GSM 1.8 GHz frequency. The two designs were 

then combined to achieve the desired electrically small 

Huygens source antenna. The input impedance matching 

was significantly improved by inserting a 20 nH inductor 

between the driven monopole and the SMA connector. 

The measured antenna efficiency, the maximum 

directivity and realized gain were much lower than 

predicted. This degradation of the antenna performance 

could be corrected to obtain the predicted values by 

taking into consideration the actual antenna design 

specifications.   
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