Uncertainty Quantification and Global Sensitivity Analysis of Radiated Susceptibility in Multiconductor Transmission Lines using Adaptive Sparse Polynomial Chaos Expansions
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Abstract – This study analyzes the uncertainties of the radiated susceptibility in multiconductor transmission lines (MTLs), and introduces an adaptive sparse polynomial chaos expansion combining hyperbolic truncation scheme with orthogonal matching pursuit method (AS-PCE (OMP)). This method is used as the basis to realize the uncertainty quantification (UQ) of radiated susceptibility and global sensitivity analysis (GSA) of input variables to output variables. GSA considers the influencing factors of the incident field and transmission-line geometric parameters. The global sensitivity indices of each input variable are calculated for varying impedance loads. The accuracy and efficiency of the proposed method are verified compared with the results of the polynomial chaos expansion based least angle regression method and Monte Carlo methods.

Index Terms – adaptive sparse polynomial chaos expansion, multiconductor transmission lines (MTLs), radiated susceptibility, uncertainty quantization.

I. INTRODUCTION

Recently, considerable literature has grown up around the theme of multiconductor transmission lines (MTLs) radiated susceptibility uncertainty analysis. Given the change of the electromagnetic environment where electronic equipment is located, the electromagnetic interference that equipment receives through the field-line coupling will be uncertain. Owing to the production process, actual layout, and environmental factors (e.g., temperature) of the transmission lines in the equipment, the transmission-line geometric parameters also have uncertainties, which likewise affects electromagnetic interference. The aforementioned reasons have prompted engineers to consider these uncertainties when designing the electromagnetic compatibility of products. Moreover, researchers are considerably interested in the uncertainty quantification (UQ) of the model and global sensitivity analysis (GSA) of input variables. Numerous methods, such as Monte Carlo (MC) \([1]\), stochastic reduced order models \([2]\), probabilistic immunity \([3]\), support vector machine \([4]\), first- and second-order reliability \([5]\), gradient boosting algorithms \([6]\), Bayesian optimization \([7]\), stochastic collocation \([8]\), and polynomial chaos expansions (PCE) \([9]-[12]\) have been successfully applied to UQ and GSA of EMC in MTLs. MC method is a classical uncertainty numerical analysis method. Although the calculation results are accurate, convergence speed is slow and calculation cost is high, and MC is often used as a comparison method of new methods.

The PCE has developed rapidly in recent years, and uses orthogonal polynomials of random input variables to establish surrogate model for uncertainty analysis. Under the premise of ensuring the accuracy of calculation, PCE can effectively improve the efficiency of calculation. Some experts combined the generalized polynomial chaos expansions with least angle regression method as bases to analyze uncertainties and global sensitivity of PCB-radiated susceptibility \([13]\). The current research used the PCE as basis to combine the hyperbolic truncation scheme and orthogonal matching pursuit
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method. Accordingly, adaptive sparse polynomial chaos expansions (AS-PCE (OMP)) is established to realize UQ and GSA of the transmission line radiated susceptibility.

The remainder of this paper is organized as follows. Section II introduces the physical model of the research. Section III presents AS-PCE (OMP) theory. Section IV analyzes the simulation results of AS-PCE (OMP) theory on UQ and GSA, and compares them with those of MC and adaptive sparse polynomial chaos expansion based on Least Angle Regression (AS-PCE(LARS)).

II. PHYSICAL MODEL

In order to analyze which of the geometric variables and incident field variables of the transmission lines has a greater impact on the radiation sensitivity under the low and high impedance conditions in low-frequency band, the uncertainties of radiation sensitivity of MTLs are studied in this paper, particularly for a (2+1) transmission-line system with ground as reference conductor. As shown in Figure 1, the uncertain factors include the variables involved in the incident field and geometric parameters of the transmission lines. In particular, $E_0$, $\theta$, $\eta$, and $\psi$ are the field amplitude, elevation angle, polarization angle, and azimuth angle of the incident plane wave, respectively. The geometric parameters of the transmission line include the length $L$, radius $r$, heights $h_1$ and $h_2$ above ground, and transverse distance $d$ between the two transmission lines. The impedance loads of transmission lines are $R$. This study uses MTLs theory [14] to calculate the radiated susceptibility in transmission lines.

III. PCE METHODOLOGY

Polynomial chaos originated from the homogeneous function in Wiener theory, then the Askey scheme extended PCE to more variable distribution types [15]. The original model is set as $Y = y(\xi)$ and $\xi$ is $[\xi_1, \xi_2, \xi_3, \ldots, \xi_d]$, which is the set of $d$-dimensional input variables. The model can be expressed in the form of polynomial chaos expansion as follows:

$$Y = \sum_{\alpha \in A} c_{\alpha} \Phi_{\alpha}(\xi)\ . \ (1)$$

where $\Phi_{\alpha}(\xi)$ are multivariate polynomials orthonormal, $A$ is a multidimensional index set that can identify multidimensional polynomial $\Phi_{\alpha}(\xi)$. $\Phi_{\alpha}(\xi)$ is composed of the tensor product of the orthogonal polynomials corresponding to the $d$-dimensional single variables (i.e., $\Phi_{\alpha}(\xi) = \prod_{i=1}^{d} \phi_{\alpha_i}(\xi_i)$), $c_{\alpha}$ are unknown coefficients of expansion, and $\left(\sum_{p+d}^{q}\right)$ is the total number of components after the truncation of order $p$. The highest order of each polynomial in the standard truncation scheme is the sum of the corresponding polynomial orders of each single variable: $\sum_{k=1}^{d} (l_k) = l_1 + l_2 + \cdots + l_d$.

A. Sparse polynomial chaos expansion based on hyperbolic truncation and orthogonal matching pursuit

The effects of the sparsity and hierarchy principles of the model [16] indicate that the low-order effect in the model is more important than the high-order effect. The hyperbolic truncation scheme can use norm $q$ to deal with the model sparsely: $\left(\sum_{k=1}^{d} (l_k)^q\right)^{1/q}$, where $0 < q \leq 1$. When $q = 1$, the effect of the hyperbolic truncation corresponds exactly to the standard truncation.

When calculating $c_{\alpha}$, this study uses the OMP to further sparse the model. This method uses the idea of greedy iteration to calculate the polynomial elements basis that are most related to the current residual. Moreover, using such a technique can minimize the residual and effectively sparse the model. The main steps of the OMP algorithm are as follows:

Input: iterations $k$, initial residual $r^{(0)} = Y$, expected error $\varepsilon$

Output: activity set $\Gamma$, coefficients $c_{\alpha}$

1. $k = 0$, $\Gamma = \emptyset$, $r^{(0)} = Y$.
2. while $\|r^{(k)}\| > \varepsilon$
3. $k = k + 1$.
4. Find the polynomial most related to the current residual: $\Phi_{\alpha_k} = \underset{\Phi_{\alpha}}{\text{arg max}} \left| \Phi_{\alpha}(r^{(k)}) \right|$. 
5. Merge $\Phi_{\alpha_k}$ into activity set: $\Gamma = \Gamma \cup \Phi_{\alpha_k}$.
6. Use the least square method to calculate the $c^{(k)}$ in $\Gamma$.
7. Update residual $r^{(k)} = Y - \Phi_{\Gamma}c^{(k)}$.
8. end while

Fig. 1. Incident field and MTLs model.
B. Truncated order p-adaptive method based on the leave-one-out error

When the OMP is used to calculate the coefficients of expansion, an adaptive algorithm based on the leave-one-out error $\varepsilon_{LOO}$ is used to select the truncation order $p$ and verify the accuracy of the model. $\varepsilon_{LOO}$ can be expressed as follows:

$$\varepsilon_{LOO} = \frac{\sum_{i=1}^{N} (\mathcal{M}(x^{(i)}) - \mathcal{M}_{PC}^{(i)}(x^{(i)}))^2}{\sum_{i=1}^{N}(\mathcal{M}(x^{(i)}) - \bar{y})^2}, \quad (2)$$

where $\mathcal{M}(x^{(i)})$ is the response value of the model at point $x^{(i)}$ of the $i$th metamodel, $\mathcal{M}_{PC}^{(i)}(x^{(i)})$ is the response value of the PCE at the $i$th metamodel $x^{(i)}$, and $\bar{y}$ is the mean. After the $p$ is selected using the adaptive algorithm, a sparse polynomial chaos surrogate model can be established, which can be used for efficient uncertainty analysis. The main steps of the adaptive selection algorithm are as follows:

**Input:** max truncation order $p_{\text{max}}$, expected error $\varepsilon_{LOO}$

**Output:** truncation order $p$

1. while $\varepsilon > \varepsilon_{LOO}$ and $p < p_{\text{max}}$
2. $p=p+1$; calculate $\varepsilon$.
3. end while

C. Statistical moment calculation and Sobol global sensitivity analysis based on PCE

Given the orthogonality of the basis function in the PCE, the mean and variance of the output $Y$ can be obtained as follows:

$$E[Y] = c_0. \quad (3)$$

$$\text{Var}[Y] = \sum_{\alpha \in A \setminus \{0\}} c_{\alpha}^2. \quad (4)$$

When the PCE is combined with the Sobol global sensitivity analysis method [17], which is based on the idea of variance decomposition, the first-order sensitivity indices $S_i$ and total sensitivity indices $S_{T,i}$ of the random input variables $\xi_i$ can be expressed as follows:

$$S_i = \frac{\sum_{\alpha \in A_i} c_{\alpha}^2}{\text{Var}[Y]} \quad (5)$$

$$S_{T,i} = \frac{\sum_{\alpha \in A_{T,i}} c_{\alpha}^2}{\text{Var}[Y]} \quad (6)$$

where $A_i = \{ \alpha \in A : \alpha_i > 0, \alpha_j = 0 \ \forall i \neq j \}$, $A_{T,i} = \{ \alpha \in A : \alpha_i \neq 0 \}$

<table>
<thead>
<tr>
<th>Sampling size</th>
<th>Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>526.74</td>
</tr>
<tr>
<td>700</td>
<td>732.22</td>
</tr>
<tr>
<td>800</td>
<td>1015.31</td>
</tr>
</tbody>
</table>

IV. NUMERICAL EXAMPLE RESULT

We will combine the numerical example of the MTLs to verify and analyze the previously described method. Combined with the physical model discussed in Section II, the random input variables are made to follow different random distribution. Take the common uniform distribution and normal distribution as examples, the ranges of input parameters are $\theta \in U(0, 0.5\pi)$, $\psi \in U(-\pi, \pi)$, $\eta \in U(0, 2\pi)$, $E_0 \in N(1, 0.1^2)$ $V$, $r \in U(0.4, 0.6) mm$, $h_1 \in U(20, 25) mm$, $h_2 \in U(20, 25) mm$, $d \in U(5, 7) mm$ and $L \in N(1, 0.1^2) m$. The transmission-line loads can be divided into two cases: low impedance (50 $\Omega$) and high impedance (10 k$\Omega$).

A. Uncertainty analysis

In the following, we combine AS-PCE (OMP) to analyze the uncertainties of the transmission lines with low and high impedance loads at frequency 50 MHz. To this end, we choose Latin hypercube sampling (LHS) as the sampling method. In order to select the appropriate sample size, different sampling sizes: 50, 100, 200, 300, 400, 500, 600, 700, and 800 are calculated for 50 times to estimate confidence intervals for $\varepsilon_{LOO}$. Considering the cost and accuracy of calculation, we let the $q$-norm be 0.8 [18].

It can be shown in Figure 2 that the median $\varepsilon_{LOO}$ of 600 samples size is acceptable and nearly the same as 700. Given the calculation time is basically the same for different impedance, we compare the time taken for 50 times of calculation at 600, 700, and 800 with low impedance:

All simulations in this paper were carried out on a standard laptop computer with an Intel Core i5 CPU operating at 2.3 GHz and equipped with 8 GB memory. It can be shown in Table 1 that the calculation time of 600 samples is shorter on the premise of sufficient calculation accuracy. In this case, the maximum truncation degree $p$ is 12. Therefore, 600 LHS samples is considered as a good tradeoff between accuracy and numerical cost to constructed the surrogate model.

The probability distribution of the induced current of the low and high impedance loads calculated using the different methods at frequency 50 MHz is shown in Figure 3.

In the same selection range of the adaptive truncation order $p$, the minimum $\varepsilon_{LOO}$ of AS-PCE (OMP) is $3.01 \times 10^{-18}$, while the minimum $\varepsilon_{LOO}$ of AS-PCE (LARS) is 0.088. Note that the calculation accuracy of AS-PCE (OMP) is considerably higher than that of AS-PCE (LARS). This is because AS-PCE (OMP) is a
Fig. 2. $\varepsilon_{\text{LOO}}$ of different sampling sizes.

greedy algorithm, and it will find the most relevant vector in each iteration, so the accuracy of AS-PCE (OMP) is higher than AS-PCE (LARS). We compare the calculation efficiency of the two methods at the same $\varepsilon_{\text{LOO}}$:

Note that when $\varepsilon_{\text{LOO}}$ of AS-PCE (OMP) approximates $\varepsilon_{\text{LOO}}$ of AS-PCE (LARS), the calculation time of the former is substantially less than that of the latter. Therefore, AS-PCE (OMP) is considerably efficient and has more advantages in calculation.

We likewise calculate the mean and standard deviation of the induced current of low impedance loads (50 $\Omega$) and high impedance loads (10 k$\Omega$) in the [10 MHz, 200 MHz]. The results are compared with the AS-PCE (LARS) and 10k MC simulations.

Table 2: Calculation efficiency comparison

<table>
<thead>
<tr>
<th></th>
<th>$\varepsilon_{\text{LOO}}$</th>
<th>Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS-PCE (OMP)</td>
<td>0.095</td>
<td>3.73</td>
</tr>
<tr>
<td>AS-PCE (LARS)</td>
<td>0.092</td>
<td>26.86</td>
</tr>
<tr>
<td>MC (10k)</td>
<td></td>
<td>1037.77</td>
</tr>
</tbody>
</table>

Fig. 3. Comparison of the probability distribution of the induced current with low and high impedances.

As shown in Figure 4, AS-PCE (OMP) can effectively calculate the statistical information of transmission-line radiated susceptibility compared with AS-PCE (LARS) and 10k MC simulations. Given that OMP adopts the greedy iteration method, there will be a slight overfitting phenomenon when calculating the expansion coefficients with the least square method, thereby resulting in a slightly large mean square deviation.

B. Sensitivity analysis

On the basis of the method described in section III, the global sensitivity of each uncertain variable in the transmission-line radiated susceptibility is calculated and analyzed. The results are compared with the 10k MC simulations. First, we use 50 MHz as an example to calculate the total sensitivity indices of each variable.

As shown in Figure 5, the method described in section III can effectively calculate the global sensitivity indices of each variable of the transmission-line radiated susceptibility. Moreover, the global sensitivity indices of the variables of the incident field at 50 MHz is sig-
significantly higher than that of the transmission-line geometric parameters, whether it is a low or high impedance loads. For further comparative analysis, the total sensitivity indices of each input variable in [10 MHz, 200 MHz] are calculated based on AS-PCE (OMP) and their influence degrees are compared.

Figure 6 shows that in the low impedance loads condition, the transmission-line geometric parameters in [10 MHz, 200 MHz] have minimal impact on the radiated susceptibility and nearly no impact in [10 MHz, 100 MHz]. Among the relevant parameters of the input field, the influence of $\psi$ and $\eta$ is greater, but the total sensitivity indices of $\eta$ in [150 MHz, 200 MHz] is relatively small. In the case of high impedance loads, the influence degree of the relevant parameters of the incident field is not as substantial as that of the low impedance loads. In [10 MHz, 100 MHz], $\eta$ has a high influence on the radiated susceptibility. In [100 MHz, 200 MHz], the variable that has the highest impact is length $L$, whereas the other geometric parameters of transmission lines have a low impact on the radiated susceptibility. Therefore, if the incident field is known in the early stage of product design, the influence of $\psi$ and $\eta$ of the incident field should be avoided. When the impedance loads of transmission lines are high, their length should be properly controlled to avoid EMC problems.
V. CONCLUSION

To analyze the uncertainties of the radiated susceptibility in MTLs, this study introduces a non-intrusive AS-PCE based on the OMP. The adaptive algorithm based on the leave-one-out error is used to determine the truncation order of the PCE. Combined with the hyperbolic truncation scheme, AS-PCE (OMP) is established. The proposed method is a greedy sparse algorithm, which is more efficient than MC method and has higher accuracy than the AS-PCE (LARS). It can ensure the accuracy of calculation and improve the efficiency of calculation, and can effectively calculate the statistical information of the radiated susceptibility of transmission lines with different impedance loads. Moreover, Sobol global sensitivity analysis is used to quantify the influence of each input variable on the radiated susceptibility. Compared with 10k simulation results of the MC method, AS-PCE (OMP) can be used to calculate at a lower cost and with evident advantages. Hence, the proposed method can be formulated in an efficient way for the EMC design of products.
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