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Computational Performance of GTD-RT Applied for Evaluation of
Electromagnetic Scattering on Rough Surfaces

Asmaa E. Farahat and Khalid F. A. Hussein

Microwave Engineering Department
Electronics Research Institute, Cairo, 11843, Egypt
asmaa@eri.sci.eg, khalid_elgabaly@yahoo.com

Abstract — In this paper, a new robust computational
method that applies the geometrical theory of diffraction
(GTD) in conjunction with the ray tracing (RT)
technique is developed to evaluate the electromagnetic
scattering pattern due to a plane wave represented as
beam of parallel rays incident on a rough surface of quite
arbitrary statistical parameters. The development of the
proposed technique is explained in detail taking into
consideration the generation of the geometrical model
of the rough surface. The Fresnel reflection model is
applied under the assumption of arbitrary electrical and
optical properties of the rough surface material. Also the
polarization of the plane wave primarily incident on the
rough surface is taken into consideration. The algorithm
developed in the present work accounts for multiple
bounces of an incident ray and, hence, it can be
considered arbitrary higher-order GTD-RT technique.
The accuracy of the obtained results is verified through
the comparison with the experimental measurements of
the scattering pattern of a light beam incident on rough
sheets with specific statistical properties. The numerical
results of the present work are concerned with
investigating the dependence of the scattering pattern
on the surface roughness, refractive index, angle of
incidence, and the resolution of the geometric model of
the rough surface. Also, it is shown that, for limited
resolution of the rough surface model, the accuracy of
the calculated scattered field depends on the angle of
incidence of the primary beam and the surface
roughness.

Index Terms —GTD-RT technique, polarization,
random rough surfaces, scattering measurement.

I. INTRODUCTION

Studying electromagnetic (EM) scattering from
random rough surfaces, especially in the visible and
infrared spectral range, is of great importance for
many applications and scientific research purposes.
The characterization of rough surfaces through the
investigation of the EM and light scattering finds wide
fields of scientific research [1-8]. One of the most

Submitted On: July 23, 2019
Accepted On: July 6, 2021

important applications is the optical tomography, in
which the scattering patterns for a beam incident on an
objective material provide extensive information such
as the surface roughness and optical properties. The
characterization of the materials and devices used in
VLSI manufacturing is usually accomplished by studying
the light scattered from the surfaces of such constituents.
Both theoretical and experimental investigation of EM
scattering from rough surfaces has great importance in
many scientific, commercial, and military applications
such as the earth remote sensing for studying the ocean
surface and the terrain at long length scales [9-11].
Some analytic and semi-analytic techniques have
been proposed for evaluating the EM scattering from
rough surfaces [12-26]. These include (i) the small-
amplitude perturbation theory, in which the scattered
field is expanded in powers of the surface profile
function through linear terms, (ii) the Kirchhoff
approximation, in which the scattering is treated as
reflection from the plane tangent to the surface at each
point, (iii) the extinction theorem in which the scattering
equations, based on this theorem are solved numerically
and, finally, (iv) the techniques based on the Rayleigh
scattering equation. In [21], the relationship between the
pattern of the scattered light and the statistical properties
of the scattering surface given by Beckmann—Kirchhoff
theory is utilized to measure the surface roughness
through an iterative procedure proposed by inverting
this relationship, to retrieve the height autocorrelation
function. In [22], different ways in which light scatter
can be used to measure surface roughness are described.
It provides reviews of the most common types of light
scattering used for this purpose. These are the angle
resolved scatter and the total integrated scatter. In the
first type, the light scattered in the different directions is
measured and studied, but in the second type, the light
scattered in all the directions except for the specular
direction is measured and analyzed. In [23], the
scattering of electromagnetic waves from a rough
surface interface between the free space and a dielectric
medium is evaluated using mathematical and numerical
treatment. The boundary values of the field and its

https://doi.org/10.47037/2020.ACES.J.360601
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normal derivative on the interface are obtained using
the extinction theorem. Then, the angular distribution
of the ensemble average of reflected and transmitted
field intensities are calculated. In this method, one-
dimensional profiles for the rough surface are generated
through a Monte Carlo method to solve the scattering
equations numerically. In [24], a numerical solution of
the reduced Rayleigh equation for the scattering of
light from two-dimensional penetrable rough surfaces is
achieved. The pattern of the light scattered from the
surface is calculated by considering a horizontally or
vertically polarized light wave incident on two-
dimensional Gaussian or cylindrical rough surfaces of
either isotropic or anisotropic statistical properties. The
work of [15] provides physical optics solution for the
scattering of a partially-coherent wave from a rough
surface of dielectric material. A summary of other
techniques used for the assessment of electromagnetic
scattering from rough surfaces is provided in [16]. The
methods reviewed in [16] include the Meecham-
Lysanov method, phase-perturbation method, small-
slope approximation, operator expansion method, tilt-
invariant approximation, local weight approximation,
weighted curvature approximation, Wiener—Hermite
approach, unified perturbation expansion, full-wave
approach, improved Green’s function methods,
volumetric method and integral equation method.

The present paper applies the Geometrical Theory
of Diffraction (GTD) in conjunction with the Ray
Tracing (RT) to account for scattering of optical waves
and other electromagnetic waves from rough surfaces.
Such GTD-RT technique accounts for higher order
scattering by considering multiple bounces of the ray
incident on a rough surface. Moreover, the Fresnel
reflection and transmission coefficients are calculated to
take into consideration the effect of the material of the
rough surface. This method is applicable for random
rough surfaces of both metallic and dielectric materials
with quite arbitrary statistical parameters. The proposed
GTD-RT technique is fully numerical and avoids the
approximations encountered in the analytical or semi-
analytical techniques that result in significant inaccuracies
(except for the high frequency formulation which is the
spirit of the ray theory).

The numerical results for the scattering pattern
evaluated using the GTD-RT method is investigated
through experimental verification. The polarization of
the plane wave incident on the rough surface is taken
into consideration. The present work investigates the
dependence of the accuracy of the resulting scattering
pattern on the resolution of the geometric model of the
rough surface. Also, it studies the dependence of the
accuracy of the calculated scattered field on the angle
of incidence of the primary beam and the surface
roughness.

ACES JOURNAL, Vol. 36, No. 6, June 2021

I1. GENERATION OF RANDOM ROUGH
SURFACE MODEL

In this section we describe a simple spatial-domain
method to generate a random rough surface with
predetermined statistical properties. The most important
statistical properties of such a random surface are the
mean value of the surface height, hy, .., the root-mean-
squared-height h,,,,s, and the correlation length between
the heights of the neighboring points on the surface, L..

Let the dimensions of the surface be Ly X L, which
is discretized to Q, X Qy points (vertices) along x and y
directions, respectively. The correlation lengths are L,
and L, along x and y directions, respectively. The
coordinates of each point in surface are (x,y, z), where z
is the random height whereas x and y represent a uniform
horizontal grid. The horizontal distances between two
adjacent points are Ax and Ay along x and y directions,
respectively. The roughness degree of such a surface
depends on the ratio between h,,c and the correlation
length. For a square isotropic surface, Loy = Ley = L,
Ly =L, =L, Qx = Q, = Q,and Ax = Ay = A. For such
a surface let N;. be the number of the surface points
taken along the correlation length and, hence, L. can be
calculated as follows:

L. = (NLC - 1A (1)
In this case the degree of roughness Ry, or, simply, the
roughness can be defined as:

Rp = — @)

To generate a rough surface numerically, a two-
dimensional array of discrete Gaussian random numbers
with zero-mean, u = 0, and a standard deviation o =
h,ms are generated. These random numbers represent the
heights of the discrete points on the random surface. In
this manner the heights are uncorrelated. To get a rough
surface model with a specific correlation length, a
Savitzky-Golay filter with a correlation window size of
N, is applied to smooth the rows and then the columns
of the generated array of random numbers [27]. The
mean value of the resulting (smoothed) array is
subtracted from the values of the array elements which
are then scaled to get their standard deviation equal to
the required root-mean-squared height of the surface.

I11. EVALUATION OF OPTICAL WAVE
SCATTERING ON RANDOM ROUGH
SURFACES

This section is concerned with the evaluation of
the optical scattering from random rough surfaces with
arbitrary statistical parameters using the GTD in
conjunction with the RT technique. The geometrical
model of the rough surface is created as described in
Section 2 such that the plane of incidence is parallel to
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x-z plane. The plane wave polarization is considered
vertically polarized (V-polarized) if the electric field lies
completely in the plane of incidence and is considered
horizontally polarized (H-polarized) if the electric field
lies completely in the plane parallel to the x-y plane.

A. Applicability of the GTD-RT technique for optical
scattering on rough surfaces

For an optically rough surface model, the following
conditions are practically satisfied. To get accurate
numerical assessment of the optical wave scattering
on such a surface using the GTD-RT technique, the
following condition should be satisfied [25]:

AL L, /1+R5, A> A (©))

If the conditions given by (3) are satisfied, the GTD-RT
technique can be applied to evaluate the scattering of an
optical ray (or beam of rays) incident on such rough
surface model.

B. Application of GTD-RT for assessment of
scattering of parallel rays on rough surfaces

This section provide a detailed description of the
proposed GTD-RT technique when applied to evaluate
the optical and EM scattering due to a plane wave
illuminating a rough surface as shown in Fig. 1. The
incident plane wave is represented by a number of rays;
each ray is associated with an amount of power that is to
be calculated so as to satisfy uniform power distribution
over the transverse plane of the incident wave. The phase
associated with each of the scattered rays is obtained by
calculating the total distance travelled during ray tracing.
The rough surface absorption or reflectance is evaluated
by calculating the Fresnel coefficients at the point of
incidence. Finally, a method is proposed to calculate the
scattering pattern over the upper half space. Both first
order and higher order ray tracing are described through
systematic algorithm facilitated to be applied as a
simulation tool for optical and EM scattering on rough
surface.

The random rough surface is discretized to a grid of
vertices arranged uniformly in the x and y directions and
separated by steps Ax and Ay, respectively. The number
of vertices along x and y directions are P and Q,
respectively. Each vertex of this uniform grid has a
random height z,, , where the indices p and q refer to
the vertex row and column of the grid in the x and y
directions, respectively. Thus, the position vector of a
vertex on the rough surface can be expressed as:

Vo.q = Xpq ax T Ypqdy T Zpq (4)

where,
Xpq = PAX, Ypq = q4y. (5)
Each vertex of the gird representing the rough surface is
connected with the adjacent vertices using triangular

meshing. The normal vector at each vertex of the surface
is the average of the normal vectors of the adjacent
triangular patches sharing this vertex. The procedure to
apply the proposed GTD-RT method is detailed in the
following subsections.

B.1 Ray representation of the incident plane wave

The vector propagation constant of the incident
plane wave can be expressed as:

ki = Kofy, = Ko(axkiy, +3,k;,), (6)

where, k, is the free space wavenumber, &y is the unit
vector in the direction of propagation, and,
k;, = cos 9;. ©)
The incident plane wave is represented by a number of
parallel rays by setting a ray incident on each vertex
Vp,q Of the rough surface. Each ray is associated with
an amount of power Pipg which is determined so as
to satisfy uniform power density distribution over the
transverse plane. Without any loss in generality, it is
assumed that the propagation unit vector of the plane
wave ay,, is always in the x-z plane (the squint angle is
zero). Consider the transverse plane (normal to 3y, ) that
passes through the point 04 = (0, y;, 4, 0). The transverse
plane intercepts the plane y =y, 4 in the line Liq that
passes through the point O.

kix = sin Qi ,

z .
ipq Transverse plane of

8;
kX\' ipiig

the incident wave,
\ Line £; q

’iﬁ‘.‘ Rough
.. Surface

0, = (0,5

‘\T
A\l X
|
\
\

Ve &t Goon b

Wave front for ray,
fx+1 Yrp

K-1

Fig. 1. The plane of incidence y = (q— 1) Ay.
Application of the ray tracing technique to calculate the
scattering of plane waves on rough surfaces.

B.2 Calculating the power associating each of the
incident rays

Starting from the 15' row of vertices of the mesh
representing the rough surface and moving sequentially
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to the Q™ row, the following procedure is applied to scan
the vertices on the g™ row, Vp,q, sequentially from p =
ltop=P:

1- From each vertex, V,, 4, draw a line perpendicular to
the transverse plane of the incident wave, as shown
in Fig. 1, and find the intersection point v, whose
position vector relative to the point Og is v, = (&g,

0, Cpq)- This can be achieved as follows:
Up " = 0= 8§y Kiy + Gpg Kiy: 8
Let A; be the distance from the intersection point v,

to the vertex Vj, 4; consequently, one has:

Vpq =VUp + Aip,q ﬁki. (9)

This relation can be split into the following scalar
equations:

8pa = Xpq — Kiy Aij o (10a)

Cpa = Zpa ~ Kiz Bip g (10b)
Equations (8), (10a) and (10b) can be solved together

to get Aip, . €p,q and G, 4 as follows. Substitute from
(10a,b) into (8), one gets:
Aj = Xp g Sin B; + zp 4 cos 6;. (11)

2- Define €. as the maximum value of x-component
of v, evaluated during the progress of scanning the
vertices on the g™ row sequentially from p =1 to
p = P. Initially set €,.x =0, and define a flag
variable Y}, ; for the incident ray at this vertex.

3- With scanning the vertices on the q*™" row moving
from left to right, the index p increases by one
for each vertex where the intersection point v, is
calculated as described above and the value of €.,
is updated; that is, if §; > §may, then this ray is
considered active (Y, q = 1) and the &, is updated
as &max = &pq- If Epq < Emax, then the ray incident
on this vertex is considered inactive (Y,q = 0),
which means that the vertex (p,q) is shadowed
from the incident wave by some part of the surface.
Consequently, the ray i,, does not contribute to
the scattered field, which implies that the power
associating this ray should be set to zero. Thus, as
shown in Fig. 1, the area illuminated by each incident
ray on the transverse plane are not equal and can be
expressed as,

1
Ap'q = 3 (LR + LL) Ay, (12)
where Ly is the distance between the point v, and
the nearest right-hand point, Uppr ON the line Liq

corresponding to an active ray, and L, is the distance
between the point v, and the nearest left-hand point,
Up,» corresponding to an active ray. Thus, one has:

ACES JOURNAL, Vol. 36, No. 6, June 2021

Le = [up, — vp| (13)

L, = |UpL - Up|. (14)
Consequently, to get uniform power density on the
transverse plane, the power associating each ray p; pa’
should be proportional to A,, and, hence, can be
expressed as,

fpip’q = Ap,q 1:’d ’ (15)
where, P4 is the power density of the incident plane
wave.

B.3 Calculating the directions of the reflected rays
The ray 4,4 incident on the rough surface at the
vertex V,, 5, makes an angle 9; with a, _, which is the
) p.q
unit vector normal to surface at this vertex. The reflected
ray at the same vertex is 7y, 4, it lies in the same plane of
ay, and anm and makes an angle 9, = 9; with ﬁnp'q.
Hence, the unit vector of the propagation constant akrp

of the reflected ray ray, p can be determined as follows:
1 ~
ke, — 7T — — [ak. —
P |aki_2(aki'a“p.q) anp.q| ' (16)
2 (8- Bnyg ) Ang |
The unit vector akrp can be written in terms of its

components as follows:
akrp = erpax + kryp a, + krzp a,. 17)

B.4 Calculating the phases of the reflected rays in the
far zone

To calculate the phase associated with each
scattered ray, the distance travelled by the ray should be

evaluated. A, From each vertex, Vi, 4, draw the normal

to the wave front of the reflected ray as shown in Fig. 1.
Find the intersection point v, whose position vector

relative to the point Og is v, = (a,, Bp, Yp). This can be
achieved as follows:

Vp -akrp =0 =ap kg, + Bp Kyy
+ ¥p Krzpye
Let A, , be the distance from the vertex V4 to the
intersection point v,. Thus,

P (18)

Vp =Vpq = Arpq akrp' (29)
This can be written in scalar equations as follows,

Up = Xpq = Key Arp (20a)

Bp = Vpq — Kry Arp o) (20b)

Yo = Zpq = Kr, Brp o (20c)

Solve equations (18), (20a), (20b) and (20c) together to
get A, as follows:
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Arp'q =Xpgq er +Xpq kry +7p4 er. (21)

Thus, the phase associated with the 77, ; can be expressed
as,

_ 2T
AD, = T(Aip‘q -

Beye) (22)
B.5 Higher order scattering

An incident ray having its first collision with a
vertex of the rough surface model may suffer higher
order collisions at other vertices. A ray incident on a
vertex V,, , may be subjected to higher order reflection if
the reflected ray collides with the rough surface at
another vertex. Figure 2 shows the geometry required to
discuss the condition that such a reflected ray should
satisfy to collide with the rough surface. The angle
between the ray reflected at the vertex V,, and the
horizontal line, T, can be expressed as:

T, = g —cos™ Ky, (23)

According to the geometry presented in Fig. 2, this ray
will escape from other possible collisions with the rough
surface if T. > tp, where Tty is defined as,

2z
Tp = tan™?! (RD - Lp’q). (24)
C

Thus, only the reflected ray that satisfies the following
condition can probably collide with another point on the
rough surface before going to the far zone causing
second-order scattering:

T < Tp. (25)
For optimization of the computational complexity the
reflected rays not satisfying the condition (25) will not

be checked for higher order reflections on the rough
surface.

VertexV,,

hr’ms

f T
zle
Vertex 'V, .

Fig. 2. Condition required to consider higher order
reflection of an incident ray.

It is clear form (25) that a higher surface roughness
causes larger number of rays to be subjected to higher
order reflections. Only for those reflected rays that
satisfy (25) the following procedure is applied.

The ray that has the t*™ bounce at the vertex V4
collides with the rough surface at the vertex V,, if the

following condition is satisfied:
ay-ape =1, (26)

where 51(:3 is the unit vector in the direction of the

reflected ray due to the t™ bounce, and a7 is the unit
vector in the direction from V, ; to V.

au,v — VU'V B Vprq ]
. |Vu,v - Vp.q|

If the condition (25) is satisfied then this ray will have its
(t+ 1)™ bounce at the vertex V,, , as shown in Fig. 2. It
should be noted that for each bounce of a ray, the
direction of the reflected ray is calculated as described in
Section 111.B.3. The phase associating a ray arriving at
the far zone can be calculated as follows:

(@7)

21
X T(Aip‘ o~ Bray)
Nopa (28)

where DO~ s the distance travelled by the reflected ray
between the (v — 1)™ and the vt" bounce points on the
rough surface at the (v — 1)™ bounce point, where v >
2, Nop,q is the maximum number of considered bounces,

which is equal to the order of GTD-RT technique.

~ /,/.il,l}

Ky

Tangential plane

VertexV,,,
(2 bounce)

2 (1%t bounce)

Fig. 3. Double bounce of a ray at the vertices V, ; and
Vv On the rough surface.

IV. NUMERICAL RESULTS AND

EXPERIMENTAL MEASUREMENTS

In this section, the accuracy of the results obtained
by the GTD-RT method proposed for the assessment of
optical scattering on rough surfaces is examined by
comparison with the results obtained by experimental
measurements. The improvement of the accuracy of
the results obtained from higher-order GTD-RT is
investigated by comparing the scattering patterns
evaluated using a second-order to those obtained using
the first-order GTD-RT. Also, the dependence of the
optical scattering on the surface roughness and its
dependence on the refractive index of the medium under
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the rough surface are studied. The effect of the resolution
of the rough surface model on the accuracy of the
evaluated scattering pattern is investigated.

A. Experimental assessment of the accuracy of the
GTD-RT method proposed for evaluating scattering
from rough surfaces

The GTD-RT method proposed in the present work
for the evaluation of the far field pattern due to plane
wave scattering on rough surfaces of arbitrary statistical
parameters is assessed by comparison with some
experimental measurements. The source of the incident
plane wave is a light source of A = 635nm. The pattern
of radiation from this source is presented in Fig. 4 as
measured by the optical power meter model Thorlabs®
PM100 with the optical sensor S120B. The experimental
setup for measuring the scattering pattern is presented in
Fig. 5. The rough sheet subjected to the incident beam is
placed on a vertical wall. The light source is oriented so
that the incident beam makes an angle of 45° with the
normal to the sheet. The optical sensor connected to the
power meter rotates from —90° to 90° with the normal
to the sheet to read the intensity of the light scattered
from the flat sheet under test. Two white sheets of
different roughness degrees are used for assessment of
the proposed numerical technique: a glossy white sheet
of roughness, Rp = 0.09, and a matte white sheet of
roughness, Rp = 0.225.

30 30

90
-30dB  -20 -10 0dB

Fig. 4. Radiation pattern of the light beam used for
experimental measurements, 1 = 635 nm.

Fig. 5. Experimental setup for measuring the scattering
pattern due to a light beam incident on a sheet of rough
surface using 635 nm laser source and Thorlabs® optical
power meter model PM100 with optical detector model
S120B.
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A flat sheet of surface roughness, Rp = 0.09 is
illuminated using the light beam shown in Fig. 5. The
optical scattering pattern is measured using the optical
power meter through the experimental setup as described
above. The measured scattering pattern is compared with
that obtained using the second-order GTD-RT method
proposed in the present work as shown in Fig. 6 (a). Due
to the low degree of roughness of the reflecting surface
the scattering pattern shows both specular and diffuse
reflection properties. The agreement of the measured
pattern with that numerically assessed shows the accuracy
of the proposed GTD-RT method for evaluation of
scattering of plane waves on rough surfaces. The same
experiment is repeated for a flat sheet of surface
roughness Rp = 0.225. The measured scattering pattern
is compared with that obtained using the second-order
GTD-RT method proposed in the present work as shown
in Fig. 6 (b). For the application of the GTD-RT, the
correlation length of the rough surface model is assumed
to be Le = 7.16 um. Both the calculated and measured
scattering pattern show diffuse reflection property of the
reflecting surface due to the high degree of roughness.
The measured scattering pattern agrees with that
numerically assessed showing good accuracy of the
proposed GTD-RT method.

o= Experimental
GTD-RT

90{

-20dB -15 —10‘ -5 0dB
(a) Glossy white sheet of R, = 0.09
0

.................. 3
20dB -15 10 -5 0dB

(b) Matte white sheet of R, = 0.225

Fig. 6. Comparison between the scattering patterns
obtained through experimental measurements and GTD-
RT method for V-polarized optical plane wave of A =
635 nm incident on flat white sheets of different values

of the roughness, Lg = 7.16 um, 8™ = 45°.

B. Dependence of the scattering pattern on the
surface roughness

As experimentally demonstrated, in Section 4.1 the
electromagnetic scattering from a surface of medium
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roughness exhibits both specular and diffuse properties
whereas a highly rough surface causes only diffuse
scattering. The scattering pattern for a rough surface is
strongly dependent on the surface roughness as shown in
Fig. 7 for different values of the angle of incidence. It is
clear that the beam width of the scattered optical power
increases with increasing the roughness degree. For low
roughness (Rp = 0.01), the scattering pattern has a high
narrow peak in the specular direction determined by
Snell’s law and insignificant diffuse scattering over
the upper space. With increasing the surface roughness
(Rp = 0.05, 0.1) the diffuse scattering increases whereas
the specular scattering decreases and, hence, the
scattered beam is broadened and the peak in the specular
direction is weakened. For high degrees of roughness,
(Rp = 0.15), the rough surface produces nearly complete
diffuse scattering where the peak due to specular
scattering is almost diminished. Also, it is clear that the
angle of incidence affects the shape and width of the
scattering pattern, where the specular component of the
scattered beam seems to be greater with increasing the
angle of incidence for a given value of the surface
roughness. In the meantime, the backscatter decreases
with increasing the angle of incidence for a given value
of the surface roughness. Generally, with increasing the
surface roughness, irrespective of the angle of incidence

ei(“), the backscattered field is clearly increased.

C. Dependence of the accuracy of the calculated
scattering pattern on the resolution of the rough
surface model

To get accurate results for the scattering coefficients
in the far zone using GTD-RT due to a plane wave
incident on a rough surface, the number of the incident
rays should be large enough to get accurate ray
representation of the scattered power distribution over
the half-space. The larger the number of incident rays the
more accurate the obtained scattering coefficients. As the
number of the incident rays is equal to the humber of
vertices on the rough surface, high resolution of the
rough surface is required to get accurate results for the
scattering coefficients in the different directions. The
case of a surface of roughness Rp = 0.1 combines the
properties of both diffuse and specular reflections. For
this reason, such a roughness is considered to examine
the effect of the rough surface resolution on the accuracy
of the results obtained for the scattering pattern.

Figure 8 shows the scattering patterns obtained due
to a vertically polarized plane incident on a rough surface
model with different resolutions (number of vertices
constructing its geometric model). For low resolution
model (250 x 250), the scattering pattern seems to have
large errors especially in the direction normal to the
rough surface and in the specular direction. With
increasing the resolution, the accuracy is improved
asymptotically (especially in the specular direction) to

get very accurate results for a rough surface model of
resolution (3000 x 3000).

D. Dependence of the scattering on the polarization
of incident field

The scattering of either H-polarized or V-polarized
plane wave incident on a rough surface which is an
interface between the free space and a dielectric medium
is investigated for different values of the surface
roughness and refractive indices. As shown in Fig. 9
(@), for high value of the refractive index (n = 10), the
scattering patterns for the H-polarized and the V-
polarized waves are very close to each other. As shown
in Fig. 9 (b), Fig. 10 (a) and Fig. 10 (b) for lower values
of the refractive index (n = 3.16, n = 1.5), respectively,
the scattering patterns for the two polarizations are
different from each other. It is clear that decreasing
the refractive index has the effect of increasing the
backscattering of the V-polarized wave and increasing
the scattering of the H-polarized wave in the forward
direction parallel to the surface.

Increasing the roughness of the surface has the
effect of decreasing the specular scattering on behalf of
the diffuse scattering for both types of polarization,
which is clean by comparison between the scattering
pattern presented in Fig. 10 (a) and Fig. 10 (b).

V. COMPUTATIONAL PERFORMANCE OF
THE HIGHER-ORDER GTD-RT IN
COMPARISON TO THE FIRST-ORDER
GTD-RT

The aim of the present section is to investigate the
computational complexity and the accuracy of the results
obtained by the first and higher-order GTD-RT proposed
in the present work.

A. Accuracy of the results

The computational cost of applying second-order
GTD-RT is considerably large when compared to that
of the first-order GTD-RD. The purpose of the present
section is to compare the improvement of the solution
obtained using the second-order GTD-RT over that
obtained using the first-order method. For this purpose,
three ensembles of rough surface models with different
statistical parameters are generated. The ensemble has 20
different samples of rough surfaces generated with the
same statistical parameters. The rough surface models of
the first, second and third ensembles have roughness
degrees Rp = 0.06,0.10, and 0.15, respectively where
the correlation length is Le = 7.16 um. For these three
ensembles, Figs. 11 (a), (b) and (c), show the scattering
patterns resulting due to a plane wave incident at angle
45° with the normal to the surface. It is clear that, in all
the cases, the improvement due to the application of the
second-order GTD-RT can be negligible even for high
degrees of roughness.
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Fig. 7. The scattering patterns due to V-polarized plane
wave incident on a rough surface model of resolution
1000 x 1000, L, = 7.16 um with different values of
the degree of roughness and the angle of incidence.
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Fig. 8. The scattering patterns due to V-polarized
plane wave incident in the direction Hi(") =45°o0n a

63.5 X 63.5 um rough surface model of different
resolutions; R, = 0.1; A = 635 nm, L, = 7.16 pm.
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Fig. 9. The scattering patterns due to H-polarized and
V-polarized plane waves incident in the direction el.(”) =
45° on a 63.5 x 63.5 um rough surface of resolution
1500 x 1500 vertices and R, = 0.10; A = 635 nm,
Le=7.16 pm.

Considering that the results obtained by the second-
order method are more accurate than those obtained by
the first-order method, Fig. 12 shows the percentage
difference between the scattered fields obtained using
the two methods averaged over all the directions of the
half space for different values of the surface roughness.
Itis clear that the error due to the application of the first-
order RT instead of the second-order RT increases with
increasing the surface roughness. However, even for
highly rough surfaces (RD = 0.3), the percentage error
does not exceed 2.5%. As the application of the second
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or higher-order GTD-RT is computationally complex,
the negligible improvement of the accuracy over the
first-order GTD-RT makes the latter be more efficient
for evaluating optical scattering from rough surfaces.

Polarization
——Horizontal
—<--Vertical

-70 -60 -50 -40 -30 -20 -10 O
(a) R, = 0.10

Polarization
——Horizontal |
- Vertical

90
-70 -60 -50 -40 -30 -20 -10 0O

(b) Ry = 0.15

Fig. 10. The scattering patterns due to H-polarized and
V-polarized plane waves incident in the direction Hi(") =
45° on a 63.5 X 63.5 um rough surface of resolution
1500 x 1500 vertices; 1 =635nm, L; = 7.16 um,
n = 1.5.

RT Order

—First Order
° Second Order

30 20 -10 0
(a) Scattering patterns, R, = 0.06
0

RT Order
—First Order
~-e--Second Order
90
-30 -20 -10 0

(b) Scattering patterns, R, = 0.1

90

60

60
) RT Order
—First Order
--e--Second Order

90

: 90
-30 -20 -10 0

(c) Scattering patterns, R, = 0.15

Fig. 11. The scattering of V-polarized optical plane
wave of 2 =635nm incident on rough surfaces of
Le =7.16 pm, ei(”’ = 45°, evaluated by the application
of first-order and second-order GTD-RT.
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0.1 0.15 0.2 0.25 0.2
Roughness Degree

Fig. 12. Average error resulting from the application of
the application of the first-order RT relative to the
solution obtained by the second-order RT against the
degree of roughness. For Simulation, the rough surface
has the dimensions 63.5 x 63.5 um and the resolution of
segmentation is 1000 x 1000 vertices; L, = 7.16 pm,
n = 15,1 =635nm.

B. Computational time

The dependencies of the computational time and
the corresponding percentage error in the magnitude of
the backscattered field on the surface roughness are
presented in Fig. 13 when applying the first, second and
third-order GTD-RT.

It is shown that for the first-order RT, the
computational time is slightly decreased with increasing
the roughness degree. With increasing the surface
roughness, more rays of the incident wave are blocked
by the rough surface and, hence, the total number of
rays to be traced is further reduced leading to a slight
reduction of the computational time. On the contrary,
for second-order RT, the possibility of a ray to suffer
multiple bounces on the rough surface increases with
increasing the surface roughness leading to considerable
increase of the computational time. On the other hand,
irrespective of the RT order, the percentage error of the
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backscatter field magnitude increases with increasing
the degree of roughness. With increasing the surface
roughness a higher-order order RT is required to keep the
solution accurate.

It can be seen from Figs. 13 (a), (b) that for
roughness degree of about 0.225, the computational time
taken by the second-order RT is about 100 s, which is
twice that taken by the first-order RT (50 s). However,
the computational error is improved from 3.6% to 2.9%
due to the application of the second-order RT instead of
the first-order RT.

Thus, the computational time is doubled whereas the
error is improved by only 0.7% due to the application of
the second-order RT instead of the first-order RT.
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© ;
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© 4
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Surface Roughness (R )

; ; ; : 0
0 01 02 03 04 0 O
Surface Roughness (RD)

(@) (b)

Fig. 13. Dependence of (a) the computational time, and
(b) the corresponding percentage error in the magnitude
of the backscattered field on the surface roughness.

C. Rate of convergence of ensemble-averaged
backscattering with the ensemble size

One of the metrics that is commonly used to assess
the computational performance of a numerical method
that depends on set of random samples (an ensemble) is
the minimum number of samples required to get accurate
results after making ensemble averaging. In our case,
the ensemble is a set of rough surface models with the
same statistical properties. Each of these rough surface
samples is subjected to a plane wave to evaluate the
scattered field using the GTD-RT proposed in the present
work. Then an ensemble averaging is carried out to get
the average scattered field. This is known as a Mote-
Carlo averaging process. Figure 14 shows the dependence
of the ensemble average of the backscattered coefficients
for a vertically polarized wave incident on a rough
surface with the indicated parameters for different values
of the surface roughness. For a rough surface with R, =
0.09, the ensemble-averaged backscattering coefficient
is settled down at —20 dB whereas, for a rough surface
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with R, = 0.09, the ensemble-averaged backscattering
coefficient is settled down at —5 dB. In both cases the
ensemble average of the backscattered field has fast
convergence with the ensemble size. This reflects the
efficiency of the proposed GTD-RTD and the perfectness
of the rough surface models of the ensemble.

Direction of incidence of the optical wave is Gi(n) =
45°. For Simulation, the rough surface has the dimensions
63.5 X 63.5 um and the resolution of segmentation is
1000 x 1000 vertices; L, = 7.16 yum, n=1.5, 1 =
635 nm. The reference solution to which the errors are
referred to is obtained by experimental measurements

Also, it is shown that the rate of convergence of the
ensemble average depends on the surface roughness. For
surface roughness R, = 0.09, an ensemble size of 10
samples can be enough to get accurate results, whereas,
for R, = 0.225, an ensemble size of 15 samples is
required to get accurate results. Thus, the rate of
convergence of the ensemble average increases with
decreasing the surface roughness.

0
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Ensemble Size
Fig. 14. Convergence of the ensemble-averaged

backscattering coefficient with increasing the ensemble
size for different values of the surface roughness.
Direction of incidence of the optical wave is Hi(") = 45°.
For Simulation, the rough surface has the dimensions
63.5x 63.5um and the resolution of segmentation
is 1000 x 1000 vertices; L, =7.16 um, n = 1.5,
A = 635nm.

D. Novelty of the proposed GTD-RT technique

The novelty of the propose GTD-RT technique for
the assessment of scattering of plane waves on rough
surfaces can be highlighted as follows:

- The method of illuminating the rough surface by the
incident power is novel and computationally efficient.
This method uses a number of incident rays equal to
the number of vertices on the rough surface model.
Thus, no intersection points are required to be
calculated which saves considerable time.

- Novel and computationally efficient method of
calculating shadowing effects of the rough surface. The
blocked rays are not considered in the subsequent ray
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tracing, which leads to significant improvement of the
computational time.

- Novel and computationally efficient algorithm for
considering the rays subjected to multiple bounces on
the rough surface as described in detail in Section
111.B.5.

The samples of the rough surface are perfectly
generated using the method described in [27] which
leads to fast convergence of the ensemble averaging
process. It is found that a number of 10-15 (small-size
ensemble) can be enough to get accurate results.

V1. CONCLUSION

The GTD-RT technique is proposed to evaluate
the electromagnetic scattering from a rough surface of
quite arbitrary statistical parameters. The method of
generating the geometrical model of the rough surface is
explained. The Fresnel reflection model is applied for
arbitrary electrical and optical properties of the rough
surface material taking into account the polarization of
the incident plane wave. The algorithm developed in the
present work can be considered a higher order GTD-RT
that accounts for multiple bounces of an incident ray.
The accuracy of the obtained results is verified through
the comparison with the experimental measurements of
the scattering pattern of a light beam incident on samples
of rough sheets with specific statistical properties. The
presented numerical results are concerned with studying
the dependence of the resulting scattering pattern on the
surface roughness, refractive index, angle of incidence,
and the resolution of the geometric model of the rough
surface. Also, it is shown that, for limited resolution of
the rough surface model, the accuracy of the calculated
scattered field depends on the angle of incidence of the
primary beam and the surface roughness.
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Abstract — The Ground-source Airborne Time-domain
Electromagnetic (GATEM) system has advantages for
high efficiency and complex areas such as mountainous
zone. Because of ignoring the impact of flight height,
the section interpretation method seriously affects the
interpretation and imaging accuracy of shallow anomalies.
The PID controller iteration downward continuation
method is proposed. Based on the original iteration
continuation method, the differential coefficient and
integral coefficient are added. The result shows that the
new method remarkably decreases the iteration number,
and the accuracy are verified by comparison with
the numerical integration solution. The PID controller
iteration downward continuation method is applied to
the interpretation of GATEM data. For synthetic data,
the interpretation results of continued electromagnetic
response are closer to the true model than the z = 30 m
interpretation results. The method is also applied to
GATEM field data in Yangquan City, Shanxi Province,
China. The interpretation results perform reliability
using PID controller iteration downward continuation
method in a GATEM field.

Index Terms —GATEM system, interpretation, PID
controller iteration downward continuation method.

I. INTRODUCTION

The Ground-source  Airborne  Time-domain
Electromagnetic (GATEM) system contains a long
grounded electric source as the transmitter unit, and the
portable receiving device, which is mounted on the
platform of aircraft. The GATEM system can realize
efficient and fast geological survey tasks in complex
areas, such as beach, volcanic geological structure, and
seawater intrusion structure [1-4]. It has the advantages
of large exploration depth, low flight cost, and high
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security comparing with those of the airborne time-
domain electromagnetic system. In recent years, it has
gradually become a research hotspot of the time-domain
electromagnetic system.

To recognize electrical resistivity anomaly, data
procession is necessary for the GATEM field data.
Scholars have carried out many studies on it. Sasaki et
al. [5] realize a three-dimensional inversion for grounded
electrical source airborne transient electromagnetic
(GREATEM) based on the least square method. This
method is verified by a theoretical model; however, it is
not used in field data interpretation. Allah et al. [6] apply
a three-dimensional numerical simulation method to fit
field data by changing related parameters of the model.
Although the results are almost the same with geological
data, it takes a lot of time. Liang et al. [7] realize an
inversion algorithm for GREATEM using the deformed
Born iteration method. This method is verified by the
theoretical model and applied to the field data. The
results are basically consistent with the geological data.
Wu et al. [8] realize GATEM modeling and interpretation
methods for a rough medium. The interpretation method
based on artificial neural networks is applied to the field
data, and the results are consistent with the geological
data. A section interpretation method (the long wire
source is solved by splitting into a large number of
electric dipoles [9-10]) is widely used because of its
simplicity and high efficiency [1,4,11-12]. However, this
method is limited to the high-precision interpretation
of ground electromagnetic data. The effect of the
flight height on interpretation is ignored during data
processing, so the interpreted electrical resistivity is
bound to differ from the true electrical resistivity. To
avoid the impact of the flight height on interpretation,
this paper proposes an interpretation method based on
PID controller iteration downward continuation method.
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Fig. 1. Configuration of the GAFEM system and schematic diagram of measuring points in a two-dimensional (2D)

plane field.

The FFT downward continuation method has an
amplification effect on high-frequency noise. To solve
the problem, scholars have conducted relevant research
in recent years. A stable downward continuation
algorithm is presented [13], which is based on the stable
vertical derivatives computation obtained by the ISVD
method and Taylor series expansion of the potential
field. Xu et al. put forward the iteration downward
continuation method, which is much better than the FFT
[14-15]. At the same time, it does not require solving
algebraic equations. Ali et al. [16] present a discrete
equivalent source method to perform a stable downward
continuation of gravity anomaly. Through automatically
selecting an effective amount of the discrete sources, the
coefficient matrix size is reduced. The common methods
have disadvantages in obtaining optimal results because
of divergence and instability. The mean-value theorem
for potential field is derived [17]. Compared with the
FFT and Taylor series method, the integrated second
vertical derivative Taylor series method has very little
boundary effect and is still stable in noise. The
downward continuation method is also used to the
aeromagnetic data [18]. By continuing the field to a level
which is a fraction of the distance to the source, it ensures
stability by preventing continuation down to or past the
source, but its application is restricted to the tilt angle of
vertically dipping magnetized contacts. In order to solve
the problems, it continues the data to a distance that is
a fraction of the current depth, rather than by a fixed
distance [19]. The new method is considerably more
general in application.

When using the section interpretation method to
interpret GATEM data, the accuracy of the shallow
anomaly is affected because of ignoring the flight height.
In this paper, a PID controller iteration downward

continuation method is proposed to improve the
interpretation accuracy of the GATEM data. In order
to improve the calculation speed, the integral and
differential terms are added to the original iteration
continuation method, and the PID coefficients ky, kq and
ki are studied. Finally, the PID controller iteration
downward continuation method is used in simulated data
interpretation, and it is also applied in GATEM field data
of Yangquan, Shanxi Province, China.

I1. METHODS

A. The GATEM response

The GATEM system mainly contains a several-km-
long grounded electrical transmitter and an aircraft
equipped with an induction coil and a receiver (Fig. 1).
The grounded electrical transmitter comprises of high-
powered transmitter and a long grounded wire. The
transmitter injects a bipolar square wave current +, 0, -,
0 into the ground. The aircraft’s operating height might
range from 10 m to 500 m and flight speed might be
4 - 20 mvs. The vertical component of the induced
electromotive force (V) due to a step function current in
a horizontal layered earth model is expressed as follows
[20]:

V, = —iouy, s jL' l]z L+ rg)e /1—2J1(/1R)d/1dx' , (1)
4z 5 Ry u,

where | is the transmitter current, S is the area of

induction coil, 2L is the length of the ground wire,

rre is the reflection coefficient, A is the Hankel

transform integral variable, up = A in the quasistatic
electromagnetic field, R is the source-receiver distance

2 , V2 . . . .
Rz[(x—x’) +y } , X' is the integral variable, x is

the horizontal longitudinal offset, y is the horizontal



transverse offset, w=2nf'and fis frequency (Hz), to is the
magnetic permeability, and J; is the first-order Bessel
function. In this case, z is the vertical offset, positive
down.

Equation 1 can be calculated by the Hankel
transformation algorithm [21], which can be converted
from a frequency domain to a time domain by using the
Guptasarma digital filtering method [22], then a
theoretical induced electromotive force at the z = 0 plane
is obtained. To verify the correctness of equation 1
calculation, the result is compared with the analytical
solution [23]:

oH,
Vz = =S ot
2
. (1+62y2)e et OL) - =@+ L yerf (6R)
o'y R 2R
OLy®  pg
+——¢e , 2
JzR?
where R=[y*+L°]", 93/”40'[6, o is the electrical
conductivity, erf s the error  function
2 x
erf(x)=—=| e dn.
\/; .[o

An example of a homogeneous half-space with 100
Q-m is calculated. The calculation parameters are as
follows: the length of the long grounded electric source
is 1 m, the transmitter current | = 10 A, the receiver coil
equivalent area S = 1 m? and the receiver location
coordinates x =0 m, y =400 m, z=0 m. The calculated
response is compared with the analytical solution
(Equation 2), which is shown in Fig. 2. They coincide
with each other.

107

===the numerical simulation
— ~the analytical solution

108

107

Vz (V)

10-10
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10-12 L
102 107 10° 10"
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Fig. 2. Comparison of the numerical simulation and
analytical solution of the GATEM response in a
homogeneous half-space.

A schematic diagram of measuring points in a 2D
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plane field is shown in Figure 1. The electromagnetic
responses at different measuring points are calculated by
using the above method of 1D numerical solution
method. Then, the theoretical electromagnetic responses
of the observation surface z = h and the reference surface
z =0 are constructed.

B. The PID controller
continuation method

1) Downward continuation theory

The GATEM responses usually are interpreted by
section interpretation method which is limited to the
high-precision interpretation of ground data. Downward
continuation of GATEM response is important in the
interpretation to improve data interpretation accuracy,
because the receiving height of GATEM detection is
usually tens of meters above the ground and the section
interpretation method might be affected by receiving
height. Xu [14] derives the potential field iteration
method formula and proposes a downward continuation
theory based on the iteration method. Its basic theory is
that it transforms unstable downward continuation to
stable upward continuation. First, the magnetic fields of
z = 0 plane assign z = h plane as its initial values. Then,
the magnetic fields at the reference surface are upward
continued. Finally, the difference between the upward
continuation result and the magnetic field at z = 0 plane
is calculated, which is used to revise the magnetic fields
at z = h plane. We repeat the process until precision is
satisfied. The original iteration equation is as follows
[14]:

iteration downward

u™(x,y,z=0)=u"(x,y,z=0)+k, -e", 3)

n+l

where u™(x,y,z=0) is the electromagnetic response

after downward-continuation at z = 0 plane, k; is the
proportionality factor, n is the number of iterations,
e"=u"(x,y,z=h)—f(x,y,z=h) is an error term,

u"(x,y,z = h) is the upward continuation electromagnetic
response of u"(x,y,z=0) atz =h plane, h is the flight
height, and f(X,y,z =h) is the measured electromagnetic

response at z = h plane.

A large number of data need lot of continuation
time, so the iterative process could not be proceeded
successfully. In this paper, based on an original
downward continuation iteration method, the downward
continuation that combines the PID controller theory is
proposed. A proportional-integral-differential controller
is added. So, original iteration equation 3 can be revised
[24]:

UM%y, 2=0)=u"(x, Y, 2=0)+k ¢ "+k - Y e +k, - (6" —e,""), (4)
i=1
where ki is the integral coefficient, kq is the differential

n
coefficient, > e is the integral term and e —e/* is
i=1
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the differentiation term. By adjusting the proportionality
factor, differential coefficient, and integral coefficient
together, the convergence speed is accelerated.

2) Optimal parameters for the PID controller

iteration downward continuation

The proportionality factor, differential coefficient,
and integral coefficient can be determined by experience
or artificial fish swarms algorithm (AFSA). AFSA can
better obtain optimal parameter values. The objective
function is defined as:

n:max{u (X, y,z_h)—f(x,y,z_h)xloo}_ )
u"(x,y,z=h)
The process of AFSA is as follows: (1) Artificial fish is
initialized. It includes the number of artificial fish, the
position of an artificial fish swarm, the maximum try
number for foraging behavior, and an accuracy value.
The individual position of artificial fish swarm is
initialized by chaotic transformation. (2) The food
concentration function, quality of individual artificial
fish and distance between two artificial fish are
calculated. (3) The artificial fish updates itself by foraging,
swarming and following. (4) When the value of relative
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error objective function # is less than preset accuracy, the
proportionality factor K, differential coefficient kg, and
integral coefficient k; are obtained.

Figures 3 (a)-(c) show transient process curves that
correspond to different PID parameters when t =0.01 ms.
The numbers of iterations are 50000 when parameters of
the PID controller iteration are kp =2, kd = 0.2 and ki =
0.1,42710 when kp=3,kd =0.5 and ki = 0.1, and 31390
when kp =4, kd =0.9 and ki = 0.3. Figures 3 (d)-(f) show
transient process curves that correspond to different PID
parameters when t = 0.25 ms. The numbers of iterations
are 4123 when kp =2, kd =0.2 and ki = 0.1, 3415 when
kp=3,kd=0.5 and ki= 0.1, and 2094 when kp =4, kd =
0.9 and ki = 0.3. Figures 3 (g)-(i) show transient process
curves that correspond to different PID parameters when
t = 3.16 ms. The number of iterations is 11040 when
kp=2,kd=0.2 and ki=0.1, 8872 when kp =3,kd =0.5
and ki = 0.1, and 5724 when kp = 3, kd = 0.5 and ki =
0.1. Figure 3 shows that the number of iterations is
changing with time. The reason is that absolute errors of
electromagnetic responses are varied on the ground and
in the air at different times. The number of iterations gets
minimal when k, = 4, kg = 0.9 and k; = 0.3.
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Fig. 3. PID transient process curves. (a)-(c) Transient process curves that correspond to different PID parameters when
t = 0.01 ms. The numbers of iterations are 50000, 42710, and 31390 at the orange point. (d)-(f) Transient process
curves that correspond to different PID parameters when t = 0.25 ms. The numbers of iterations are 4123, 3415, and
2094 at the orange point. (g)-(i) Transient process curves that correspond to different PID parameters when t = 3.16
ms. The numbers of iterations are 11040, 8872, 5724 at the orange point.



Figure 4 shows the transient process curves based
on the original iteration and PID controller iteration
when t = 0.05 ms. The optimal proportionality factor of
the original iteration is k, = 2. The parameters of the PID
controller iteration are kp, = 4, kg = 0.9 and ki = 0.3. The
iteration number of an original iteration method is 16210,
which is above 5 times PID controller iteration number
3155. In other words, with same accuracy, the PID
controller iteration method has less time-consuming.
These results indicate that the PID controller iteration
downward continuation method is effective and efficient.

400

—k =4k =09k =03
—k =2k, =0k =

350 -

250
200 A

relarive error%

0 : : S
10° 10° 102 ool 10* 10°
the number of ieration

Fig. 4. Transient process curves based on the original
downward continuation iteration method and PID
controller iteration downward continuation method
when t = 0.05 ms.

C. Interpretation methods
The GATEM responses can be interpreted by section
interpretation method. The long grounded electric source
is solved by splitting into numbers of electric dipoles. The
electromagnetic response can be [10]:
N |S,U de 2 922
V, =) 2 3erf () - —0r (3+20°r*)e " 1. (6
zgsmgzﬁs[ (05) ——=0n( e’ 1. (6)
where ds is the length of electric dipole, t is the sampling

time, r =y(x-x) +y?. After the value of ¢ is

obtained, the apparent electrical resistivity will be

u
4t9*

p= . The diffusion depth can be estimated by

Spies [25]: d = Zt—p.
U

I11. RESULTS

A. Precision validation

To validate the effectiveness of the PID controller
iteration downward continuation method, electromagnetic
responses on the ground and in the air are calculated
based on a uniform half-space model when the
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conductivity is equal to 0.01 S/m. The distance between
the survey points is 10 m. The survey points are selected
randomly, which are at x =0 m, y =150 m; x = 0 m,
y =200 m; x=150m, y =200 m; and x =200 m, y = 200
m. The PID controller iteration parameters are k, = 4,
kg = 0.9 and ki = 0.3. The downward continuation results
are shown in Fig. 5. The black line is the electromagnetic
response for h = 30 m. The red dotted line is analytical
solution on the ground. The blue line is electromagnetic
response after downward continuation. The Fig. 5 shows
that downward continuation results are coincide with
analytical solution. The average relative error of all the
survey points is only 0.08%.

B. Interpretation results

1) Theoretical model

To verify the interpretation results of the downward
continuation data, an example of a quasi-two-dimensional
three-layer geology model was designed and is shown in
Fig. 6 () and Fig. 7 (a). The calculation parameters are
as follows: the start point of the grounded electrical
transmitter is x = -500 m, y = 0 m, and the end point is
X =500 m, y=0m on the ground. The transmitter current
is I = 10 A, the induction coil equivalent area is S =
10000 m?, and the receiver locations are x = 20 m - 100 m,
y =500 m and z = 30 m. The model parameters of Fig. 6
(a) are as follows: the bedrock has 200 Q-m electrical
resistivity, and the low-resistivity layer is recorded at
20 Q-m, whose depth varies from -60 m to -80 m. The
model parameters of Fig. 7 (a) are as follows: The depth
of the low-resistivity layer varies from -160 m to -180 m.
The other model parameters are the same as Fig. 6 (a).
The z = 30 m electromagnetic responses are calculated,
and then the responses are downward continuation to the
ground. The continued electromagnetic response and
z = 30 m electromagnetic response are interpreted by
section interpretation method. The interpretation results
are shown in Figs. 6 (b), (c) and Figs. 7 (b), (c).

Figures 6 (b) and 7 (b) are the interpretation results
of the z = 30 m electromagnetic response, and Figs. 6
(c) and 7 (c) are the interpretation results of continued
electromagnetic responses. For the shallow abnormality
case, the results of the z = 30 m electromagnetic
responses, as shown in Fig. 6 (b), indicate that the
thickness is much greater than that of the results for
continued electromagnetic responses, as shown in Fig. 6
(c). For the deep abnormality case, the results of the low
resistivity abnormality are similar. But the shallow part

of continued electromagnetic responses, as shown in Fig.

7 (c), is more similar to the true model than the results of
the z = 30 m electromagnetic response, as shown in Fig.
7 (b). The results show that continued electromagnetic
responses are nearly equivalent to the true model. The
accuracy of data interpretations could be improved by
the PID controller iteration downward continuation
method.
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Fig. 6. Comparison between depth section images of the shallow abnormality: (a) theoretical model, (b) interpretation
results derived from the z = 30 m electromagnetic response, and (c) interpretation results derived from continued
electromagnetic responses. The black outlines serve as a reference to the theoretical model.

2) Field data results

To verify an effectiveness of the PID controller
iteration downward continuation method, it is applied
to field data. We conducted an exploration experiment
at Shouyang, Jinzhong City, Shanxi Province, China,
in2016 December by using a GATEM system. The field
site is chosen because there is a borehole in the survey

area. According to the Shanxi Geological Survey, the
order of the geological structures from the top to
the bottom is Quaternary strata, Permian system,
Carboniferous system and Ordovician system. The
Quaternary strata mainly consists of loess and clay, and
the electrical resistivity is relatively low. The Permian
system is composed of mudstone, sandstone, fine-



grained sandstone and coal seams, and the electrical
resistivity is relatively high. It is the main coal-bearing
stratum that can be exploited. The main constituents
of the Carboniferous system are siltstone, mudstone,
bauxite, limestone and coal seam. The Ordovician
system is the basement of the coal seam, and the main
lithology is dark gray layered limestone with high
electrical resistivity. The survey area covers the known
mined-out area. The electrical resistivity of this area is
very low, and the surface depth is approximately 100 m.
The mined-out area thickness is 20 m. The mined-out
area and Permian system contain water; therefore, the
electrical resistivity may be lower than itself, and the
low-resistivity layer may be thicker than the mined-out
area thickness.

The survey area and flight path are shown in Fig. 8.
The electrical transmitting system used a grounded wire
source with a length of 2 km. The transmitter current was
40 A, the frequency was 12.5 Hz, and the transmitter
waveform was a bipolar square wave which was +40 A,
0 A, -40 A, 0 A. The induction coil area was 2,160 m?,
the sampling rate of receiver was 30 kHz, the receiver
locations were x = 60 m - 1980 m, y = 300 m and the
flight altitude was z = 30 m. The flight path was parallel
to the grounded wire source.

Baseline correction is performed on field data by a
method based on wavelet transform [26]. Decay curves
are stacked 8 times to suppress random noise. To remove
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the electromagnetic signal noise, an exponential fitting-
adaptive Kalman filter (EF-AKF) is used [12]. The
denoised field data is continuation downward to the
ground. The continued electromagnetic data, the results
of raw data and the denoised z = 30 m field data are
interpreted [10]. The depth section images are shown in
Fig. 9.

Figure 9 (a) presents the interpretation results of
raw data, Fig. 9 (b) presents the results of denoised z =
30 m field data, and Fig. 9 (c) presents the results of
the continued electromagnetic data. The low resistivity
layer under 200 m, in Fig. 9 (a), is the mined-out area
with accumulated water, which is deeper than the true
depth. The thickness of low resistivity layer is more than
100 m which is much thicker than its true thickness. The
low resistivity layer at 100 m, in Figs. 9 (b) and (c),
which are consistent with the survey area. In Fig. 9 (b),
the results of denoised z = 30 m field data, the thickness
of low resistivity layer is around 50 m. In Fig. 9 (c),
the results for the continued electromagnetic data, the
thickness of the low resistivity layer is average 36 m
which is smaller than the results of denoised z = 30 m
field data and closer to true thickness. The results show
that the PID controller iteration downward continuation
method can be effectively applied to the denoised field
data and it can approve the interpretation accuracy of
GATEM data.
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Fig. 7. Comparison between depth section images of the deep abnormality: (a) theoretical model, (b) interpretation
results derived from the z = 30 m electromagnetic response, and (c) interpretation results derived from continued
electromagnetic responses. The black outlines serve as a reference to the theoretical model.
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Fig. 8. Survey area for Shouyang, Jinzhong City, Shanxi Province in China. The red line is the transmitter line with 2
km length, and the electrical dipole A is 0. The yellow line is the flight path which is parallel to the red line. The blue
line is the chosen section for verifying the application of the downward continuation.

Depth(m)
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Fig. 9. Depth section images from the field data: (a) the results of raw data, (b) the results of the z = 30 m field data,
and (c) the interpretation results of the continued electromagnetic continuation.

1V. CONCLUSION
The GATEM system is an effective method for the

exploration of low resistivity anomalies in complex areas.

In this paper, a PID controller iteration downward
continuation method is proposed to improve the
interpretation and imaging accuracy of GATEM data.
The integral and differential term are added into the
traditional iterative method. Compared with the
analytical solution, the continuation downward accuracy
of the iterative method is verified, and the iteration time
is effectively reduced. This method is validated using
synthetic data interpretation and is compared with the
interpretation results of the z = 30 m electromagnetic
response. The results show that interpretation of continued
electromagnetic response is more consistent with the true
model, especially for the shallow anomalous body. To
further verify the effectiveness, this method is applied to

field data of Shouyang, Yangquan City, Shanxi Province,
China, which improves the quality of the GATEM field
data results. This method has significant implications for
the GATEM exploration.
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Abstract — In this study, the electromagnetic wave
propagation behavior of two-dimensional photonic
crystal plates with a defect is investigated. For this
purpose, the partial differential equation for the
electromagnetic wave propagation in various photonic
crystal plates containing a defect or not is obtained by
using Maxwell’s equations. The defect is also defined
in the electromagnetic wave propagation equation
appropriately. In order to solve the electromagnetic wave
propagation equation, the finite differences method is
used. The material property parameters of the photonic
crystal plates are determined with respect to the defects.
Accordingly, the effects of material property parameters
on electromagnetic wave propagation frequencies,
phase velocities, and group velocities are examined. The
effects of the size and position of the defects on the
electromagnetic wave propagation frequencies are
also discussed. The highest electromagnetic wave
propagation fundamental frequency value obtained from
the analyses performed is 1.198 Hz. This fundamental
frequency value is obtained for the electromagnetic
wave propagation in the t-shaped photonic crystal
plate. Electromagnetic field distribution maps for the
fundamental frequencies of the photonic crystal plates
whose electromagnetic wave propagation behaviors are
examined are obtained with the ANSYS package
program based on the finite differences time-domain
(FDTD) method.

Index Terms — Central finite differences method,
electromagnetic wave propagation, Maxwell’s equations,
photonic crystals.

I. INTRODUCTION

According to the developments in optics and
optoelectronics, the use of different types of materials in
metamaterials, photonic crystals, and waveguides has
gradually increased [1-6]. These structures are designed
by combining different types of materials along a
specified axis in certain ways. Phononic structures that
are open to acoustic effects, in other words, affected by

Submitted On: February 18, 2021
Accepted On: July 7, 2021

acoustic wave propagation, are also functionally similar
to photonic structures [7-11].

Whether it is a photonic or a phononic structure,
both structures consist of layers, and each layer has
different material property parameters. The material
property parameters include the permittivity (¢) and
permeability (x) of the structure. While analyzing the
behavior of electromagnetic wave propagation in
photonic structures, each layer's electromagnetic wave
propagation behavior in the periodic layer group forming
the structures should be considered separately. Photonic
structures with a defect in some layers have also been
investigated [12-14].

In the literature, there are studies that theoretically
examine the electromagnetic wave propagation behavior
occurring in each layer of one-dimensional and two-
dimensional photonic structures [15-19], as well as
experimental studies in which these structures are
manufactured using various production methods [20,21].
For instance, [22-24] are among the studies investigating
the electromagnetic wave propagation behavior in two-
dimensional and three-dimensional plate structures.

In order to examine the electromagnetic wave
propagation behavior in optical structures, many studies
are guiding the formation of the partial differential
equation for electromagnetic wave propagation using
Maxwell's equations [25-32]. The ideal numerical
method for solving the obtained partial differential
equation for electromagnetic wave propagation is
determined. The finite differences method is preferred in
solving complex problems for which an exact solution
cannot be achieved [29-33]. In [34-37], the central
finite differences method is used for analyzing the
electromagnetic wave propagation behavior of optical
structures with microcavities, ellipses, and circular
holes. The main reason for using the central finite
differences method in these studies is that some
nodes of the two-dimensional (2-D) structures whose
electromagnetic wave propagation behaviors are
investigated have different material property parameters
(&, W) from each other.

https://doi.org/10.47037/2020.ACES.J.360603
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In this study, the behaviors of electromagnetic wave
propagation occurring in the two-dimensional plates
with or without a defect are investigated. The effects of
the location and size of the defect in the plates on the
electromagnetic wave propagation frequencies are
also examined. For this purpose, the material property
parameters (e, W) of the defects are determined as zero.
Accordingly, the frequencies of electromagnetic wave
propagation in the plate with the defect are obtained
using the central finite differences method. In addition,
phase velocities and group velocities of the
electromagnetic wave propagation are examined. The
electromagnetic field distribution maps for the
fundamental frequencies of the photonic crystal plates
are visualized by using the ANSYS Lumerical package
program. The novelty of this study is that it describes the
effects of the defect locations and defect sizes of the 2-D
photonic crystal plates formed in different shapes on
frequencies of the electromagnetic wave propagation in
the photonic crystal plates.

Il. THEORETICAL ANALYSIS

The partial differential equation for the
electromagnetic wave (EMW) propagation occurring in
the two-dimensional plate is obtained using Maxwell's
equations. The finite difference method is preferred in
the solution of the electromagnetic wave propagation
equation to examine the behavior of electromagnetic
wave propagation in two-dimensional plates which have
a defect or which have not. A two-dimensional plate
positioned in the Cartesian coordinate system can be
seen in Fig. 1.

Fig. 1. A view of a 2-D plate.

In a source free, linear, isotropic and homogenous
region, The first-order Maxwell’s curl equations are as
follows [38]:

V-E=% (1)
V-H=0, (1b)
VXE = —icu,uﬁ, (1c)
VX H = —iweE, (1d)

where i:v—1, p is the charge density, p is the
permeability, € is the permittivity, E is the electrical
field, and H is the magnetic field.
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Using Egs. (1c) and (1d), Eqg. (2) is obtained as in
the following form:

Vx (Vx H) =V(V-H) - = x (- 2), )

where H(x,y,t) represents the electromagnetic wave
propagation field of the 2-D plate. Partial differential
equation with respect to time and position related to
electromagnetic wave propagation obtained by solution
of Eq. (2) is as follows:

d2H(x,y,t) -0 3)

dZH(x,y.t) " 3ZH(x,y.t)
9x2 ay? at2

Dy represents the material property parameters of (ux
&x) on the x-axis, and Dy represents the material property
parameters of (uy &) on the y-axis. Accordingly, Eq. (3)
is rearranged as follows:

d2H(x,y,t) 92H(x,y,t) 0%H(xyt) _
by =5 +Dy ayz otz =0 ¥

Solving Eq. (4) for Dw=Dy=1 and H(x,y,t) =
he~{=Bmx—Bny+t) for the linear isotropic case, Eq. (5)
is obtained as follows:

ﬁmz + ﬁnz - wmnz =0, (52)
Bmi™=) Bnim and m:0,12..., n:0,1,2.., (5b)

b
() + (2, (5)

where h, fm, fn, wmn, represents travelling wave, wave
number for the x-axis, wave number for the y-axis
and electromagnetic wave propagation frequency,
respectively. In this study, the permittivity (¢) and
permeability («) values of the plate are assumed as 1 for
the defect-free parts of the plate. In keeping with this
assumption, there are some studies on silicon-based
photonic metamaterials in the literature [40,41]. The b/a
ratio of the 2-D plate is considered in units, where a
represents the plate's width and b represents the plate's
length, and its value is considered as 1/1. The exact
solution of Eq. (4) given in Egs. (5a-5¢) is obtained when
the material property parameters Dy and Dy are equal to
1. In the fundamental mode, where the value of the (m,
n) mode pair is equal to (1,1), the value of w1 from
the exact solution of Eq. (4) is obtained as 4.442 Hz.
Especially in the analysis of the electromagnetic wave
propagation behavior occurring in the plate with a defect,
the central finite differences method should be used to
solve Eq. (4). Accordingly, to apply the finite differences
method, the 2-D plate is expressed with nodes, as shown
in Fig. 2. Besides, the representation of any node is
represented by (k,I), while A represents the neighborhoods
with respect to the specified (k,I) node.

Wmn =



Fig. 2. Central finite differences notation of the plate.
According to the derivative values obtained using

the Taylor series expansion and given in Table 1, the

central finite differences method is applied to Eq. (4).

Table 1: The central finite differences notation [39]

Derivative The Central F_inite Differences
Notation O(h?)
h(x,y) = 4k,
0%h(x,y)  Qr-10 = 2 + Qi
9x2 - Ax?
0%h(x,y) Qrki-1 — 2t Qe
"oy R

By defining the neighbours of the (k,I) node with the
Taylor Series expansion, the expression obtained is as
follows:

Ax dq . Ax?9%q

Tzt = et Tt o TR (62)
Ay dq . Ay?d2q

Qri+1 = Qe t -+ = -7 tR (6b)

1! ay 2! 9y2 —

where R represents truncation. The order of the truncation
here is O(h?) since it comes after the second-order
derivative.

Applying H(x,y,t) = h(x,y)e~t transformation
to Eq. (4), Eq. (7a) is obtained. Equation (7a) is rearranged
according to the values given in Table 1 by the method
of central finite differences and thus Eq. (7b) is obtained.
Relevant equations are as the following forms:

9%h(x, 92h(x,
D, [ a)(;y)] +D, [ a;’;y)] + w?h(x,y) =0, (7a)

11— 2q g+ -1~ 24,1t
D, [‘Ik 1,124, Qk+1,l] +D, [w] + wZQk,l =0.

Ax? Ay?
(7b)

Boundary conditions need to be determined to solve
Eq. (7b). There is no electromagnetic interaction in the
frame parts of the 2-D plate, which is seen in Fig. 4
and consists of 4 nodes. The nodes of this plate that
interact with each other are (1,1), (2,1), (1,2), and (k,I),
respectively. Using these nodes, an eigenvector M(w) is
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obtained to determine the frequency values by solving
Eq. (7b). For the plate with four nodes starting from the
node (1,1) to (2,2), the eigenvector M(w) obtained by
arranging Eqg. (7b) according to the values k:2 and I:2 is
as follows:

p(w) s z 0
s plw) =z 0

UOR] IS G

0 z s p(w)l,;

The terms in Eq. 8 are defined as follows:

_ _ oD Dy 2
p(w) = 2(sz + A;Z + w?), (9a)
= D

s = Pl (9b)
z= A—yyz. (9¢c)

For the plate with four nodes, the distance for each

adjacent node is defined as 4x = 4y = %

The steps of the theoretical analysis are summarized
in the flowchart, as also seen from Fig. 3.

Maxwell’s
Equations
Equ.s (1a-1d)

Central Finite
M Differences
Notation
Table 1

ANSYS
Lumerical
Fig.s (18-22)

: : Electromagnetic

(EM) Wave
Equation
Equ. 4)

E Distribution maps :

E of electromagnetic i 3 '

Finite Differences¥§

form of EM Wave H
Equation |
Equ. (7b)

field ; ; Exact solution
""""""""""" for linear,
isotropic case
Equ. (5¢)

Numerical
solutions for all
Cases

H Exact solution for
Case 1

Fig. 3. The flowchart summarizing the theoretical
analysis.

Electromagnetic wave propagation frequencies, in
other words, wmn eigenvalues, are obtained by equating
the determinant of the eigenvector M(w) to zero.

Besides, the phase velocities, Vphase and group
velocities, vgroup regarding the electromagnetic wave
propagation occurring in the plate are calculated with the
following formulas:

Wmn

Uphase = K! (10a)
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0wmn
v, = .
'group 3Bn

(10b)

The behaviour of electromagnetic wave propagation
occurring in a two-dimensional plate can be defined
using Egs. (7b) and (8). Accordingly, electromagnetic
wave propagation frequencies are obtained for six
different cases where the plate has a defect from various
parts, whether it has not. Figure 4 shows the first case
(Case 1) where the plate has not any defect.

Fig. 4. A plate which has not any defect — Case 1.

In all other cases except the first case, plates have a
defect in their various parts. Figure 5 shows the second
case (Case 2), where the plate has an unsymmetrical
O-shaped defect. In this case, there are two nodes with a
defect. Nodes with the defect are (3,2) and (3,3) nodes,
respectively.

Fig. 5. A plate with an unsymmetrical O-shaped defect —
Case 2.

Figure 6 shows the third case (Case 3), where the
plate has a symmetrical O-shaped defect. In this case,
there are four nodes with a defect. Nodes with the defect
are (2,2), (2,3), (3,2) and (3,3) nodes, respectively.

Fig. 6. A plate with a symmetrical O-shaped defect —
Case 3.

ACES JOURNAL, Vol. 36, No. 6, June 2021

Figure 7 shows the fourth case (Case 4), where the
plate has an unsymmetrical C-shaped defect. In this case,
there are four nodes with a defect. Nodes with the defect
are (3,2), (3,3), (4,2) and (4,3) nodes, respectively.

Fig. 7. A plate with a C-shaped defect — Case 4.

Figure 8 shows the fifth case (Case 5), where the
plate has a L-shaped defect. In this case, there are four
nodes with a defect. Nodes with the defect are (3,3),
(4,3), (3,4) and (4,4) nodes, respectively.

Fig. 8. A plate with a L-shaped defect — Case 5.

Figure 9 shows the sixth case (Case 6), where the
plate has a symmetrical t-shape and corner defects. In this
case, there are four nodes with a defect. Nodes with the
defectare (1,1), (1,4), (4,1) and (4,4) nodes, respectively.

y

Ly

Fig. 9. A t-shaped plate with corner defects— Case 6.

The frequencies of the electromagnetic wave
propagation occurring in the 2-D plate, which has the
defect in its various regions, are analyzed using the
method of central finite differences for multiple cases,
defined according to the nodes where the defect has been
placed in the plate. In this analysis made with the method
of central finite differences, the material property
parameters (e, W) of the nodes with the defect are defined
as zero.



I11. RESULTS AND DISCUSSIONS

The frequencies related to the electromagnetic wave
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Table 2: The frequency investigation of five different
cases (Cases 2-6) of the plate

propagation occurring in the defect-free plate defined as Case Mode — (m.n) Frequency
Case 1 are examined for various (m, n) modes. This No ! (Hz)
analysis is carried out using both the exact solution and D (1,0 0.492
the finite differences method. As shown in Fig. 10 and Fig. E (2,0 0.984
11, the electromagnetic wave propagation frequencies E (0,1) 0.492
obtained from the exact solution are relatively close to the c 0,2 0.984
values of the frequencies obtained by the finite difference T 1 (1,1) - Fundamental 0.696
method. Additionally, Fig. 10 shows that the frequencies - Mode for 2-D Plate )
of electromagnetic wave propagation increase linearly as IE (1,2) 1.100
the wavenumber increases. E (2,1 1.100
E (2,2 1.391
L3 (10) 0.492
(2,0) 0.984
1.2 (0,1 0.492
| 5 (0,2) 0.984
s, (1,1 0.911
809 (1,2) 1.260
g 2.1 1.428
g Central finite differences (2,2) 1.821
0.6 ik | '
A Exact solution i N (1,0 0.492
| == T (2,0) 0.984
€03 E (0,1) 0.492
K i ,F\i 3 (0,2 0.984
A (1,1 1.125
0 i L (1,2 1.485
(1,1) (1,2) (1.3) 5 (2,1) 1.485
Modes (m,n) E (2,2) 2.251
F (1,0) 0.492
Fig. 10. Dispersion relation (5-w) of the electromagnetic E (2,0 0.984
wave for Case 1. $ (0,1) 0.492
1% E 4 0,2 0.984
: D (1,1 0.912
(1,2) 1.260
12k ) (2,1) 1.432
o / (2,2) 1.824
= (1,0) 0.492
x - S
Q \ ’ .
§ / ¢ . 0,2) 0.984
g 0.6 . R (11 0.846
i ) N (1,2) 1.245
! E
e Central finite differences R (2,1) 1.245
0.3F - (2,2) 1.695
Exact solution D (1,0) 0.492
£ 2,0) 0.984
0 ] 1 1 ] | 1 1 1 E (0 1) 0.492
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In this study, plates can be grouped into three
different classes in terms of the shape of the defects they
have. These classes include plates without defects, plates
with internal defects, and plates with corner defects,
respectively. Case 1 represents the class of plates without
defects. Case 2, Case 3, and Case 4 represent the class of
plates with internal defects. Case 5 and Case 6 represent
the class of plates with corner defects. As can be seen
from Table 2, the frequency values of electromagnetic
wave propagation occurring in the plates for all these
cases are calculated in the lower modes with the finite
differences method.

Figure 12 depicts the dispersion relation of the
electromagnetic wave for all cases. Among these six
cases, the lowest electromagnetic wave propagation
frequencies are obtained for Case 1, while the highest
wave propagation frequencies are obtained for Case 6.
In addition, the second highest electromagnetic wave
propagation frequencies are obtained for Case 3.

3

%]

o - Frequencies (Hz)

Case 2

Case 1

0l
(1,0) (1,1)

3
Modes @2 @3

Fig. 12. Dispersion relation of the electromagnetic wave
in the lower modes for all cases.

Figure 13 shows the dispersion relation of the
electromagnetic wave in the higher modes. In Fig.
12, curves related to the dispersion relation of the
electromagnetic wave obtained for Case 2 and Case 4 in
the lower modes are almost coincident, whereas, in
Fig. 13, the difference between these curves can be
clearly seen in the higher modes. The frequencies of
electromagnetic wave propagation obtained for Case 2,
Case 3, and Case 4 reach a peak value and then their
values decrease to zero. It should also be noted that
the frequency values of the electromagnetic wave
propagation obtained for Case 2, Case 3, and Case
4 decrease towards zero in (1.27), (1.23), and (1.28)
modes, respectively. The electromagnetic wave
propagation frequency values obtained for Case 1
increase linearly with the increase in the mode values,
whereas the electromagnetic wave propagation frequency
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values obtained for Case 5 and Case 6 increase
exponentially.
300,
Case 5
N
t/zoo
8
i
=1
9]
=)
o =
g
S
l 100
Case 1
0 4
(1,0) (1,10) (1,20) (1,30) (140) (1,50)

Modes

Fig. 13. Dispersion relation of the electromagnetic wave
in the higher modes for all cases.

The phase and group velocity values in Figs. 14-17
are obtained by means of Egs. (10a) and (10b). Figure 14
shows the phase velocity values obtained in the lower
modes. All phase velocity values obtained in the lower
modes decrease with the increase of the mode values. It
should be noted that the highest phase velocity value is
obtained for Case 6, whereas the lowest phase velocity
value is obtained for Case 1.

3

)

Vphase - Phase velocities (m/s)

0f
(1,0) (1)

Modes 2 4,3)

Fig. 14. Phase velocities in the lower modes for all cases.

As can be seen from Fig. 15, values of the phase
velocities obtained for Case 2, Case 3, and Case 4 in the
higher modes decrease towards zero after reaching a
certain peak. The peak values of the phase velocities
obtained for Case 2, Case 3, and Case 4 are 9.6 m/s,



6.5 m/s, and 12.4 m/s, respectively.
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Fig. 15. Phase velocities in the higher modes for all cases.

Figure 16 depicts the group velocities in the lower
modes for all cases. In the lowest modes, while the mode
value increases from (1.0) to (1.1), the group velocities
obtained for Case 3 and Case 6 decrease negatively
exponentially, the group velocities obtained for Case 2
and Case 4 decrease linearly, the group velocities
obtained for Case 5 increase linearly at the low slope,
and the group velocities obtained for Case 1 increase
logarithmically. In addition, in all other modes greater
than (1.1), the group velocities increase with the increase
of the modes for all cases.
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Fig. 16. Group velocities in the lower modes for all cases.
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As shown in Fig. 17, the values of the group
velocities obtained for Case 2, Case 3, and Case 4 in the
higher modes decrease towards zero after reaching a
certain peak. Peak values of the group velocities
obtained for Case 2, Case 3, and Case 4 are 33.1 m/s,
17.9 m/s, and 25.6 m/s, respectively.
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(1,0) 1,10) (1,20) (130) (140) (1,50)
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Fig. 17. Group velocities in the higher modes for all cases.

In Figs. 18-22, electromagnetic field distribution
and material property parameters (e, W) distribution maps
of five different cases (Cases 2-6) of the plate with
the defect are depicted. The electromagnetic field and
material property parameters (e, W) distribution maps in
the (1,1) mode, the fundamental frequency mode for
2-D plates, are obtained using the ANSYS package
program based on finite differences time-domain
method. It should be noted that the data obtained from
electromagnetic field distribution maps show a very
good agreement with the data obtained from material
property parameters (e, ) distribution maps.

I]

I 1. 51
(b) I
1 0

-
@ I
0 X 1 My 0
Fig. 18. Distribution maps of (a) electromagnetic field,
and (b) material property parameters (e, ) for Case 2.
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0 I 0 I
0 X 1 0 o X 1 0

Fig. 19. Distribution maps of (a) electromagnetic field,
and (b) material property parameters (e, ) for Case 3.

Fig. 20. Distribution maps of (a) electromagnetic field,
and (b) material property parameters (e, W) for Case 4.

Fig. 21. Distribution maps of (a) electromagnetic field,
and (b) material property parameters (e, L) for Case 5.

1 I1
lIll

Fig. 22. Distribution maps of (a) electromagnetic field,
and (b) material property parameters (e, W) for Case 6.

V1. CONCLUSION
In this study, the behaviors of electromagnetic wave
propagation occurring in the two-dimensional plates
having defects in their different parts are investigated.
The behavior of electromagnetic wave propagation in the
two-dimensional plate which has not any defect is also
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examined. For this purpose, the electromagnetic wave
propagation frequencies are obtained in the fundamental
mode for a total of six different cases, including the five
different cases of defects in different parts of the plate
and the condition of being defect-free. For the five cases
where the plate has a defect, the effects of the defect's
region and its size on the fundamental frequencies of
electromagnetic wave propagation are discussed. The
electromagnetic wave propagation frequencies obtained
for six different cases are compared. As the material
property parameters (e, W) of some nodes on the plate
take zero value, in other words, with the increase in
the size of the defected part of the plate, the obtained
electromagnetic wave propagation frequency values also
increase. The highest electromagnetic wave propagation
frequency values are obtained for the corner-defected, t-
shaped plate, while the electromagnetic wave propagation
frequency values obtained for the O-shaped plate are
second in the ranking. When the frequencies of the
electromagnetic wave propagation are examined in the
higher modes, it also allows making comments about the
characteristics of the phase and group velocities. In the
higher modes, the frequency values of the electromagnetic
wave propagation occurring in the internal-defected plates
become zero after a certain mode value. In addition, the
increase in the frequencies of the electromagnetic wave
propagation that occur in the corner-defected plates in
the higher modes is exponential and continuous with the
increase in the mode values. The lowest electromagnetic
wave propagation frequency values are obtained when
the plate does not have a defect. The electromagnetic
wave propagation frequencies obtained in this case
increase linearly with the increase in the mode values.

In this study, the preferred numerical solution method
is the central finite differences method. Choosing the
central finite differences method as the solution method
enables adjusting the material properties parameters
of any point of the structure whose electromagnetic
wave propagation frequencies are examined. Thus, the
electromagnetic wave propagation behavior for any
complex structure can be easily determined.

In future studies, it is also possible to apply the
analysis to three-dimensional structures and determine
the acoustic wave propagation behavior in complex
phononic structures by taking advantage of the central
finite differences method.
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Abstract — To efficiently analyze the electromagnetic
scattering from composite perfect electric conductor
(PEC)-dielectric objects with coexisting closed-open
PEC junctions, a modified hybrid integral equation (HIE)
is established as the surface integral equation (SIE) part
of the volume surface integral equation (VSIE), which
employs the combined field integral equation (CFIE) and
the electric field integral equation (EFIE) on the closed
and open PEC surfaces, respectively. Different from the
traditional HIE modeled for the objects whose closed and
open PEC surfaces are strictly separate, the modified
HIE can be applied to the objects containing closed-open
junctions. A matrix equation is obtained by using
the Galerkin’s method of moments (MoM), which is
augmented with the spherical harmonics expansion-based
multilevel fast multipole algorithm (SE-MLFMA),
improved by the mixed-potential representation and the
triangle/tetrahedron-based grouping scheme. Because
in the improved SE-MLFMA, the memory usage for
storing the radiation patterns of basis functions is
independent of the SIE type in the VSIE, it is highly
appropriate for the fast solution of the VVSIE that contains
the HIE. Various numerical experiments demonstrate
that during the calculation of composite objects
containing closed-open PEC junctions, the application of
the modified HIE in the VSIE can give reliable results
with fast convergence speed.

Index Terms — Fast solver, integral equation, method of
moments, multilevel fast multipole algorithm.

I. INTRODUCTION

In the electromagnetic analysis of composite perfect
electric conductor (PEC)-dielectric objects, using the
method of moments (MoM) to solve the volume surface
integral equation (VSIE) is one of the most competitive
approaches [1-9]. During the numerical modeling of
composite objects, the electric field integral equation
(EFIE) is usually formulated on all the PEC surfaces
because it is independent of the surface type [2, 3], and
then the EFIE is combined with the volume integral
equation (VIE) established in the dielectric region to
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form the EFIE-VIE, a general VSIE form [2]. Whereas,
when closed PEC surfaces are contained by the
calculated objects, using the EFIE alone may encounter
the internal-resonance problems [2, 9]. Moreover, it is
typically difficult to iteratively solve the matrix equation
derived from the EFIE, which is a first-kind Fredholm
integral equation. To deal with the internal-resonance
problems as well as to accelerate the iterative solution,
some articles put forward the concept of hybrid integral
equation (HIE) [4-7]. That is, establishing the combined
field integral equation (CFIE) on the closed PEC
surfaces of the objects [8, 9], which is the second-kind
and derived from the linear combination of the EFIE and
the magnetic field integral equation (MFIE), while the
open surfaces keep the EFIE. Nevertheless, only the
situation that the closed and open surfaces are strictly
separate was discussed [4-7], while for the objects
containing closed-open junctions, the traditional HIE is
out of action. To overcome this drawback, the authors
modified the traditional HIE to make it suitable for the
PEC objects containing closed-open junctions [10]. In
this paper, the modified HIE acts as the surface integral
equation (SIE) part of the VVSIE, combined with the VIE
to form the modified HIE-VIE, a new VSIE type, to
compute the composite PEC-dielectric objects that
contain closed-open PEC junctions.

Using the MoM, the VSIE is converted into a matrix
equation, the iterative solution process of which is
usually accelerated by fast solvers such as the multilevel
fast multipole algorithm (MLFMA) [2, 11-16]. Due to
the addition theorem of Green’s function and the
diagonalization of the translation operator, the MLFMA
drastically reduces the overall computational complexity
from the order of O(N?) to O(NlogN) through three steps:
aggregation, translation, and disaggregation. To enhance
the computing efficiency, the radiation patterns (RPs) of
the basis functions should be computed and stored in
advance. In order to minimize the sampling redundancy
introduced by numerical quadrature rules, the RPs can be
expanded by spherical harmonics, yielding the spherical
harmonic expansion-based MLFMA (SE-MLFMA) [13-
16], which is extended to the fast solution of HIE-VIE in

https://doi.org/10.47037/2020.ACES.J.360604
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this paper. On the other hand, in the conventional SE-
MLFMA that is dyadic form [13, 14], the memory usage
of RPs is relevant to the SIE type in the VSIE. To be
more specific, the memory usage costed by storing the
RPs for the CFIE is double times of that for the EFIE.
Therefore, if the conventional SE-MLFMA is used to
accelerate the solution of HIE-VIE where the HIE is
composed by the CFIE and EFIE, the RPs about the HIE
are needed to be prior classified according to whether
they belong to the CFIE or the EFIE part, which is quite
inconvenient. To avoid this problem, this paper will
adopt the improved SE-MLFMA formulated by using
the mixed-potential representation [15, 16], and the RPs
memory usage is then independent of the SIE type.
Furthermore, the improved SE-MLFMA is grouped by a
triangle/tetrahedron-based scheme, making the memory
usage of RPs depend on the total number of triangles and
tetrahedrons instead of the number of basis functions in
the conventional SE-MLFMA. Since the total number of
triangles and tetrahedrons is usually much less than that
of basis functions, a considerable memory usage is saved.

The rest of this paper is organized as follows. In
Section 11, the modified HIE-VIE is established to be
suitable for the numerical modeling of composite objects
containing closed-open PEC junctions, followed by
the discretization using the Galerkin’s MoM. The SE-
MLFMA improved by the mixed-potential representation
and the triangle/tetrahedron-based grouping scheme is
adopted to fast solve the HIE-VIE, which will be
elaborated in Section Il1. Various numerical experiments
are shown in Section IV to demonstrate the validity and
efficiency of the proposed method. Finally, some
conclusions about the application of the modified HIE-
VIE are summarized.

I1. DERIVATION OF THE HIE-VIE AND
THE MOM SOLUTION
Suppose that in the free space, there is an
electromagnetic wave (E", ﬁi) illuminating a composite
PEC-dielectric object that contains both closed and open
PEC surfaces Sc and S, as well as the dielectric region V
with the permittivity ¢. The scattered field (E¥, H®) is
the superposition of fields produced by the equivalent
surface and volume currents as:

o], Js(r')GdS'+wi%vjsanS(r')GdS'
== ! |t M

+jwy0jvJv(r’)GdV'+wi%vjvv"Jv(r')GdV' !

H* =V x [ Jg (")GdS'+Vx [ J, (F)Gdv’

where &y and uo are the permittivity and permeability of
the free space, and .75 and f/v are the equivalent surface
and volume currents at the source point 7/, respectively.
With the wavenumber k and the time-harmonic factor
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el', the Green’s function of the free space is:

efjk\rfr'\
G=G(r,r)=——— 2
()= e =7 @
In the region V, the VIE is established by making the
total field equal to the sum of the incident and the
scattered fields as [2]:
D(F) ..
( ):E'(F)+E5(f) rev, (3)

where D is the electric flux density. By vanishing the
tangential component of the total electric field on both
the open and closed PEC surfaces, the EFIE based on the
mixed-potential form is deduced as [2, 3]:

f(r)[E°(r)+E'(r)]=0 res,+S,, (4

where £ is any tangential vector to the surface at the
observation point 7. The EFIE is combined with the VIE
to form the generally used EFIE-VIE, which is ill-
conditioned at the resonant frequencies.

Imposing the boundary condition of the magnetic
field over the closed PEC surface S, the MFIE can be
established as [2, 9]:

A(F)x[H'(F)+H* (F)]=3(r) res,, (5
where 7 is the outwardly directed normal. Further, similar
to form the CFIE [2, 9], we can linearly combine the
MFIE with the EFIE to form the so-called HIE as [4-7]:

HIE = a(F)EFIE+ B(F)n, MFIE FeS +S,, (6)

where a and g are both 7#-dependent real combined
coefficients, and 7y is the free-space intrinsic impedance.
Combining the VIE and the HIE together can build the
HIE-VIE, a new VSIE type. Compared with the EFIE-
VIE implementation, the HIE-VIE may have a good
convergence behavior when the composite objects
contain closed PEC surfaces, which will be investigated
during the numerical experiment. To determine the
values of a and g in (6), for the traditional HIE, it is
stated in [5] that B(A) =1 —a(®) with 0 < a(?) <1
for7eS., while p(® =0and a(*) =1 for7€ S,. If
the closed and open PEC surfaces of the calculated
object are strictly separate, we can straightforwardly set
o and g as stated above. In contrast, if the object contains
closed-open junctions where the closed and open PEC
surfaces have conjunct boundary, it is necessary to
further discuss how to set the values of o and .

In the initial process of the MoM, the equivalent
current is expanded with basis functions. Because of the
convenience of discretizing arbitrarily shaped objects
and the quality of naturally avoiding pseudo line or
surface charges, the divergence-conforming RWG [3]
and SWG [17] basis functions based on triangular patches
and tetrahedral volumes are being widely used. Using the
Galerkin’s MoM [1], the HIE-VIE is transformed into a
generalized impedance matrix equation as:



ZSS ZSV IS bS
= i) o

where {15} and {IV} are the subvectors of unknown
expansion coefficients, {bS} and {b'} are the excitation
subvectors, respectively. [ZP9] (P, Q is S or V) denotes
the impedance submatrix representing the interactions
between various types of test and basis functions.
Besides, the calculation of submatrices [ZY5] and [ZYV]
are independent of the SIE type, which can be found in
[16]. The submatrix [Z%] is the same as that generated
by the pure HIE, according to whose calculation the
article [10] reported how to choose the values of o and S
in detail. In this paper, we will discuss the same question
from the calculation of [Z5V]. The submatrix entry Z5%,,
denoting the interaction between the nth SWG basis

function fn" with domain V, and the mth RWG test
function f:,{ with domain Sy, is calculated as:

Zon = jomo ] a(f)ﬂ?(f)fvﬂz(*’) £ (r)Gavds
e UL R RS TGN
[, AN (F)'{ﬁ(f)XLn[z(r’) £y (r')]xvedv'} ds

(r)]edvids (8)

o\ &y

x(r)=1 o) ©)
where V denotes the surface gradient operation. It is
noticed that for the second term of the right hand side in
(8), the gradient operator is placed on the observation
point 7, leading to a two-order singularity when 7
approaches 7. To reduce the order of singularity, taking
the surface Gauss theorem, the second term in the right-
hand side of (8) is usually transformed as:

J, a(r Ve[, V- [2(r) £ (7)]Gdvds
=Lmvs-[a(F HOIREP: ﬂ)an(r/)]de'}ds
—Lmv EIGING ]j VL) §) ”’)]GdV'dS ,(10)
“ls et RO {20
), Vs [ ]J v (r)

where 0Sm denotes the boundary of Sm, and Aigg, is the
outer-normal direction of dSm. In (10), the singularity
order is degraded to one. On the other hand, it is
observed that the surface divergence operator is forced
on the product a(#) £S5 (7), which is then requested to
be divergence conforming. Under this restriction, if the
domain Sy of f,;f just belongs to a junctional region
containing both the closed surface S¢ and open surface
So, the value of a(#) for 7 € S, and for 7 € S, must be
the same. In other words, a(#) should be constant

Y (r)]Gavdi

)]de ds
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everywhere. This conclusion is the same as that drew in
[10]. Therefore, we set:

a(f)=q, VFeS +S,

l-a, VreS_, 11
ﬂ(r)={ 0 wres o
resS,
where ag is constant and O<ao<l. Moreover, with a
constant «, the first term in the right-hand side of
(10) will be cancelled out as [3]. Please note that
mathematically, the values of a« and g in (8) are
dependent on the position of the observation point, but
not the row of the matrix as [4-7]. If the closed and open
PEC surfaces are separate, depending on the observation
point position and the matrix row are equivalent.
Nevertheless, this equivalence is invalid when the closed

and open PEC surfaces are conjoint.
Substituting (11) into (6) yields the modified HIE as:
a, EFIE Vres,
HIE = = .(12)
{CHE:% EFIE+(1-a, )7, MFIE VF €S,

It states that the modified HIE consists of two parts: the
CFIE on the closed surface Sc, and the EFIE scaled down
by multiplying a coefficient ao on the open surface S.
The modified HIE can be combined with the VIE to form
the modified HIE-VIE for the calculation of composite
objects containing closed-open PEC junctions.

I1. SE-MLFMA IMPLEMENTATION

In the SE-MLFMA, the impedance matrix generated
by the MoM is decomposed into two parts as [Zn] + [Z¢],
where [Zn] and [Z¢] denote the matrices representing the
interactions between the basis and test functions in the
near and far groups, respectively. In our implementation,
the grouping scheme is based on triangles and
tetrahedrons [15, 16], rather than the most commonly
used edge-based grouping scheme [2, 11-14]. That is to
say, the index of the leaf box which a given triangle or
tetrahedron belongs to is determined by comparing the
box center coordinate with the triangle or tetrahedron
barycenter. It was reported in [16] that how to use the
SE-MLFMA to accelerate the VSIE solution of EFIE-
VIE type. In this section, we focus on the SE-MLFMA
application on the HIE part of the HIE-VIE matrix,
which is [Z59].

The nth RWG basis function is defined over a
common edge of length I, shared by two adjacent
triangles T¥ of areas A as:

Fj(r’)ziz'?ﬁ(r’—r;), (13)

where the sign “+” means the current flowing direction
is outward or inward to T;X, and 7 is the free vertex of
T to the common edge. Since the RWG basis function
is defined on two adjacent triangles, the submatrix entry
755 consists of four double surface integrals,




645

o LI joun [ ao(F=r7)-[ (F-

" +nojmﬂr;(r—rm+).ﬁ(r)xjv(r F

representing the mutual interactions between the four
triangles involved in the basis and test functions. In
the following, for the purpose of easy reading, only the
integral involving two “positive” triangles is considered,
and other three ones can be obtained by simply changing
the signs. If two positive triangles T,; and T, are
grouped into the m'th and n'th leaf boxes of the centers
coordinates 7, and 7,/ , respectively, then via the
addition theorem of Green’s function, (2) is rewritten as:

gSe DT (K, )™ 07K, (14)

~»~>’

with the translatlon operator [2],

T (K ) = X3 (210 ()R (€

1=0

Fr ) (15)

where 7,,1,s = 7,r — 7, L is the order of multipole

expansion, hl(z) is the second-kind spherical Hankel
function of order I, and P, denotes the Legendre
Polynomial of degree I. In the far-group interaction,
Substituting (14) and (15) into the expression of Zss,
results in (16), where B, is 1 — a, when the triangle
T+ belongs to the closed surface S, or 0 for T, € S,,
and the asterisk denotes the complex conjugate. It is seen

that the scalar 53 and vector 173 with:
§ﬂ (Iz) = T/,
v, (k)= re

contain all information needed by the aggregation and
disaggregation processes in the leaf boxes in the
MLFMA, which means that they can be regarded as the
RPs defined on triangles. Using the symmetry of RPs,
the memory usage in bytes by storing the RPs is:

(o) g

pg=mn, @an

“oa’ﬂoSf’UT+ (f— o )e"'k"“"m')ds]ﬂ (k.1
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" )Gds'ds

ol v ()] v

)x vGdS'dS

L (- )e s ok

(16)

8 single precision
Memg, = 4cN, (L+1)" c= g1 pIecision g,
16 double precison
where N; is the number of triangles.
Further, in the improved SE-MLFMA [15, 16], the
RPs of triangles can be expressed as a series of the

spherical harmonics as:
P

55 (€)= 2 2 86 (¥

p=0q=-p

V()= 2 2 Vv (4

where Ypq is the orthonormalized spherical harmonics
[18]. The expansion coefficients are computed by:

=[S (k)Y (k)%
Vp’é—IV() ((Rjek

Instead of the RPs, the expansion coefficients qu and

l_/;fé can be computed and stored in the setup of the
improved SE-MLFMA, while the memory usage in bytes is:
Memg, = 2cN, (P+1)(P+2), (21)

where P is the degree of spherical harmonics. Usually, P
= L/2 — 1 is recommended with an sufficient accuracy.
Thus, compared (21) with (18), a large amount of
memory usage is saved.

The above content discussed how to apply the SE-
MLFMA on the [Z%] part of (7), while the similar
application about other three parts [Z5V], [2¥%] and [Z2'V]
is shown in [16]. The remaining steps, such as the
computation of expansion coefficients as well as
aggregation and disaggregation steps at the finest level
using the spherical harmonics series, are done in the
same way as [14-16]. The analysis on advantages of the

; (19)

(20)



improved SE-MLFMA have been given in [15, 16],
which are beyond the scope of this paper. But we still
summarize them as follows:

1) The memory requirement does not depend on the SIE
type, which means that the application of HIE-VIE
will not cause any memory increasing compared
with the EFIE-VIE implementation. Because of the
adoption of mix-potential representation, the complex
conjugate of (17) can be reused as the receiving
patterns for any SIE type in the disaggregation step,
which is impossible for the dyadic-form MLFMA
when the MFIE is involved.

2) The memory requirement of RPs is only proportional
to the total number of triangles and tetrahedrons
rather than that of the basis functions, leading to a
considerable reduction of core memory requirement.
This is due to the grouping scheme based on the
triangles and tetrahedrons [15, 16], rather than the
commonly edge-based grouping scheme [2, 11-14].

3) Compared with the conventional SE-MLFMA, the
improved one has a faster execution. Since in the
improved SE-MLFMA, the Cartesian components
of RPs are permanently used during the whole
procedures, the repeated transforms between Cartesian
and spherical coordinates, which is inevitable for the
conventional SE-MLFMA to eliminate the Gibbs
phenomenon [13, 14], are totally eliminated.

IV. NUMERICAL EXPERIMENTS

In the following, the bistatic radar cross section
(RCS) results of several objects at 0<6<180° and ¢=0 are
calculated, all of which are illuminated by an x-polarized
plane wave from +z-axis. The generalized minimal
residual algorithm (GMRES) with a restart number 100
is adopted as the iterative solver to reach 0.001 relative
residual error [19]. The constant oo in (11) is 0.5. Unless
otherwise stated, the leaf box size of the MLFMA is
fixed to 0.25A, in which situation the degree of spherical
harmonics P =2 with the order of multipole expansion
L =5. During the HIE-VIE modeling for the composite
objects containing closed-open PEC junctions, the CFIE
is established on the closed PEC surface, and the EFIE is
on the remaining open surface. All the calculations
serially execute on a computer with 3.2 GHz CPU and
16 GB RAM in single precision.

The first case is a composite object, which is a
closed semisphere of radius 5A coated with 0.05A
thickness material from the top surface, midmost clung
to an open square plate of variable side length I, as shown
inside Fig. 1 (a). The relative permittivity of the coating
material is & = 2.2 — j0.00198. A moderate mesh size
is chosen to discretize the object, while the numbers of
triangles and unknowns with respect to different values
of | are given in Table 1. Besides, the numbers of
tetrahedrons and the triangles belonging to the closed
semisphere are fixed to 118,401 and 59,960, respectively.
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The numerical results from the EFIE-VIE and the
modified HIE-VIE with | =10A and | =30\ are shown in
Figs. 1 (a) and (b). The traditional HIE-VIE result, i.e.,
a(?) is 0.5 for7 € S, and 1 for # € S,, is also given. It
is observed that the results from EFIE-VIE and modified
HIE-VIE are in agreement everywhere, while the result
from traditional HIE-VIE shows a totally unacceptable
difference. This phenomenon states the necessity of
modifying the traditional HIE. In order to investigate
how the proportion of the closed PEC surface occupying
the whole PEC structure of the composite object
influences the performance of the modified HIE-VIE or
the EFIE-VIE, Fig. 2 shows the number of iterations with
respect to various I. It is observed that when | = 102, the
coverage speed of the HIE-VIE is about 2.6 times faster
than the EFIE-VIE (iterations 231 vs. 601). Along with
the increase of |, the number of iterations from the HIE-
VIE will sharply increase, while that from the EFIE-VIE
is relatively stable. This phenomenon illuminates that the
HIE-VIE can be more efficient for the calculation in
which the closed surface occupies a main proportion of
the whole PEC structure. On the other hand, the iteration
number from the HIE-VIE is always less than the EFIE-
VIE. Therefore, we may draw the conclusion that no
matter what the proportion of the closed PEC surface in
the whole object is, the HIE-VIE can always be adopted
safely and reliably.

Bistatic RCS (dBsw)

'y
y | 1=10
—— EFIE-VIE
o modified HIE-VIE
ol - —traditional HIE-VIE

. . . . .
0 30 60 %0 120 150 180
0(deg)

@) I=10%

1=30
——EFIE-VIE

*  modified HIE-VIE
- —_traditional HIE-VIE

Bistatic RCS (dBsw)

0 (deg)

(b) 1=30%

Fig. 1. Bistatic RCS results from a coated semisphere of
radius 5A clung to a square plate of side length I.

646



647

700
600 '—/"\-/-N/j

500 |- -

—s— EFIE-VIE
—e— HIE-VIE

400

Number of Iterations

300
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10.0 125 15.0 175 20.0 225 25.0 275 30.0

1(2)

Fig. 2. Numbers of iterations with respect to various | in
the calculation of the composite object shown inside Fig.
1 (a), while the GMRES with 100 restart number is the
iterative solver to reach 0.001 relative residual error.

Table 1: Numbers of triangles and unknowns with
respect to different values of |

1 () Nur_nber of Number of
Triangles Unknowns
10 64,298 373,270
12.5 76,736 391,008
15 91,612 413,713
17.5 109,991 441,320
20 131,317 473,253
22.5 156,119 510,397
25 183,805 551,875
27.5 214,801 597,272
30 247,065 646,698
0.27»¢
A
| 201 EYS

Fig. 3. An almond of length 202, penetrated by a narrow
strip from the tip, whose width is 0.2A, and the length
from the tip of the almond is 4A.

Table 2: Memory usage of RPs and CPU time per MVVP
versus different L and P

Box Size | Method | Parameter RI(DMNg';m I\EAIX E Tlm:I(Es)
Trad L=5 67.40 | 0.592 | 0.662

0.25M Imp pP=2 11.23 | 0.506 | 0.532
P=3 18.72 0.539 | 0.561

Trad L=6 91.73 | 0.721 | 0.895

0.3A Imp p=2 11.23 0.538 | 0.575
pP=3 18.72 0.575 | 0.619
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Bistatic RCS (dBsw)
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® EFIE, SE-MLFMA, P=2
- - HIE, MLFMA, L=6
o HIE, SE-MLEMA, P=2 [

Fig. 4. Bistatic RCS results from the object shown in Fig.
3, with an intersection angle of 10° between the axis of
the almond and +z-axis.

The second object is a pure-PEC almond of length
20A [20], penetrated by a narrow strip from the tip, as
shown in Fig. 3. The width of the strip is 0.2A, while the
length from the tip of the almond is 4A. In order to make
the incident plane wave illuminate the closed-open PEC
junction structure adequately, in which situation whether
the junction structure is properly modeled or not will
have a strong influence on the RCS results, there is an
intersection angle of 10° between the axis of the almond
and +z-axis as shown inside Fig. 4. This object is
discretized into 92,126 unknowns, while the numbers of
triangles belonging to the closed almond and the open
strip are 61,200 and 145, respectively. In this case, the
pure SIE methods, EFIE and HIE, are used to model the
object. To illustrate the effectiveness of the improved
SE-MLFMA, both the traditional MLFMA and the
improved SE-MLFMA are used, while two kinds of
leaf box sizes (0.25\ with L=5 and 0.3\ with L=6) in the
MLFMA are adopted during the calculation, respectively.
Please note in our implementation, the traditional
MLFMA is also expressed by the mixed-potential
representation and grouped based on the triangles, thus,
the memory usage of RPs is independent of the SIE type
and in proportion to the number triangles. Table 2 gives
the detail information on the memory usage of RPs (RP
Mem) and the CPU time per matrix-vector product (MVP
time) during the iterative solution with different SIE type
(EFIE or HIE). It is observed that compared with the
traditional MLFMA (trad), the improved SE-MLFMA
(imp) saves a considerable core memory usage, matching
with (18) or (21). Besides, the improved SE-MLFMA is
even faster than the traditional MLFMA in the MVP
implementation. This is because the aggregation of the
outgoing waves and the disaggregation of the incoming
waves at the finest level can be computed in an efficient
way by summation of the spherical harmonics instead of
the integrations. When the leaf box size is 0.3, the EFIE



and HIE are used to calculate the bistatic RCS results
accelerated by the MLFMA with L=6 and SE-MLFMA
with P=2, respectively, which are displayed in Fig. 4.
Excellent agreements are observed, indicating that
although the sharp tips and edges are contained, the
results from the HIE are also dependable, while the
formula P = L/2 — 1 can still provide an acceptable
accuracy for the HIE accelerated by the SE-MLFMA.
During the calculation, the numbers of iteration from the
HIE and EFIE are 76 and 712, respectively. Since in this
example, the closed almond part occupies an absolutely
large proportion of the whole object, the advantage of
HIE to the EFIE on the convergence speed is quite clear.

Bistatic RCS (dBsw)

EFIE-VIE

e modified HIE-VIE
o traditional HIE-VIE
20 - - o FEKO 1

1 1 1 1 1
0 30 60 90 120 150 180

0 (deg)

Fig. 5. Bistatic RCS results from composite object. The
radius of PEC sphere is 12, the thickness of the coating
material is 0.05A with &= 3.35, and the distance between
the PEC cross and the center of sphere is 1.5\

The third case is a composite object. A PEC cross,
each branch size of which is 3A x 0.2, is placed over a
coated sphere, as shown inside Fig. 5. The radius of PEC
sphere is 12, the thickness of the coating material is
0.05A with & =3.35, and the distance between the PEC
cross and the center of sphere is 1.51. With a 0.07A
average mesh size, this object is discretized into 55,135
unknowns with 6,160 closed triangles, 322 open
triangles and 19,570 tetrahedrons. In this case, since the
closed and open PEC surfaces are totally separate, both
the traditional HIE-VIE and the modified one can be
adopted safely. The bistatic RCS results from the EFIE-
VIE, the traditional HIE-VIE and the modified HIE-VIE
implementations are shown in Fig. 5, while for
comparison, the result from the electromagnetic
simulation commercial software Altair FEKO using the
SIE-based method is also shown [21]. Good agreement
is observed among them. The iteration number from the
modified HIE-VIE is 103, almost equal to 106 that is
from the traditional one, and about 2.7 times faster than
that from the EFIE-VIE which is 280. This case states
that for the composite objects whose closed and open
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PEC surfaces are separate, the modified HIE-VIE can
also give reliable result and has a similar convergence
behavior compared with the traditional one. In other
words, the modified HIE implementation is always
effective on reducing the iteration number for any kind
of composite objects without losing the numerical
accuracy.

V. CONCLUSIONS

The modified HIE is combined with the VIE to form
the HIE-VIE, a new VSIE type, to exactly model the
composite PEC-dielectric objects that contain closed-
open PEC junctions. For the SIE part of the VSIE,
different from the traditional HIE establishing for objects
whose closed and open PEC surfaces are strictly
separate, in the modified HIE, the combined coefficient
o multiplied the EFIE in (6) must be constant everywhere.
Compared with the EFIE-VIE implementation, the use
of modified HIE-VIE can always improve the efficiency
of the iterative solution to some extent with a high
accuracy. The validity and efficiency are verified by
various numerical experiments, while during the
calculation, the improved SE-MLFMA, whose memory
usage for storing the RPs is independent of the SIE type,
is used to accelerate the iterative solution.
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Abstract — A three-layered transmitting focusing gradient
meta-surface (FGMS) has been proposed, which can
achieve broadband gain enhancement from 8.2 GHz to
10 GHz. The element of broadband transmitting FGMS
has high transmitting efficiencies that over 0.7 and
achieve [0, 2n] phase range with a flat and linear trend
in the operating band. The FGMS can transform the
spherical waves into plane waves. Three patch antennas
working at 8.2 GHz, 9.1 GHz, and 10 GHz respectively
are placed the focus of broadband FGMS as the
spherical-wave source to build a broadband planar
lens antenna system. It achieves a simulation gain of
15.44 dBi which is 7.51dB higher than that of the bare
patch antenna at 10 GHz with satisfying SLLs and
beamwidths. However, it enhanced the gain of the bare
patch antenna in a wide operating band. Finally, the
FGMS and the patch antenna are fabricated and
measured. The measured results are in good agreement
with the simulations.

Index Terms — Broadband gain enhancement, focusing
gradient meta-surface, lens antenna, transmissive.

I. INTRODUCTION

Nowadays, meta-surfaces as a class of
metamaterials that have been widely studied [1-4]. As a
two-dimensional material in metamaterials, it has many
advantages, such as low profile, easy manufacturing,
miniaturization, ease to conformal, etc. The gradient
meta-surface is the most research-worthy category,
which can manipulate the phase and polarization of the
wave to control the phase and amplitude. So far, gradient
meta-surface has been greatly developed and applied in
the microwave field, which can achieve the functions of
polarization split [5], radar cross-section reduction [6],
anomalous refraction/reflection [7], transformation [8],
and focusing [9].

The phase gradient meta-surface (PGMS) is a
subclass of MS which has been proposed by Yu [10].
The focusing GMS (FGMS) can transform spherical
wave to plane wave, but the point source should be
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placed at the focal point of the PGMS. Due to the
reciprocity of electromagnetic waves, vice versa. This
performance can be used in the design of a high gain
planar lens antenna by placing the feed antenna at the
focus of the FGMS [11-13].

Lens antennas have a wide range of applications
in remote wireless communication systems, which
effectively combines the advantages of parabolic
antennas and phased array antennas to produce
extremely high gains. Lens antennas employing meta-
surfaces such as zero/low index metamaterial [14] or
gradient-refractive-index metamaterial [15] have been
heavily researched. Reflect-array [16] and transmit-array
[17] antennas have received extensive attention because
of their simple structure and thinness. A high-gain
transmitting lens antenna by employing layered phase-
gradient meta-surface (MS) has been proposed [18]. The
meta-surface is engineered to focus the propagating
plane wave to a point with high efficiency. A single-layer
focusing gradient meta-surface built by one element-
group has been proposed [19]. The lens antenna achieves
a pencil-shaped radiation pattern with a simulation
maximum gain of 16.7dB at 10GHz. But today's lens
antennas are mostly narrowband, can’t meet the needs of
remote wireless communication systems. Therefore, it is
necessary to develop a broadband high gain lens based
on FGMS.

In this work, a three-layered transmitting FGMS
has been proposed, which can achieve broadband
gain enhancement from 8.2 to 10GHz.The broadband
transmitting FGMS element requires stable phase
compensation, high transmit efficiency, and the phase of
the phase-shifting element changes flatly and linearly in
the wide frequency band. Then elements with different
types and compensation phases are located on the surface
according to the hyperbolic phase distribution to build
broadband focusing FGMS. The FGMS can transform
the spherical waves into plane waves, which can be used
to build a planar lens antenna. Three patch antennas
working at 8.2 GHz, 9.1 GHz, and 10 GHz respectively
are placed the focus of broadband FGMS as the
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spherical-wave source to build a broadband planar lens
antenna system, that enhanced the gain of the bare patch
antenna in a wide operating band.

Il. MULTILAYER TRANSMITTING
FOCUSING GMS DESIGN

A. Design principle of GMS

The phase gradient meta-surface can be simply
divided into two types: transmissive and reflective.
Compared with the reflecting FGMS, the design of the
transmitting FGMS is more difficult, which requires not
only stable phase compensation but also high transmit
efficiency. Figure 1 shows the working mechanism of
transmitting focusing FGMS. Transmitting focusing
FGMS can convert incident plane waves into spherical
waves emitted by the source located at its focus and vice
versa. This performance can be used in the design of a
high gain planar lens antenna by placing the feed antenna
at the focus of the FGMS.

incident plane wave

AlA] A

fousing GMS

- S ah o o
". .-5
& ‘ S
' 4
(Y ' P
L Y 0 ?

incident sphercial wave

Fig. 1. The schematics of focusing FGMS. The green
dashed line shows the hyperbolic phase distribution of
the meta-surface given by Eqg. (1).

Usually the phase distribution of the focused FGMS
unit obeys the hyperbolic formula:

(D(x,y)zi—ir(«/x2+y2+L2—L)+CDO, €))

where L is the focal length of the lens, 4 is the free space
wavelength, x and y are the position coordinate of the
lens unit on the lens. When the plane incident waves
perpendicular to the transmitting focusing FGMS, the
transmitted electromagnetic wave is deflected toward the
phase delay direction. The anomalous refraction can be
explained by the generalized law of refraction, which is
defined by the following formula:

nsin(@)-nsin(g) -2

, 2
27 dx @)
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where ¢ is the phase distribution of the focused FGMS
unit, n; and #»; are the refractive index of the refracted
medium and incident medium, é; and 6; are the refracted
and incident angle of electromagnetic wave, A is the
wavelength of electromagnetic waves:

dg/dx=2x/np, )

where n is the number of phase shifting elements for
constructing the supercell of FGMS. In this design, the
entire transmitting FGMS is placed in an air box, so n; =

ni=1,
6, =sin™ [ixz—ﬂj . 4)
27 np

When the element has achieved [0, 2m] phase range,
a transmitting focusing FGMS that regulates the
transmission direction of the electromagnetic wave can be
obtained by designing a reasonable phase gradient and
arranging the elements into an array.

B. Element design

Designing broadband transmitting focusing FGMS,
in addition to satisfying the two above conditions, it is also
required that the transmission phase of the phase-shifting
element changes in a flat and linear manner in the
operating frequency band. As shown in Fig. 2, the element
of meta-surface structure is composed of four metallic
layers and three intermediate dielectric layers, each
metallic layer contains a square ring outside and a square
patch inside. the dielectric substrate is F4b, which has a
permittivity of 2.65, a thickness of 2.5 mm, and a loss
tangent of 0.001. To efficiently control the phase gradient,
the side length of the inside square patch is chosen to vary
while fix a=8mm, /=7.9 mm, w=0.1 mm, d=2.5 mm. So,
the total thickness of the FGMS is 7.5 mm.

3 "

Fig. 2. Structure of the FGMS element and the simulated
setup. (a) Top view; (b) perspective view.

Figure 3 shows the transmission coefficients of a
phase-shifting element with different p. In the 8.2~10GHz
frequency band, the amplitude of the transmission
coefficient curve ranges from 0.7 to 1 as the change of
square patch length. It indicates that the designed element
of FGMS has a relatively large transmissivity. Figure 4



shows the phase of Sy for which indicates that the phase
range. The three layers element has achieved [0, 2x] phase
range with a flat and linear trend in the operating band. It
satisfies the requirement for transmitting FGMS design.

A supercell that provides a linear phase gradient
has been designed, which can manipulate the EM
waves effectively. The supercell is composed of seven
elements. The inside square metal patch side (p) of each
element has a length of 7.2mm, 7mm, 6.6mm, 6.2mm,
5.7mm, 4.8mm, 4mm from large to small, meanwhile the
other parameters of the elements remain unchanged.
Each phase-shifting element can compensate for the
phase of 51.43°.

1.0
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Frequency(GHz)

Fig. 3. Transmission coefficients of phase shifting
element with different value of p.
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Fig. 4. Transmission phases of the seven elements with
different value of p.

C. Focusing GMS design

In the previous part, a supercell, that can cover
enough phase range with high transmitting efficiencies,
has been designed. The supercell, that composed of
seven different phase compensation elements, is used for
building a (two- dimensional) 2D focusing FGMS. To
determine the phase that needs to be compensated for

YU, LIU, HUANG, KONG, HU, WEN: GAIN ENHANCEMENT PLANAR LENS ANTENNA

each element position on the plane of the FGMS,
equation (1) can be written as follows:

Aw(m,n)=%( (mp)2+(np)2+L2—L)+2k7z, (5)

where k=0,1,2..., m (n) is the number of the element in
X(y)-direction, A ¢ (m, n) is the phase difference between
the element placed at the location of (mp, np) and the
element placed at the origin (m=0, n=0).

1] 5 [ o [] (51
155 1 (50
BEwEE

Fig. 5. The prototype of designed planar transmission
type focusing FGMS.

We use 7 elements to cover about 2n phase shift
which was mentioned above. Figure 5 shows the
prototype of the designed planar transmission type
focusing FGMS, which with elements of 13x13 and a
size of 104mmx104mm. Due to the central symmetry
of the distribution of FGMS phase-shifting element and
the symmetry of element, so the designed wideband
FGMS is polarization insensitive. To yield the focusing
phenomenon, a plane wave is located 20mm over the MS
to illuminate it. Figure 6 shows the focusing effect of
the proposed design FGMS. The simulated electric field
(Ex) amplitude distributions on xoz-plane at 8.2GHz,
9.1GHz, and 10GHz have been shown. The power
densities on the xoz-plane have been focused on a
spot. Due to the polarization insensitivity of the FGMS
structure, the same behavior exists in the yoz-plane.
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Fig. 6. Focusing effect of the proposed design FGMS.
Simulated electric field (Ex) amplitude distributions on
xoz-plane. (a) 8.2 GHz; (b) 9.1 GHz; (b) 10 GHz.

I11. HIGH-GAIN LENS ANTENNA
APPLICATION

We can design a wideband, gain enhancement
planar lens antenna operating at X-band based on the
designed FGMS. The proposed FGMS can transform
the spherical wave emitted by the patch antenna to a
near-plane wave, which enables gain enhancement. The
schematic of the lens antenna is shown in Fig. 7. A patch
antenna has been located 30mm away from the FGMS to
feed the FGMS. The antenna placement position needs
to be close to the focus of FGMS. Three patch antennas
are designed to verify the gain effect of wideband lenses
based on FGMS. An antenna structure as shown in
Fig. 7, radiant surface is a round metal patch and coaxial
feed has been used. The substrate is F4b, which has a
permittivity of 2.65 and a loss tangent of 0.001.

Transmitting PGMS

Feed point

| Lp

Fig. 7. The schematic of the lens antenna.
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Three patch antennas working at 8.2 GHz, 9.1 GHz,
and 10 GHz respectively are designed and the measured
reflection coefficients with and without the FGMS are
shown in Fig. 8. It can be seen from Fig. 8 that the
resonant frequency band of the antenna is deviated after
loading the lens, mainly due to the existence of parasitic
coupling between the radiation source antenna and the
FGMS. The measured results are in good agreement with
the simulation results.
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Fig. 8. Sy1 of three patch antennas with and without
loading the FGMS. (a) 8.2GHz; (b) 9.1GHz; (c) 10 GHz.

Figures 9 (a) and (b) show the sample of lens
antenna with FGMS. Hard foam of the thickness of
30mm has been loaded between patch antenna and



FGMS to fix patch antenna and FGMS. Figure 9 (c)
shows the test scenario of an anechoic chamber.

-

(b) (¢)

Fig. 9. The sample of lens antenna with FGMS. (a) Front
view; (b) side view; (c) the test scenario of anechoic
chamber.

To demonstrate the performances of the system
more clearly, we display the far-field radiation patterns
of the patch antenna with and without the FGMS at
8.2GHz, 9.1GHz, and 10GHz of two orthogonal planes
in Fig.10.
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Fig. 10. Simulated and measured far-field radiation
patterns of the patch antenna with and without the
FGMS. (a) 8.2 GHz, xoz-plane; (b) 8.2 GHz, yoz-plane;
(c) 9.1 GHz, xoz-plane; (d) 9.1 GHz, yoz-plane; (e) 10
GHz, xoz-plane; (f) 10 GHz, yoz-plane.

As is shown in Figs. 10 (a) and (b), the lens antenna
has a simulation gain of 11.92 dBi which is 5.15dB
higher than that of the bare patch antenna at 8.2 GHz.
The measured peak gain is 11.04 dBi which is 4.66 dB
higher than that of the bare patch antenna at 8.2 GHz. As
is shown in Figs. 10 (c) and (d), the lens antenna has a
simulation gain of 15.60 dBi which is 8.44 dB higher
than that of the bare patch antenna at 9.1 GHz. The
measured maximum gain is 14.9 dBi which is 7.54 dB
higher than that of the bare patch antenna at 9.1 GHz. As
shown in Figs. 10 (e) and (f), the lens antenna has a
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simulation gain of 15.44 dBi which is 7.51dB higher than
that of the bare patch antenna at 10 GHz. The measured
peak gain is 14.26 dBi which is 6.66 dB higher than that
of the bare patch antenna at 10 GHz. Compared with the
measured results, the simulation results are about 1dB
higher, which is acceptable by considering the possible
machining errors and test errors.

In the case of the pure patch antenna without adding
the lens, the antenna efficiency of 89.5% is obtained at
9.1GHz. Note that the aperture efficiency is evaluated
with respect to the utmost directivity which can be
calculated through the equation:

17 =G/D,, =G/(47PQ/ 4} )x100%, (6)

with P =104 mm and Q = 30 mm is the length and width
of the focusing meta-surface, respectively. In the case of
the patch antenna with adding the lens, the antenna
efficiency of 41% is obtained at 9.1GHz.

The lens antenna based on FGMS designed in this
paper has been proven to achieve gain enhancement
over a wide range of frequencies from 8.2 to 10GHz. In
addition, small overall size with less number of elements
inevitably brings a decrease in the peak gain.

Table 1: Comparison of the performances between
previous literature and this work

Ref WF Aperture F/D Unit Cell
' | fIGHz | Efficiency | Ratio | Number
[18] 10 31.4% 0.19 196
[19] 19(')95 N.A. 0.29 144
[20] | 15-18 6.17% 0.43 576
[21] | 9.275 56.3% 0.8 121
VTVE;IS( 9.1-10 41% 0.28 144

WF=Working Frequency.

The comparisons between the results of this work
with earlier transmit-arrays are shown in the following
Table 1. From the Table 1, we can see that the designed
lens antenna has good performance in terms of antenna
working bandwidth and aperture efficiency. The proposed
lens antenna has a smaller F/D ratio, which will facilitate
the requirements of low-profile antennas. In addition,
fewer units cell number of transmit-arrays mean easier
processing and lower costs.

1V. CONCLUSION

In conclusion, a gain enhancement broadband
planar lens antenna operating from 8.2GHz to 10GHz
based on wideband focusing gradient meta-surface is
simulated, fabricated, and measured. The prototype of
the designed planar transmission type focusing FGMS
has elements of 13x13 and a size of 104 mmx104
mmx7.5 mm. High transmitting efficiencies of the
elements, the phase of the phase-shifting element

ACES JOURNAL, Vol. 36, No. 6, June 2021

changes with a flat and linear manner in a wide
frequency band, and a good focusing effect of the FGMS
guarantee the good performances of the broadband
transmitting lens antenna. It achieves a simulation gain
of 15.44 dBi which is 7.51dB higher than that of the
bare patch antenna at 10 GHz with satisfying SLLs and
beamwidths. Moreover, the gain is improved from
8.2GHz to 10 GHz, which implements broadband FGMS.
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Abstract — A technique for directivity improvement of
the microstrip parallel-coupled lines using symmetric-
centered inductors is presented in this paper. The design
procedure of the symmetric-centered inductors using the
closed-form equations is given. The proposed technique
was performed with a design at the operating frequency
of 0.9 GHz on an FR4 substrate. Validity of the proposed
technique is verified by simulations and measurements
in comparisons with conventional parallel-coupled lines.
The measured results exhibit the isolation of -30.10 dB
and directivity of 19.28 dB at the operating frequency of
0.9 GHz. The directivity from the measured results is
improved by more than 4 dB at 0.9 GHz and more
than 6 dB at 1.05 GHz compared with the conventional
parallel-coupled lines. In addition, the proposed technique
for the microstrip parallel-coupled line can achieve a
high directivity with the compact size (21.0 mm x 4.70
mm). The novelty of this paper is by introducing the
proposed and closed-form design equations for the
compact symmetric-centered inductors with high
directivity.

Index Terms — Microstrip, parallel-coupled lines,
directivity, symmetric-centered inductors.

I. INTRODUCTION

Microstrip parallel-coupled lines are often used as
a passive element in microwave applications such as
Wilkinson power dividers, Baluns [1], mixers, phase
shifters, wideband bandpass filters [2], and feeding
networks for antennas [3]. However, microstrip parallel-
coupled lines also possess unwanted effects from
inhomogeneous dielectric substrate due to inequity in
the phase velocity of the even and odd modes. Various
compensation techniques have been reported for
improving the isolation and enhancement of directivity
for microstrip parallel-coupled lines. The principal
techniques can be classified into two main categories

Submitted On: June 11, 2020
Accepted On: July 6, 2021

including distributed [4-9] and Ilumped [10-19]
compensation approaches. Lumped compensation
approaches can further be classified into two well-known
techniques including capacitive techniques [11-14],
which are used for enhancement of directivity and
inductive compensation techniques [15-19] presented
are compensated by inductance for enhancement of high
directivity microstrip parallel-coupled lines. However,
the capacitive techniques require placement in a
narrow spacing of the microstrip parallel-coupled lines.
Nonetheless, there are drawbacks of parasitic effects
in the ground connected and difficulty in layout. In
addition, the compound techniques do not decrease the
electrical length in the microstrip parallel-coupled lines.
compensation technique [20] uses inductance and
capacitance for directivity enhancement. Also, the
technique requires the large physical size. However, the
aforementioned.

The disadvantage of some approaches is the lack of
closed-form design equations for additional impedances
and electrical length. Also, it turns out that the design
process heavily relies on the electromagnetic simulation
step. This step consumes much computing time. In
addition, some techniques are often not suitable for some
standard fabrication tasks or require much space for the
design devices, thus more cost demand is certainly
required. Distinct advantage of the lumped compensation
approach is its easy design process because the design
equations can be derived [15].

In this paper, a simple, yet effective lumped
compensation technique with symmetric-centered
inductors is proposed. This technique can achieve
enhancement of directivity, isolation improvement, and
compact circuit size for microstrip parallel-coupled lines
using symmetric-centered inductors. The closed-form
equations for the design of symmetric-centered inductors
and the equations for electrical length are proposed for
improving the directivity and the isolation of the
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microstrip parallel-coupled lines in this paper. In
addition, the high directivity and isolation improvement
can be obtained in the wider frequency range. In this
paper, section Il presents the theory for microstrip
parallel-coupled lines with the proposed technique. The
design equations for the proposed circuit are also given.
Section Il proposes the concept for the design of the
symmetric-centered inductors and the simulated results
for the microstrip parallel-coupled lines. Section IV
shows the experimental results of the proposed
technique. Finally, the conclusions are presented in
Section V.

Il. THE PROPOSED TECHNIQUE WITH

SYMMETRIC-CENTERED INDUCTORS
The schematic of the proposed microstrip parallel-
coupled lines is shown in Fig. 1 (a), in which the
component has an input port (port 1), a coupled port (port
2), an isolated port (port 3) and a through port (port 4).
The symmetric-centered inductors shown in Fig. 1 (b)
are face to face configuration, consisting of microstrip
parallel-coupled lines and symmetric-centered inductors

(Lsd )

Zoos Ly »OfLsd
1 De>%0o > V(Ls L)s J 4

2 __fYYY\_ 3
Lsd

Z0e>Zho Lsd)
@)

Zoe Lo d) o \

Lsed Lsd

2 2

(b)

Fig. 1. Schematics of the proposed microstrip parallel-
coupled lines with (a) the proposed technique and (b)
face to face configuration.
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11 Zyoo L L, 1}
Input g
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17 T 2 Z b, [
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Fig. 2. Electrical schematic of the symmetric-centered
inductors for microstrip parallel-coupled lines.

Figure 2 shows the electrical schematic of the
symmetric-centered inductors for the microstrip parallel-
coupled lines. This schematic was used for analysis
of the various coefficients with the network theory.
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Generally, the symmetric-centered inductors can be
represented in terms of their corresponding two-port
network. The equations are expressed by [15,16]:

Vy =102y + 1,255 + 13233 + 1,244, (D
Vo =172y + |zzéz 133 + 1425, 2

Where the Z]‘_l = le +ZLSd and ZI22 = 222 + ZLSd |n
these equations (1-4) have impedance parameters as
follows [21]:

Zy = —%(ZOe cothf, + Zy, cothd,), (5)
Zy, = %(ZOe coth 6, —Z,, cothd,), (6)
7y = %(z cschd, - Zg,cschd,), ()
Zy, = —%(zOe csché, +Z,, csché,), (8)

and the Z,,,Z,, are the even and odd mode characteristic

impedances and 6,0, are even and odd mode electrical

lengths, respectively. The even and odd mode electrical
lengths are:

ee:j_v (9)

. &
He _ JZ effo ’ (10)
4 Eeife

where gy, Str, are the even and odd mode effective

relative dielectric constants. The phase velocities of the
even and odd modes are different in microstrip parallel-
coupled lines. Let the symmetric-centered inductors for
the microstrip parallel-coupled lines become equal. The
impedance parameters (Z) are in the equations (11-14)
[21]:

ly=Lp=Ly=Ly, (11)
Zyp =Ly =Ly =14, 12)
Ziz=Zy=Ly=Lyp, (13)
ly=Lp=Lyp=2y. (14)

Let the isolation coefficient (Sy) reach zero
(Sg, — 0) for perfect isolation performance. The coupling
coefficient (S, ), isolation coefficient (S;) and the

directivity can be derived and shown in the equations
(15-17):

S, =20 Iog(\iJ : (15)
Vi

S;,=20 Iog[\ﬁj, (16)
Vl
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Directivity = ZOlog( J Sy1—S3;. (17)
Vs

The symmetric-centered inductors are connected at
the center of the microstrip parallel-coupled lines. The
equations (1-17) are used to determine the isolation
coefficients in terms of coupler electrical parameters,
which can be derived as the mentioned symmetric-
centered inductors. Furthermore, the directivity can
be improved at the operating frequency (fo) as soon
as the isolation coefficient is null. The impedance of
symmetric-centered inductors is obtained in the function
of Z-impedance in equation (18) as:

2

2y 213 +2211 232 - 22112157, + ]

2 3 2

213" 2y —2y3" +Z1324," — 2252442 (18)
ZyZyg+ 232y~ 212y

then the symmetric-centered inductors are as the
equation (19):

ZooZoe? = ZoeZoo” +Zy” sinh 6, +
1 Z,2sinh 6, —2Z,°p
27, | ZyZge Sinh 6, + Zy, Sinh 6, — Z, %0

ZLsd ==

Ly =

/(19)

where @ =coshd, —coshd, and Z, is the characteristic
impedance of the coupled lines, 6, =7z/4 is the even
mode electrical length, and 6, =(z/4)k is the odd
mode electrical length of the coupled lines when

K= /&t /&ette - The equation (19) proposes a closed-

form expression to design the symmetric-centered
inductors for high directivity at the desired frequency.
For

the microstrip parallel-coupled lines with symmetric-
centered inductors, the isolation coefficient can reach
zero if the new electrical length 9(Lyy ) is as follows:

Cot_{ Arf Ly + Zo, COLO, + Zo, COLE, ]
(20)

27y,

T

H(Lsd ):

I11. DESIGN AND SIMULATED RESULTS OF
THE SYMMETRIC-CENTERED INDUCTORS

To validate the performance of the proposed
technique, a 10-dB conventional parallel-coupled line
and the proposed parallel-coupled line operating at
the operating frequency of 0.9 GHz are designed and
simulated. An FR4 substrate (h=1.6 mm, ¢, =4.55, and

tané = 0.02) is used for both parallel-coupled lines.
The symmetric-centered inductors are designed and
determined from the equations (18-19). The calculation
of the symmetric-centered inductors from equation
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(19) and the electrical length 49(Lsd ) from equation (20)

are 3.3 nH and 0.22r rad, respectively. These physical
parameters of the symmetric-centered inductors and the
conventional parallel-coupled lines are shown in Table
1. The topologies of the conventional parallel-coupled
lines and the proposed parallel-coupled lines are shown
in Figs. 3 (a) and 3 (b), respectively.

Table 1: Parameters of the conventional parallel-coupled
lines and the proposed parallel-coupled lines

Technique | Components | @(rad) | W,S,L
(mm)
Conventional 2.25,
coupled lines . 0.257 0.2,
23.4
Symmetric- | ¢ =33 NH 2.25,
Transmission
centered I 0.22m 0.2,
inductors ine (W,L) 21
=0.4,1.3mm

Port 2 Pott 3

Port 4

Port 2 PO[‘I 3

()

Fig. 3. Schematics of the parallel-coupled lines: (a)
conventional parallel-coupled lines, and (b) the proposed
parallel-coupled lines.
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Fig. 4. Simulated results of return loss for the
conventional coupled lines and the proposed parallel-
coupled lines.



In Figs. 4, 5, 6, and 7, the EM simulated results [22]
of the conventional microstrip parallel-coupled lines,
and the proposed parallel-coupled lines are shown,
including return loss, coupling factor, isolation, and
directivity. The simulated results of the return loss are
less than -20 dB at the operating frequency of 0.9 GHz
and the second harmonic frequency of 1.8 GHz, as seen
in Fig. 4. In addition, the coupling factor is 10 dB at the
operating frequency of 0.9 GHz for both coupled lines,
as shown in Fig. 5. The isolation performance at the
operating frequency of 0.9 GHz is less than -23.9 dB for
both parallel-coupled lines, as shown in Fig. 6. In Fig. 7,
the directivity of the proposed parallel-coupled lines
at the operating frequency of 0.9 GHz is 14.8 dB. The
proposed design achieves an improvement of 1.4 dB
compared with the conventional parallel-coupled lines.

0“““ R
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=
T

Coupling (dB)
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-50r eseaeaa  Conventional coupled lines )
Symmetric-Centered Inductors
_60\\\\\\ e b v b Lol
0 0.5 1 1.5 2 2.5 3
Frequency (GHz)

Fig. 5. Simulated results of coupling factor for the
conventional coupled lines and the proposed parallel-
coupled lines.
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Fig. 6. Simulated results of isolation for the conventional
coupled lines and the proposed parallel-coupled lines.
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Fig. 7. Simulated results of directivity for the
conventional coupled lines and the proposed parallel-
coupled lines.

IV. EXPERIMENTAL RESULTS

Measurements are performed to validate the
directivity of the proposed parallel-coupled lines. The
results are compared with the results of conventional
parallel-coupled lines. The prototypes are designed and
fabricated on the FR4 substrate. PCB photographs of the
conventional and proposed circuits are shown in Fig. 8.
In addition, the electrical length (0) is reduced from
0.25m to 0.22r as in Table 1.

Measurements are performed using the E5071C
network analyzer calibrated from 0.1 to 3.0 GHz. Figure
9 shows measured return loss of the proposed parallel-
coupled lines compared with the conventional parallel-
coupled lines in the frequency range of 0.1 to 3.0 GHz.
At the operating frequency of 0.9 GHz, the return losses
of both parallel-coupled lines are lower than -20 dB. It is
confirmed that the reflected power is low at the operating
frequency. The coupling coefficients are about -10 dB at
the operating frequency for both parallel-coupled lines
as design. The measured results are shown in Fig. 10.
The measured isolation performance obtained from the
proposed parallel-coupled lines is -30.10 dB. It is about
2.17 dB, which is better than that of the conventional
parallel-coupled lines from 0.1 to 3.0 GHz as shown in
Fig. 11. In Fig. 12, the measured directivity at the operating
frequency of the proposed and conventional parallel-
coupled lines are 19.28 dB and 15.00 dB, respectively. It
shows that the proposed technique provides directivity
performance about 4.28 dB, which is better than that
of the conventional technique. However, the highest
directivity performance obtained from the proposed
technique is 19.8 dB at the frequency of 1.05 GHz. At the
frequency of 1.05 GHz, the proposed technique obtained
a 6.05 dB improvement in directivity performance.
Tables 2, 3 and 4 summarize the performances of the
previous and proposed techniques. It is observed that the
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electrical length equation and closed-form equation for
the symmetric-centered inductors can be achieved. The
proposed structure is easily fabricated. The frequency
range of the proposed technique with higher directivity
compared to the conventional techniques is wider than
those of previous techniques. In addition, the proposed
technique requires compact circuit size compared to the
sizes of the previous techniques.

Port 4

Fig. 8. Photographs of fabricated circuits: (a) conventional
coupled lines and (b) proposed coupled lines.
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Fig. 9. Measured results for return loss of both parallel-
coupled lines.
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Table 2: Fabrication and electrical length equation
comparison of inductive compensation for parallel-

coupled lines
Ref. Operating | Electrical Fabrication
Frequency Length
(GHz) Equation

[17] 0.9 No Complicated

[18] 2.4 No Complicated

[20] 1.6 No Complicated
This work 0.9 Yes Easy

0 _' T T

)
[an]
=
N’
e
g
=
o
=]
5]
SE . :

50  eeeeees Conventional coupled lines

i Symmetric-Centered Inductors
_60 ) 1 1 L L =
0 0.5 1 1.5 2 2.5 3
Frequency (GHz)

Fig. 10. Measured results for the coupling factors of both
parallel-coupled lines.

Table 3: Frequency range with higher directivity
comparison of inductive compensation for parallel-

coupled lines
Ref. Operating | Frequency Ranges with Higher
Frequency Directivity (Compared to

(GHz2) Conventional Technique) (GHz)

[17] 0.9 0.1-2.0

[18] 2.4 2.0-2.8

[20] 1.6 1.2-2.0

This work 0.9 0.1-3.0 (wider)

Table 4: Size comparison of inductive compensation for
parallel-coupled lines

Ref. Operating Frequency Size (mm x mm)
(GHz)
[17] 0.9 53.40 x 23.13
[18] 24 18.39 x 18.31
[20] 1.6 19.90 x 18.60
This work 0.9 21.00 x 4.70

V. CONCLUSIONS
A technique using the symmetric-centered inductors
has been proposed to enhance the directivity performance
of microstrip parallel-coupled lines in this paper. The



design of the symmetric-centered inductors is simplified
using the closed-form equations. The electrical length
is also given. The simulated and measured results are
used to validate the proposed technique. Since there are
many microwave communication circuits whose circuits
consist of microstrip parallel-coupled lines, it is believed
that the proposed technique can be easily modified for
use in modern wireless communications such as
microwave resonators, couplers, and filters with compact
size requirements.
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Fig. 11. Measured results for isolation performance of
both parallel-coupled lines.
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Fig. 12. Measured results for directivity performance of
both parallel-coupled lines.
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Abstract — A compact dual-passband three-dimensional
(3D) frequency selective surface (FSS) is proposed
based on multiple square coaxial waveguides (SCWs),
which exhibits good angular stability and both-side fast
roll-off characteristics. The unit cell of the proposed 3D
FSS is composed of one parallel plate waveguide (PPW)
propagation path and two SCW propagation paths. By
etching a centered annular slot, each SCW path forms
two identical short SCWs. Each short SCW inherently
generates one square slot resonance. In each SCW path,
on the account of electromagnetic coupling between two
square slot resonators provided by two short SCWs,
the square slot resonant mode will split into even-/odd-
resonant modes. Accordingly, each SCW path can provide

a flat second-order passband with two transmission poles.

Due to the reflection and out of phase of electromagnetic
waves, four transmission zeros located at both sides
of the passbands are introduced for high frequency

selectivity, realizing both-side fast roll-off performances.

In order to explain the operating principle, the electric-
field distributions at transmission-zero/pole frequencies
are investigated. Finally, an FSS prototype is fabricated
and measured, and the results exhibit good angular
stability for both TE and TM polarizations under incident
angles from 0° to 60°. In addition, the proposed 3D FSS
has a compact unit cell.

Index Terms — Both-side fast roll-off, dual-passband,
dual polarizations, Frequency Selective Surface (FSS),
three-dimensional (3D).

I. INTRODUCTION
During the past decade, frequency selective surfaces
(FSSs) have been widely investigated due to their superior

Submitted On: October 25, 2020
Accepted On: July 6, 2021

spatial filtering characteristics for some practical
applications [1-4]. To meet the demands of satellite
communications, dual-passband FSSs are attracting more
and more attention. Dual-passband FSSs are usually
realized by using complementary structure [5], convoluted
structure [6], and composite structure [7]. However,
these first-order dual-band FSSs in [5-7] have limitations
of flatness of the passhbands due to the lacking of
more transmission poles. Two dual-band FSSs with one
second-order passhand are proposed based on shunted
SIW cavity technology in [8] and multilayered cascaded
technology in [9], respectively. To further promote the
flatness, a dual-band FSS with second-order bandpass
responses is achieved by the multi-layered array of sub-
wavelength inductive wire grids and capacitive patches
[10]. By using circular aperture-coupled patches, another
second-order dual-passband FSS is realized in [11]. As
an alternative approach, a dual-band bandpass FSS
with arbitrary band ratios is designed by using three-
dimensional (3D) composite topology composed of an
array of three-layer parallel strip lines with inserted
metallic rods, as well as two identical single-layer patch
arrays [12]. Moreover, a profile, dual-band FSS with two
third-order passbands is designed in [13]. Nevertheless,
these FSSs in [10-13] without any transmission zeros
(TZs) suffer from slow roll-off out of the passhands,
resulting in poor frequency selectivity. To overcome such
a limitation, a dual-band FSS with three transmission
zeros is presented by utilizing a hybrid structure of
double square loop slots and substrate integrated
waveguide cavities, which exhibits higher frequency
selectivity and passband insensitivity to the incident
angles and polarizations [14]. In [15], a dual-band FSS
with close band spacing is proposed by cascading a two-

https://doi.org/10.47037/2020.ACES.J.360607
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layer periodic array, two transmission zeros at upper side
of each passband are introduced for high frequency
selectivity. With the aid of the couplings between the
back-to-back annular ring resonators, a dual-band FSS
with quasi-elliptic bandpass responses is realized in
[16]. Unfortunately, these FSSs in [14-16] have large
electrical size, leading to poor angular stability. In [17],
we present a dual-passband 3D FSS with high selectivity
and small band ratio based on the combination of an
air-filled square waveguide and a cuboid dielectric
block with double square loops, achieving good angular
stability and small electrical size. However, there are no
transmission zeros at the left side of the lower passhands
in [14-17]. Furthermore, a via-based dual-passband 2.5D
FSS is realized in virtue of electromagnetic coupling
in [18], three transmission zeros are located at both
sides of two passbands, exhibiting both-side fast roll-off
performances, but it only operates under single
polarization. Consequently, there is still a challenge for
the dual-passhand FSS design to achieve flat passbands,
both-side fast roll-off characteristics, good angular
stability, dual polarizations, and compact electrical size
simultaneously.

In this paper, a compact dual-passhand 3D FSS
with good angular stability and both-side fast roll-off
characteristics is proposed based on multiple square
coaxial waveguides (SCWs). The electric-field
distributions at transmission-zero/pole frequencies are
analyzed for better explaining the operating principle.
Finally, an FSS prototype is fabricated and measured,
and its experimental results are well coincided with
simulated ones.

I1. UNIT CELL DESIGN AND SIMULATION

Figure 1 (a) gives the perspective view of the
proposed 3D FSS, whose unit cell consists of two SCW
propagation paths and one parallel plate waveguide
(PPW) propagation path. These two SCW paths, namely,
path 1 and path 2, are filled with dielectric 1. By etching
two centered annular slots on the inner and middle tubes,
each SCW path forms two identical short SCWSs. The
PPW path (i.e., path 3) is supported by two adjacent
outer tubes combined with dielectric 2. The relative
dielectric constants of the dielectric 1 and dielectric 2
are expressed as &1 and &, respectively. The detailed
geometry is shown in Figs. 1 (b) and (c). The period
and thickness of the unit cell are denoted by p and t,
respectively. The parameters a, b and c represent side
lengths of three tubes. The parameters s, and s, are the
widths of two centered annular slots.
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Fig. 1. Unit cell of the proposed 3D FSS: (a) perspective
view, (b) top view, and (c) side view.

Figure 2 provides the simulated transmission and
reflection coefficients of the presented 3D FSS by full-
wave simulator HFSS. The design parameters of the
proposed 3D FSS are listed in Table 1. It is observed that
two flat second-order passbands are obtained around f;
(3.55 GHz) and f, (5.145 GHz). In the lower band, two
transmission poles are realized at fy; (3.53 GHz) and fj,
(3.6 GH2). In the higher band, the other two transmission
poles are produced at fy3 (5.08 GHz) and fps (5.19 GHz).
Moreover, four transmission zeros at f; (3.11 GHz),
f2 (3.82 GH2), f;3 (4.65 GHz) and f4 (5.82 GHz), are
located at both sides of the passbands, resulting in
both-side fast roll-off characteristics. As expected, its
frequency selectivity is greatly improved. The 3dB
bandwidths of the lower and higher bands are 0.24 GHz
(3.43-3.67 GHz) and 0.41 GHz (4.94-5.35 GHz), and
corresponding fractional bandwidths are 6.76% and
7.97%, respectively.

Table 1: Design parameters of the proposed 3D FSS

p a b c
12 mm 11 mm 8 mm 6 mm

t S1 S2 &1, &2
11 mm 8 mm 7.4 mm 75,22
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Fig. 2. Simulated transmission and reflection coefficients
of the proposed 3D FSS.

I11. OPERATING PRINCIPLE

Figure 3 gives the electric-field distributions at four
transmission-pole frequencies. As shown in Fig. 3 (a),
when the electromagnetic waves strike upon the proposed
3D FSS, the path 2 is mainly excited. From the top view,
the electric-field vectors at fy; are basically concentrated
upon the square slots on external end-faces of the two
short SCWSs in path 2. From the side view, as it can
be observed that the electric-field vectors reach largest
value in two short SCWs in path 2, whereas the other
areas become very weak, and the direction of the
electric-field vectors keeps unchanged along the z-axis.
As a result, fy; is provided by even-resonant mode
between two square slot resonators in two short SCWs,
and the center location of the path 2 is equivalent to an
ideal magnetic wall. At f,, the path 2 is also excited,
as illustrated in Fig. 3 (b). The electric-field vectors
with the same magnitude and opposite direction are
distributed in two short SCWs in path 2, which reveals
fp2 is produced by odd-resonant mode between two
square slot resonators in two short SCWs, and the center
location of the path 2 can be considered as an ideal
electric wall. Similarly, it can be seen from Figs. 3 (c)
and (d) that fp3 and fp4 are generated by even- and odd-
resonant modes in path 1, respectively.

Figure 4 shows the electric-field distributions at four
transmission-zero frequencies. In Fig. 4 (a), it is worth
noticing that the path 2 under even-resonant mode and
path 3 are excited simultaneously. The electromagnetic
waves are reflected at the end of the short SCW in path
2 because of the open-end discontinuity. Additionally,
the electric-field vectors in path 2 and path 3 have opposite
directions at the output ports, where the electric-field
vectors are combined out of phase, leading to generate
one transmission zero at f,;. Figure 4 (b) shows that the
path 1 and path 2 under odd-resonant modes are excited
at the same time. The electromagnetic waves are also
reflected in path 2, and the electric-field vectors in path
1 and path 2 are combined out of phase, which provides
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the other transmission zero at f. Figures 4 (c) and (d)
show the generation mechanism of the transmission
zeros f,3 and f,4 respectively. The electromagnetic waves
are reflected at the end of the short SCW in path 1, and
the directions of electric-field vectors in path 1 and path
3 are opposite at the output ports, which contributes to
the transmission zeros f,3 and fa.

Path3 Path 1 Paip 2

i [ IR [T
B il L L
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Mt R |
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Fig. 3. Electric-field distributions at four transmission-
pole frequencies: (a) fp1, (b) o2, (C) o3, and (d) fpa.
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Fig. 4. Electric-field distributions at four transmission-
zero frequencies: () f.1, (b) fz2, (C) fz3, and (d) fz.

IV. FABRICATION AND MEASUREMENT
The fabricated FSS prototype is composed of five
kinds of the building parts, as shown in Fig. 5 (a). The
building part A is one piece of double sided board made
of F4B material with relative permittivity of 2.2, loss
tangent of 0.001 and thickness of 1.0 mm, in which 17
opening slots cut half way along the board are periodically
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created. The building parts B; and B; are two types of
single sided boards, which are made of TP-2 composite
material (&1=7.5, tan=0.003) with a thickness of 1.5 mm.
Similarly, the building parts C; and C; are also single
sided boards made of TP-2 composite material (&1=7.5,
tan5=0.003) with a thickness of 1.0 mm. Each building
part is manufactured by using printed circuit board
technology. In Fig. 5 (b), for assembly, firstly, the pieces
(part A) are cross-joined together through the opening
slots to construct a frame, which achieves path 3.
Subsequently, the pieces (parts B; and B;) are inserted
into the frame, one by one, for forming path 2. The same
operation is carried out for parts C; and C; to construct
path 1. Additionally, the junctions of the printed coppers
are covered by conductive silver pulp for good electrical
contact. Finally, the size of the fabricated 3D FSS is 213
mmx 213 mm with 16x16 (256) unit cells, as displayed
in Fig. 5 (c). The electrical size of the unit cell (pxpxt) is
as compact as 0.1420x0.1410%0.13%o, where Ao denotes
the free-space wavelength at f,. The free-space method is
applied to obtain the frequency response of the proposed
3D FSS, and its measurement setup contains two horn
antennas (from 1 to 18 GHz), one FSS prototype, one
vector network analyzer, as well as one rotatable screen
covered by absorbers. The FSS prototype is placed
within the rectangular through-hole window in the center
of the rotatable screen for the measurement of incident
stability. Two horn antennas connected by the vector
network analyzer are located about 1.2 m apart from each
side of the centered rotatable screen. In addition, the
measurement setup is surrounded by using the absorbing
screens. TE or TM polarization wave is obtained when
the long side of the two horn antennas is parallel or
perpendicular to the ground in our measurement setup.
For the transmission coefficients measurement, the
propagation loss is firstly eliminated by the normalization
of the measured results without the FSS, and the
environment noise is eliminated by the measured results
of an identically sized metallic plate. Furthermore, for
considering the multipath effects, the time-domain gating
function of the vector network analyzer is applied to
calibrate the measured results.
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Fig. 5. Fabrication and measurement of the proposed 3D
FSS. (a) Building parts and dimensions, (b) assembly
process, (c) FSS prototype, and (d) measurement setup.

The measured results under different incident angles
and polarizations are depicted in Fig. 6 compared with
the simulated ones. It is clear that the transmission
coefficients keep very stable versus variable incident
angles up to 60° for transverse electric (TE) and transverse
magnetic (TM) polarizations. The measured insertion
losses within passbands gradually become larger as
the incident angle increases, because of the variations of
wave impedances for the incident waves. The measured
insertion losses at the center frequency of the lower
and higher bands are 0.8 and 1.0 dB under the normal
incidence, respectively, which are larger than the
simulated ones. It results from the conductor losses
unconsidered in the simulated model. The other
discrepancies between the measurement and simulation
result from fabrication tolerance, assembly tolerance and
measurement error. However, the measured results have
demonstrated the desired performances of the proposed
3D FSS. Table 2 shows the comparison between the
presented FSS and recently published researches with
similar performances. Obviously, the proposed 3D FSS
has an overwhelming advantage in flat passhands, both-
side fast roll-off characteristics, good angular stability,
dual polarizations, and compact unit cell.
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Fig. 6. Measured and simulated results of the proposed
3D FSS. (a) TE polarization. (b) TM polarization.

Table 2: Comparison of the FSS designs with similar
responses

Ref. f::gt'l'i?(lzlkigs(es l\-lruzrrs1 Polarization ?tr;%lijllii;
(TEITM)
[10] 0'09%?;;294}‘0 0 Dual 45°/45°
1 [P o | o |
[12] 0'07300."0%2?510 0 | single 40°
[14] 0"‘33%2%33“ 3 Dual 30°/30°
ns) | OIoote | 4| pual | aseiase
5 I IR vl I Dual 30°/30°
[17] 0'188&%"9%?8“" 4 Dual 60°/60°
[18] 0'2730"?‘00323% 3| single | nlflo; )
;ersk 0-1176?%4"0 4 Dual 60°/60°

V. CONCLUSION

A compact, dual-polarized, dual-passband 3D FSS,
exhibiting good angular stability and both-side fast roll-
off characteristics, has been presented based on multiple
SCWs. Thanks to the electromagnetic coupling between
two square slot resonators provided by two short
SCWs in the SCW path, each SCW path can provide a
flat second-order passband. Four transmission zeros
are introduced for realizing both-side fast roll-off
performances with the aid of the reflection and out of
phase of electromagnetic waves. For explaining the
operating principle of the proposed 3D FSS, the electric-
field distributions at the frequencies of the transmission
zeros/poles are investigated. Finally, an FSS prototype
is fabricated and measured. The consistency between
measurement and simulation validates our design.
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Abstract — In this paper, an indirect lightning-induced
transient protection circuit for avionics system is
proposed, and its effectiveness is verified. The proposed
circuit consists of a metal oxide varistor (MOV), a
transient voltage suppression (TVS) diode, and a
resistor. Compared with the conventional circuits (MOV
or TVS diode), the improved noise suppression of
the proposed circuit against indirect lightning strikes
are experimentally verified in accordance with radio
technical commission for aeronautics (RTCA) DO-160G
Sec. 22. The highest attenuation levels of indirect
lightning strike WF5A reference voltage and current
signals are approximately 91.0% and approximately
98.4% for the input lightning signals, respectively.

Index Terms — Indirect lightning, lightning induced
transient, lightning protection, pin injection test, RTCA
DO-160G Sec. 22

I. INTRODUCTION

Surge voltages derived from direct lightning strikes
cause malfunction or damage to the electronic equipment
in aircrafts; this phenomenon is referred to as the indirect
effects of direct lightning strikes. The lightning indirect
effects are caused by the currents induced by lightning
strikes on avionics as well as damage to the aircraft due
to direct lightning strikes. There is an increase in the
use of miniaturized, solid-state components in aircraft
electronics and electric power systems [1],[2]. Moreover,
modern aircrafts are increasingly constructed from
composite  materials, in particular, carbon-fiber
composites in place of metal skins, a practice that
reduces the electromagnetic shielding previously
furnished by the conductive skin as a by-product [3-7].
The application of protection design for indirect
lightning strikes on avionics is becoming more important.
To establish aircraft airworthiness from lightning-
induced effects, the standards and guidelines such as
RTCA DO-160G & SAE ARP 5415A and EUROCAE
ED-14G are widely used [8]. RTCA DO-160G air-
worthiness certification standard for civil aviation
aircraft defines the need for flight and safety essential
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equipment, emphasizing the need for induced lightning
protection of aviation electronic equipment. According
to this standard, flight essential equipment must verify
that the system meets the requirements for lightning
protection and electromagnetic environment requirements
including it.

This study was conducted based on RTCA DO-
160G Sec. 22. The standard is used by the Federal
Aviation Administration (FAA) and defines lightning-
induced transient susceptibility aircraft test specifications.
Lightning-induced transient sets the test standard
considering the installation location of the electronic
device and the interlocking concept. RTCA DO-160G
Sec. 22 consists of pin injection tests and cable bundle
tests. The simplified test setup of RTCA DO-160G Sec.
22 pin injection test is shown in Fig. 1.

Oscilloscope

Transient
Generator

Power
Supply

Coupling Device
(Voltage or Current Probe)

Fig. 1. Simplified test setup of RTCA DO-160G Sec. 22
pin injection test [8].

Table 1. Pin injection test level [9]

Peak Level Test Waveform No.
WEF3 WF5A
Voc / Isc* Voc / Isc Voc /Isc
1 100/4 50/50
2 250/10 125/125
3 600/24 300/300
4 1500/60 750/750
5 3200/128 1600/1600

*V,.. Peak open circuit voltage (Unit: V), I, Peak short
circuit current (Unit: A).

https://doi.org/10.47037/2020.ACES.J.360608
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Table 1 shows the pin injection test level. Pin
injection tests level criteria are divided into levels 1
to 5 depending on the installation environment of
the equipment. Level 3 applies to equipment and
interconnect wiring mounted in environments such as
electromagnetically open areas (control rooms) of
aircraft, which are made primarily of metal [9]. This
study considers the installation and configuration of
aviation electronics and applies pin injection tests,
Category B (WF3 and WF5A). The WF3 and WF5A
voltage/current of RTCA DO-160G Sec. 22 are shown
in Fig. 2. Level 3 is the most in demand in aviation
electronics development companies.

Isc/Voc
Peak— -

25% to 75%
of Largest Peak 5A T1=40ps ' 20%

T2=120us ' 20%
50% -ff------ ISP, >

™ T2

(a) (b)

Fig. 2. Voltage/Current waveform of RTCA DO-160G
Sec.22: (a)WF3 and (b) WF5A.

I1. INDIRECT LIGHTNING PROTECTION
CIRCUIT DESIGN

Indirect lightning transient protection and clamping
on avionics include series resistors, metal oxide varistors
(MOV), gas discharge tubes (GDT), transient voltage
suppression (TVS) diodes, and a trace width. The MOV,
GDT, and TVS diodes which can be easy to apply to
aviation electronics are highly effective for transient
suppression without major design changes [10].

Table 2. Comparison of typical MOV, TVS diode, and
the proposed circuit

ltem MOV | TVS Diode P(r:‘?pos.ed
ircuit
High Low Very high
Cfn;t:ﬁ?{ (Hundreds of| (Number of |(Hundreds of
P y joules) joules) joules)
Surge High m'-ood"“a’r;‘ie Very high
current  |(Hundreds of (Tens of (Hundreds of
capability amperes) amperes) amperes)
Response Slow Fast Fast
time (ns level) (ps level) (ps level)
Clampin High Low Low
vol tzfl) eg (Hundreds of| (Tens of (Tens of
9 volts) volts) volts)
Long Intermediate | Very long
Lifespan | (Thousands |(Hundreds of| (Thousands
of times) times) of times)
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Table 2 shows the characteristics of MOV, TVS
diode, and proposed circuit. The TVS diode can suppress
and protect external instantaneous stress input through
external pins by the protection circuit of the input
terminal. It can be applied in both directions. The
characteristic of the TVS diode can be clamped at lower
voltages, low capacitance, low leakage current, and
fast response time. However, it is required to use the
clamping voltage precisely and is suitable for sensitive
circuit parts due to the high price. The peak clamping
voltage of the MOV is higher than the TVS diodes. It
has greater tolerance for high energy temperatures,
long-term life, competitive price (on average, 10 times
cheaper than TVS diode), higher capacitance, and
bidirectional components. In addition, it can control
high currents. Voltage and current characteristics are
symmetrical (DC and AC circuits can be applied).
However, it is not suitable for sensitive circuits as a high
priority. The proposed indirect lightning protection
circuit (ILPC) uses the characteristics of the MOV, TVS
diode, and series resistor electronic components to create
synergy effects. The ILPC is shown in Fig. 3 aiming
to maximize benefits and overcome the disadvantages
of the individual part. The proposed protection circuit
has the structure of first clamping through MOV that
withstands a few large surges. A series resistor (R)
reduces a residual noise, a shorter-pulse noise, and
control current. The value of R was set to 2 Q and tested
due to the impedances (25 Q or 1 Q) of the waveforms
(WF3 or WF5A). Third clamping is performed through
a TVS diode and controls small surges. By using the
proposed ILPC, the incoming current noise can be
distributed and the lightning long-term stable protection
becomes possible [11].

Indirect Proposed circuit EUT
Lighting Frmem——————————————— r=-
Surge R

: 1
|
< i Wy .
! 1

I
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High peak noise | V::isetor diode Sensitive Control |
| /. 1

I
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I
|

< BT S

| I
Fig. 3. Proposed indirect lightning protection circuit.

Based on the 28 V power of avionics, the TVS
diode applied indirect lightning protection measures
applied in positive and negative polarities. Considering
the voltage conditions of MIL-STD-704F, a TVS diode
with a maximum clamping voltage of +50 V and higher
was selected. The device chosen was 30KPA43CA made
by Littelfuse [12],[13] and a maximum clamping voltage
(V) of 73 V was selected [12]. The allowable peak pulse
current (Iep @ wrs or wrsa) at WF3 or WF5A is calculated
using:



IPP@WF30r WF5A :VOCZ Ve ’ 1)
S

where Zs is an impedance that can obtain the ratio of
Voc and lsc, Voc is a peak open circuit voltage, and V¢
is a maximum clamping voltage. The maximum peak
pulse currents (Ipp @ wrs or wrsa) at WF3 and WF5A are
approximately 21.1 A and 227 A, respectively. The peak
pulse current (Ipp @ vs) at TVS diode is calculated using:

P
_ erer,
lep@rvs = P—X lep )
PP@10/1000 5

where Ppp is a peak pulse power at TVS diode and Ipp is
a maximum peak pulse current at a datasheet. The
allowable current of TVS diode at WF3 and WF5A can
obtain approximately 5120 A and 1107 A, respectively.
Therefore, the used TVS diode has an enough margin for
WEF3 and WF5A. It was confirmed that the indirect
lightning input current applied to the signal line during
the indirect lightning test can be applied within the
maximum current of the TVS diode. In case of the MOV
circuit application, the MOV can handle the peak pulse
current. The peak pulse current is the maximum current
at which the MOV voltage does not change by more than
10% [14][15]. The MOV operating DC voltage Vyac)
should be selected to be higher than the maximum
allowable DC voltage operating circuit voltage. The
ILPC design clamping MOV should be higher than
30.8 V (28 V power of avionics + 10%) and a maximum
clamping voltage of over 50 V. The clamping voltage is
over 50 V but higher than the TVS diode clamping
voltage. This is because MOV is more resistant to indirect
lightning strikes than the TVS diode. The maximum
current (lsurge) flowing in the MOV during the surge is
lower than the indirect lightning surge current (l.s) [14].
Isurge IS calculated using:
Vo +Vo (1+10%) -V,

Surge = R ' (3)

where R is a value of resistor (2 Q). The maximum
current (lsurge @ wrs or wrsa) at WF3 and WF5A are
approximately 268.9 A and 118.9 A, respectively. Using
V20E30AUTO (Vc =93V, Ve = 34V, s = 3000A) as
MOV made by Littelfuse [15], it was confirmed that the
indirect lightning input current can be applied within
the maximum current of MOV. Before the experimental
verification, the simulation was performed using the
PSPICE program. The waveforms (WF3 and WF5A) of
RTCA DO-160G Sec. 22 were applied to each element
(MOV and TVS) and the proposed circuit, and the
performance was confirmed and compared in Figs. 4 and 5.
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Fig. 4. Simulated comparisons of MOV, TVS diode, and
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WEF3, respectively.
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I11. RESULTS AND DISCUSSIONS

To experimentally verify the ILPC the proposed
circuit, the pin injection test based on RTCA DO-160G
Sec. 22 lightning-induced transient susceptibility has
been conducted. Pin injection tests are primarily for
damage assessment and involve the injection of transients
directly into EUT interface circuits [8]. Figure 6 shows
the test setup of RTCA DO-160G Sec. 22. The pin
injection generators (MIG OS-M and MIG 0600MS by
EMC Partner), the injection probe (CN-MIG-BT3 by
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EMC partner), the oscilloscope (MSO-X 4154A by
Keysight Technologies), the high voltage differential
probe (TT-SI9091 by TESTEC), the current clamp
probe (Pearson Electronics 3525), and the electric load
(PLZ164WA by Kikusui Electric Co.) were used to
the test. Waveforms applied to the pin injection test
were tested on WF3 and WF5A of level 3. In order to
determine the effect of indirect lightning for each of the
devices applied by an accredited testing laboratory, a
comparative test was conducted by dividing into MOV,
TVS diode, and ILPC.

Lightning induced transien High voltage

enerator i i
g Power blocking differential probe

device

. Oscilloscope

1 DC  Electric
1

i

=

supply load

Fig. 6. Proposed indirect lightning protection circuit.

The measured results for WF3 and WF5A are
shown in Figs. 7 and 8, respectively. In the WF3 and
WHF5A tests, it was confirmed that ILPC has the best
characteristics of voltage and current reduction. During
the test, visual inspection and tolerance items were
checked, and no specifics were found. In particular,
the characteristics of the indirect lightning filter were
confirmed using WF5A, in which a large induced
lightning was induced. Table 3 shows the results of
pin injection test with regard to WF3 and WF5A by
comparison between the MOV, TVS, and the proposed
circuits. The calculated measurement uncertainties with
95% confidence level for the pin injection test (voltage
and current) in Fig. 6 are 10V and 0.63A, respectively.
Compared to the input signals (600 V for WF3 and 300
V for WF5A), the peak voltage of the proposed circuit
to which the MOV is applied has attenuation of
approximately 74.7% and 87%, and the attenuation of
approximately 80.2% and 87.7% when the TVS diode is
applied, respectively. The peak current of the circuit
to which the MOV is applied has attenuation of
approximately 69.2% and 98.2% compared to the input
signal (24A for WF3, 300A for WF5A), and approximately
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75.4% and 98.2% of attenuation when the TVS diode is
applied, respectively. On the other hand, the highest
attenuation levels of the proposed circuit in the indirect
lightning strike WF5A reference voltage and current
signals are approximately 91.0% and approximately
98.4% for the input lightning signals, respectively. As a
result, it means that the propose circuit is possible to
improve the noise suppression and protect avionics from
noised caused by indirect lightning.
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proposed circuits for WF3: (a) and (b) voltage and
current WF3, (c) and (d) voltage and current com-
parisons for WF3, respectively.

w
s

~ 350
— (Input)Level3 WF5A < — (Input)Level3 WF5A

. = 300 !\
N T
| \ 2 250 f K
} 3 200 T
150 | \ © |“
| 150 |
100 “ 100 +
|
50 | 50 |
0 treerpe

Voltage (V)
S 8
s 2

»
2
s

0 e
sol .o o 50
100 o 100 200 300 400 w0 100 200 300 400
Time(us Time(us)
(a) =) (b)
= 50 Vol MOV — 5. —=— (Output) Current_MOV
£ T fouthut) VaageTve £ 4 +{Oulpul Current TVS
Ea —— {Output] Proposeéd E 3] —— (Output) Proposed
2w £ 2]
5
2w o 1]
10 0l
o 1]
2]
-10
-3]
-20 .
-30 . . . . . -5 . . . Y
100 0 100 200 300 400 00 o 100 200 300 400
Time(ps) Time(ys)
(e} (d)

Fig. 8. Measured comparisons of MOV, TVS diode, and
proposed circuits for WF5A: (a) and (b) voltage and
current for WF5A, (c) and (d) voltage and current
comparisons for WF5A, respectively.



KIM, PARK, LEE: INDIRECT LIGHTNING-INDUCED TRANSIENT PROTECTION CIRCUIT

Table 3. The results of pin injection test with regard to WF3 and WF5A

Vpear (U =10V, 95% Confidence Level) Ipear (U =10.63 A, 95% Confidence Level)
Waveforms Reference N Reference -
Input : Prop. Circuit | Input : Prop. Circuit
MOV | TVS Diode MOV TVS Diode

WE3 600V | 152V 119V 117V 24 A 74 A 59A 54A
100% | -74.67% | -80.17% -80.5% 100% | -69.17% -75.42% -77.50%

WESA 300 V 9V 37V 271V 300 A 55A 53A 48 A
100% | -87.00% | -87.67% -91.00% 100% | -98.17% -98.23% -98.40%

1V. CONCLUSION

In this paper, we proposed an ILPC for indirect
avionics filters. Previously, a large protective device had
to be attached to the outside of avionics, but the proposed
indirect lightning filter can be modified and changed
simply by reducing the size and weight. The RTCA
DO-160G Sec. 22 test was conducted according to the
verified procedure. As a result of the test, ILPC complies
with WF3 and WF5A providing lower clamping voltage
and current. Owing to its high resistance to noise from
indirect lightning strikes, it can be expected to act as
a filter for a very long-term protection circuit. The
proposed ILPC can be applied to avionics devices that
that the aircraft is powered itself, and it can be applied
immediately as a power line indirect lightning protection
filter for aviation-mounted electronic devices such as
aircraft transceivers, communications, navigation, flight
recorder, monitoring, control system, the display and
management systems etc. This ILPC is an effective way
to prevent indirect lightning strikes of avionics systems.
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Abstract — The bulk Dirac semimetal (BDS) is an
interesting material, similar to graphene, which can
dynamically adjust its optical properties via a variation
in its Fermi energy or electrical voltage. In this work, a
BDS-based plasmonic device, which enables tunable
terahertz plasmon-induced transparency, was proposed
and designed. By using the finite element method,
the surface plasmon polariton and plasmon-induced
transparency of this device were systematically
investigated. The results demonstrate that the plasmon-
induced transparency of such device can be dynamically
tuned by varying its Fermi energy. When the Fermi
energy changes from 55 meV to 95 meV, the maximum
group delay time of the device increases from 13.2 ps to
21 ps. In the case of a cascading device, the maximum
group delay time can be further pushed up to 44.57 ps.
The influence of the ambient refractive index on the
optical properties of the proposed device was also
considered and investigated.

Index Terms — Bulk Dirac semimetal, plasmon-induced
transparency, surface plasmon polariton, slow light.

I. INTRODUCTION

Plasmon-induced transparency (PIT) is a novel
physical phenomenon, which occurs at the interface
between a metal and a dielectric material [1]. This
phenomenon was first discovered in several atomic
media, and it is known as electromagnetically induced
transparency (EIT) [2, 3]. Later, it was found that a
similar phenomenon can also be observed in photonic
crystals [4], metamaterials [5], acoustic devices [6],
coupled dielectric resonators [7], and nanodevices based
on the surface plasmon polariton (SPP) [8]. The EIT
effect that occurs at the interface between a metal and
a dielectric material is known as PIT. The mechanism
behind the PIT phenomenon and its application in
various fields have triggered a strong interest in the
scientific community around the world [9, 10].

Precious metals, such as gold, silver, and copper, are
usually employed to generate the SPP. However, their
refractive index and permittivity cannot be arbitrarily
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adjusted. For this reason, the PIT cannot be regulated and
cannot meet the needs of dynamic adjustment necessary
in several applications. To overcome this issue,
researchers gradually turned their attentions to a 2D
material, graphene, which is an allotrope of graphite
with a thickness of only one atomic layer. Its refractive
index and permittivity can be dynamically adjusted by
modifying its Fermi energy or voltage [11, 12]. Based on
this feature, researchers have proposed and investigated
several graphene-based tunable PIT schemes [13-15].
Recently, a material similar to graphene has attracted a
large interest in the scientific community. This material
is the bulk Dirac semimetal (BDS), also known as the
3D Dirac semimetal. As a three-dimensional analog of
graphene, the optical properties of the BDS can also be
adjusted via its Fermi energy. However, this material
does exhibit a high electron mobility. For example, at the
temperature of 5 K, its mobility can reach 9x10¢ cm?/V/s
[16], whereas the mobility of graphene measures
2x10°% cm?/V/s [11]. Several BDS-based SPP and PIT
implementation schemes have been proposed and
compared with the graphene-based ones [17-22]. Chen
et al. designed a metamaterial based on BDS with each
unit cell containing an H-shaped structure [17]. The two
side strips of the H-shaped structure serve as the dark
SPP modes, whereas the central one serves as the bright
SPP mode. The interplay between the bright and dark
modes is at the basis of the PIT phenomenon. Chen et al.
extended this scheme to include two H-shaped structures
per unit cell [18]. Differently from Ref. [17], the authors
of Ref. [19] used the interplay between two bright modes
to achieve the PIT in BDS. The unit cell of such structure
consists of two BDS blocks with different sizes. Each
block acts as a bright SPP mode. The weak hybridization
between them generates the tunable PIT effect in the
BDS material. A simpler BDS-based PIT system was
proposed and investigated in Ref. [20]. Zhao et al. [21]
introduced a BDS-based metamaterial able to achieve a
tunable multiple PIT effect. Such metamaterial used a
slightly more complex unit cell with four different BDS
rods on a dielectric substrate. According to the electric
field distributions provided in Ref. [21], the generation
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of the multiple PIT effect was originated from the
introduction of the bonding mode between the different
rods in addition to the bright-bright mode coupling.
Wang et al. described a terahertz metamaterial structure
[22] with a fourfold symmetry unit cell. They found that
the PIT effect being not sensitive to polarization can
be achieved by using BDS. Unfortunately, the afore-
mentioned solutions are all based on three-dimensional
structures, which are not suitable to develop 2D planar
BDS waveguide devices. Recently, Zhai and her
collaborators proposed and verified an interesting 2D
SPP device based on the BSD material [23]. The basic
components of this waveguide device are a side-coupled
T-shaped cavity. They found that PIT effect on terahertz
band can be achieved in such plasmonic system by
introducing a position offset. However, the maximum
group delay time that this device can provide is only
11.001 ps.

Due to their different refractive index, many
methods developed to achieve PIT in silver or graphene
cannot be directly applied to BDS. In this paper, the
optical properties of the BDS were investigated and a
tunable terahertz plasmonic device generating the PIT
effect is proposed. The finite element method (FEM) was
carried out in COMSOL Multiphysics to explore the SPP
characteristics of the proposed device and reveal the
origin of the PIT effect. The basic components of such
solution are a BDS waveguide, a rectangular resonator,
and a mushroom-shaped resonator. The two resonators
are directly coupled to the BDS waveguide, and, for this
reason, each resonator can be treated as a bright mode.
The interplay between two bright modes lead to the PIT
effect in the proposed device. The electrical tunability
of the PIT effect was investigated and demonstrated,
and the influence of the structural parameters was also
considered. The group time delay was calculated to
check and measure the subluminal light propagation, i.e.,
the “slow light” [24]. Furthermore, in order to enhance
the PIT effect, multiple cascading devices were designed
and their SPP characteristics were investigated. Finally,
a refractive index sensor based on the BDS waveguide
was developed and its sensing performance was
calculated. The results of this work provide a useful
reference for the development of novel BDS-based
plasmonic devices.

I1. STRUCTURE AND MATERIALS

Two main generation mechanisms are known to be
at the basis of the PIT effect in metal-insulator-metal
(MIM) waveguides. The first one is the bright-dark mode
coupling, and the other is the bright-bright mode
coupling. In this work, the latter mechanism was chosen
to induce the PIT effect in the BDS waveguide. For this
purpose, a mushroom-shaped resonator (MSR) and a
rectangular resonator (RR) were carefully designed to
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provide the bright modes. Their arrangement in the
vicinity of the BDS waveguide is shown in Fig. 1. The
connection between the BDS waveguide and the
resonators is a direct coupling, and both the MSR and the
RR serve as the bright modes. The radius and height of
the MSR are here labelled as R and h,, respectively. The

width and height of the RR are denoted as W, and h,,
respectively. The width of the BDS waveguide is W, .

The white area in Fig. 1 represents the air, whereas the
dark gray area represents the Dirac semimetal.

Air
n=1.0

B

Mushroom -shaped
resonator

Rectangular resonator

Fig. 1. Schematic diagram of proposed BDS-based
plasmonic device.

A three-dimensional Dirac semimetal is an unusual
quantum material with massless Dirac fermions. It
typically possesses the Fermi - Arc surface states.
Common BDS materials include CdsAs;, NasBi, and
ZrTes [25]. By only considering the electronic intra-band
transition, the permittivity of the 3D Dirac semimetals
can be described via a Drude-like formula [16]. This
expression is called the one-band model. Alternatively,
both the electronic inter-band and intra-band transitions
can be taken simultaneously into account. This model is
known as the two-band model and it more accurately
describes the optical properties of the BDS. Herein, the
two-band model was used to derive the expression of the
relative permittivity of the BDS material:

£=g, + ji. (1)
&,

Here, o corresponds to the total dynamic conductivity
of the BDS material, ¢, to the permittivity of vacuum,

and @ to angular frequency of the light. Moreover, &,

is the effective background dielectric constant and its
value is set to 1. The tool used to calculate the
longitudinal conductivity, o, was the Kubo-Greenwood
formulation in the random-phase approximation (RPA)
[26, 27]. From this theory, when the long-wave and low
temperature limits are met, the complex conductivity of
the sample can be written as follows [28]:
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where g =40, e, and 7/ represent the degeneracy factor,

the electron charge, and the reduced Planck constant,
respectively. The Fermi energy of the BDS material can
be writtenas E. . Inaddition, &, =E_/E. represents the

ratio between the cut-off energy E_ and the Fermi energy
E: . The cut-off energy, E_, specifies the linear range of
the Dirac spectrum. In Eq. (2), the Fermi momentum is
defined by k. =E_/Av. , where v_ corresponds to the

Fermi velocity with a value of 10° m/s in this work.
In order to take into account the Drude damping, the
following expression was used to describe the photon

energy Q=hew/E, + jhr'/E. . Here, 7 represents the
carrier relaxation: its expression is 7 = uE, /evZ , where

the carrier mobility can be defined as =3x10* cm?/V/s.

Figure 2 displays the real and the imaginary parts of the
dynamic conductivity of the BDS material at different
Fermi energies.

I11. RESULTS AND DISCUSSION

To clarify the physics behind the PIT effect
generation, the transmission spectrum and the mode field
distributions for the device shown in Fig. 1 were
calculated. The finite element method provided by the
commercial software COMSOL Multiphysics was used
for this purpose. The scattered waves, escaping the
computational region, are absorbed by the perfectly
matched layer (PML) boundary condition. The
transmittance (T) and the reflectivity (R) were calculated
according to the following expressions:

T=|S,|" R=[S.[, ®3)
here, S,, and S, are the scattering matrix elements of
the device. The optical absorption of the device was
determined via the formula A=1-R-T . The results
for an energy E_=75meV with optimized structural
parameters W, =W, =50 um, R =200pum, h =280 um,
and h. =80 um, are shown in Fig. 3. The transmission

spectrum is represented by a red solid line in Fig. 3,
whereas the reflection spectrum is shown by the blue
dashed line. The distributions of the magnetic field, H,,

for the 320.4 um, 347.2 um, and 361 pm wavelengths
are shown in the insets of Fig. 3. The results show that
a transmission peak, also known as the transparency
window, with its central wavelength at 347.2 pm appears
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in the transmission spectrum. The occurrence of the PIT
effect in the device can be attributed to the coupling
between the detuned resonators. The MSR and RR can
be treated as two detuned resonators, which provide
different light paths for the incident waves. When the
optical signals from the different optical paths couple
back into the output waveguide, the coherent interference
between them results in the generation of the PIT effect.
In order to investigate the subluminal propagation of
the light caused by the PIT the transmitted phase, ¢(®),

and the group delay time, t,, were calculated for the
proposed device. The value of t; was defined by using
the first-order derivative of the transmitted phase, ¢(®),

with respect to the circular frequency, @ . The results are
shown in Fig. 4: A group delay-time up to 18.64 ps
can be measured for the central wavelength of the
PIT window. This observation fully demonstrates that
the proposed device exhibits an excellent slow light
transmission performance when the PIT effect takes
place.
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Fig. 2. Real (a) and the imaginary (b) parts of the
dynamic conductivity of the BDS material at different

Fermi energies. The unit of the vertical axis is €°/,
while the horizontal axis is the normalized frequency
holE. | €, =3.
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Fig. 3. Transmission and reflection spectra of the
proposed device, the insets show the field distribution of
H; at the wavelength of 320.4 pm, 347.2 pm and 361 pm,
respectively.
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Fig. 4. Variations of the transmitted phase and the group
delay time with respect to the wavelength of incident
light.

The radius of the semicircular resonant cavity has a
large influence on the generation of the PIT effect. To
examine its influence, both the transmittance and the
group time delay were calculated for the different values
of the radius of the MSR. The results are shown in Fig.
5. The variation of the transmission performance of the
device with radius R is very remarkable. As R increases,
the central wave-length of the PIT window gradually
increases, however the maximum transmittance gradually
decreases. The variation of the group delay-time as a
function of the radius R is shown in Fig. 5 (b). The maxi-
mum group delay time at the PIT window also increases
upon an increase in the radius R.

Although a variation in the structural parameters can
be used to effectively modulate the PIT effect, as shown
above, the PIT effect cannot be dynamically adjusted
in the range required in many practical applications.
However, this can be achieved by adjusting the Fermi
energy or the voltage applied to the device. The voltage
applied to the device can change the carrier density and
Fermi energy of the BDS. Therefore, the PIT effect of
the proposed device can also be dynamically controlled
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by the voltage. The regulation relationship between
Fermi energy E. and gate voltage V can be explained by

a parallel-plate capacitor model [29]. An approximate
expression is shown as follows:

12
V
£ ~hv, (”_dj . (4)

Here d is the length between the two electrodes, ¢, is

the relative permittivity of dielectric filled between the
two electrodes, and g, is the vacuum permittivity. To

investigate the effectiveness of this method, the Fermi
energy was modified from 55 meV to 95 meV in steps of
10 meV. At each energy step, the transmission spectrum
and the group delay time were measured, as shown in
Fig. 6. The results in Fig. 6 (a) show that the central
wavelength of the PIT window exhibits only a slight
redshift as the Fermi energy gradually increases.
However, the maximum transmittance at the PIT
window, increases upon an increase in the Fermi energy.
Increasing the Fermi energy of the BDS increases, in
fact, the carrier concentration of the material, and
ultimately reduced its losses. Figure 6 (b) shows that by
varying the Fermi energy of the BDS the group delay
time can be regulated. The maximum group delay time
at the PIT window increases with an increase in the
Fermi energy, E. . When E.=95meV , the maximum

group delay time reaches 21 ps.
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Fig. 5. Transmission spectra (a) and the group delay
times (b) of the proposed device for different radius.
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Fig. 6. Transmission spectra (a) and the group delay
times (b) of the proposed device for different Fermi
energy.

An important application of the PIT effect is the
manufacturing of refractive index sensors. The BDS-
based plasmonic device proposed in this work can as
well be used as a refractive index sensor. In this scenario,
the refractive index of the environment varies with the
analyte to be monitored, such as a contaminated gas.
To investigate the refractive index sensitivity of such
device, the ambient refractive index was varied in the
1-1.06 range with a step of 0.01. The transmission
spectrum of the device at each ambient refractive index
is shown in Fig 7. As the ambient refractive index
increases, the central wavelength of the PIT window
increases as well, exhibiting a redshift. The refractive
index sensitivity is defined as S=Af /An, where Af
corresponds to the central frequency shift of PIT window,
An to the variation in the ambient refractive index.
According to Fig. 7, the average frequency shift of the
center of the PIT window is 0.00821 THz per 0.01
increment in the ambient refractive index value. This
measurement provides a refractive index sensitivity of
0.821 THz per RIU.

In order to further enhance the PIT effect, a
cascading device with configuration shown in Fig. 8 (a)
was designed. This device contains two meta-atoms, each
consisting of a mushroom-shaped resonator and a
rectangular resonator. The spatial separation between them

: TUNABLE TERAHERTZ IN DIRAC SEMIMETAL WAVEGUIDES

is S=250um. The values of R, h., and h, were fixed

to 200, 80, and 280 um, respectively. The Fermi energy
measured E_=75meV. The calculated transmittance and
the group delay time for this cascading device are shown
in Fig. 8 (b): The maximum transmittance of the PIT
window appears to be significantly reduced when
compared to the non-cascading device. The optical
impulse is scattered and then, absorbed when it passes
through each meta-atom. Therefore, upon an increase in
the meta-atom concentration, a higher energy loss takes
place. Nevertheless, the group delay time, t,, is greatly

enhanced in the cascading device. As shown in the inset
of Fig. 8 (b), t; at the central wavelength of the PIT

window increases from 18.64 ps to 37.78 ps.
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Fig. 7. Transmission spectra of the proposed device for
different refractive indices of the analytes.
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Fig. 8. Schematic diagram (a) and transmission
performance (b) of the cascading device, the insets of (b)
show the group delay time and the distribution of the
magnetic field.
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The performance of the electrically tunable PIT
of the cascading device is shown in Fig. 9. The
transmittance and the group delay time were measured at
different Fermi energies and the results are shown in
Figs. 9 (a) and (b), respectively. Figure 9 (a) shows that
the maximum transmittance at the PIT window increases
as a function of E.. When E_ reaches 95 meV, the

maximum transmittance can even approach 0.6. This
indicates that increasing the Fermi energy is an effective
means to compensate for the transmission losses present
in the cascading device. The group delay time can
similarly be enhanced by modulating the Fermi energy.
Figure 9 (b) shows that as the Fermi energy increases
from 55 meV to 95 meV, the maximum group delay time
at the PIT window increases to 44.57 ps.

Finally, the impact of the ambient refractive index
on the PIT effect of the cascading device was
investigated. To perform this series of measurements, the
ambient refractive index was increased from 1.0 to 1.06
in steps of 0.01. The transmittance of the cascading
device as a function of the ambient refractive index is
shown in Fig. 10. As in the case of the non-cascading
device, the center frequency of the PIT window of the
cascading one exhibits a redshift with an increase in the
ambient refractive index. At each 0.01 increment, the
average shift of the central frequency of the PIT window
measures 0.0082 THz. This indicates that the cascading
device has a sensitivity of 0.82 THz per RIU.

As we can see from Figs. 7-10, the more meta-atoms
are cascaded, the larger propagation loss conspicuously
becomes. The propagation loss is the obstacle that
hinders the practical application of the cascade scheme.
One possible solution is to replace the passive dielectric
part of the cascade device with gain material [30] or
nonlinear material [31] to compensate for propagation
loss. In Table 1, the slow-light performance of different
designs is compared with that of our proposed device.
One can see that our proposed device is capable of
providing a group delay time of up to 44.57 ps if two
meta-atoms are used in cascade. The device in [35]
also exhibits very high group delay time. However, the
device is a three-dimensional structure and cannot be
two-dimensionally integrated in a chip. Our results fully
demonstrate the advantages of the BDS-based plasmonic
device in terms of slow light performance.

In the end, it is valuable to discuss the experimental
implementability of the device proposed in this paper. So
far, three preparation methods of BDS films have been
proposed, which are melt growth [36], chemical vapor
deposition [37] and molecular beam epitaxy [38]. After
the BDS film is fabricated, the waveguide and resonant
cavity shown in Fig. 1 can be prepared experimentally
using photoresist technology and dry etching [39]. Thus,
the solution proposed in this paper is fully implementable
on experiments.
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Fig. 9. Transmission spectra (a) and the group delay
times (b) of the cascading device for different Ek.

Table 1: Comparison of the proposed device and other
published designs

Reference | Dimension | Material Grc_)up Delay
Time (ps)
[32] 2D Silver 18
[33] 2D Graphene 11
[34] 3D Graphene 13.28
[35] 3D Graphene 43
[17] 3D BDS 6.81
[23] 2D BDS 11.001
This work 2D BDS 44.57
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Fig. 10. Transmission spectra of the cascading device for
different refractive indices of the analytes.



VI. CONCLUSION

In summary, a solution to generate the PIT effect in
BDS materials was proposed and investigated. Initially,
the origin of the PIT effect was discussed and explained
based on the transmission spectra and the field
distributions. Then, the electrical tunability and the
influence of the structural parameters were investigated
in detail. According to the results, a group delay time up
to 44.57 ps can be achieved with the proposed plasmonic
device. If the ambient refractive index changes, the
central wavelength of the PIT window of the device
shifts remarkably. These observations suggest that the
solution proposed in this work can provide a useful
reference for the production of both high-performance
slow-light devices and refractive index sensors.
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Abstract —When a high-power very low frequency
(VLF) communication system is in operation, the end
of the antenna is in an alternating strong electric field
environment. Due to dielectric loss, abnormal temperature
rise may occur at the end of the antenna. To solve the
problem, analysis on the electric field distribution and
temperature rising effect at the end of the antenna is
first carried out in this paper. The factors that affect
the electric field distribution and temperature rising,
including the amplitude and frequency of the excitation
voltage, the diameter of the antenna conductor and the
material properties of the outer sheath of the antenna,
are studied in detail. A novel approach to improve the
electric field distribution and to suppress temperature
rising is proposed by designing a dielectric loss
eliminator, and the effectiveness of the designed device
is verified by simulation.

Index Terms — Dielectric loss eliminator, electric field,
temperature field, VLF antenna.

I. INTRODUCTION

Very low frequency (VLF) communication systems
have several attractive features including stable and
reliable propagation, capability to penetrate seawater and
soil and intrinsic rejection to ionospheric disturbance
interference [1-3]. Therefore, the VLF communication
systems have been widely developed for applications
such as submarine communication, long-distance
communication, mineral exploration, and geophysics [4-
9]. Vehicle-mounted VLF communication systems,
whose antenna are lifted by balloons, have gained most
research interests in recent years due to their flexibility
and mobility, high transmission efficiency, and
minimum requirement of floor space [10,11].

However, when a high-power VLF communication
system is in operation, the end of the antenna will be
exposed in the environment with strong and highly-
varying electric field, where abnormal temperature rise

Submitted On: February 21, 2021
Accepted On: April 29, 2021

might occur due to dielectric loss on the outer sheath
material of the antenna. This can lead to disastrous
consequences such as antenna breaking and balloon
escaping. Hence, it is of primary importance to investigate
the electric field distribution and temperature rise effects
at the end of antenna to ensure safe and reliable operation
of the vehicle-mounted VLF communication systems.

In a vehicle-mounted high-power  VLF
communication system, if the balloon is utilized to lift
the antenna to transmit signals, the electric field intensity
near the end region of the antenna can be extremely high.
If the local electric field intensity exceeds the air
ionization field intensity, the air will be ionized and the
corona discharge phenomenon will occur [12]. Corona
discharge will cause additional power loss, radio
interference, as well as noise interference. More severely,
corona discharge can cause unexpected breakdown of
the high-power VVLF communication system. In addition,
since the outer sheath and load-bearing materials at the
end of the antenna, which are made of polymer
composite materials, are exposed in an environment with
high-amplitude alternating electric field, dielectric
heating is likely to occur and it can cause the antenna
fracture in certain extreme conditions. Especially for the
balloon-lifting type high-power VLF communication
system, the breaking of the antenna will lead to
catastrophic consequences of the balloon disconnection.

At present, there is rare research on electric field
distribution and temperature rise at the terminal of VLF
antenna. In [13], The selection of insulators in station-
type VLF arrays is studied. Since high-power VLF
transmit antennas usually operate in high voltage and
large current conditions, electrical insulation must be
paid attention to. In [14], Liu carried out simulation
analysis of the radiation characteristics of the VLF dual-
tail antenna and the near-field characteristics of the
airborne platform by establishing the electromagnetic
theoretical model of the airborne VLF dual-tail antenna
system, and the strong corona of single-tail antenna

https://doi.org/10.47037/2020.ACES.J.360610

1054-4887 © ACES

684


mailto:lxq@whut.edu.cn
mailto:WAO@whut.edu.cn

685

communication problem was optimized. In [15], Liu
used finite element simulation software to establish the
model of the aircraft and the VLF launching system, so
as to study the electromagnetic environment of the
airborne dual towed antenna, the near-field radiation
characteristics of the towed antenna, the internal
electromagnetic field, as well as the distribution and
value of induced current of the aircraft by simulation
calculation. In [16], a new method for establishing
an airborne VLF single/dual towed antenna system
model was proposed. The electromagnetic radiation
characteristics and impedance characteristics of single/
dual towed antennas were discussed by simulation
calculations. It pointed out that the performance of dual
towed antennas is better than single tow antenna. The
electric field distribution of the insulator at the terminal
of the VLF antenna is obtained by simulation modeling.
The magnitude and distribution of the voltage and
current on the VLF antenna are obtained through
integration [17]. Yang [18] theoretically analyzed the
mechanism of electric field distortion and high local field
intensity at the terminal of VLF communication antenna.
At the same time, the affecting factors are discussed.
Zhou [19] introduced the generation mechanism of the
corona of the VLF transmitting antenna, theoretically
derived the calculation method of the corona voltage
of the VLF transmitting antenna, and analyzed the
influencing factors of corona voltage calculation under
different operating conditions. The distribution
characteristics of the electric field at the terminal of the
VLF antenna are obtained by numerical calculation. The
improvement measure is proposed to solve the problem
of electric field distortion, and the effectiveness of
the improvement measures is verified by simulation
calculation. Meanwhile, the factors that affecting the
distribution of electric fields are also studied [20]. Shi
[21] simulated the VLF antenna array and constructed a
minimum protection distance model for electromagnetic
radiation hazards. Through numerical calculation, the
variation law of the comprehensive field intensity value
of the VLF antenna array near area with the transmission
power and loading frequency was obtained. Finally, the
accuracy of the simulation is verified by experiments.
The temperature field at the terminal of the VLF antenna
is theoretically analyzed, and the heating principle at
the terminal of the VLF antenna is expounded, and
the temperature variations at the terminal of the VLF
antenna under different operating conditions were
discussed through finite element simulation modeling
[22].

To summarize the existing works, there are few
studies on coupled electro-thermal field at the end of
antenna, especially for high-power balloon-lift VLF
communication systems. Therefore, it is of great
significance to carry out research on the electric field
distribution and the temperature rise at the end of the
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transmitting antenna of high-power VLF communication
system and to take effective measures to improve the
electric field distribution and suppress temperature rising.

In this work, the distribution characteristics of the
electric field and temperature field at the end of high-
power VLF antenna are studied separately. Hence, the
factors that affect the electric field and temperature at the
end of the VLF antenna are studied through simulation
calculations. The measure to solve electric field distortion
and temperature rise (Dielectric Loss Eliminator) are
proposed and the effectiveness of the measures is
verified. It provides a certain reference for the design of
the antenna.

1. PRELIMINARIES
In this section, the composition of the VLF antenna
structure is introduced. The electric field distribution and
the temperature rise caused by the dielectric loss at the
end of the VLF antenna are analyzed theoretically.

A. Structure of a VLF antenna

The complete antenna system is shown in Fig. 1. A
floating balloon and a ground vehicle are connected at
each end of the antenna. The floating balloon is used to
lift the antenna for signal transmission. The ground
vehicle is used for tethering the floating platform after
retrieval and towing the floating platform during release.
The 1~3 km VLF antenna connects the two and serves as
a connection and signal radiation.

Floatin
Balloon

VLF Antenna
g
<
I8
~N
Grounding
Vehicle
T O

Fig. 1. Schematic diagram of antenna system.

As shown in Fig. 2, a typical VLF antenna is
composed of four layers, including outer sheath, antenna
conductor, inner sheath, and the aramid. Figure 2 (a) and
Fig. 2 (b) present the sectional and vertical view of the



VLF antenna, respectively.

inner sheath
antenna conductor

outer sheath

(b)

Fig. 2. Structure diagram of VLF antenna: (a) sectional
view of the antenna; (b) vertical view of the antenna.

B. Electro-quasi-static equations

According to Faraday law of electromagnetic
induction, the coulomb electric field E, and the induced
electric field E; in the time-varying electric field are
induced by electric charge g and varying magnetic field
oB /ot respectively. In the low-frequency electric field,
if the induced electric field E; is much lower than the
coulomb field E, , the oB/ot term in the Maxwell's

equations can be ignored. Hence, the time-varying electric
field differential equation of the Maxwell's equations can
be simplified to the electro-quasi-static Equations (1) —
(4):

oD

VxH=J+—, (1)
ot

VxE =0, (2)

V-B=0, (3)

V-D=p, 4)

where, H is the magnetic field intensity, J is the
conduction current density, E is the electric field
intensity, B is the magnetic flux density, D is the electric
displacement, and p is the charge density.

It can be seen from (1) — (4) that both the electrical
quasi-static field and the electrostatic field have active
and non-rotation in ignoring éB/¢ot, so the calculation
method of the two fields is similar. In addition, the
electric field intensity of the electric quasi-static field can
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also be expressed as the negative of the potential gradient,
ie.,

E=-Vgp, ®)
where ¢ is the potential function of the electric quasi-

static field.

Therefore, it can be seen that the solutions of the
electric quasi-static field and electrostatic field have a
similar form. Furthermore, the conditions to be satisfied
for inhomogeneous isotropic media are expressed using
the constitutive relationships of media in the Maxwell's
equations, i.e.,

D=¢E, (6)
B=uH, @)
J=0cE, (8)

where € , 4 , and o represent the permittivity,

permeability, and conductivity of the medium,
respectively.

The Poisson equation satisfying potential ¢(t) can
be obtained by substituting (5) and (6) into (4), i.e.,

Vip= —%. 9

In summary, the electric field of the end of high-
power VLF antenna is electric quasi-static field.

C. Theoretical analysis of dielectric loss

The temperature rise of the end of VLF antenna is
caused by the existence of alternating electromagnetic
fields [23]. Due to the polarization effects and dielectric
loss, there are energy consumption and conversion
processes in the outer sheath and load-bearing materials
of the VLF antenna end. The outer sheath and load-
bearing materials have a dielectric loss (mainly
polarization loss) in the alternating electric field, which
converts electrical energy into thermal energy. It causes
a temperature rise at the end of the VLF antenna.
According to the principle of dielectric loss, the energy
loss per unit time and per volume can be calculated by:

W= %g”Eg , (10)
g"=¢'tand, (11)
&'=¢.¢,), 12)

where &' and tan S can be obtained by consulting the
data, &, is the relative dielectric constant, and &, is the
dielectric constant in vacuum.

Combining (10) — (12) vyields the expression of
dielectric loss energy W, i.e.,

ws'
W == (tan 8)[ Eo I dv. (13)

It can be seen from (13) that, when the parameters
of the material are constant, the dielectric loss energy W
is proportional to the square of the electric field intensity.
Hence, (13) relates the electric field to the dielectric loss
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heating, and it fundamentally reveals the relationship
between the electric field and the temperature field.

D. Heat transfer equations

Due to the dielectric loss, the antenna can be set as
a heat source, and the heat generated in the medium
can be obtained according to equation (13). The heat
generated within the medium diffuses outward by heat
conduction and convection. The heat conduction follows
the equations (14),

péigilmauﬁnzFﬁmy (14)

T is the temperature to be calculated, which is
related to both time and space; F is the intensity of the
heat source; k, o, and c are the thermal conductivity,

density, and specific heat capacity, respectively.
Thermal convection follows the following equation,

a=h(T,-Tg). (15)
h; is the surface heat transfer coefficient, T, is
the temperature of the surface of the object, T, is the

temperature of the surrounding fluid.

Inside the solid medium, the heat diffuses in the
form of heat conduction. Between the antenna and the air,
the heat diffuses in the form of thermal convection.

I1l. DISTRIBUTION CHARACTERISTICS
OF ELECTRIC FIELD AND
TEMPERATURE FIELD

In this work, the finite element software COMSOL
was used to simulate and analyze the distribution
characteristics of the electric field and temperature field
at the end of VLF antenna.

A. Modelling of a VLF antenna in COMSOL

Although the total length of VLF antenna is 2km,
the electric field is only distributed in multi-directional
at the end of the antenna, and the electric field only exists
along the normal direction in other parts. Therefore,
when analyzing the distribution characteristics of
electric field and temperature field, only the situation
within 1m of the antenna end should be concerned.

Since the model of VLF antenna and improvement
measures are relatively complex and difficult to
implement in COMSOL Multiphysics. In this paper, the
3D design software SolidWorks is chosen to build the
model and then import it into COMSOL Multiphysics for
simulation calculation.

The simulation model of the antenna is shown in Fig.
3. The antenna structure in the simulation is the same as
the antenna composition structure described in part A of
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Section Il, and the diameters of antenna structure in
tensile layer (aramid), inner sheath, antenna conductor
(copper layer) and outer sheath layer are 15.4mm, 16.4mm,
17.0mm and 20.0mm respectively. Table 1 gives the
relevant parameters of high-power VLF antenna material.

Table 1: Parameters of the material of the VLF antenna

Material Relgti_vg Conductivity
Permittivity (S-mh
Inner sheath 2.2 1.0x101
Copper / 5.8x107
Outer sheath 2.3 2.0x1012
Aramid layer 3.3 1.0x10%4
Air 1.0 2.0x1012

Outer sheath
Antenna conduc

Innersh/eatl/\_,_

—

" (b)

Fig. 3. The simulation model of the VLF antenna.

B. Distribution characteristics of electric field

According to the actual operating parameters of a
high-power VLF communication system, the magnitude
and frequency of the excitation voltage were set to
U=120 kV and f=10 kHz in simulation. The obtained
electrical field distribution at the terminal of the high-
power VLF antenna is visualized in Fig. 4.



x107
1.4

[

Fig. 4. Distribution of electric field at the end of the VLF
antenna.

It can be observed from Fig. 4 that the electric field
at the terminal of the antenna is distributed symmetrically
about the axis in the radial direction. The electric field
intensity of the copper layer is the maximum, and the
electric field intensity in the outer sheath shows a
decaying trend from the inside to the outside.
Furthermore, the electric field intensity of the inner
sheath and the aramid layer decreases from the copper
layer to the axis, which is lower than the electric field
intensity of the outer sheath.

In addition, Fig. 5 shows the radial distribution
curve of the electric field at the terminal of the VLF
antenna. It can be seen that the electric field intensity of
the copper layer at the terminal of the antenna is highest,
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up to 1.4x107 V/m, and it is much higher than the corona
inception field intensity of the air (about 3x10® VV/m). In
this case, air would be ionized, and corona discharge
occurs. Meanwhile, the electric field intensity decreased
from 1.4x107 V/m to 7.0x10® V/m within the thickness
of the outer sheath. Although the electric field intensity
decreases significantly to about half of its original value,
it is still higher than the corona inception field intensity
in the air.

L.
1.6x10 aramid : 0~7.7 (mm) inner sheath : 7.7 ~8.2(mm)

5 . ctor - 8.2~ N - R 5
14x107 F antenna conductor : 8.2~-8.5 (mm) outer sheath : 8.5~10 (mm)

1.2x107 |
1.0x107 |
8.0x10°

6.0x10° F

Electric field intensity (V/m)

4.0x10° F

2.0x10° F

i

0.0 I T R T P S S M
-12-10 -8 -6 4 -2 0 2 4 6 8 10 12

Distance (mm)

Fig. 5. The radial distribution of the electric field at the
terminal of antenna.

C. Distribution characteristics of temperature field

In order to study the distribution characteristics of
the temperature field at the terminal of the VLF antenna,
in this case, the magnitude and frequency of the
excitation voltage were set so U=120 kV and f=30 kHz,
and the initial temperature is T=40°C. The properties of
antenna material are given in Table Il. In this case, the
outer sheath material is Polyethylene. The distribution of
the temperature field at the terminal of the VLF antenna
was obtained and the result is shown in Fig. 6.

A47s8

V¥ 45.6

Fig. 6. Temperature distribution at the VLF antenna end.
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Table 2: Material properties of antenna

ACES JOURNAL, Vol. 36, No. 6, June 2021

Materia permitivty | 20| gm0 | o (Kb
Inner sheath 2.2 5.0x10* 0.48 2.2
Aramid 33 8.0x10* 0.2 1.0
Polyethylene (PE) 2.3 2.0x10* 0.48 2.3
Polyvinyl chloride (PVC) 2.0 1.0x107 0.17 1.0
Ethylene propylene rubber (EPDM) 3.1 3.0x10° 0.23 14

It can be clearly seen from Fig. 6 that the
temperature field at the terminal of the antenna is
symmetrically distributed about the axis, and the highest
temperature is at the center of the aramid layer, which is
47.8°C, raised by 7.8°C from its initial temperature.
Meanwhile, the average temperature rise of the inner
sheath is 6.6°C. Furthermore, the temperature rises of the
outer sheath layer and the inner sheath layer are close, as
can be observed from Fig. 6.

IV. INFLUENCING FACTORS OF
ELECTRIC FIELD AND TEMPERATURE
In this section, the effects of excitation source
characteristics, diameter of the antenna conductor, and
material properties on electric field and temperature field
are studied.

A. Influence of excitation source
1) The effect of voltage amplitude

During normal operation, the excitation voltage of
the high-power VLF antenna is loaded from the feed
window at the bottom of the antenna. According to
the actual operating conditions of high-power VLF
communication system, the range of excitation voltage is
from 20 kV to 120 kV. The maximum electric field
intensity value at the end of the VLF antenna are
obtained by simulation calculation with f=10 kHz. The
relationship between the magnitude of the excitation
voltage and the electrical field intensity is shown in Fig. 7.

1.6x107
1.4x10" |
1.2x107 F
1.0x10" F
8.0x10° |
6.0x10° F

4.0x10° F

Electric field intensity (V/m)

2.0x10° F

0.0
0

20 40 60 R0 100 120 140
Voltage (kV)

Fig. 7. Relationship between the maximum electric field
intensity and the excitation voltage.

It can be seen from Fig. 7 that the electric field
intensity at the end of the antenna increases nearly
linearly with increased excitation voltage amplitude. The
minimal electric field intensity at the end of the antenna
is 2.0x10°® V/m when the excitation voltage amplitude is
20 kV, and the maximum electric field intensity is
1.39x107 V/m at 120 kV, which increases by nearly seven
times.

In addition, the influence of excitation source
voltage amplitude on the temperature field at the end of
the antenna with different outer sheath materials is
investigated. Figure 8 shows the variation of temperature
over time of different outer sheath materials under
different magnitudes of the excitation voltage.
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Fig. 8. Temperature rises at the terminal of VLF antenna
under different voltage: (a) polyethylene; (b) polyvinyl
chloride; (c) ethylene propylene rubber.

Some interesting relationships and characteristics
can be observed from Fig. 8. First, the temperature at the
end of the VLF antenna increases with increased loading
excitation time. When the excitation voltage amplitude
is small, the generated heat loss of the medium is not
significant, and the thermal equilibrium is reached
quickly. As excitation voltage amplitude increases, the
heat loss increases gradually.

Second, for the same outer sheath material, the
temperature at the end of the VLF antenna increases with
increased excitation voltage amplitude. At the same
time, the higher the excitation voltage amplitude is, the
greater the temperature rise is at the end of the VLF
antenna.

Third, under the same excitation voltage amplitude,
polyvinyl chloride material has the most significant
temperature rise, followed by ethylene propylene rubber,
while the temperature rising of the polyethylene
materials is the least. When the excitation voltage
amplitude is U=120kV, the temperature rises of the three
materials are 240°C, 25°C and 3.75°C, respectively. The
corresponding temperature growth rates of different
materials are 600%, 62.5% and 9.4%, respectively. This
is because the tangent of the dielectric loss Angle of
polyethylene is much larger than that of the other two
kinds of material.

2) The effect of frequency of the excitation source

In order to study the influence of the frequency of
the excitation source on the electric field distribution at
the end of the VLF antenna, in this case simulation was
conducted by varying frequency from 3 kHz to 30 kHz,
and the amplitude of the excitation voltage is set to
120 kV. The simulation results are shown in Fig. 9.

The Fig. 9 shows that the maximum electric field
intensity at the terminal of the VLF antenna maintains
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almost a constant of 1.38x10" V/m with varying
frequencies. This shows that the frequency of excitation
source has little influence on the maximum value of the
electric field intensity at the end of the antenna.
Therefore, it is reasonable to consider the electromagnetic
field in the VLF range as an electric quasi-static field.

1.5x107

1.4x107 |

1.3x107 |

1.2x107 |

Maximum electric field intensity (V/m)

1.1x107

L L L L L .
5 10 15 20 25 30

Frequency (kHz)
Fig. 9. Maximum electric field intensity with frequency.

Next, to investigate the effect of frequency on the
temperature field, the initial temperature is 40°C and
other calculation conditions remain unchanged. The
results were obtained and shown in Fig. 10.
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Fig. 10. Temperature rises at the terminal of VLF
antenna under different frequency: (a) polyethylene; (b)
polyvinyl chloride; (c) ethylene propylene rubber.

According to the simulation results, it can be seen
that, first, the temperature at the VLF antenna end
increases with increasing of the excitation source loading
time. When the frequency of the excitation source is
smaller, the heat of the dielectric loss of the material in
the alternating electric field is small, and the time to
achieve thermal equilibrium is short. With increasing of
the frequency of the excitation source, the heat of the
dielectric loss is larger.

Second, when the frequency is the same, the
temperature rising of polyethylene is smaller, and
polyvinyl chloride is the most significant. When the
frequency of the excitation source was 30 kHz, the
temperature rising of polyvinyl chloride reached 360°C,
increasing by 900%; the ethylene-propylene rubber
increases by 75°C, an increase of 187%; while the
temperature rise of polyethylene is only 8°C, which
increases by 20%.

B. Influence of the diameter of the antenna conductor

In this sub-section, the influence of diameter of the
antenna conductor on the electric field at the end of the
VLF antenna is studied. In simulation, the range of
diameter of the antenna conductor is set from 0.05 mm
to 1.3 mm, and the step change is 0.25 mm. The electric
field intensity under different diameter of the antenna
conductor were obtained, and the results are shown in
Fig. 9.

It can be seen from Fig. 11 that when the diameter
of the antenna conductor increases from 0.05 mm to
1.3 mm, the maximum electric field intensity at the end
of the VLF antenna decreases with the increasing of
the diameter of the antenna conductor. From 0.05 mm
to 0.55 mm, the maximum value of the electric field
intensity at the end of the antenna decreases significantly,
whereas from 0.55 mm to 1.3 mm, the rate of decrease
of the electric field intensity gradually slows down.
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When the diameter of the antenna conductor increases
from 0.05 mm to 1.3 mm, the maximum electric field
intensity at the terminal of antenna decreases from
1.41x107 V/m to 5.73x108 VV/m with a drop of 59.4%.

1.50x107 -
1.35x107 |

1.20x107 F

y (Vim)

1.05x107 £

2 9.00x10° |

7.50x10° F

Electric field intensit

6.00x10° |

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Diameter of the antenna conductor (mm)

Fig. 11. Electric field intensity with the diameter of the
antenna conductor.

It can be also seen from Fig. 11 that the electric field
intensity will be affected by changing of the diameter of
the antenna conductor. According to the analysis in
Section 11, the power of the dielectric loss is directly
proportional to the square of the electric field intensity.
Hence, changing of the diameter of the antenna
conductor will affect the distribution of temperature field
at the end of the antenna. The corresponding simulation
results are shown in Fig. 12 and Fig. 13.
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Fig. 12. Temperature rising of polyethylene with
different conductor diameter.

As can be seen from Fig. 12 and Fig. 13:

(1) The temperature rising at the end of the VLF
antenna increases with increasing excitation time. At the
same time, the thicker the copper layer is, the smaller the
temperature rise at the end of the VVLF antenna is.

(2) The temperature rise at the end of the VLF
antenna is negatively proportional as the diameter of the
antenna conductor increasing in same moment.



(3) When the diameter of the antenna conductor
is 1.3mm, the temperature rising to reach thermal
equilibrium is only about 1°C. However, when the
diameter of the antenna conductor is 0.05mm, the
temperature rise is close to 5.5°C, which increases by
450% compared with the diameter of 1.3mm.
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Fig. 13. Temperature rising with thickness of copper
layer.

C. Influence of the material properties of outer
sheath

It can be seen from Equation (13) that the dielectric
loss power is related to the material properties.
Therefore, it is necessary to investigate the material
properties of the outer sheath of the antenna. The
materials in Table 2 are selected for simulation research
in this paper.

1) The effect of material conductivity on the electric
field
The effect of material conductivity on the electric
field is studied in this section. Setting the range of
conductivity of the outer sheath material is from
102S + m?! to 10 S « m. The simulation results are
shown in Fig. 14.

107 F

Electric field intensity(V/m)

4

10 A L A s
' 10 10" 1w0f 10

1wt 10? 10" 10

Conductivity (S'm™)

Fig. 14. The curve of electric field intensity with
conductivity.

According to Fig. 14:
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(1) The electric field intensity at the end of the VLF
antenna decreases with the increasing of the conductivity
when the conductivity of the outer sheath material
changes from 102 S » m? to 10 S » m. The electric
field intensity decreased significantly from 1.43x107
V/m to 8.7x10* V/m.

(2) When the conductivity of the outer sheath
material is less than 10 S-m?, the amplitude of the
electric field intensity at the end of the antenna changes
less. whereas the electric field intensity significantly
decreased when the outer sheath conductivity increases
from 108 S-m™ to 102 S-m™L. Continuing to increase the
conductivity, the electric field intensity is almost
unchanged.

2) The effect of material properties on temperature
field
In order to study the influence of different material
parameters of outer sheath on the temperature field,
setting U=120 kV, f=10 kHz, and the initial temperature
T=40°C to obtain the maximum temperature rise of
different materials, as shown in Fig. 15.

300

250 F

C
— v
s S
=] =
T

=)
=]
T

Temperature (°C)
2

w
T

L i
PE PVC EPDM

Material

Fig. 15. The curve of temperature rising in different
materials.

It can be seen from Fig. 15 that temperature rise
exists in all three materials, of which temperature rising
of polyvinyl chloride is the most significant, reaching
240°C, followed by ethylene propylene rubber, while the
temperature rising of polyethylene is less than 10°C. In
addition, the temperature rise of polyvinyl chloride has
far exceeded its softening temperature 85°C, so it cannot
be used as the outer sheath material, and the other
materials meet the requirements.

Similar research has been conducted by Dong of the
Wuhan Ship Communication Research Institute [22]. In
their simulations on the CST software, the maximum
temperature calculations on polyethylene, polyvinyl
chloride and ethylene propylene rubber were 41°C, 794°C
and 60°C when the voltages were all 100 kV/20kHz,
respectively. The results of this paper are basically
consistent with the results of Dong’s, but the simulation
results on PVC material are more different. The possible
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reason is that the tand setting of PVC is different.

V.ELECTRIC FIELD IMPROVEMENT AND
TEMPERATURE RISE SUPPRESSION
Based on the analysis results from the previous

section, in order to improve the electric field distribution

and suppress the severe temperature rise at the end of the

VLF antenna, a dielectric loss eliminator is designed and

the effectiveness of the device is verified by simulation.

A. Modelling of a dielectric loss eliminator

In view of the electric field distortion and
temperature rise at the end of the VLF antenna, dielectric
loss eliminator is designed, which is used to achieve the
electric isolation between the antenna and the floating
platform, to reduce the electric field intensity, to eliminate
the dielectric loss and to suppress the temperature rise
[23-25]. Figure 16 shows the schematic diagram of the
dielectric loss eliminator. The parameters of the dielectric
loss eliminator are shown in Table 3.

Fig. 16. Schematic diagram of dielectric loss eliminator.

Table 3: Parameters of the dielectric loss eliminator

Tube Corona Ring Corona Ring
Radius/mm Radius/mm Height
20 200 172.6

The process of solving the equation using the finite
element method requires the determination of the
definite solution of the equation based on the boundary
conditions of the field. The edge value problem at the
end of the VLF antenna in this paper is summarized by
the constraint equations:

" p "
g —lg
P=p(XY,2)
o(N|..=0

0

(- - -o

Vzgoz—

(16)
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In order to refine the calculation as much as
possible within the range that the computer can bear, the
mesh size is set to Imm.

B. Electric field improvement by dielectric loss
eliminator

The improvement effect of the electric field is
analyzed after adding the dielectric loss eliminator.
Setting the calculation conditions: U=120 kV and f=10
kHz. The electric field distribution with the dielectric
loss eliminator is shown in Fig. 17.

A 2.01x10°
x10°

1.4

¥ 2.26x10°

A 2.01x10°
x10°

v 2.26x10°

(b)

Fig. 17. Distribution of electric field at the terminal of
VLF antenna: (a) vertical view; (b) front view.

Compared to Fig. 4, it can be seen from Fig. 17 that
the electric field intensity on the outer surface of the
dielectric loss eliminator is the highest. After increasing
the dielectric loss eliminator, the electric field intensity
of the antenna system is significantly reduced, and the
maximum electric field intensity is only 2.01x106 V/m,
which indicates that the dielectric loss eliminator has a
significant effect on the improvement of the electric field
intensity at the antenna end.

Figure 18 shows the radial distribution of the electric
field at the end of the VLF antenna after increasing the
dielectric loss eliminator. It can be seen from Fig. 18
that:



(1) The maximum electric field intensity at the end
of the VLF antenna is 1.57x10% VV/m, which is smaller
than the corona field intensity of air.

(2) The electric field intensity gradually decreases in
the air domain. In the range of radial distance from - 9.25
mm to + 9.25 mm, the electric field intensity decreases
from 1.57x10% V/m to 4.4x10° V/m, which decreases
about 72%, and the electric field intensity at the axis is
the lowest.

1.8x10° .
aramid : 0~~7.7 (mm) inner sheath : 7.7~8.2 (mm)

1.6x10° | antenna conductor : 8.2--8.5 (mm) outer sheath : 8.5~10(mm)

1.4x10° |
1.2x10° |
1.0x10° |

8.0x10° |

Electric field intensity (V/m)

6.0x10°

4,0x10° |

2.0x10° L 4 L . L . L v
=20 -15 -10 -5 0 5 10 15 20

Distance (mm)

Fig. 18. Radial distribution curve of the electric field at
the antenna end.

C. Temperature rise suppression by dielectric loss
eliminator

According to the above analysis, the electric field
intensity at the terminal of the antenna is improved to a
great extent by using the dielectric loss eliminator.
Theoretically, the antenna end is in an alternating electric
field, and the heating power caused by the dielectric loss
is directly proportional to the square of the electric field
intensity, so the significant reduction of the electric field
intensity will have an obvious inhibitory effect on the
temperature rise of the antenna end. The following
carries out the simulation calculation of the temperature
field at the terminal of the antenna to analyze the
temperature rise inhibition effect after adding dielectric
loss eliminator. Setting the U=120 kV, f=10 kHz, and the
initial temperature T=40°C. The distribution characteristics
of the temperature field at the terminal of the VLF
antenna is obtained by simulation calculation, as shown
in Fig. 19.

As can be seen from Fig. 19:

(1) The temperature of the metal parts at the end of
the antenna barely changes because the current at the
terminal of the antenna is zero and there is no Joule heat.

(2) There is a temperature rise phenomenon at the
connection between the dielectric loss eliminator and the
epoxy core rod. The maximum temperature is 40.8°C,
and the temperature rise is 0.8°C, which is caused by the
dielectric loss of the epoxy core rod in the alternating
field. However, when the dielectric loss eliminator is
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adopted, the electric field intensity has obviously
decreased, so the temperature rise is very small.

(3) The electrical performance parameters of the
epoxy core rod are similar to ethylene propylene rubber
materials. That is to say, the dielectric constant and
tangent of the loss angle of epoxy core rod are similar to
ethylene propylene rubber. In Section 1V, under U=120
kV and f=10 kHz, the temperature rise of ethylene
propylene rubber exceeds 20°C, while the temperature
rise of the epoxy core rod is only 0.8°C. It can be
concluded that the temperature rise at the terminal of the
VLF antenna can be significantly suppressed by using
the dielectric loss eliminator.

A8

Fig. 19. Cloud diagram of temperature rise.

VI. CONCLUSION

The distribution characteristics and values of the
electric field and temperature field at the end of VLF
antenna are obtained by the simulation calculation. The
effects of the excitation source, the diameter of the
antenna conductor, and the material properties of the
outer sheath of the antenna on the electric field are
studied. It is found that the electric field intensity at the
terminal of the VLF antenna increases with increased
magnitude of the excitation voltage, whereas the
frequency of the excitation has no effect on the electric
field. The diameter of the antenna conductor is
negatively related to the electric field intensity. In
addition, the temperature at the terminal of the VLF
antenna is positively correlated with the magnitude and
the frequency of the excitation voltage, and the influence
of the outer sheath material on the temperature rise is
significant.

A dielectric loss eliminator is designed to improve
the electric field distribution and suppress the temperature
rise, and the effect of the designed device is verified to
be very significant by simulation. In practice, the use of
the dielectric loss eliminator can effectively avoid VLF
antenna breakage accidents due to temperature rise.
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Abstract — A facile design of a novel triple-band
electromagnetic metamaterial absorber (MMA) with
polarization insensitive property is proposed in this
paper. Each unit of the MMA consists of upper copper
resonator and bottom copper plate with middle dielectric
FR-4 between them. The MMA performs three absorption
peaks at 16.919 GHz, 21.084 GHz and 25.266 GHz
with absorption rates 99.90%, 97.76% and 99.18%,
respectively. The influence of the main structural
parameters on the frequencies and absorption rates is
analyzed. The absorption mechanism of the absorber is
explained by electric field, magnetic field and surface
current distributions, which is supported by the
electromagnetic parameters, affected with magnetic
resonance. The polarization-insensitivity of TE wave
is verified by observing the effects of the polarization
angle change from 0-90°. The MMA can be applied in
radiation, spectrum imaging detector, electromagnetic
wave modulator, and so on.

Index Terms — Electromagnetic metamaterials,
polarization-insensitive, resonator, triple-band.

I. INTRODUCTION

Metamaterial is a kind of composite material with
subwavelength structure, it has some special physical
property which doesn’t possess by other nature materials
[1, 2]. The composites that own man-made structure
can be an important material for the manufacture of
electromagnetic wave absorption instruments due to
geometrical structure parameters and material properties
of the metamaterials can be adjusted. In the 2008, Landy
[3] proposed a design concept of electromagnetic wave
metamaterial absorber (MMA) for the first time, scholars
are beginning to become increasingly interested in using
artificial metamaterials to pursue near-perfect absorbers.
In recent years, MMA research has gradually spread to
the physical, informational and engineering fields. Until
now, its potential application has expanded to different
industries, such as stealth material [4], super lens [5],
sensor [6, 7], thermal imaging instrument [8] and so on
[9, 10]. The excellent performance has been shown in
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single-band [11-15], dual-band [16-20], multi-band [21-
23] and broadband operations [24-27].

In some microwave ranges, multi-band MMA
has also appeared frequently in recent studies. The
metamaterials have some unique electromagnetic
properties, which can be constructed by human design.
Jianping Xu et al [28] propose a three-band metamaterial
absorber, its absorption peaks are 4.36 GHz, 8.41 GHz
and 14.67 GHz, three peaks absorption rates are
99.8%, 97.4% and 99.9% respectively. Nguyen et al.
[29] analyzed the causes of polarization insensitivity,
with two absorption peaks at 10.15 GHz and 10.50 GHz
and the absorption rate of around 96.5%. A bandwidth-
enhanced microwave absorber using a resonant
metamaterial is presented by Lee et al. [30]. They
obtained two absorption peaks at 9.8 GHz and 10.3 GHz,
and the absorption rate were 99% and 98%, respectively.
Li et al. [21] proposed a new metamaterial absorber with
a tetra-arrow resonator (TAR) structure, two absorption
peaks operating at 6.16 GHz and 7.9 GHz can be
obtained, whose absorptivity came up to 99%. A triple-
band metamaterial absorber was presented by Huang et
al. [23], the proposed absorber can perform absorption
peaks at three resonant frequencies 9.86 GHz,12.24 GHz
and 15.34 GHz with the absorption of 99.4%, 96.7%
and 99.1%, respectively. Bian et al. [31] designed and
fabricated a novel triple-band polarization-insensitive
wide-angle ultra-thin microwave metamaterial absorber,
it shows three distinctive perfect absorption peaks at
frequencies of 3.07 GHz, 5.65 GHz and 8.11 GHz
with absorption rates 99.87%, 99.98% and 99.99%,
respectively. A new kind of multi-band metamaterial
absorber based on the concentric ring resonators is
engineered by Gunduz et al. [32] with the absorption
peak of 5.98 GHz and 11.12 GHz, and the absorption rate
were 99.16% and 99.95%. Shen et al. [33] designed a
microwave triple-band metamaterial absorber with three
absorption peaks of 99% at 4.06 GHz, 93% at 6.73 GHz
and 95% at 9.22 GHz respectively. However, the
absorption peaks of the above absorbers are all below
the K-band, and the surface structure is relatively
sophisticated, and not all peaks are perfect in terms of
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absorption performance.

In this paper, a three-layer structure was used to
design the triple-band MMA, which consists of top
copper three-fork resonator and bottom copper plate with
medium FR-4. Through a large amount of simulation, it
can be obtained that this absorber has three absorption
peaks of 99.90% at 16.919 GHz, 97.76% at 21.084 GHz
and 99.18% at 25.266 GHz, respectively. The MMA has
higher absorption rates: the absorption rates of the first
and third peaks are over 99.18%, and the absorption
rate of the second peak is close to 98%. In addition, the
distribution of electromagnetic field and surface current
is analyzed in detail, and the polarization insensitivity of
the absorber is verified by observing the effect of the
polarization angle change on absorption. In order to
obtain the outstanding absorption rates, the thickness of
dielectric layer and the dimension of unit-cell structure
were iteratively optimized by using electromagnetic
simulation software, and analyzed how these changes in
parameters interfere in the absorption peaks.

I1. ABSORPTION MECHANISM

The metamaterials absorbent apparatus has the sub-
wavelength characteristic, which is composed of the
periodic arrangement of the unit structure, and its
resonance characteristics are mainly determined by the
geometrical parameters of the unit structure, such as
pattern shape, dimension and arrangement, as well as
the electromagnetic parameters of each layer, so the
reasonable optimization design unit structure in a certain
frequency range can realize the effective regulation of
the resonant frequency.

In order to achieve perfect absorption, the
metamaterial absorber should generally meet two basic
requirements: Firstly, the structure of the design unit is
optimized so that the equivalent input impedance is
matched with the free space impedance [34]. Second,
it is required that the metamaterial structure has a
sufficiently large imaginary part of the dielectric
constant and the magnetic permeability to satisfy the
electromagnetic wave can be absorbed as soon as
possible after entering the metamaterial structure. To
prevent transmission, the bottom layer is covered with a
metal film so that T (w) = 0.

When the electromagnetic wave is normally incident
to the surface of the metamaterial structure, retrieved
electromagnetic parameters of the metamaterial can be
calculated according to the definition of S parameter [34,
35]. The reflection rate and transmission rate were:
R(w) = |5;1|?and T(w) = |S,,|%, absorption rate of
corresponding metamaterial A(w) can be expressed by
Equation (1):

Aw) =1-R(w) —T(w) =1 -S> =[S 1% (1)
For S,, with a thickness of d, which can be expressed by
Equation (2):
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521_1 = [sin(nkd) - % (z + %) cos(nkd)] e (2)

Where, n = n, + in, is the complex refractive index of
the metamaterial. z = z; + iz, is complex impedance.
k = @/, is the number of transmission waves in the
metamaterial, c is the speed of light.

The reflectivity R(w) and transmittance T'(w) of
the electromagnetic wave in the metamaterial can be
written as following Equation (3) and Equation (4):

Z(w) - 1)’
. . . _
Aim R(w) = 18] = [Z—(m) . 1] 0, (3
lim T(w) = |S,;]?> = lim (e—i(nl—l)kd . enzkd)
nz—o Nny—00
= lim e72m2kd = (, (4)
ny—0o

Then the absorption rate of the A(w) can be
calculated by Equation (5):
Alw)=1-R(w) - T(w) = 1. (5)
According to the above analysis, when the impedance
of the metamaterial absorber matches the impedance
of the free space [37], that is Z(w) =1, only a little
proportion of electromagnetic waves are reflected, almost
all waves enter the micro-structures of the metamaterial
and finally lost.

I11. DESIGN AND SIMULATION

The proposed MA structure is composed of the
combination of three same size and shape elongated
patch resonators as shown in Fig. 1. It consists of the
three-layer as described above with copper membranes
of the top and bottom layers. The material of the middle
layer is FR-4. After geometrical optimization, the optimal
structural parameters of the unit cell are obtained as
follows: p=15 mm, t;=0.018 mm, a=0.6 mm, b=2 mm,
t,=1.2 mm, t3=0.018 mm. 6=5.96x107 S/m is the electric
conductivity of copper and & =4.3 is the electric
permittivity of dielectric spacer, corresponding to the
loss tangent fan(6)=0.025.

FR-4
Copper

(@)
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Fig. 1. The structure of the proposed MMA: (a)
perspective view of the unit cell, (b) top view, and (c)
side view.

The electromagnetic characteristics of the MMA are
designed and analyzed by an electromagnetic software
CST. The Hexahedron calculation multiplier drives a
wired frequency domain analysis solver to solve a
frequency range of 10 GHz to 27 GHz. Because the
proposed MMA can be seen as an infinitely large
periodic plane, so the wave source was set to plane wave
with normal incident which was opposite to the z
direction, the background was set to normal, boundary
condition is set to unit cell both in the X, y direction and
open in the z direction. In the simulation, the principle is
given as mentioned above, the absorption rate A(w) can
be derived from Equation (1).

IV. RESULTS AND DISCUSSIONS

Figure 2 shows the calculated absorption spectrum
of the triple-band MMA.. Obviously, whenT =0, A =
1 — R, the calculation results are almost consistent with
the previous theoretical analysis. The three absorption
peaks were 16.919 GHz, 21.084 GHz and 25.266 GHz at
99.90%, 97.76% and 99.18%, respectively. Compared
with the multi-band MMA absorption listed in Table 1,
the proposed MA this time has higher absorption rates in
the K, and K bands. Two of the peaks are above 99%,
another is close to 98%. The polarization insensitivity of
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the triple-band MMA is analyzed here. When the TE
wave is normal incident on the surface. Electric field
vector is parallel to the x-axis, and the incident wave is
parallel to the z axis. The polarization angle of TE wave
is the deflection angle between the electric field vector
and the x-axis. The different absorption effects of MMA
can be obtained by changing its angle degrees. Figure 3
shows that when the polarization angle changes, the
absorption frequency and absorption rates of the absorber
are almost unchanged. The performance of this study
shows that the MMA is not sensitive to polarization.
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Fig. 2. Triple-band MMA’s simulated absorption,
reflection and transmission spectra with p=15 mm, a=0.6
mm, b=2.0 mm, t,=0.018 mm, t,=1.2 mm and t;=0.018
mm.
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Fig. 3. Absorption spectra at different polarization angles.

The comparison of the CST and HFSS (15 GHz - 27
GHz) results is shown in Fig. 4. Because the algorithm is
different, the calculation error is also different. CST
is a simulator based on FDTD (Finite Difference Time
Domain Method) electromagnetic field solving algorithm,
and HFSS is a simulator based on FEM (Finite Element
Method) electromagnetic field solving algorithm.



Different mesh partitioning accuracy and different
residuals may also lead to deviation of the results, even
the difference in the simulation results in the frequency
domain will be more obvious. However, the absorption
trend of the two groups of simulation spectra is the same,
although the resonance frequency is slightly different,
the peaks value are highly similar. The relative errors of
absorption rate and frequency are shown in Table 1 and
Table 2, respectively. The maximum relative error of
frequency is only 11.07% and the lowest relative error of
absorption rate can be as low as zero.

T

Absorption

10 12 14 16 18 20
Frequency/GHz

Fig. 4. Comparison of CST and HFSS absorption spectra
of the proposed MA.

Table 1: The CST and HFSS simulation data for
absorption rate of each resonance peak

Relative Error

HFSS CST e

Peaks | Absorption | Absorption A4
Ai Ai B Ai

X 100%

1 0.996 0.999 -0.3003%

2 0.9559 0.9776 -2.22%
3 0.9918 0.9918 0%

Table 2: The CST and HFSS simulation data for

frequency of each resonance peak

Relative Error
HFSS CST e
Peaks | Frequency | Frequency _FE-F
F; F; - F

X 100%

1 16.05 GHz | 16.919 GHz -0.3035%

2 18.75 GHz | 21.084 GHz -11.07%

3 24.45 GHz | 25.266 GHz -3.2296%

Here, the electric field, magnetic field and surface
current distribution of the absorber is analyzed through
the Fig. 5, Fig. 6. and Fig. 7. In the proposed unit, the
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horizontal and vertical direction are electric field direction
(E) and magnetic field direction (H), respectively as
given by Fig. 1. In the case of a frequency of 16.919
GHz, when the electromagnetic wave incidents into the
MMA, electric charges in the top three-fork star structure
move in both positive and negative directions on the y-
axis, clustered on the sides, and the dipole resonance is
formed in this structure, as shown in Fig. 6 (a). Because
the top layer is inductive with the charge in the bottom
layer, from Fig. 7, that two layers form a reverse current
on their respective surfaces. As shown in Fig. 6 (a), in
the metamaterial structure designed in this paper, the
magnetic dipole resonance is induced due to the existence
of reverse current. Thus, most of the magnetic field
distribution occupies the intermediate dielectric layer. At
the frequency of 16.919 GHz, when the electromagnetic
wave incidents into the MMA, most of the energy
is consumed due to the combined action of dipole
resonance and magnetic dipole resonance. Similarly, at
the frequency of 21.084 GHz, due to the action of
electromagnetic waves, there is a positive and negative
charge aggregation on both sides of the top structure,
resulting in a powerful electric field at that position,
as illustrated by Fig. 5 (b). It is precisely because the
opposite current accumulates on the upper and lower
sides respectively that the dipole resonance is formed in
the structure. The charges in the upper and lower layers
of metal induce each other to generate a reverse current,
thus forming a loop, as shown in Fig. 7 (b). As shown in
Fig. 6 (b), the magnetic field is mainly distributed in
the middle dielectric layer, which clarifies the location
of magnetic resonance. Therefore, when the incident
frequency of electromagnetic waves is 21.084 GHz, the
coupling effect of electric dipole resonance and magnetic
dipole resonance completes the loss. At the frequency of
25.266 GHz, the electromagnetic wave is incident, and
the top layer and the bottom metal gather more positive
and negative charges on the upper and lower sides.
Because of the sensing between the charges, the electric
field presents a state as shown in Fig. 5 (c), where the top
layer of the structure and the bottom metal surface also
generate a reverse current, as illustrated by Fig. 7 (c). It
can be seen from Fig. 6 (c) that the distribution of the
magnetic field concentrated in the intermediate dielectric
layer is also due to the presence of magnetic resonance
in the structure. Thus, by the same token, the incident
electromagnetic wave is consumed at a frequency of
25.266 GHz. The structure can form electrical resonance
and magnetic resonance, which can absorb the incident
electromagnetic wave with higher absorption rates.
Figure 8 shows the real and imaginary parts of
equivalent permittivity and permeability ( Re e(w) ,
Im e(w), Re u(w) and I'm u(w)) respectively, which
are extracted by retrieved effective parameters. Due to

R(w) = |S,|% = [;EZ;:] and the impedance Z(w) =
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/”/ &, relatively perfect impedance matching is achieved

at the frequencies of 16.919 GHz, 21.084 GHz and
25.266 GHz. At this point, the absorber responds to the
external field, generates the opposite magnetic dipole,
resulting in magnetic resonance and forming absorption
peaks which were shown in the spectrum [36]. Comparing
electric-field distributions at 16.919 GHz, 19.5 GHz,
21.084 GHz, 23 GHz and 25.266 GHz as shown by Fig.
5and Fig. 9, obviously there are stronger fields at 16.919

ACES JOURNAL, Vol. 36, No. 6, June 2021

GHz, 21.084 GHz and 25.266 GHz, Fig. 8 gives that the
real and imaginary parts of the permittivity and the
permeability are equal at these frequencies, that to say,
the impedance at these frequencies is well matched.
While at 16.919 GHz and 21.084 GHz, the real and
imaginary parts of the permittivity and the permeability
are not equal, which means the impedance don’t match,
leading to weaker electric fields. There are similar laws

for magnetic-field distributions.

Table 3: Absorption rates comparison with other kinds of multi-band MMAs

. Working Resonance Structure . .
Absorber Abs%:?etlon Frequency Frequency of Top Materials Unit Cell Size
(GHz) (GHz) Layer (mm?)
99.80% 4.60 7N Copper
Reference [28] 97.40% 2-16.5 8.41 -FR-4- 10x10
99.90% 14.67 Copper
95.59% 10.15 Copper
Reference [29] 94.20% 9.5-115 10.50 -FR-4- 12x12
Copper
Conductor
99.00% 9.80
Reference [30] 98.00% 8-12 10.30 -Substrate- 15x15
Conductor
Copper
99.00% 6.16
Reference [21] 99.00% 4-10 779 E;FR_4_ 14x14
opper
99.40% 9.86 Copper
Reference [23] 96.70% 8-17 12.24 e -FR-4- 18x18
99.10% 15.34 Copper
99.87% 3.07 1 Copper
Reference [31] 99.98% 2-10 5.65 > S -FR-4- 21.6x21.6
99.99% 8.11 7 Copper
I Copper
99.16% 5.98 \J U ‘
Reference [32] 99.95% 4-24 1112 \H L ] I -FR-4- 18x18
L= ‘ Copper
99.00% 4.06 J:: 1 Copper
Reference [33] 93.00% 2-12 6.73 ‘;4_5_ =i -FR-4- 20x20
95.00% 9.22 = Copper
99.90% 16.919 Copper
The SJgrslf“ted 97.76% 10-27 21.084 A -FR-4- 15x15
99.18% 25.266 Copper




Fig. 5. Electric-field distributions of the MMA: (a)
16.919 GHz, (b) 21.084 GHz, and (c) 25.266 GHz.

Fig. 6. Magnetic-field distributions: (a) 16.919 GHz, (b)
21.084 GHz, and (c) 25.266 GHz.

16919 GHz &~ 21.084 GHz | 25266 GHz
(a) (b) H©)

ROV

Fig. 7. Surface current distributions: (a) Top layer at
16.919 GHz, (b) top layer at 21.084 GHz, (c) top layer at
25.266 GHz, (d) bottom layer at 16.919 GHz, (e) bottom
layer at 21.084 GHz, and (f) bottom layer at 25.266 GHz.
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Fig. 8. Extracted electromagnetic parameters: real and
imaginary parts of permittivity Re e(w), Im e(w) and
permeability Re u(w), Im u(w).
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(b)

Fig. 9. Electric-field distributions: (a) and magnetic-field
distributions; (b) of the MMA for 19.5 GHz and 23 GHz.
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101012013 1415 16 17 18 19 20 21 2 23 24 25 2% 27 10 11
Frequency/GHz

Fig. 10. Relationships of triple-band absorption spectra
and geometric parameters. (a) Different line width a. (b)
Different thickness t, of the dielectric layer.

Optimization of main geometric parameters about
the structure is carried out and how key structural
parameters affect the MMA absorption rate is analyzed.
The effect of the parameter a on absorption rates is
shown in Fig. 10 (a) and Table 4. As the parameter a
increased from 0.4 mm to 0.8 mm, the three absorption
peaks also changed. The absorption of the first crest
increased from 0.9954 to 0.9993 and then decreased to
0.9882, and the absorption rate of the second crest
gradually increased by 0.0430, while the absorption
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rate of the third crest increased by 0.0446. When the
absorption rate changes slightly, the central frequency
corresponding to the peak is also changed, and the three
frequency values are moving 0.663 GHz, 0.085 GHz
and 0.255 GHz respectively. Secondly, we analyzed the
effect on the absorption rates by changing the thickness
of the intermediate dielectric layer t,, as shown in Fig. 10
(b) and Table 5. When the thickness t, increased from 1.0

ACES JOURNAL, Vol. 36, No. 6, June 2021

mm to 1.4 mm by 0.1 mm step, the 1st and 3rd absorption
peaks increased first and then decreased, the second peak
increased gradually. The third of these peaks is relatively
large, and at the same time as the corresponding
frequency is moving 2.159 GHz, the peak absorption rate
increases from 0.9795 to 0.9971 and eventually to 0.8409.
The frequency variation values corresponding to the first
two peaks are 1.139 GHz and 1.904 GHz, respectively.

Table 4: Peaks and frequencies corresponding to different line width values

a Peak 1 Peak 2 Peak 3
(mm) Fr(egllj_'ezn)cy Absorption Fr?gtﬁezr;cy Absorption Fr(eguHle;cy Absorption
0.4 17.242 0.9953 21.033 0.9506 25.130 0.9552
0.5 17.089 0.9993 21.050 0.9671 25.198 0.9769
0.6 16.919 0.9990 21.084 0.9776 25.266 0.9918
0.7 16.800 0.9949 21.101 0.9874 25.334 0.9980
0.8 16.579 0.9882 21.118 0.9935 25.385 0.9998
Table 5: Peaks and frequencies corresponding to thickness values of different dielectric layers
t Peak 1 Peak 2 Peak 3
(mm) Frzegl:_lezr;cy Absorption Fr(engj_|ezn)cy Absorption FrzzguHle;cy Absorption
1.0 17.599 0.9891 20.207 0.9214 26.524 0.8408
11 17.174 0.9987 20.560 0.9534 25.844 0.9353
1.2 16.919 0.9990 21.084 0.9976 25.266 0.9918
13 16.681 0.9938 20.608 0.9937 24.773 0.9971
14 16.460 0.9833 20.166 0.9986 24.365 0.9795

V. CONCLUSION

A novel triple-band MMA has been designed in the
microwave range, and its polarization insensitivity is
verified. From the calculational results, it can be seen the
MMA has three absorption peaks at 16.919 GHz, 21.084
GHz and 25.266 GHz frequencies, with absorption rates
of 0.9990, 0.9776 and 0.9918, respectively. Combined
with the absorption mechanism, the absorption
characteristics are attributed to the electromagnetic
coupling that exists between structures. The shape
dimensions of the top metal structure and the thickness
of the intermediate dielectric layer both have an effect
on absorption performance, but the effect of the change
of polarization angle is not obvious, so its polarization
insensitivity is verified. When the line width a increases
from 0.4 mm to 0.8 mm, the change of three peaks is not
obvious, the first increases by 0.0111 and then decreases
by 0.0039, and the second third increases by 0.0430 and
0.0446 respectively, while the frequency in which it is
located has increased to varying degrees. In the process
of increasing the thickness of dielectric layer from 1.0
mm to 1.4 mm, the simulation results show that the
change has the greatest influence on the third absorption
peak, and the value of its frequency forward movement
reaches 2.159 GHz. Compared with the previous reports,
the proposed MMA presents a greater practical feasibility

in term of low-frequency microwave and polarization-
insensitivity, especially all three peak absorption rates
are close to 100%, in addition, it has important value in
the fields of thermal radiation measuring instrument,
spectrum imaging detector and electromagnetic wave
modulator.
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Abstract — This paper presents a novel technique based
on Hybrid Spatial Distance Reduction Algorithm
(HSDRA), to compensate the effects of deformity and
mutual coupling occurred due to surface change in
conformal arrays. This antenna surface deformation shifts
the position of null points and loss of the main beam
resulting in reduced antenna gain along with substantial
undesirable effects on the antenna performance. The
proposed algorithm, which cumulatively incorporates
the Linearly Constraint Least Square Optimization
(LCLSO) and Quadratically Constraint Least Square
Optimization (QCLSO) techniques, is formulated to
minimize/reduce the absolute distance between the
actual (simulated/measured) radiation pattern and the
desired radiation pattern while keeping the direction of
mainbeam and nulls position under control. In particular,
a 4x4 conformal microstrip phased array from planar
surface is deformed to prescribe spherical-shape surface
with various radii of curvature, is validated. For the
enhancement of Gain of the conformal array antenna,
Gain Maximization Algorithm is also proposed, the
simulated results of which is compared to the traditional
Phase compensation technique and unconstraint least
squares optimization. The analytical results for both
planar and spherical deformed configurations are first
evaluated in MATLAB and then validated through
Computer Simulation Technology (CST).

Index Terms — Conformal array antenna, least square
optimization, mutual coupling compensation, radiation
pattern correction.

I. INTRODUCTION
In future 5G networks, antenna integration is
intended to be less disturbing, volume saving and less
visible to the human eye. Conformal array antennas with
improved adaptive beamforming capabilities and robust
signal processing are expected to replace the linear array
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antennas because of its mechanical design which makes
them suitable to be mounted on unique curved surfaces.
A conformal array antenna adapts to prescribed curved
surface (non-flat surface) forging new shape which are
not necessarily limited to the planar or linear array
configurations, e.g., circular, cylindrical, parabolic,
spherical etc. [1]. Hence it is used in several types of
applications such as wearable wireless networks [2],
special electronic devices for load-bearing purposes [3],
Aerospace designs [4], spacesuit [5] etc.

The conformal array antenna when deformed from
the original shape to the prescribe shape it will seriously
affect the radiation response of the array. This antenna
surface deformation will change the relative position
and angle of antenna elements, changing the antenna
impedance, steering vector, relative gain, mutual coupling
and radiation pattern [6]. The resulting distorted pattern
may shift the positions of null points and loss of the main
beam which will results in reduced antenna gain along
with substantial undesirable effects on the antenna
performance. It is therefore; contended that researchers
are focusing on decoupling methods in conformal arrays
to mitigate the problem associated with mutual coupling,
and compensation techniques to control the shape of
radiation pattern through precise positioning of the nulls
and pointing the broadside beam to any desired direction
regardless of the extent of deformation in the conformal
surface.

Adaptive beamforming in conformal phased arrays
is a powerful technique that adjusts the excitation (gain
and phase) of the signals to generate radiation pattern in
order to emphasize signal-of-interest (SOI), tuning out
the signal-not-of-interest (SNOI) signals [7]. In literature,
various compensation methods have been proposed to
compensate and correct the field patterns of the conformal
phased array antennas. In mechanical calibration methods,
the compensation algorithms correct and reconfigure the
field patterns by adaptively altering the shape of the
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antenna surface and positions of antenna elements using
driving mechanisms [8], or mechanical beam steering
[9], smart materials employing shaped memory alloys
[10], magnetically-actuated antenna tuning [11], and using
electro-active polymers in deformable smart antennas
[12]. However, these methods require sophisticated
control techniques, extra installation space and have
limited radiation correction accuracy with the slow
response time. Compared to the mechanical calibration
methods, the electrical calibration methods have a faster
response time to compensate the effect of deformation
occurred in conformal array without the requirement of
mechanical adjustments. One of the most precise beam
steering techniques is the phased array antennas which
give the possibility to reconfigure and correct the
radiation pattern in both elevation and azimuth planes by
adjusting the amplitudes and phases of each element in
the array. Several methods including the traditional
mathematical methods and optimization algorithms
for mutual coupling reduction and radiation pattern
correction for conformal phased arrays were proposed in
the past. For example: particle swarm optimization (PSO)
[13], quasi-analytical method [14], gain maximization
algorithm [15], [16], convex optimization technique
[17], active element pattern technique [18], Recursive
Least Squares method [19], Linear Constrained Minimum
Variance (LCMV) algorithm [7], genetic algorithm [20],
array interpolation technique [21], Element Pattern
Reconstruction [22], Phase compensation [23], and
method based on rotating-element electric-field vector
(REV) [24].

In [25], a projection method is used to find
analytically the amplitude and phase distribution, which
provides low sidelobe level for spherical arrays. Similar
approach of using projection method has been followed
in [26], [27] and [28] to correct the main beam direction
for conformal arrays. To study the gain limitation of
phase compensated conformal array, the same projection
method is used in [29]. To validate the results two
prototypes of spherical shapes of radius r = 20.32cm
and r =27.94cm are used in which six microstrip
element array is used with an inter element spacing of
0.51. The results obtained are compared with flat array
that reveals that as the radius of the sphere is reduced,
the gain also decreases in phase compensated array.

In [30] Chopra et al. investigated the performance
on the basis of steering of main beam, interferers
nullifying capability and side lobe level suppression, of
several beamforming algorithms such as LMS, NLMS,
Hybrid LMS, VSS-LMS etc. In [31], Linear Pattern
Correction Method (LPCM) has been used in a 6
elements patch array to reduce the effects of mutual
coupling. The same technique is also implemented to
compensate the pattern of 4 elements linear DRA array
antenna and it was shown that pattern correction through
LSE is very promising as compare to conventional
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OCVM [32]. A new method based upon LSE and
electromechanical coupling analysis is presented in [33],
in which Network theory model is employed to model
the Mutual Coupling effects and constraints are taken on
desired points for original pattern recovery. In summary,
it is found that different calibration techniques together
with various signal processing algorithms can be used to
adjust phases and amplitudes of each element in array to
precisely control the radiation pattern of conformal array
antennas.

In this paper, the 4x4 planar microstrip array
antenna is spherically deformed to a conformal surface
of radius r=20cm and r=30cm and the results are
compared for each case to show the performance of the
proposed optimization technique. The HSDRA algorithm
cumulatively uses the Linearly Constraint Least Square
Optimization (LCLSO) and Quadratically Constraint
Least Square Optimization (QCLSO) techniques to
calculate the correct excitation of the amplitudes and
phases to attain the preferred main beam and Side-Lobe
Level SLL reduction with particular null placement to
achieve the desired radiation pattern for 4x4 spherical
conformal microstrip array antenna. Gain maximization
algorithm based on maximizing the distance between
minimum and maximum points in the pattern while
constraining the output power is used to increase the
overall gain of the spherical array, which is compared
with traditional phase compensation methodology in
which phases of excitation were changed so that the all
the patterns of element reach at certain reference plane
in constructive manner. The results are further compared
with unconstrained least squares estimation technique,
which is based on reducing the Mean Square Error
(MSE) between desired and measured patterns. The
results reveal that for the gain enhancement of spherical
array structure, the Gain maximization algorithm has
better results as compared to unconstraint least square
optimization and conventional phase compensation
method where as in terms of radiation pattern correction,
the Quadratic Constraint Least Square Optimization
technique is very efficient and reliable technique to
compensate the effects of deformity and mutual coupling
occurred due to surface change in conformal arrays.

Il. PROBLEM FORMULATION

The physical layout of a ixj microstrip patch
conformal array antenna when curved to a spherical
surface with a radius r with broadside radiation pattern
along z — axis is shown in Fig. 1.

The 4x4 planar array designed for 2.50GHz is
spherically deformed at a radius of 30cm and 20cm. The
dimension of the microstrip patch in proposed 4x4 array
design is depicted in Fig. 2. Each miniaturized microstrip
patch has been created on a “Roger RT-6002 (lossy)”
substrate having relative dielectric constant &, = 2.94
with substrate thickness of 1.50mm having length and
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width of 51mm and 25mm respectively. The dimensions
of a single patch in the ixj array are given below in the
Table 1.

Direction of Broadside Pattern

Fig. 1. llustration of the ixj Array on spherical surface
of radius r.

Gp  |Lp

|

<—Wp—>

Wi
Fig. 2. Single patch antenna.

Table 1: Dimensions of a single patch

Parameter Description Length
(mm)
Lp Length of patch 37
Wp Width of patch 25
Lf Length of feed line 14
Li Length of inset feed 14
Wf Width of feed line 4
Gp Gap between the feed )
line and patch

Two cases are investigated in this research. In the
first case the inter element separation dx and dy along
x —axis and y — axis between the antenna elements
was kept same at0.51 respectively, whereas in the
second one the inter element separation was changed so
that antenna elements are compact to increase gain in
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which the spacing in x — axis is kept at dx = 0.41 and
spacing in y — axis at dy = 0.6A. The positions of each
radiating element in the array along x, y and z directions
are determined by the following equations respectively:
x = rsinfcos@
y = rsinfsing (D)
Z = rcoso,
where r represents the radius of the spherical structure
and fand ¢ are adjusted according to inter element
spacing dx and dy along x —axis and y — axis
respectively. Based on the position of radiating elements
in ixj array, the Array Factor AF(6;, @;) is given by:

AF (0, 9)) = 15”‘( I'?) 1sin(J 2)
O an@) Vs () @
where  , = kdxsinfcosp + B, and P, =

kdysin@sing + B,, k is the propagation constant,
By and B,, are the progressive phase shifts succeeded by
each element and can be represented as matrix to invoke
in algorithm to control the Array Factor as,

51 1 .31,1'

Bij = R (3)

.81 1 .Bi,j
The variables i and j represents the position of array
elements in x — axis and y — axis respectively, 1 is the
wavelength, 6 and ¢ is the elevation steering angle and
azimuth steering angle respectively.

The Array Pattern F(0, @) is evaluated by the
Hadamard product of AF(8;, ;) and a matrix M, which
is set up by concatenating the individual pattern vectors
of radiating patches, F(6,¢) = AF(0;,¢;)°M. The
Gain Pattern G(6, ¢) at any arbitrary angle 6 and ¢ can
be calculated as:

G(0,¢) = F(6,9).w, (4)
where vector w =1 j)e“‘¢represents the complex
weighting function need to guide the ixj™" element in 4x4
array. For subsequent analysis, the azimuth angle ¢ has
been taken fixed and the results are presented for the
elevation angle 6 only.

When 4x4 planar array shape changes to the
prescribe spherical shape of radius r, the whole radiation
array pattern distorts due to change in AF(6;, ¢;) for
each element in the array. The problem is to calculate the
correct weights w(6;,¢;) in 4x4 spherical conformal
microstrip array to compensate for any radiation pattern
errors occurred due to change in the shape.

I11. PROPOSED SOLUTION
The approach adopted for mutual coupling
reduction and deformity compensation is presented as a
flowchart in Fig. 3.
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Fig. 3. Compensation technique for spherical deformation.

The 4x4 array antenna is designed and simulated in
Computer Simulation Technology (CST) for the center
frequency of 2.5GHz. The initial weights w,, assigned to
each element of the array are used to obtain the desired
radiation pattern by optimizing the field patterns to get
the desired mainlobe direction and nulls at the specific
positions. In particular, unity weights are assigned to
the elements of planar array to show the performance
of proposed compensation algorithm. The original
positions of array element in planar and spherically
deformed structure were found in CST and the Array
Factor is calculated on the basis of their position vectors,
then the element patterns are concatenated with the
Array Factor to from the Array pattern of desired and
deformed structure respectively.

The HSDRA algorithm for radiation pattern
correction is based on Constraint Least Squares
Optimization modified with particular nulls placement.
It is given to the deformed array to evaluate the corrected
weights which compensate the effects of deformity and
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mutual coupling occurred due to surface deformation.
Although the compensation technique can be
implemented for several geometrical deformations but
here only spherical deformation is considered on the
planar array. The algorithm is formulated to minimize/
reduce the absolute distance between the field pattern of
the deformed array and the desired field pattern of planar
array while ensuring that the null positions are precisely
defined, and are of sufficient depth and the main beam
direction is at the desired location. For this, first Linearly
Constraint Least Squares Optimization (LCLSO) is
used and then Quadratically Constraint Least Squares
Optimization (QCLSO) is used on the results obtained
from LCLSO to calculate the correct excitation of the
amplitude and phase to synthesize the preferred main
beam and nulls direction to achieve the desired radiation
pattern for 4x4 spherical conformal microstrip array
antenna and the results are shown separately for the
comparison.

For the enhancement of Gain of the conformal array
antenna, the Gain Maximization Algorithm is proposed,
the simulated results of which is compared to the
traditional phase compensation technique and basic
form of least squares optimization. Gain maximization
algorithm is based on maximizing the distance between
minimum and maximum points in the pattern while
constraining the input and output power to unity to
increase the overall gain and performance.

A. Computation for radiation pattern correction

The HSDRA algorithm for radiation pattern
correction is based on Constraints Least Squares
Optimization which iteratively updates the weights
of conformal array while searching for the point of
minimum sum of squared errors between the actual field
in deformed array E; and targeted field E, of planar
array. The basic form of Least Square Optimization
includes some excitation amplitude distribution weights
for maximizing the gain while minimizing the sidelobes
to a certain level. It aims to decrease the Mean Square
Error (MSE) between the field patterns of deformed
spherical array and targeted planar array as shown in
equation:

minimize wy ZleWd - prplz. (5)
6,0
The individual antenna pattern has been imported from
CST for specific radius r whereas the distorted array
pattern is compensated by a matrix P obtained as:

P = (F)'F,
we=P-w; (6)
Ep = FdWC!

where 1 indicates the pseudo inverse and is defined
as (F)t = F¥(F,Fl)~t. Here F, € C™*J is the matrix
containing measured/simulated gain pattern of the
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vector contain the initial weights w;_w,, which shape the
desired array pattern (in this paper, unity weights are
assigned to the elements of planar array to show the
performance of proposed algorithm), and w,. contains the
recovered corrected weights which correct the radiation
pattern errors occurred due to deformity.

The Least Squares Optimization (LSO) method in
its basic form generates a solution that is for unknown
(guessed) excitation values. This solution contains error
distribution either in the main-lobe or sidelobes or both
because it does not control the level of individual peaks,
rather than it only controls and measures the level of
general lobes by reducing the Mean Square Error (MSE)
between the resulting field pattern and the desired one.
Unfortunately using LSO only without modification
for the pattern correction gives guessed values which
may not be optimal for the final design. Therefore for
recovering precisely some of the points on the pattern the
optimization problem need to be constraint. In order to
accurately control nulls positions and the direction of
main beam, LSO is modified by introducing constraints
at those points on the pattern that needs to be recovered
and controlled precisely.

The goal in Constraint LSO approach is minimizing
the Euclidean distance between simulated/measured and
desired pattern while constraining some points (either
peak of main lobe, null points or sidelobe points) to
find the corrected weights. In Linearly Constraint Least
Squares Optimization (LCLSO) method, the Euclidean
distance between the measured pattern in deformed array
E,4 and desired pattern of planar array E, is minimized
while constraining the pattern at some points (either
null points or the peak side lobe points) to find the
compensated weights w,.. The optimization problem is
written as:

2
minimize ,_ Z|Fdwc - prp|

o ()
subject to Fqw, = b,
Fo = [Fq(01,91), Fa(01, @2) -+ F3 (64, @4)]", ®)

T
b= [Ep(91:(91): Ep(82,@2) -+ E, (64, @4)] .

Here F, € C7*(%)) js a matrix containing the g constraint
vectors at ixj positions of 4x4 array at the desired
constrained angles in the measured individual element
pattern matrix of deformed structure and b € C9*M s a
vector of g constraint points on the planar array pattern
and N represent the ixj" location of radiating elements
on the array.

The linear weights reduce the search space so that
the solution satisfying the constraint is the only possible
solution. Consequently, the compensated pattern performs
well at the mainlobe peak and null points (constraint
points) but does not care for the rest of the radiation
pattern. As a result, higher side-lobe level at the edges,

ACES JOURNAL, Vol. 36, No. 6, June 2021

away from the constraint points can be observed. The
error performance of LCLSO, however, improves with
increasing the number of constraints chosen at the
extremal point evenly spread over the radiation pattern.
However, there is an upper limit on the maximum
number of constraint points g < N.

The problem in LCLSO with controlling the side
lobes level is therefore further modified by quadratically
constraints, which is given as:

minimize Z |Fd we—F, wp|2

0, (9)

Subject to |F.w, — b|? < B,
where 0 < B <1 is a constraining factor, lower the
value of B smaller is the search space. This technique
provides alternative to the Linearly Constraint LSO
because it allows a good compromise, enabling the
corrected pattern to follow the desired pattern more
closely. The QCLSO compensates the weighting function
not only in the main lobe but also on the peaks of the side
lobes while at the same time ensuring that the desired
null depths are achieved. Since exact solution of QCLSO
does not exist, therefore numerical approach using
Newton-Raphson method has been used to solve the
above optimization problem.

The algorithm is programmed and analyzed for the
spherical structure of r = 20cm (maximum deformation)
deformed from planar structure. The algorithm uses
12 number/level of iterations for finding the correct
excitation of the amplitudes and phases. The average
computation time between each iteration is 0.23 seconds
and the Total CPU time is approximately 2.74 seconds.
A computer of Intel Core i7 (6th Generation) processor
with 3.40 GHz CPU speed and 8 GB of RAM was
used and the algorithm was programmed and verified in
MATLAB 2018a version and CST Studio Suite 2019
version respectively.

B. Computation for gain optimization

To compensate the loss in gain when the array is
deformed, an approach using Gain maximization
algorithm is introduced which minimizes the Euclidean
distance between measured Gain in deformed array
G4(6, @) and target Gain in planar array G, (6, ¢) while
minimizing the gain loss to find the compensated
weights. The weights are generated for the desired gain
pattern which is estimated using the Gain maximization
algorithm based on maximizing the distance between
minimum and maximum points in the pattern while
constraining the input power and output power to unity.
So, the problem formulation for this technique is:

2
minimize Z |Fdwc - prp|
6,0 (10)
Subject to: w.lw, <y,



where y represents the output power of compensated
weights. The input power of weight vectors is kept unity
to find all the patterns. In minimizing the gain loss
approach the error was minimized while keeping power
of weights unity. Hence loss in gain is also minimized.
Newton-Raphson method has been used to evaluate the
solution of w,. for the above optimization problem.

The concept of Phase compensation technique used
in [23] is implemented here to generate a broadside
radiation pattern along a tangent reference plane, for gain
enhancement. The results obtained with this technique
are compared with the proposed method using Least
Square Optimization and Gain Maximization Algorithm.
A tangent reference plane is considered to the center of
the array and the E-fields from each of the radiating
elements on the 4x4 spherical array are assured to reach
the tangent plane with the matching phase to create
constructive interference for gain enhancement. For
this, each radiating element on the spherical surface is
specified with correct weighting function of amplitudes
and phases for the creation of broadside radiation pattern
along z-axis. The location of each element on a sphere is
determine by the following expressions in terms of angle
“6” measured from z-axis,

91‘]
1. 2 . 5
= ;J (idy +dy/2)" + G + de/2)7,
and the phases of each element required for correction of
radiation pattern is computed as A¢, = —jkA4z,, where
Az, =7r(1—sin 6,,) represents the distance from the
radiating element on the spherical surface to the reference
plane and 6, is the corresponding angle from the origin
along z-axis.

(11)

IV. RESULTS AND DISCUSSIONS

Sixteen elements patch antenna in 4x4 spherical
configurations have been used for simulation and
analysis purposes. Two spherical deformations were
investigated where planar array is deformed at 30cm
and 20cm radius. Further these two deformations are
investigated for equally and unequally inter-element
spaced arrays and the results of these deformations are
compared with the desired results achieved in planar
array configuration. One is equally spaced on both side,
that is dx = dy = 0.54, and the other one has dx < dy.
In unequally spaced case dx is kept at 0.44 and dy
at 0.64. 3D electromagnetic simulation and analysis
software (CST) is used for the verification of the results.
All the radiation patterns, such as desired in planar array,
deformed and the corrected one in spherical array, are
first evaluated in MATLAB and then validated through
CST. To verify the results, the antenna test platform for
equally spaced 4x4 array structure is constructed for
planar and spherical configurations of r = 30cm and
r = 20cm as shown in Fig. 4. Similar test platform is
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also used for unequal spaced array configuration. The
experimental setup includes sixteen numbers of Phase
Shifters (DBVCPS02000400A) and variable voltage
controlled attenuators (ZX73-2500+), which are connected
with two numbers of 1x8 power Splitter/Combiner
(ZN8PD1-63W+) feed network connected with high gain
power amplifier (PE15A4018) as discussed in Section Il
of the paper. This test platform is developed to validate
the results for QCLSO technique because this method
gives most optimum results in term of radiation pattern
correction. Phases and Array Factors are calculated using
the methodology mentioned in Section Il and the
position vectors of antenna elements in spherical surface
is obtained in CST. A broadside radiation pattern
possessing nulls at 30° and -30° has been chosen for
analysis. The HSDRA algorithm calculates the weights
(amplitudes and phases) for each element of the array,
which are provided to attenuators and phase shifter with
help of variable power supplies. After receiving the
required phase shift and amplitude attenuation/
amplification at the individual patch of the conformal
array, the corrected radiation pattern measurements were
carried out in a fully calibrated Anechoic Chamber.
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Fig. 4. 4x4 array configuration of: (a) planar array,
(b) spherical configuration of 30cm, and (c) spherical
configuration of 20cm.

The result of HSDRA algorithm for the radiation
pattern correction is shown separately as LCLSO and
QCLSO. The results of radiation pattern correction
for equally spaced array with geometric spacing of
0.51x0.54 and unequally spaced array with geometric
spacing of 0.41x0.61 are discussed in Fig. 5 and Fig.
6 respectively. The choice of different inter element
separation is considered to render the effect of mutual
coupling and deformity on the radiation pattern of the
spherical array. It is observed that when pattern is
compensated with Linearly Constrained Least Squares
Optimization (LCLSO), the mainlobe direction is well
achieved whereas the sidelobe level increases which
is obvious because when the locations are linearly
constrained it does not care about the rest of the pattern
asitonly tries to satisfy the constrained points. Similarly,
when the deformation is increased that is that radius of
curvature of conformal spherical array is 20cm, the
sidelobe level further increases while satisfying the
mainlobe direction and losing the nulls points. Whereas
the Quadratic Constrained Least Squares Optimization
(QCLSO) gives some relaxation in search space of
output. This compensation technique gives better fit
results at the nulls, at the edges of the mainlobe and has
low side lobe level almost approaching to the desired
one. This method computes appropriate amplitude and
phase excitation that recovers the radiation pattern of the
spherical array set up on a conformal structure up to a
radius of 20cm.

It is shown that when the planar array undergo
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spherical deformation, the radiation pattern has been
distorted severely, i.e., significant reduction up to 80%
is noticed in the mainlobe gain, no sidelobes are formed
and the nulls are completely lost; however, the QCLSO
compensation algorithm accurately recovers the radiation
pattern to the desired one. So, the HSDRA algorithm
combines the linearly constraint and quadratically
constraint Least Squares optimization to calculate the
corrected complex weights to synthesize the preferred
mainlobe, sidelobes and nulls direction to attain the
desired radiation pattern in the planar array which
compensate the effects of deformity and mutual coupling
occurred due to surface deformation. After compensation
algorithm, the distorted pattern recovers successfully
which is similar to the planar (desired) array pattern with
sidelobe levels and nulls locations nearly in the same
position as that of the planar array as shown in the Figs.
5and 6.
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Fig. 5. Results for 4x4 spherical array with equal element
spacing (dx = dy = 0.51) with a radius of (a) 30cm
and (b) 20cm.
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Fig. 6. Results for 4x4 spherical array with unequal
element spacing (dx = 0.44,dy = 0.61) with a radius
of () 30cm and (b) 20cm.

The results of gain analysis is shown in Figs. 7 and
8. It reveals that the 4x4 planar array with equally spaced
array has a simulated gain of 16dB and for unequally
spaced it is 17.5dB. After deformation the gain loss is
more than 26dB for each case. It is observed that after
the transformation of the planar array onto the spherical
surface the radiation pattern changes significantly, hence
phase correction is required to correct the gain and
recover the pattern. The unconstrained least squares
optimization yields unfeasible excitations for antenna
elements, which causes a significant decrease of gain (up
to 3dB) in each case whereas, the location of nulls are
slightly compromised for both equally and unequally
spaced arrays. The distorted pattern obtained with Phase
Compensation technique in which the radiation pattern
is targeted on a reference tangent plane, the nulls are well
recovered however the gain is decreased by2dB for
30cm radius and 3.5dBs for 20cm radius respectively.
Furthermore, Gain Maximization Algorithm is employed
to maximize the gain of array. It shows a good increase
(up to 2—4dBs) in gain as compared to phase
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compensation and LSO technique however, the nulls are
not recovered properly. In general, the results reveal that
gain is recovered very efficiently for unequally spaced
spherical patch antenna array, whereas it shows less
recovery for equally spaced spherical antenna array.
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Fig. 7. Comparison of least squares optimization, gain
maximization and phase compensation technique for 4x4
spherical array with equal element spacing (dx = dy =
0.54) with a radius of (a) 30cm (b) 20cm.
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method. Furthermore, this algorithm recovers the gain
very efficiently for unequally inter-element spacing,
whereas it shows less recovery for equally spaced

Planar Arrray

"""""" Deformed Array
LSO

= = =Phase Compensation

Gain Maximization

spherical array.
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Abstract — An innovative method is proposed to improve
the cross-polarization performance and impedance
matching of a microstrip antenna by integrating a
complimentary split ring resonator and slots as a
defected ground structure. An equivalent circuit model
(ECM) enables the design take into consideration the
mutual coupling between the antenna patch and the
Defected Ground Structure. The input impedance and
surface current density analysis confirms that the
integration of a CSRR within a rectangular microstrip
patch antennaleads to uniform comparative cross-
polarization level below 40 dB in the H-plane, over an
angular range of = 50°. Introducing parallel slots, as well,
leads to a reduction of spurious antenna radiation, thereby
improving the impedance matching. Measurements
conducted on a fabricated prototype are consistent with
simulation results. The proposed antenna has a peak gain
of 4.16 dB at 2.6 GHz resonating frequency, and hence
is good candidate for broadband service applications.

Index Terms — Cross-polarization, CSRR, defected
ground structure, impedance matching, microstrip
antenna.

I. INTRODUCTION

Microstrip antennas have gained a wide range of
attention and have been elaborately studied due to their
small footprint, lighter structure and inexpensive price.
The impedance matching of microstrip patch antenna
plays an import role in designing a good antenna. The
antenna’s input impedance depends on its size, profile,
type of feeding, and the properties of the antenna
material. Results obtained from experiments [1] reveal
that, in particular cases, such as feeding from the probe
of simple coaxial and a microstrip line, the input
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impedance is dependent on the feed position. In general,
the cosine-square of the normalized distance of feeding
point from the patch edge is proportional to the
impedance of the input probe that feeds the microstrip
patch antenna. However, with the use of a microstrip
line, the dependence of impedance develops proportionate
to the fourth-power cosine [2]. While the input impedance
is zero for the feed probe at middle of the patch, the input
impedance of inset-fed rectangular microstrip patch
antenna is influenced by the notch dimensions and the
aspect ratio of the patch [3]. This implies that the H-plane
cross-polarization is influenced by the notch depth and
width dimensions. For fixed input impedance, however,
the cross-polarization level is largely insensitive to the
notch width. Flexible impedance matching and low
cross-polarization has been realized using a novel
technique of loading the rectangular microstrip patch
antenna with a pair of shorting pins [4]. The symmetric
arrangement of the shorting pins retains the symmetric-
odd pattern of surface current with respect to the H-
plane, and therefore the level of cross-polarization is
diminished considerably. The input impedance of the
microstrip patch antenna also plays a role in achieving a
suitable impedance-bandwidth. An improved bandwidth
for a microstrip patch antenna in the X-band has been
achieved by implementing a z-shaped defected ground
structure [5]. However, the integration of a defected
ground structure for enhancing input impedance
matching has not been studied. The defected ground
structure has also been used to boost the bandwidth of an
ultra-wide band antenna along with the suppression of
cross-polarization [6]. Although, the level of cross-
polarization has been improved by between 10 dB to
25 dB in both the principal planes, a decline in matching
can be observed after introducing the defected ground
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structure. Among various effects, a simple rectangular
microstrip patch antenna is impinged by cross-polarized
radiation in the far field, particularly the H-plane.
Irregularities in the positioning of probes leads to this
proportioned antenna near-fields, resulting in higher
cross-polarized radiation in the H-plane. The reduction
of cross-polarization using defected ground structure
approaches have been studied, such as an arc-shaped
symmetrical defected ground Structure [7]; a novel
defected ground structure strategy [8]; a defected ground
structure with dumbbell shape [9]; defected ground
structure with asymmetry, non-affected pattern of co-
polarized radiation [10]. From these studies, it can be
observed that the reduction of cross-polarization along
with proper impedance tuning is a challenging assignment
for designers of microstrip patch antennas. Since, an
asymmetric feed position is often required for accurate
matching of impedance; this unfortunately plays a role
in increasing cross-polarization in the H-plane. Although
the reduction of the cross-polarization in bore sight is a
comparatively easier task, it is difficult to maintain a
regular and low cross-polarization over a wide angle range
from —50° to + 50°. In this work, a rectangular microstrip
patch antenna, using a complimentary split ring resonator
(CSRR) and slots as defected ground structure, is
proposed and studied for improved impedance matching
and lower cross-polarization level. The location of the
defected ground structure is adjusted to obtain the
anticipated x-axis directed odd-symmetric distribution of
surface current, hence, negating the resultant far field
radiation in the H-plane. Taking into the consideration
the mutual coupling between the defected ground
structure and patch, an equivalent circuit model (ECM)
is first developed and analyzed using Advance Design
System (ADS-2017). Enhanced input impedance between
2.4 GHz — 2.8 GHz, regular and low cross-polarization
over a wide angle range from — 50° to + 50° and a
reasonable peak gain of 4.16 dB will make these type of
antenna appropriate for broadband services applications.

I1. ANTENNA DESIGN

A. Antenna configuration
The proposed configuration for antenna and the
model of equivalent circuit are elaborated in this section.

B. Equivalent circuit model

In Fig. 1 and Fig. 2, the descriptive sketch of
recommended CSRR+Slots designed defected ground
Structure incorporated in microstrip patch antenna and
the equivalent circuit of CSRR defected ground structure
with microstrip line feed microstrip patch antenna is
presented respectively, in which the influence of the

ACES JOURNAL, Vol. 36, No. 6, June 2021

CSRR and slots aperture are accounted for by considering
the mutual inductance between the patch and defected
ground structure (i.e., the CSRR and slots). The input
side, which models the equivalent circuit of the antenna
patch, consists of a parallel capacitor (Cp), parallel
resistance (Rp), and parallel inductance (Lp). As the
defected ground structure involves the ground plane, a
parallel circuit LC (Lpe and Cpg), equivalent to the
defected ground structure is conjointly linked with the
antenna patch circuit. The proposed antenna equivalent
circuit shows the combination of equivalent circuit of
radiating patch, the CSRR and the slots. The total value
of Lps and Cpg are the summation of CSRR and slots
individual inductances capacitances. When the CSRR
is placed in different positions, the total value of
inductance and capacitance will change, and hence the
impedance of the patch antenna varies. This leads to poor
reflection coefficient.




njaja

P

(©)

Fig. 1. Descriptive sketch of recommended complimentary
split ring resonator+slots designed defected ground
structure incorporated in microstrip patch antenna: (a)
front view, (b) rear view superimposed on front view,
and (c) different positions of defected ground structure
in rear view.

K1

Fig. 2. Equivalent circuit of defected ground structure
integrated with antenna.

Table 1: Antenna parameters with enhanced dimensions
(in mm)

Parameters Dimensions
(mm)

Length of the Substrate (X) 52
Width of the Substrate(Y) 50
Length of the Patch(x) 26
Length of the Feed Line(a) 9
Width of a feed line 1

Length of the transformer (b) 9.2
Width of the transformer (c) 5
Length of the Complimentary Split 10

Ring Resonator(d)

Width of the CSRR (e) 1
Gap of the CSRR (G) 1
Length of the slot (g) 16

Width of the slot(f) 2
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The resonance frequency is given by the relation,
Co

f= 0.89(L+W)VE, @
In which, ¢ is the velocity of light, while W and
L indicate the width and length of the patch
correspondingly, for a dielectric constante,.. A length
0.22 Lo of CSRR metal from the mid-upper portion of the
ground plane has been imprinted to produce a Defected
Ground Structure groove on the ground plane, where
Ao is the free-space wavelength associated with the
resonance frequency. The introduction of the defected
ground structure adapts the bandpass and bandstop
characteristics of the antenna, consequently leading to a
display of new resonance behavior. A microstripline
feeding technique is applied to feed the antenna structure.
The parameters and dimensions details of the antenna are
tabulated in Table 1. Equations (2)-(9) are used to extract
equivalent circuit model values for the patch segment
and defected ground structure [11], [12]:
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In these equations, s is the length of stub; Z; is the
characteristic impedance, g is the wave number; Cs is
the capacitance of source; h is the thickness of substrate;
while Lpgs and Cpes are the values of inductance and
capacitance of the Defected Ground Structure equivalent
circuit, respectively. Furthermore, wo is the angular
resonance frequency; yo is the distance from the patch
edge to the feed point; and w is the angular lower 3-dB
cut-off frequency. The coupling coefficient (K;) between
the inductors is given by:
k. = Pt 10)
7 Ry
Here, fn and f. are the frequencies consistent to
the upper and lower 6-dB points around the resonance
frequency, and these positions are referred to as the
magnetic and electric walls, respectively. Using equation
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(10) a value of K;= 0.06 is obtained [13]. All known
parameter values were substituted in equations (4)-(8),
and the unknown parameters were found by the
calculation - Cpgs=2.25 pF, Rp=59.8Q, Lpgs=2.77 nH,
Cs = 22.5 pF, and Lp = 0.62 nH; since fn and f. are
2.25 GHz and 2.8 GHz respectively. Using the Advance
Design System (ADS - 2017), the equivalent circuit
model shown in Fig. 2 is simulated using the computed
parameters. The reflection of measured coefficients (Si11)
and simulated results are compared with the response of
the ECM as depicted in Fig. 7. Meanwhile, the mutual
coupling between the defected ground structure and
patch leads to a variation of the antenna input impedance,
due to a modification of the ground distribution. The
fringing field effect is altered by these distribution
variations, thereby changing the effective dielectric
constant. According to the equation (5), the effective
dielectric constant is directly proportional to the square
of the quality factor (Q). Furthermore, the quality factor
is inversely proportional to the antenna’s bandwidth
(BW), as can be observed from the relationship:
BW = ((VSWR) — 1)/QVSWR. (11)
Hence, effective dielectric constant changes due
to the introduction of a Defected Ground Structure
influence the antenna bandwidth and the quality factor.

I11. RESULTS AND DISCUSSION

A. Impedance of input

The computer-generated reactance (Xi,) and input
resistance (Rin) values with various defected ground
structure placements are demonstrated in Fig. 3. The
impedance of the antenna is matched to 50Q through a
quarter wave transformer. However, due to the resulting
shape discontinuities, the antenna suffers from spurious
radiations, which lead to increased cross-polarization. In
this design, parallel slots are introduced near the edge
feed to reduce cross-polarized radiation. The impact of
shifting the CSRR defected ground structure to various
positions is shown in Fig. 3 (a). The value of Wsug
is set at 50 mm, following which the placement of the
CSRR defected ground structure is altered according
to the positions illustrated in Fig. 1 (c). The position
corresponding to the best impedance match is identified.
Fig. 3 (a)-inset shows the antenna rear view with the final
proposed position. The recommended placement of the
defected Ground structure is position PP, where the
best value of Rin= 50 Q and Xin = 0 are attained at the
resonance frequency of 2.6 GHz. The variation in values
of the input resistance trail the Gaussian distribution,
whereas where the changes in the input reactance
approximate a cosine distribution, which further clarifies
the choice of the recommended placement. Variations
in the current distribution on the ground cause the
impedance value to increase or decrease, depending on
the position of the CSRR. Here, the impact of surface
current distribution on the fringing effect is low at
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different positions. However, a maximum distribution
occurs at the proposed position because of proper
impedance matching and less spurious radiation. The
proposed location of the defected ground structure is
further investigated with respect to its impact on the
antenna reflection coefficient, as displayed in Fig. 4.
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Fig. 3. Impedance of the defected ground structure
loaded antenna for various locations of CSRR on the
ground plane: (a) input resistance (Rin), and (b) input
reactance (Xin).
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Fig. 4. Differences in simulated reflection coefficients
for position deviations of the defected ground structure.



In this study, it can be observed that the resonance
frequency increases as the CSRR is shifted vertically
downwards. In addition, shifting the CSRR position to
the left or right of the center axis changes the anticipated
resonance frequency, with lower levels of reflection
coefficient attained in both cases than with vertical
displacement of CSRR position. Therefore, the location
of the defected ground structure plays a crucial role
in input impedance matching. The cross-polarization
performance is affected by the surface current distribution.
The patterns of surface current distribution are likewise
dependent on the position of the defected ground
structure (i.e., CSRR+slots). An odd-symmetric pattern
is needed to reduce the cross-polarization. As a result of
proper impedance matching with respect to the CSRR
position, the reflection coefficient and surface current
distributions are optimum and hence the cross polarization
performance changes.

B. Distribution of surface current and performance
of cross polarization

In Fig. 5, the surface current vector for the proposed
location of the defected ground structure is demonstrated.
As a result of the inclusion of a defected ground
structure, surface current distribution is altered. The
defected ground structure location is adjusted to provide
an odd-symmetric pattern in order to reduce the cross-
polarization.
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Fig. 5. Distribution of surface current vector and magnetic
field paths of CSRR defected ground structure slots of
proposed antenna.

No other defected ground structure positions were
observed to show the x-axis oriented odd-symmetric
surface current paths in the H-plane, as depicted in Fig.
6. Hence, the recommended defected ground structure
positioned at middle leads to acceptable surface current
vector distributions and lower levels of cross-polarization.
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There is no significance alteration in the observed co-
polarization patterns as a consequence of the positioning
of the defected ground structure. However, the H-plane
cross-polarization patterns posted significant changes.
The proper termination of radiated fields for the
recommended location of defected ground structure
containing the CSRR shape leads to a regular cross-
polarization pattern in the H-plane, with a comparative
decline in cross-polarization of 44 dB over + 50°,
compared to the other defected ground structure locations.

C. Measurement results

Using an appropriate experimental setup in order to
authenticate the performance of the proposed prototype
antenna, the reflection coefficient and the radiation
patterns are measured after the model fabrication. Figure
7 summarizes a comparison of simulated and measured
reflection coefficients, with and without the Defected
Ground Structure over an operating frequency range.

Co-polarisation Patterns

Co-Polarisation

Relative power (dB)

— Proposed position
- - Position2
-80 --- Position3
— - Positiond
''''' Positions

-100
-120 -100 -80 60 -40 20 0 20 40 60 80

Theta (deg)

100 120

Fig. 6. Patterns of co-polarization for the H- and E-planes
and the patterns of cross-polarization for the H-plane.

60 5

= :Proposed antenna measured 4.5
40
— *CSRR + slot DGS( simulation)

= = Gain( measured)

20 Gain (simulated) 3.5

Reflection Coefficientin dB
Gain (dB)

2.425 2475 2.525 2575 2.625 2675 2725 2775 2.825
Frequency (GHz)

Fig. 7. Characteristics of Si; vs frequency, and gain vs
frequency.
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Table 2: Comparison of the performance of the proposed structure with related works

S. No Methodology Frequency | Cross Polarisation Improvements in Year
(GH2) Reduction (dB) Impedance Matching (dB)
[4] Pair of short pins 2.241,2.478 16 No data 2009
i Reduced by H-Plane Impedance matching
[6] DGS+Slotted patch 2-21 by 20 dB reduced after insert DGS 2016
[7] DGS 5.83-6.03 7-12 5.2 2016
[8] DGS 9-10 15 Not mentioned 2014
For both band 15 dB
[9] Parallel slots as DGS 2.9,6 reduction is achieved No data 2018
Horizontal meandered
[14] dipoles and vertical 1.71-2.69 10 No data 2019
parasitic elements
Proposed CSRR+Slots _parallel 2.59-2.75 18.6 24
to feed line

From this result, it can be determined that, on
introducing a Defected Ground Structure will make a
change in the operational band of 2.62 GHz —2.70 GHz
to 259 GHz-2.75 GHz. In addition, the resulting
impedance matching upgrades the reflection coefficient
from 30 dB (Suwithout Defected Ground Structure) to
54 dB (Si1 with Defected Ground Structure). A close
agreement is observed between the results of ECM
response and measured electromagnetic model as shown
in Fig. 8.

0

m
=
£ .10
£
£
@
S
i
3
=
~ / — ECM Response

-30

--- Proposed antenna
Measured
-40
2.4 2.6 2.7 2.8
Frequency (GHz)

Fig. 8. Proposed antenna measured vs equivalent circuit
model response (ECM).

Over the whole functioning band, the advantage is
in the range of tolerance and it demonstrates a maximum
peak gain of 4.16dB at the resonance frequency. In
this investigation, the improvement of bandwidth using
defected ground structure, comprising of a CSRR and
slots, is around 200 MHz. Although the level of bandwidth
improvement is modest, this approach can be useful to

the study of any defected ground structure shape to
improve impedance matching, as well as increase
microstrip patch antenna bandwidth. To further clarify
the benefits of the proposed method over the earlier
reported methods, the Table 2 shows that the proposed
design is much simpler and can achieve greater levels of
cross-polarization reduction, alongside a better matching
of impedance.

IV. CONCLUSION

The applicability of a defected ground structure for
better impedance matching and a lower level of cross-
polarization have been successfully studied. The use of
an ECM enabled an understanding of the impact of the
inclusion of a CSRR and slots as a defected ground
structure on the rectangular microstrip patch antenna.
The CSRR positioned at the mid-upper region of the
ground plane was shown to offer improved impedance
matching results, and a low, uniform cross-polarization
over an angle range of +50°.The achieved performance
is encouraging when compared to the similar reported
works. Finally, this study presents a useful insight to
optimizing the location of a defected ground structure
for a deliberate suppression of cross-polarization and
impedance matching improvement.

REFERENCES

[1] L. I Basilio, M. A. Khayat, T. Jeffery and J. T.
Williams, “The dependence of the input impedance
on feed position of probe and microstrip line-fed
patch antennas,” IEEE Transactions on Antennas
and Propagation, vol. 49, no. 1, pp. 45-47, 2001,
doi: 10.1109/8.910528, 2001.

[2] T. Samaras, A. Kouloglou, and J. N. Sahalos, “A
note on the impedance variation with feed position
of a rectangular microstrip-patch antenna,” IEEE



RAJESHKUMAR, SATHYA, RAHIM, ETENG: REDUCED CROSS-POLARIZATION PATCH ANTENNA

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

[11]

Antennas and Propagation Magazine, vol. 46, no. 2,
pp. 90-92, 2004, doi: 10.1109/Map.2004.1305543.
Y. Hu, D. R. Jackson, and J. T. Williams,
“Characterization of the input impedance of the
inset-fed rectangular microstrip antenna,” IEEE
Transactions on Antennas and Propagation, vol.
56, no. 10, pp. 3314-3318, 2008, doi: 10.1109/
Tap.2008.929532.

X. Zhang and L. Zhu, “Patch antennas with loading
of a pair of shorting pins toward flexible impedance
matching and low cross polarization,” IEEE
Transactions on Antennas and Propagation, vol.
64, no. 4, pp. 1226-1233, 2016, doi:10.1109/ Tap.
2016. 2526079.

A. Kandwal, R. Sharma, and S. K. Khah, “Bandwidth
enhancement using CSRR defected ground structure
for a microstrip antenna,” Microwave and Optical
Technology Letters, vol. 55, no. 10, 27836, 2013.
M. K. Khandelwal, B. K. Kanaujia, and S. Dwari,
“Bandwidth enhancement and cross-polarization
suppression in ultra wide band microstrip antenna
with defected ground plane,” Microwave and Optical
Technology Letters, vol. 56, no. 9, pp. 2141-2146,
2014, doi: 10.1002/Mop.28499.

D. Guha, C. Kumar, and S. Pal, “Improved cross
polarization characteristics of circular microstrip
antenna employing arc shaped defected ground
structure (Defected Ground Structure),” IEEE
Antennas and Wireless Propagation Letters, vol.
8, pp. 367-1369, 2009, doi: 10.1109/Lawp.2009.
2039462.

C. Kumar and D. Guha, “Asymmetric geometry
of defected ground structure for rectangular
microstrip: A new approach to reduce its cross-
polarized fields,” IEEE Transactions on Antennas
and Propagation, vol. 64, no. 6, pp. 2503-2506,
2016, doi: 10.1109/Tap.2016.2537360.

M. I. Pasha, C. Kumar, and D. Guha, “Simultaneous
compensation of microstrip feed and patch by
defected ground structure for reduced cross-
polarized radiation,” IEEE Transactions on Antennas
and Propagation, vol. 66, no. 12, pp. 7348-7352,
2018, doi: 10.1109/Tap.2018.2869252.

A. Ghosh, S. Chakraborty, and S. Chattopadhyay,
“Rectangular microstrip antenna with dumbbell
shaped defected ground structure for improved
cross polarised radiation in wide elevation angle
and its theoretical analysis,” IET Microwaves,
Antennas and Propagation, vol. 10, pp. 68-78,
2016, doi: 10.1049/let-Map.2015.0179.

S. Chattopadhyay, M. Biswas, and J. Siddiqui,
“Rectangular microstrips with variable air gap and
varying aspect ratio: Improved formulations and
experiments,” Microwave and Optical Technology
Letters, vol. 51, no. 1, pp. 169-173, 2009, doi:
10.1002/Mop.24025.

[12] R. Garg, P. Bhartia, 1. Bahl, and A. Ittipiboon,
Microstrip Antenna Design Handbook. Boston -
London: Artech House, 2001, Isbn-13: 978-
0890065136.

[13] H. Hirayama, “Equivalent circuit and calculation
of its parameters of magnetic-coupled-resonant
wireless power transfer,” Kim, K. I. (Ed.) Wireless
Power Transfer Principles and Engineering
Explorations. Intech, pp. 117-132, 2012, Isbn: 978-
953-307-874-8.

[14] O. M. Kadagan, C. Turkmen, and M. Secmen,
“Base station antenna with enhanced cross
polarization discrimination performance by using
horizontal meandered dipoles and vertical parasitic
elements,” Advanced Electromagnetics, vol. 8, no.
2, pp. 28-38, 2019, doi: 10.7716/ aem.v8i2.989.

,:n 4:',
current research interest includes
antenna design and RF circuits.
P. D. Sathya is an Assistant Profes-
: sor in the Department of Electronics
and Communication Engineering
at Annamalai University, India.
She obtained B.E. (Electronics and

N RajeshKumar is a Research
Scholar pursuing his Ph.D. degree at
Department of Electronics and Com-
munication Engineering, Annamalai
University, Chidambaram, India. His

Communication), M.E. (Applied

Electronics) and Ph.D. degrees from

Periyar University, Anna University
and Annamalai University in the years 2003, 2005 and
2012, respectively. She has 15 years of experience in
teaching and research & development with specialization
in signal processing, image and video Processing and
antenna design. She has published more than 50 research
papers in reputed International Journals including Elsevier
and Inderscience, has presented 30 and above papers in
various International Conferences.

Sharul Kamal Abdul Rahim

n received the degree in Electrical
2 Engineering from The University of

Tennessee, USA, the M.Sc. degree in
Engineering (Communication Eng-
ineering) from Universiti Teknologi
Malaysia (UTM), and the Ph.D.
degree in Wireless Communication
System from the University of Birmingham, U.K., in 2007.
After his graduation from The University of Tennessee,

\

724



725

he spent three years in industry. After graduating the
M.Sc. degree, he joined UTM in 2001, where he is
currently a Professor with the Wireless Communication
Centre. He has published over 200 learned papers,
including the IEEE Antenna and Propagation Magazine,
the IEEE Transactions on Antenna and Propagation,
IEEE Antenna and Propagation Letters, and taken
various patents. His research interests include antenna
design, smart antenna system, beamforming network,
and microwave devices for fifth generation mobile
communication. He is a Senior Member of IEEE
Malaysia Section, a member of the Institute of Engineer
Malaysia, a Professional Engineer with BEM, a member
of the Eta Kappa Nu Chapter, University of Tennessee,
and the International Electrical Engineering Honor
Society. He is currently an Executive Committee of the
IEM Southern Branch.

ACES JOURNAL, Vol. 36, No. 6, June 2021

Akaa Agbaeze Eteng obtained a B.
Eng. degree in Electrical/Electronic
Engineering from the Federal
University of Technology Owerri,
Nigeria in 2002, and a M.Eng.
: degree in Telecommunications and
/‘\ ™~ Electronics from the University of
\ Port Harcourt, Nigeria in 2008. In
2016, he obtalned aPh.D. in Electrical Engineering from
Universiti Teknologi Malaysia. Currently, he is a
Lecturer at the Department of Electronic and Computer
Engineering, University of Port Harcourt, Nigeria. His
research interests include wireless energy transfer, radio
frequency energy harvesting, and wireless powered
communications.




ACES JOURNAL, Vol. 36, No. 6, June 2021

Parameter Design of Conformal PML Based on 2D Monostatic RCS
Optimization

Y. J. Zhang” and X. F. Deng

Northwestern Polytechnical University, Xi’an, 710072, P.R. China
*zyj19191@nwpu.edu.cn

Abstract — In this study, 2D finite element (FE) solving
process with the conformal perfectly matched layer
(PML) is elucidated to perform the electromagnetic
scattering computation. With the 2D monostatic RCS as
the optimization objective, a sensitivity analysis of the
basic design parameters of conformal PML (e.g., layer
thickness, loss factor, extension order and layer number)
is conducted to identify the major parameters of
conformal PML that exerts more significant influence
on 2D RCS. Lastly, the major design parameters of
conformal PML are optimized by the simulated
annealing algorithm (SA). As revealed from the numerical
examples, the parameter design and optimization method
of conformal PML based on SA is capable of enhancing
the absorption effect exerted by the conformal PML
and decreasing the error of the RCS calculation. It
is anticipated that the parameter design method of
conformal PML based on RCS optimization can be
applied to the cognate absorbing boundary and 3D
electromagnetic computation.

Index Terms —2D conformal PML, monostatic RCS,
parameters optimization, sensitivity analysis, simulated
annealing algorithm.

I. INTRODUCTION

In FE computation for the electromagnetic
scattering, the local boundary condition refers to the
most extensively employed open-domain boundary
condition. As the scattering target turns larger and more
sophisticated, the more rigorous requirement of local
boundary condition are raised. How to build a high-
performance local boundary condition, save the spatial
scattering elements and enhance the solution efficiency
of finite element method (FEM) has always been
the hotspot in open-domain electromagnetic scattering
computation study. Perfectly matched layer (PML) [1-3]
refers to the optimal local boundary condition over the
past few years. Theoretically, the absorption effect of
PML is only determined by the thickness and the number
of layers of PML for the electromagnetic wave that
exhibits an arbitrary frequency and an incident angle.
Moreover, the conformal PML (CPML) does not disturb
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the sparsity of the system matrix, i.e., a property to
effectively store and solve the FEM solution of
electromagnetic scattering. Though the rectangular (2D)
or block (3D) PML [4-10] turns into the popular mesh
truncation boundary, a more efficient conformal PML
[11-13] absorbing boundary is built for the larger size
and more complex scattering targets. The conformal
method is capable of generating the mesh truncation
boundary that is consistent with the shape of scatterers
to minimize the scattering space between scatterers
and absorbing boundaries; thus, conformal PML can
effectively save the spatial scattering elements and
enhance the solution efficiency of FEM [14-17].
Accordingly, why conformal PML constantly arouses
the attention from researchers is explained. Due to the
above advantages and its outstanding role in the finite
element scattering computation, the conformal PML is
selected as the optimization design object, and the
absorption effect and calculation efficiency of conformal
PML are expected to be improved through the parametric
design and RCS optimization algorithm proposed in this
paper. Moreover, it is hoped that this study can provide
some research ideas and exploration direction for the
optimization design of cognate absorbing boundary
conditions.

In this study, to enhance the absorbing efficiency of
conformal PML and reduce the error of RCS calculation,
a method is proposed in the present study to optimize the
basic parameters of 2D conformal PML by the simulated
annealing algorithm. By typical numerical cases, the
availability and feasibility of the optimization design
method are verified. Considering its good availability
and applicability, the optimization design method in
this paper can be extended from 2D electromagnetic
computation to 3D electromagnetic computation.

II. FE SOLUTION OF 2D
ELECTROMAGNETIC SCATTERING WITH
CONFORMAL PML

Overall, the open domain electromagnetic scattering
problem can be addressed in the region surrounded
by the conformal PML. The conformal PML can be
considered a shell composed of lossy anisotropic media,

https://doi.org/10.47037/2020.ACES.J.360614
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exhibiting geometric similarity to the outer surface of
scatterers. In the construction of conformal PML (Fig.
1), the surface near the scatterer is termed as the inner
surface; besides, the outermost surface away from
scatterers is called the outer surface or back surface. On
the whole, the conformal PML is designed as the multi-
layer shells exhibiting different thicknesses to exhibit a
high absorbing efficiency. In the region of conformal
PML, the permeablllty and permltthlty are respectively

expressed as u= ,urA and &= gA In the local

coordinate system (&, <,,4,), the constitutive parameters
of conformal PML are defined in the complex stretching

ACES JOURNAL, Vol. 36, No. 6, June 2021

In the 2D case, assuming that the local coordinate

axis direction &; complies with the z-axis direction of
the global coordinate system; the parameters of the
conformal PML remains constant along the z-axis
direction; the constitutive parameters [15] of conformal
PML are defined as:

= A O

Ax,y,z ZI:O ﬁ:| ) (3)
0 |~

A=Jt {0 Ya ]] (@)

where A denotes a 2 x 2 submatrix; J represents the

[14, 18]:

Jacobi matrix of 2D coordinate transformation. =s, /s,

and S=ss,.
The following derivation is expressed based on
the electric field E,. By substituting (4) into the wave

equation of 2D electromagnetic scattering problem,
the wave equation [15] with the conformal PML is

5% g 9
S
Kév‘fz &3 = 0 S;ﬁ 0 ) (1)
2
0o o0 3%
L S5 14.62.63

m 2
s3=s=1—j5(%j @

where &,¢,,&, denote orthogonal local coordinate
components; r, and r, represent the principal radiuses
of curvature of a given point on the inner surface of
conformal PML [14]; =1, +¢, and 1, =1, + &, refer
to the principal radiuses of curvature of point lengthened
&, following the outer normal direction of the given
point; s indicates the complex stretching variable [14] in
the &, direction; t is the total thickness of the conformal

PML; o is the loss factor of the conformal PML; m
represents the extension order of complex extension
variable in the conformal PML.

Back of conformal
PML

Scatterer
Conformal PML
Scattering Inner surface
space of conformal

PML

expressed:

v-[ L
Hr

AVEZ}+k5ﬂEZZ =0. (5)

The corresponding functional expression is written

as:

ﬂ ( VE,«A+VE, —k?E, j (6)

Thus, in the conformal PML region Q, the element
matrix is expressed as:

K = ﬂ{ VNFeANS — kzﬂN,eole}dQ. @

If the triangular element is employed for the region
discretization, the matrix elements in (7) are expressed

as follows:
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Fig. 1. The construction of a conformal PML.

where A° denotes the area of element; I represents

the constant coefficient of element; f? is the source

function of element. For the specific calculation formula,
please refer to [19].



From the theoretical perspective, the electromagnetic
wave is completely absorbed at the back surface of the
conformal PML, which is expressed as:

=0, 9)
where r,, denotes the boundary of back surface of the

conformal PML. If the scatterer acts as a conductor, the
incident electromagnetic wave is overall reflected. Thus,
Dirichlet boundary conditions should be set on the
scatterer surface.

After the mentioned element matrixes are assembled
to form the global matrix [k] and the corresponding
boundary conditions and incident conditions are
substituted, the system equations as written in (10) can
be solved to yield the electric field distribution:

[KKE.}={b}. (20
The electric field solved is adopted to calculate the
single station RCS:

z l—‘CPML

2 2

SC H sC
o=Ilim2zp—-=Ilim 27rp|.—2. (112)
p—0 |E|nc p0 |H |nc|
The normalized RCS can be a popular expression:
o/A=10lg(o/A). (12)
1. NUMERICAL CASE
In the present study, the incident plane

electromagnetic waves are defined as:
jko(xcoswi”c+ysinq)i"°)

P =¢ , (13)

where gomc denotes the incident angle. The wavelength of

incident plane electromagnetic waves is expressed as \.

To subsequently optimize the parameter of 2D
conformal PML, three numerical cases are presented in
this section based on two typical 2D scatterers.

Fig. 2. Meshed ovate.

Fig. 3. Meshed ellipse.

Case 1: As shown in Fig. 2, the width and thickness
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of conducting ovate are 5 A and 2.07 A, respectively. The
scattering area (the distance between the inner surface of
conformal PML and the surface of scatterer) exhibits the
thickness of 0.5 A. The mesh size reaches 0.05 A.

Case 2: Like the Fig. 2, the width and thickness of
conducting ovate are 15 A and 2.14 A respectively. The
thickness of scattering area is 0.5 A. The mesh size is
0.05 A

Case 3: As shown in Fig. 3, the major and minor
axes of conducting ellipse are A and 0.5 A, respectively.
The scattering area exhibits the thickness of 0.5 A. The
mesh size is 0.05 A.

IV. SENSITIVITY ANALYSIS OF 2D RCS
As indicated from the deduction in the Section II,
the basic designed parameters of conformal PML
affecting RCS are the loss factor ¢, extension order m,
layer thickness d and layer number n, i.e.,
o~ f(6,md,n). (14)
To explore the effect of these basic parameters on
2D RCS, a sensitivity analysis for three numerical cases
in the Section 111 is conducted with the central difference
method. The basic formula is expressed as:
Fix) = F(x, +h)—F(x —h) Lo
2h
_F(+h)-F(x-h)
- 2h !
where the step size h is set to 1% of the corresponding
parameter. The sensitivity function F(x) can be

considered the RCS o in (14), while the variables X

can be considered one of the loss factor §, extension
order m, layer thickness d and layer number n in (14).
Supposed that the wavelength of incident
electromagnetic wave is setto 1=0.01m (only to provide
an exact input for program operation), the initial basic
parameters of conformal PML are set as =10, m=2,
d, =0.051, n=6, and the disturbance step size is set to

h=1% for the initial basic parameters of conformal PML,
the sensitivity function F(x;) can be calculated as listed

(15)

in Tables 1, 2, 3 at the different incident angles (pinc . For

example, in the sensitivity analysis process of case 1, the
disturbance 1% of loss factor at incident angle 0° is
substituted into (15), thus the sensitivity response of
RCS at incident angle 0° will be obtained shown as the
second row, second column cell of Table 1. In the same
way, the sensitivity responses of RCS at the other
incident angle will be calculated and listed in the second
column of Table 1 for the disturbance 1% of loss factor.
Similarly, the sensitivity responses of RCS for the
disturbance 1% of extension order, layer thickness and
layer number respectively can be obtained shown as the
third, fourth and fifth column of Table 1. Repeat the
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above sensitivity analysis process and the results are
shown in tables 2 and 3.

Obviously, for the 2D RCS with the conformal
PML, the most influential parameter is layer thickness,
while the effects of other parameters are relatively small.
Accordingly, the thickness of each layer will be adopted
as the main design variables for the RCS optimization.
Since the loss factor and extension order are the vital
design parameters of conformal PML, the loss factor
and extension order are still selected as design variables

Table 1: Sensitivity analysis results of case 1

ACES JOURNAL, Vol. 36, No. 6, June 2021

to exhibit the optimal absorbing efficiency in the
optimization analysis of next section. Theoretically, the
more conformal PML layers (more absorbing media)
will bring the better absorbing effect. However, with the
increase of the layer number of conformal PML, the
interlayer reflection error and the element number of
conformal PML also raise. Trading off the absorbing
effect, interlayer reflection error and the element number
of conformal PML, here the layer number of conformal
PML is set to 6.

Incident Angle/(°) Loss Factor Extension Order Layer Thickness Layer Number
0 -0.0216 0.1085 -4.1254 0.0391
5 0.0513 -0.1012 -1.7991 -0.0391
10 0.0806 -0.2090 30.6554 -0.0797
15 0.0065 -0.0235 -30.6450 -0.0083

20 -0.0338 0.0897 -70.2444 0.0353
25 0.0533 -0.0205 11.7344 -0.0138
30 -0.0167 0.0413 39.6296 0.0162
35 -0.0352 0.0790 0.1706 0.0295
40 0.0065 -0.0193 -14.6755 -0.0068
45 -0.0076 0.0314 6.4041 0.0115
50 0.0002 0.0012 36.7430 0.0002
55 0.0095 -0.0301 32.3789 -0.0110
60 -0.0025 0.0065 -8.8950 0.0027
65 -0.0110 0.0319 -27.2776 0.0118
70 -0.0059 0.0204 64.2721 0.0072
75 0.0003 -0.0007 -24.4353 -0.0005
80 0.0100 -0.0304 -22.0506 -0.0115
85 0.0097 -0.0307 -34.9960 -0.0115
90 0.0133 -0.0409 20.5271 -0.0152
Table 2: Sensitivity analysis results of case 2

Incident Angle/(°) Loss Factor Extension Order Layer Thickness Layer Number
0 0.0138 -0.0023 -9.2754 0.0078
5 -0.0007 0.0001 -50.3808 0.0029
10 -0.0010 0.0002 -89.3209 -0.0032
15 -0.0022 0.0004 85.3498 -0.0150

20 -0.0008 0.0001 -132.4588 0.0681
25 0.0020 -0.0003 41.3835 -0.0079
30 -0.0031 0.0005 11.0661 0.0107
35 -0.0019 0.0003 -12.1974 -0.0131
40 -0.0012 0.00018 -39.7161 0.0214
45 -0.0010 0.0002 20.7344 -0.0048
50 -0.0007 0.0001 -7.0409 -0.0044
55 0.0002 -0.00001 -13.4454 -0.0018
60 0.0002 -0.00001 5.4368 0.00005
65 -0.0003 0.00001 -12.5664 0.0004
70 0.0003 -0.000002 -10.9907 0.0006
75 -0.0002 0.00001 1.6422 0.0006
80 0.0001 0.0002 5.3411 -0.0015
85 -0.00001 0.00001 -9.9341 0.0004
90 0.0001 -0.00001 16.2334 -0.0007
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Table 3: Sensitivity analysis results of case 3

730

Incident Angle/(°) Loss Factor Extension Order Layer Thickness Layer Number
0 0.0480 -0.2231 4.5503 -0.0810
5 0.0479 -0.2239 -17.1200 -0.0808

10 0.0467 -0.2201 52.8826 -0.0784
15 0.0393 -0.1881 27.5349 -0.0654
20 0.0243 -0.1191 0.7037 -0.0396
25 0.0064 -0.0358 -46.5160 -0.0097
30 -0.0086 0.0357 20.2953 0.0149
35 -0.0176 0.0816 -27.5811 0.0297
40 -0.0176 0.0877 -96.7805 0.0303
45 -0.0106 0.0588 52.7488 0.0192
50 -0.0029 0.0189 2.0418 0.0050
55 0.0053 -0.0305 2.5652 -0.0116
60 0.0111 -0.0653 -32.7123 -0.0225
65 0.0082 -0.0476 -16.9139 -0.0153
70 -0.0001 0.0003 -4.4872 0.0013
75 -0.0069 0.0386 -11.6805 0.0140
80 -0.0096 0.0535 -21.9851 0.0185
85 0.0098 0.0551 -75.5233 0.0186
90 -0.0100 0.0558 19.6414 0.0187

V. OPTIMIZATION ANALYSIS OF 2D RCS
Given the sensitivity analysis results in the
previous section, the thickness of each layer d,, loss

factor § and extension order m are employed as
the optimization design variables. The optimization
process aims to minimize the average error of 2D RCS
calculated by the conformal PML and ABC absorbing
boundary (the solution results with the conventional
ABC absorbing boundary are considered the baseline).
For the geometric symmetry of the examples, the
incident angle is set to 0° ~90°. To enhance the
calculation accuracy, the incident angle interval is
set to 1°. Accordingly, the optimization function is
expressed as:

i=90

Z |O-CPML - O-ABC|

__ =0
f(di,5,m)_ o1 (16)
The constraints are set as follows:
0.054<d, <054
1<6<100 (17)
1<m<20

Given the efficiency and the stability of the
optimization iteration, the simulated annealing
algorithm (SA) [20] exhibiting the high stability in the
global optimization algorithms is employed to search
the optimal parameters of conformal PML. The
optimization flow chart is illustrated in Fig. 4.

Enter the basic design parameters of
conformal PML. the incident angle and
wavelength. geometrical information
and boundary conditions of scatterers

]

Calculate the monostatic RCS
and take the minimum value
.

Generate a new solution x" and
calculate the objective function fi{x")

A¢
. \
AF=f—fl |

" ars o\%
T~ NO

| ¥
Accept new solution Apply Markov chain theory
‘ x=x.flx) = f(x) to accept the new solution

| b

.

I's

__/'/ The number of 1“‘>
\‘-\_ﬁ' iterations —
/’/ T
o — Slowly lower the
— Convergence T :

NO »

temperature and

condition? -
" reset the iterations

|

YES
o ———
/ End and oufput ™~
\- results /

—

Fig. 4. SA optimization flowchart of 2D RCS with the
conformal PML.
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As indicated in the flow chart, the optimization
program is compiled and run in MATLAB. Considering
that the computation time cost for optimization
will vary with the computer hardware configuration,
here the number of iterations is used to show the
optimization process and calculation efficiency. The
optimization processes of three numerical cases are
illustrated in Figs. 5, 6, 7. It is obvious that for the
different shape and size scatterers (case 1, 2, 3), SA
optimization algorithm can enter the convergence state
in 100 iterations and obtain the convergence solution
in 200 iterations. Moreover, the convergence process
of SA optimization algorithm is very smooth.
Therefore, SA algorithm can be applied into the RCS
optimization solution of complex and 3D scatterers.

Best Function Value: 0.0214592
0.0214635

0.021463
0.0214625
0.021462
0.0214815

0.021461

Function value

0.0214805

0.02146

0.0214595

0.021459
0 50 100 150 200 250

Iteration

Fig. 5. RCS optimization process of case 1.

Best Function Value: 0.363673
0.395

0.39
0.385
0.38

0.375

Function value

0.37

0.365

0 50 100 150 200 250
Iteration

Fig. 6. RCS optimization process of case 2.
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Best Function Value: 0.324646
0.324656

0.324654 —

0.324652

0.32465 | =

Function value

0.324648

0.324646
0 100 200 300

Iteration

Fig. 7. RCS optimization process of case 3.

In Figs. 8, 9, 10, the 2D Monostatic RCS before
and after the optimization for three numerical cases
are compared with the conventional ABC absorbing
boundary [19]. The parameter optimization results of
2D conformal PML are listed in Table 4. Table 5 lists
the average errors of 2D monostatic RCS calculated by
the conformal PML and ABC absorbing boundary. As
revealed from the results, for the different shape and
size scatterers (case 1, 2, 3), 2D monostatic RCS with
the conformal PML after optimization is closer to the
RCS with the ABC absorbing boundary compared
with the RCS with the conformal PML before
optimization. The main reason is that SA algorithm
can search the optimal parameters of conformal PML
to minimize the interlayer reflection error and the
average error of RCS calculated with the conformal
PML and ABC absorbing boundary at the different
incident angles. Therefore, the parameters optimization
method of conformal PML based on SA is capable of
obviously reducing the error, and the RCS calculation
results with the optimized conformal PML are more
consistent with the calculation results that exhibit the
ABC absorbing boundary.

—— ABC
W - - - Confarmal PML before optimizat

Incidence angle/(®)

Fig. 8. 2D monostatic RCS before and after the
optimization for case 1.
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RCS/(dB

— ABC
- = Conformal PML befor

— ABC
= =« Conformal PML before optimization I~

Contormal PML after ¢

Conformal PML after optimization

0 10 20 30 40 50 60 70 80

Incidence angle/(°)

Fig. 9. 2D monostatic RCS before and after the
optimization for case 2.

Incidence angle/(°)

Fig. 10. 2D monostatic RCS before and after the
optimization for case 3.

Table 4: Parameter optimization results of 2D conformal PML

Ooti Layer Thickness/(*1) Loss | Extension
pa. 1st Layer | 2nd Layer | 3rd Layer | 4th Layer | 5th Layer | 6th Layer | Factor Order
Initial 0.05 0.05 0.05 0.05 0.05 0.05 13 2

Example1 | 0.0727 0.4746 0.4538 0.4769 0.4582 0.3865 5.9995 3.8061
Example 2 | 0.1248 0.4868 0.0711 0.0500 0.0841 0.1219 942601 | 1.5402
Example 3 | 0.0508 0.3656 0.3655 0.4369 0.3536 0.1923 |26.9301| 15.8849

Table 5: Average errors of 2D monostatic RCS calculated by the conformal PML and ABC

Errors Example 1 Example 2 Example 3
Before Opti. | After Opti. | Before Opti. | After Opti. | Before Opti. | After Opti.
Average error/(dB) 2.5399 0.0214 2.8547 0.3637 1.2343 0.3246
Reduction
percentage of 99.1574 87.2596 73.7017
average error /(%)

VI. CONCLUSION

In the present study, the constitutive parameters
of 2D conformal PML and FE solving process of
electromagnetic scattering with the conformal PML
are elucidated. For three numerical cases based on two
2D scatterers whose shapes are originating from the
typical scattering targets [19], the sensitivity analysis
of the basic design parameters of conformal PML
(e.g., layer thickness, loss factor, extension order
and layer number) is conducted by applying the 2D
monostatic RCS as the objective function. Given the
results of sensitivity analysis, the thicknesses of each
layer are taken as the major optimization design
parameters. Since the loss factor and extension order
are also the vital design parameters of conformal PML,
the loss factor and extension order are still considered
the design variables in the optimization analysis.
Lastly, the optimized design parameters of conformal
PML with small calculation errors and high absorbing
efficiency are conducted with the optimization method
based on SA algorithm. Sequentially, the 2D monostatic
RCS before and after the optimization for three

numerical cases are compared with the conventional
ABC absorbing boundary. The numerical results
suggest that the parameter optimization method of
conformal PML proposed in the present study
possesses the high absorbing performance, also can
provide the optimization scheme and technical
reference for parameter design of cognate absorbing
boundary and 3D electromagnetic computation.
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Abstract —This paper is devoted to a novel
Electromagnetic Band Gap (EBG) single-feed circularly
polarized microstrip EBG antenna with compact size
proposed for C-Band applications. The antenna structure
will include eight slits introduced at the boundary and the
corners in the radiating square patch with a cross-slot at
the center.

The provided study will effectively approve the
various proposed structures and interest occupied by
these types of antennas in the enhancement of output
parameters (gain, directivity, radiation efficiency, and
bandwidth) without much affecting the operating
bandwidth at C-band.

At first, the concept and the realization of a directive
and circularly polarized antenna using an electromagnetic
band gap material whose circular polarization is generated
by the structure itself is discussed. The analysis and
simulation results are presented for an antenna operating
at 6.1 GHz using computer Simulation Technologies
(CST). Furthermore, the new compact circular polarized
EBG antenna, compared to experimental results, will
confirm the pre-studied goal of these kinds of antennas
such as radiation efficiency, polarization purity, radiation
efficiency, high directivity, and gain.

Index Terms — Circularly polarized cross-slot square patch
antenna, dimensional characterization, electromagnetic
waves & propagation, Electromagnetic Band Gap (EBG)
resonator.

I. INTRODUCTION

Microstrip antennas are devices of choice in high
performance applications where size, weight, cost, and
ease of installation are prior requirements for specific
wireless connexion [1]. Tunability in an antenna system
is a quickly evolving feature that aims to control
multifunctional antenna  designs. Compared to
conventional antennas, electromagnetic band gap (EBG)
antennas provide an adjustment of diverse antenna
parameters, including operational bandwidth, radiation
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pattern, gain, and polarization [2]. From the fundamental
limit of the classic antennas [3], applying antenna
miniaturization techniques for the antennas comes at the
expense of the antenna performance. Here, we propose a
new approach to achieve the major goal of these designs,
with a smaller form factor and better performance
in terms of radiation efficiency, polarization purity,
radiation pattern, directivity, and gain. Hence, a new
single-feed circularly polarized microstrip antenna with
compact size is presented where eight slits are introduced
at the boundary and the corners in the radiating square
patch with a cross-slot at the center. The resonance
frequency of the proposed antenna is dependent on the
length and width of the cross-slot and corner slit for the
entire band of circular polarization. The whole structure
is the deposit on the Arlon AD 250 substrate and fed by
a single coaxial probe.

In order to perform the gain, the directivity, and the
total radiation efficiency, a new concept of directive
electromagnetic band gap (EBG) antenna will be
analyzed [2]. Hence, the electromagnetic band gap
structures are objects that prevent/assist the propagation
of electromagnetic waves in a specified band of
frequency for all incident angles and all polarization
states [3], [4]. They have been used in several
applications to improve the antenna’s directivity [5] and
permit a harmonic control [6].

The proposed antenna is achieved by cutting four
equally spaced slits at the corner of the square patch
where the dominant mode is TM11 mode. The operating
frequency band can be controlled via the cross slits
lengths in the center of the square patch and adjusting the
length of square patch. An arrangement combining the
single feed square cross-slot patch antenna design and
feeding sources included is considered necessary. Due to
the existing of a single feeding point, the Position of the
feeding point will permit Right-hand and Left-hand
circular polarization operations due to two orthogonal
modes with equal amplitudes, which are in-phase
quadrature with the sign determining the sense of left-
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hand circular polarization/right-hand circular polarization
(LHCP/RHCP) [7]. CP is achieved here using a single
feed and does not require an external polarizer [8]. The
thickness of the substrate is chosen to reduce the
spurious surface wave and width. Coaxial feeding
techniques have been used as it is easier to implement.
This technique will be used for the EBG circularly
polarized cross-slot patch antenna and carry two benefits
(such as improvement of bandwidth, beamforming,
creating zero radiation beams) and filtering characteristics
of the resonator (spatial filtering, increased directivity,
misalignment) due to the resonant structure itself. The
effect of EBG structures embedded over the patch is
studied for enhancing the gain, directivity, and radiation
efficiency. Simulation and experimental results at
6.1GHz are presented. Table 1 shows dimensions of the
Proposed Structures

Fig. 1. Proposed cross-slot loaded compact antenna.

Table 1: Geometric parameters of the proposed compact
cross-slot antenna

Antenna Parameters Value (mm)
Length of square patch, L 30
Length of slit, u 10
Length of slit, v 9.2
Length of slit, w 1.0
Length of cross slot 10
Width of cross slot 1.0
Length of corner slit along diagonal PR 12.5
Length of corner slit along diagonal QS 10.5
Width of corner slits 1.0

ACES JOURNAL, Vol. 36, No. 6, June 2021

1. PATCH-SLOT CIRCULAR ANTENNA
DESIGN & DEVELOPMENT

The physical and geometric substrate material
parameters have an important part in the design and
conception of the microstrip patch antenna. Permittivity,
conductivity, thermal expansion, and cost are
fundamental factors to choose specific material. In this
work, the substrate material have a dielectric constant
of 2.5 and a dielectric loss tangent of 0.009 [9]. These
materials have the ability to open localized
electromagnetic modes inside the prohibited frequency
band-gap by introducing defects into the periodic
structures [10]. EBG structures have been used in several
applications, such as Directive antennas [11], harmonic
control [12]. Here, an innovative design of single &
multilayered patch-slot circular microstrip EBG antenna
having a displacement of the coaxial feeding source from
the center of the circular patch is proposed and its
simulated radiation performance in free space conditions
have been presented in comparison with the
experimental results.

The proposal considerations for this cross-slot
loaded compact circularly microstrip patch antenna as
shown in Fig. 1 on Arlon AD 250 substrate material with
a relative dielectric constant of 2.5 with a thickness
of Imm and geometric parameters as shown in Table
1. Coaxial feedings are used to ensure the circular
polarization in the presence of slots (cross and inserted
in boundary). Hence, When the ratio of the total slit
length in the slot in the x-direction (Lx) to that in the
y-direction (Ly) is properly chosen, the two near-
degenerate modes can be excited, using a single feed
along the diameter at ¢=45° planes, to be of equal
amplitudes and 90° phase difference, which results in a
CP radiation. When Lx is greater than Ly, the feed
position at point A is for right-hand CP operation, while
point B is for left-hand CP operation. The two slits on
the x-axis have the same length Ly, and the two slits
on the y axis have an equal length Ly. and ensure that
Lx> Ly. Then, by varying x (0 < x <Yy).

An optimization of the structure thickness to give us
best values of Return Loss, VSWR and 2-D Gain for the
designed circular patch-slot antenna gave us a thickness
1.6mm

For a specific value of thickness h=1.6 and &=2.5,
and as shown in Fig. 2, the experimental return loss
of the antenna S11 is -21.055 at 6.0155 GHz with a
measured bandwidth of 247.81MHz. The reflection
coefficient value suggests that there is good matching at
the frequency point below the -10 dB region. It covers
the C-frequency band for military requirements for land,
airborne and naval radars applications. The radiation
power shows the maximum peak value at the resonant
frequency
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Fig. 2. Simulated versus measured reflection coefficient
of the single-feed cross-slot loaded compact circularly
polarized microstrip antenna.

In next Table 2, we present additional parameters
given by the experimental approach versus the
simulation ones. The far-zone electric field lies in the E-
plane, and the far-zone magnetic field lies in the H plane.
The patterns in these planes are referred to as the E and
H plane patterns, respectively. These parameters concern
the radiation power, total efficiency, and Return losses
(dB).

Table 2: Additional antenna parameters of the circular
slot-patch antenna when the thickness is fixed as h=1.6 mm

Experimental | Simulation
Results Results
1 | Directivity(dBi) 6.08 6.014
Peak realized
2 gain(dB) 6.28 5.979
3|  Radiation 0.989 0.9919
Efficiency
4 Total_rgdlatlon 0.564 05727
efficiency

I11. DEVELOPMENT OF THE SINGLE-
FEED CROSS-SLOT LOADED COMPACT
MICROSTRIP EBG ANTENNA.

In this section, the antenna prototype was carried out
using the LPKF machine, which permits validation of
the optimized structure. The measurement of return loss
is obtained using Vectorial Network Analyzer (VNA)
PNA-X from Agilent Technologies. Figure 3 gives the
picture of the fabricated cross loaded antenna.

It shows the kit of calibration of 3.5 mm used to take
into consideration the losses in the different transitions;
this kit is composed from Open, Short, and Load
components. The measured return loss for the achieved
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EBG antenna obtained after the calibration, along with
the simulation results on CST is taken into account. No
massive difference between simulation and experimental
data is occurred due to the equipment well adapted to our
work.

Fig. 3. (a) The proposed single-feed cross-slot loaded
compact circularly polarized microstrip antenna, and (b)
the antenna when included with the Plexiglass EBG
layers.

The new Compact Circularly Polarized microstrip
antenna geometry discussed above has been modified
by the insertion of new EBG materials and understand
the impact of the number of layers on the antenna
performances while keeping the same dimensions as
before concerning the patch and lateral conditions walls,
as shown in figure 4, The distance between the patch and
the first dielectric layer is Ag / 2 = 24.44 mm, and the
layer thickness is Aq / 4 =7.72mm.

Here, we add to our original patch, studied
previously, new EBG structures and understand the
impact of the number of layers on the performance of
the antenna while keeping the same dimensions as before
the patch and conditions power side (thickness of the
substrate h=1.6mm, &=3.6, Slot width=1mm, length of
the square patch L=30 mm). However, the newly inserted
dielectric layers will have dielectric permittivity fixed at
g = 2.5, and the only variation should include the number
of layers. For only a one-layered EBG antenna, the return
loss is about —46 dB
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Figure 4 shows the measured and simulated return
loss values at 6.135 GHz. The radiation patterns are
well-predicted by the simulations. The beam width gets
smaller as the number of EBG structures increases,
implying the increasing directivity [12]. The next figure
shows the measured 3 dB beam width of 33 degrees.
Cross-polarization radiations could not be measured due
to the limitation of the antenna measurement setup, but
the simulation shows that they are suppressed by at least
25 dB in the broadside direction for both the E- and
H-planes of the EBG antenna. Figure 4 will show the
importance of EBG Layers in the improvement of the
radiation pattern of the antenna

0
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—-30 71,1 51m |
“ 35 — *11eXp

-40

45

.50
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frequency [GHz]

Fig. 4. Simulated versus measured reflection coefficient
of the 1-layered single-feed cross-slot loaded compact
circularly polarized microstrip EBG antenna.

The most important value for the reflection
coefficient S11 (dB) = -45.5 dB is shown on a One-
Layered Single-Feed Cross-slot compact EBG antenna,
so layers of Plexiglas did not destabilize the matching of
the antenna. If we search the impact of these layers on
the radiation pattern of the antenna, the 3D radiation
pattern, as shown in Fig. 5 and Fig. 6, shows that the
radiation has a greater directivity equal to 8.150 dB,
which is normal, since the parallel EBG materials
increase directivity, gain; therefore, we get a longer
range of transmission.

The opening angle decreased significantly. In fact,
it passes from 80.4 deg to around 22.7 degrees with a
preferred direction of propagation along the z-axis which
confirms our studies on the effects of these materials
defects. So we move from a unidirectional antenna to
a directional antenna in the axis perpendicular to the
patch. The side lobes pass from -16.5 dB to -0.5 dB,
which means an excellent control of the transmission
bandwidth.
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Fig. 5. 3D radiation pattern of a 4-layered circularly
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Fig. 6. Polar radiation pattern of the single-feed cross-
slot loaded compact circularly polarized patch antenna: (a)
without EBG structures and (b) 4-layered EBG structures.
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increases, the resonant frequency remains the same
except the opening angle that will decrease significantly.
In fact, it passes from 80.4 deg to around 22.7 degrees
with a preferred direction of propagation along the z-
axis, which confirms our studies on the effects of these
materials defects.
In our proposed antenna, the number of EBG
: S S structures does not substantially reduce the resonant
-50 - Ce frequency. However, as EBG Structures (L) increase, the
52 54 56 58 6 6.2 64 66 6.8 frequency of the minimum AR remains unchanged
frequency (GHz) within a small margin of error, and only the minimum
value of the AR becomes worse. As shown in Fig. 7,
the frequency response of the phase difference changes
negligibly with L. Therefore, the frequency at which the
phase difference becomes 90° is nearly unchanged.
Consequently, the minimum AR frequency is almost
intact as well. Because the resonant frequency formed
based on the reflection coefficient and the frequency at
which the minimum point of AR should coincide, L
is selected to get the best compromise between the
directivity, gain, and reflection coefficient. From the
' simulated results, it is observed that L can be fixed at L=3
525456 58 6 62 64 66 68 that number corresponding to S11=-26.5 and good
frequency (GHz) impact on the total radiation efficiency
(b) As shown in the previous figure and results of
‘ simulation and experimental parameters, the design
procedure for implementing the EBG structures above
the cross-slot loaded compact electromagnetic using
the proposed technique can be summarized as follows:
_ ; DN ) ‘ o Apply identical EBG structures to the proposed patch. At
204 this time, before the procedure begins, we should verify
: ' A N : : all required outputs (gain, directivity, AR .....) and stop
to add new EBG structures if the AR value reduces to
below 3 dB
The Table 3 will summarize the experimental
results. The impact of EBG structures is evaluated on the
antenna gain, directivity, reflection coefficient, and
radiation efficiency. While increasing the number of
4 Single Feed Cross-Slot CP Antenna EBG layers, the radiation efficiency will increase the
= one Layered Single Feed Cross-Slot EBG Antenna same to the reflection coefficient. However, a slight
variation in the directivity and gain will be shown when
the number of layers will pass from one to three. After
© the third layer, the antenna output will decrease
obviously. That is the reason why we have stopped our
study to the third EBG layer

Magnitude (dB)

—

Axial Ratio (dB)
D =k W s '.I.."IO\HIOQKDQ

60

Phase difference (deg)

30

52 54 56 58 6 62 64 66 68
frequency (GHz)

4~ 2-Layered Single Feed Cross-Slot EBG Antenna
= 3.Layered Single Feed Cross-Slot EBG Antenna

Fig. 7. Simulated results of the proposed cross-slot
loaded compact electromagnetic band gap antenna with

different Layers: (a) reflection coefficient, (b) AR, and ~ 1able 3: Impact of the number of layer (L) with & = 2.5

(c) phase difference between two resonant frequencies. Number of EBG |\ _, | |5 | |3 | =4
Layers (L)

Figure 7 shows the simulated results of the reflection f (GHz) 6.0065 | 6.0245 | 6.04 | 6.128
coefficient, axial ratio (AR), and phase difference of S11 (dB) -45.86 | -23.88 | -26.5 | -22.38
the resonant frequency with respect to the number of Gain (dB) 7.751 | 8.368 | 8.456 | 7.839
the EBG structures (L). The remaining parameters are Directivity (dBi) | 7.837 | 8.528 | 8.638 | 8.150
identical to those mentioned above. Here, all geometric Linear radiation
parameters of the original antenna are identical. As L efficiency 0.5515] 0.5661 | 0.8660 | 0.8076
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As the number of layers’ increases, the gain
increases against the opening angle decreases, so the
antenna is more directive. Note that the bandwidth
decreases significantly with the number of EBG layers.

1V. CONCLUSION

A Cross-Slot Loaded Compact Circularly Polarized
EBG Patch antenna is presented in this paper. The
insertion of new EBG structures to the compact antenna
as studied in the first section of our paper aims to
perform the electromagnetic characteristics (Gain,
Bandwidth, radiation efficiency...). Antenna radiation
parameters are deeply changing as the number of
EBG structures is increasing. In our case, ta make a
compromise between all different parameters (Gain,
bandwidth, directivity...), the best required EBG
structures are limited to one layer. Either, the gain is
increasing first when thickness increases from 0.8 mm to
1.6 mm and then decreased if the thickness is above 1.6
mm for the Cross-Slot Loaded Compact Circularly
Polarized EBG Patch antenna. The same behavior is
observed for the case of radiation efficiency, peak gain,
and peak directivity.

Globally, we observe that the stability in the
performance characteristics for the proposed Cross-Slot
Loaded Compact Circularly Polarized EBG Patch
antenna is showing better results compared to the same
patch antenna without these EBG structures. The gain
and directivity at C-band are enhanced from 8.368 dB
and 8.528 dBi to 22.6 dB and 22.6 dBi without much
affecting the operating bandwidth at C-band. Further
enhancement of gain and directivity at the C-band does
not affect the nature of broadside radiation characteristics.
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Abstract — In this letter, a novel broadband circularly
polarisation (CP) wide-slot antenna with an artificial
magnetic conductor (AMC) as the reflector is presented.
The wide-slot antenna is composed of a knife-shaped
radiator and an improved ground plane. A broadband CP
characteristic can be achieved by slotting the ground
plane to make it an asymmetric ground shape. However,
the average gain of the wide-slot antenna is only about
3 dBic because of bidirectional radiation. An AMC
reflector is adopted to enhance the gain of the wide-slot
antenna without introducing a high profile similar to
the PEC reflector. In addition, the four metal plates are
vertically placed around the antenna to broaden the
axial ratio (AR) bandwidth of the antenna with the AMC
reflector. The measurement results show that the 3dB
AR bandwidth of the proposed CP antenna is 32.4%
(2.35GHz—3.26GHz), the average gain is 6.5dBic in
the AR bandwidth and the value of VSWR in the AR
bandwidth is less than 2. The size of the antenna is
0.841,x 0.841,x 0.134, at the centre frequency of 2.805
GHz. The proposed antenna has a low profile, broad AR
bandwidth and high gain, thereby being a good candidate
for various wireless communication systems.

Index Terms — Atrtificial Magnetic Conductor (AMC),
broadband, Circular Polarisation (CP), low-profile, wide-
slot antenna.

L. INTRODUCTION

With the rapid development of the wireless
communication technology, researchers have been paying
much attention to circularly polarisation (CP) antennas.
CP antennas can transmit and receive electromagnetic
waves of arbitrary polarisation and have strong anti-
interference ability. The traditional microstrip CP
antenna has a low profile. However, its CP bandwidth is
very narrow due to its inherent high-Q nature. Many
types of antenna have been developed to improve the CP
bandwidth. Among them, planar monopole and wide-
slot antenna are commonly used to achieve ultra-
wideband circular polarisation. In the planar monopole
design, many attempts have been made by employing
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various shapes of the monopole antenna, modifying
ground plane or adding a parasitic stub to achieve a wider
CP bandwidth [1—7]. In [1], the antenna employs a
C-shaped monopole by adding an open-loop on the
backside of the monopole and modifying the ground
plane, a 65.2% 3dB axial ratio bandwidth (ARBW) is
obtained [1]. In [2—4], the similar techniques as in [1]
were used, achieving ARBWs of 63.3%, 63.61% and
53.92% for the antennas. In [5], a monopole antenna with
a C-shaped patch and two triangular stubs was presented,
and an ARBW of 104.7% was obtained. A compact
monopole antenna was proposed in [6], the antenna
consists of a P-shaped monopole and modified ground
plane with a rectangular stub. Results demonstrated that
the impedance bandwidth is 118.5% (S11< —10dB) and
the 3dB ARBW is 104.4%. Some reported wide-slot
CP antennas are shown in [8—10]. In [8], a simple
rectangular bracket-shaped parasitic strip was used to
excite the CP modes; the 3dB ARBW can reach 49%.
Two semicircular slots are etched in the ground plane
to be used as the radiators [9], which has a wide 3dB
ARBW of 74.3%. However, it was achieved at the
expense of a relatively larger size and complex excitation
mechanism of the CP modes. A U-shaped slot and two
50 Q microstrip-fed ports were employed in [10] and
can achieve dual circularly polarised radiation while
providing an ARBW of 110.5%. The gains of the
antennas proposed in the above literature are low,
because these antennas have bidirectional radiation.
Attempts have been made to increase the gain of these
antennas. Placing a metal reflector under a wide-slot
antenna enables the antenna to obtain unidirectional
radiation, and the gain can be increased by almost 3 dB
[11—14], but it results in a higher profile of about 0.254,,.
At the same time, the metal reflector would deteriorate
the inherent wideband CP bandwidth. An artificial
magnetic conductor (AMC) reflector is introduced
inplace of a conventional metal reflector to reduce the
profile of the unidirectional antenna. In [15—19],
different AMC structures are introduced to increase the
antenna gain while reducing its profile. However, these
antennas are still large or the 3 dB ARBW is too narrow.
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Hence, designing a wideband circularly polarised
antenna with high gain and low profile is still a
challenge.

In this letter, a novel broadband wide-slot CP
antenna with high gain, wide CP bandwidth and low
profile is proposed. Firstly, an ultra-wideband wide-slot
CP antenna is designed. The wide-slot antenna has
bidirectional radiation, which is why an AMC reflector
is placed under the antenna to make it unidirectional and
improve the gain of the antenna considerably. Then, four
metal plates are vertically placed around the AMC
reflector as in [20] to further broaden the ARBW of the
antenna. The antenna is designed and simulated using the
ANSYS HFSS. Finally, a prototype antenna is fabricated
and experimented. The measured results verify the
feasibility of the simulated antenna well.

II. ANTENNA DESIGN

A. Wide-slot antenna geometry

The geometry of the proposed wide-slot antenna is
shown in Fig. 1. The antenna is fabricated on an FR4
substrate with a thickness of h=1.6 mm, a dielectric
constant of 4.4 and a loss tangent of 0.02. The size of the
substrate is W x L=65 mm x 70 mm. The radiation patch
is on the upper layer of the substrate and it adopts a knife-
shaped structure, which can improve the impedance
matching and CP bandwidth. The lower layer of the
substrate is a ground plane. Etching asymmetrical slots
on the ground plane enables the antenna to generate two
polarised waves perpendicular to each other with a phase
difference of 90°, thereby forming circular polarisation.

X Suy Sup

=
(=N
-
Wwd,
—l d <
-
4 > Wd,
wf  ds
(a) Top View
Y / Upper Layer
AT Substrate |
T Lower Layer
(b) Side View

Fig. 1. Geometry of the proposed wide-slot antenna.
(L=70, W=65, su;=8.4, Wu;=13, Lu;=8.7, su,=25.9,
51=32, Ws;=16.6, Ls;=13.7, If=3.1, wf=3.1, ds=1.2,
d:=13.35, Wd,=12.5, Ld;=9.4, Wd:=10.2, Wp=9.9,
Lp=21, It=35, wt=1.9, 1s=9.65, ws=11.35). (Unit: mm).
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B. Steps in realizing the wide-slot antenna

Six antennas labelled Ant.1—Ant.6 are developed
and shown in Fig. 2 to explain the evolution of the
broadband CP wide-slot antenna clearly. The VSWR and
AR for the six antennas are compared in Fig. 3. Ant.1 is
a conventional wide-slot antenna with a strip feedline on
the upper layer and a rectangular slot on the lower layer
of the substrate, which can radiate wideband linear
polarised waves. To further improve the impedance
matching of Ant.1, we introduce a rectangular stub with
asize of W, X L, on the right side of the feedline, which
is shown in Ant.2.

From Fig. 3 (a), we can see that the impedance
bandwidth of Ant.1 has been broadened significantly,
especially at the upper frequency after adding a
rectangular stub. Then, to obtain CP performance, we
adopt the method of slotting on the ground plane to
obtain two near-degenerate modes. Firstly, an x-
direction slit is employed in Ant.3 to change the current
path in order to mainly reduce the low frequency AR, but
its function in improving the low-frequency AR is not
obvious. The slit benefits the impedance matching
because of the improved coupling between the feedline
and the wide-slot. Moreover, a rectangular slot of size
Ld, X Wd, is introduced on the right side of the slit in
Ant.4 to further improve the AR performance at lower
frequencies. This step greatly assists CP excitation at a
lower-frequency as shown in Fig. 3 (b), because the
rectangular slot can adjust the phase difference of the
two near-degenerate polarised modes tending to 90° for
CP radiation. However, the higher frequency band AR
cannot meet the requirement. High-frequency AR should
be reduced to extend the ARBW of this wide-slot
antenna. In Ant.5, a rectangular slot of Wu, X Lu, is
etched on the top of the ground plane, and the position is
approximately diagonal to the lower rectangular slot in
Ant.4. These two slots introduce two perpendicular
polarisation modes with almost a 90° phase difference at
a higher frequency. Figure 3 (b) shows that the AR of
Ant.5 is reduced at high frequencies. But the impedance
matching in Ant.4 and Ant.5 especially at a lower
frequency should be improved. A rectangular perturbation
of size Ls; X Wsyis introduced on the ground plane
beside the knife-shaped radiation patch to further reduce
the AR and improve the impedance matching. The
VSWR was improved significantly compared with the
VSWRs in Ant.4 and Ant.5, and the AR around 3 GHz
was adjusted below 3 dB, that is to say, the rectangular
perturbation acts as an important component in antenna
performance in terms of wideband impedance matching
and CP excitation. Thus, an ultra-wideband wideslot CP
antenna (Ant.6) with good performance is generated.
The impedance bandwidth with VSWR less than 2 is
94.6% (1.42 GHz—3.97 GHz), and the 3dB ARBW is
74.1% (1.41 GHz—3.07 GHz).
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Ant.1 Ant.2 Ant.3

Ant4 Ant.5 Ant.6

Fig. 2. Design steps of the proposed wide-slot antenna.

2.0 3.0
Frequency (GHz)
(a) VSWR

0 . . . . .
10 15 20 25 30 35 40
Frequency (GHz)

(b) AR

Fig. 3. Simulated results.

C. AMC structure design

Generally, the gain of the wide-slot antenna is not
high with the large slot, thereby introducing serious
and unwanted backward radiation in wireless
communication system applications. A large metal
reflector can be added under the wide-slot antenna to
enhance the gain of the antenna [12—13]. However, the

profile of the overall antenna will be high, because the
distance between the antenna and the metal reflector
should be about 1/4A, in order to compensate for the
180° phase difference between the reflected and incident
waves. With the reduction in the profile of the overall
antenna taken into consideration, we adopt the AMC
structure instead of the metal reflector.

AMC is an artificial electromagnetic periodic
structure that can imitate the isotropic reflection
characteristics of an ideal magnetic conductor.
Generally, a subwavelength metal structure is printed
on a dielectric substrate with a metal ground plane so
that incident waves can achieve isotropic reflection
characteristic effectively. In accordance with the
principle of isotropic reflection, the reflected and
radiated waves on the surface are superimposed in phase,
so the distance between the wide-slot antenna and the
AMC structure can be reduced to less than 1/44,.

Figure 4 shows the 3D model, reflection phase and
coefficient results of the unit cell used in the proposed
AMC structure after comparing the performance and size
of several types of AMC unit cell. An FR4 substrate with
a thickness of he=1.6 mm and a loss tangent of 0.02 is
chosen, hd is the distance between the excitation source
and the AMC unit cell. Crossed metal strips are placed
in the centre on the upper layer of the substrate, with four
quarter circles on the four corners. The lower layer of the
substrate is a metal ground plane. The dimensions of the
AMC unit cell are given in caption of Fig. 4.

Reflection phase (deg)

Reflection coefficient (dB)

Frequency (GHz)

(&) AMC 3D model (b) Simulated results

Fig. 4. The 3D model and the simulated reflection phase
and coefficient of the AMC unit. And the dimensions of
the parameters are ae=15, re=4, le=14, we=3. (Unit:
mm).

AMC structure after comparing the performance
and size of several types of AMC unit cell. An FR4
substrate with a thickness of he=1.6 mm and a loss
tangent of 0.02 is chosen, hd is the distance between the
excitation source and the AMC unit cell. Crossed metal
strips are placed in the centre on the upper layer of the
substrate, with four quarter circles on the four corners.
The lower layer of the substrate is a metal ground plane.
The dimensions of the AMC unit cell are given in caption
of Fig. 4.
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Generally, the frequency band of the reflection
phase on the AMC surface is defined as the isotropic
reflection phase band [16]. From Fig. 4, we can see a
frequency bandwidth of 2.35 GHz to 4.65 GHz with the
reflection phase varying from 90° to —90°. The AMC
unit satisfies the in-phase reflection characteristic in the
frequency band of interest.

The parametric study has been done for the AMC
unit cell in Fig. 5, we can conclude that the parameter
hd influence the reflection phase obviously, which
determines the phase difference between the incident and
reflected wave, with the increase of hd, the zero
reflection phase moves to the higher frequency, but
the £90° phase bandwith decreases. The parameter le
influences the reflection phase a little, especially at the
lower frequency, the reflection phase does not change.

Then, a 6 x 6 unit cell composing the AMC structure
with a size of 90 mm X 90 mm is placed under the
wide-slot CP antenna, and the distance between them is
reduced to about 0.141, at the centre frequency of 2.805
GHz denoted as hg=15 mm as shown in Fig. 6.

180
—e— hd=12mm

—— hd=14mm
—+—hd=16mm

=

w

(&)
1

©
o
!

Reflection Phase (deg)

-45
-90
-135-
0 25 30 35 40 45 50
Frequency (GHz)
(a) The parameter hd analysis
180 ; . .

—+—le=10mm
——le=12mm
—— le=14mm

20 25 30 35 40 45 50

Frequency (GHz)
(b) The parameter le analysis

Fig. 5. The parametric analysis of the AMC unit cell.
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wide-slot antenna |

90mm

hg=15mm &

he=1.6mm
9omm AMC structure
(a) Top View (b) Side View

Fig. 6. Top and side views of the AMC antenna.

The simulated VSWR and AR results of the AMC
antenna are given in Fig. 7, marked as the plots hamed
without metal plates. The impedance characteristic is
good, but the AR bandwidth decreases from 74.1% in
Fig. 3(b) to 21.6% (2.6 GHz—3.2 GHz), because the
AMC structure has an excellent isotropic reflection
phase only near a certain frequency point. Moreover, the
distance between the AMC structure and wide-slot
antenna is different in wavelength for different
frequencies. These conditions have a great impact on the
reflected CP waves, thereby reducing the AR bandwidth
considerably. Therefore, the AR bandwidth becomes
narrower and the CP characteristic becomes worse after
the AMC structure is introduced under the bidirectional
radiating wide-slot antenna. To further enhance the
bandwidth of AR, we introduce four vertical metallic
plates around the AMC structure, similar to [20]. The
height and length of each vertical plate is 16 mm and 40
mm, respectively. Four nylon mount posts with a
diameter of 3 mm are used to fix the antenna which are
considered in the simulation.

To get a better insight of the polarization, the E-field
of the antenna at 2.8 GHz for various phase (0°, 90°,
180°) observed from +z direction is shown in Fig. 8. The
E-field rotates in a clockwise direction, which means a
LHCP wave can be obtained.

—s— Without Metal Plates
—s— With Metal Plates

\=I::=\=*l —— :é

1 . I\-:::I-I‘Fl“---'—j

15 20 25 30 35 40
Frequency (GHz)
(a) VSWR



15

—a— Without Metal Plates|

121 —-=— With Metal Plates
g °
@
< 61 /
3 "\"\'1'—'.*1'\""%
s N
" ~
0 : . . . .
22 24 26 28 30 32 34
Frequency (GHz)
(b) AR

Fig. 7. Simulated results for AMC antenna with and
without vertical metal plates.

0 deg 90 deg 180 deg

Fig. 8 The rotation of E-field at frequency of 2.8 GHz.

III. EXPERIMENTAL RESULTS

The photo of the fabricated wide-slot antenna with
an AMC reflector and four vertical metal plates is shown
in Fig. 9 (a). The wide-slot antenna is supported above
the AMC structure by four nylon-66 dielectric posts. The
performance of the prototype antenna was verified by
measuring in a Microwave Anechoic Chamber. The
simulated and measured VSWR and AR of the proposed
antenna are shown in Fig. 9. The measured AR is
generally consistent with the simulated result in the
bandwidth of 32.4% (2.35 GHz-3.26 GHz), except that
the ARs of two middle frequency points (2.7 GHz and
2.8 GHz) are slightly higher than 3 dB, and the VSWR
is less than 2 in the entire ARBW and has an impendance
bandwidth of 76% (1.8 GHz-4 GHz). Figure 10 shows
the measured gain of the proposed antenna and the
simulated gains. From the results, we can see that
introducing the AMC reflector can increase the gain
effectively. The gain increased by more than 3 dBic over
most frequencies compared with the wide-slot antenna
without the AMC reflector. The gain of the proposed
antenna is greater than 5.5 dBic at the boresight with a
peak gain of 7 dBic and an average gain of 6.5 dBic. The
measured results prove that the proposed method can
enhance the gain of the broadband wideslot CP antenna
significantly, along with the decreased profile from
0.251, to 0.144,. The measured normalised radiation
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patterns at three frequencies of 2.4 GHz, 2.8 GHz and
3.2 GHz are shown in Fig. 11. Evidently, the proposed
antenna with the AMC reflector has a good and stable
unidirectional radiation.

3.5 -
—— Simulated
30 — = Measured
x 25
= N
Qa0f-a-\---------------
Y s " \
\
1.51 S
A S oo Sl
1.0

15 2.0 25 30 35 40

Frequency (GHz)
(a) VSWR
) ]
N /
H--A----/ ;;'.\\' """" F
—
& / N\
2, ;
@ / /
< d
14
—e— Simulated
—s— Measured -
0 . . . : :
22 24 26 28 30 32 34
Frequency (GHz)
(b) AR
Fig. 9. Simulated and measured results for the proposed
antenna.
9
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o2 \/—\
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o 51 1
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I 4
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c 3
‘©
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Fig. 10. Gain comparison between the antennas with and
without AMC reflector.
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Fig. 11. Simulated and measured radiation patterns of the proposed antenna: (a) 2.4 GHz, (b) 2.8 GHz, and (c) 3.2 GHz.

Tablel summarises the measured performance of
the proposed antenna and other similar previously
reported antennas in terms of the overall size, ARBW,
impedance bandwidth (IBW) and the gain of the
antenna. The antenna size is calculated with respect to
the CP center frequency. Although the proposed
antenna does not have the smallest size, as in [15], it
has a wider ARBW and higher gain. Except [15], the
proposed antenna has the the smallest profile among
the other antennas. The advantage of this design is that
the broadband characteristics were achieved with a
simple topology, low profile and high gain.

Table 1. Comparison between the proposed antenna
and other similar previously reported antennas

Ref. Size ARBW | IBW Gaip

(A9 X Ao X Ao) (%) | (%) (dBi)
[11] | 1.23x 1.23x0.3 | 60.9 | 110 | 5.1@3GHz
[12] | 0.65 x 0.58 x0.32 | 80 82 6@4GHz
[13] | 0.72x 0.6 x0.19 | 332 | 36.2 | 7.5@6GHz
[14] | 0.54 x 0.54 x0.08 | 4.1 15.9 | 5.5@2.7GHz
Prop. | 0.84 x 0.84 x0.13 | 32.4 76 7@2.8GHz

IV. CONCLUSION

A novel broadband wide-slot CP antenna with
high gain and low profile is proposed, fabricated and
measured. The overall antenna is composed of a wide-
slot antenna, an AMC structure and four vertical metal
plates. The wide-slot antenna can provide broadband
CP characteristics, the AMC structure can enhance the
gain while reducing the profile of the antenna, and the
vertical metal plates can further broaden the ARBW.
The measured results show that the proposed antenna
can achieve an ARBW of 32.4% (2.35 GHz—3.26
GHz), and an average gain of 6.5 dBic with the profile
of 0.144, at the centre frequency of 2.805 GHz.
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Abstract — This paper presents a new coplanar
waveguide (CPW)-fed circularly polarized square slot
antenna (CPSSA). The proposed antenna uses an
inverted Z-shaped feedline protruded from the signal line
of the feeding CPW. Circularly polarized (CP) radiation
can be achieved by adequately inserting the arc-shaped
grounded strip into the upper right corner of the square
slot. The widened vertical tuning stub on the L-shaped
grounded strip can improve impedance matching and
axial ratio (AR) performance. The measured results
indicate that the 10 dB impedance bandwidth is 620
MHz (652-1272 MHz), and the 3 dB axial ratio
bandwidth is 320 MHz (840-1160 MHz), which has a
broadband characteristic. In the range of the universal
UHF RFID band, the measured peak gain is about 4.4
dBi. The proposed CPSSA uses low-cost FR4 material
as the dielectric substrate. The overall size of the antenna
is 119 x 119 x 0.5 mm3. The proposed antenna has a
simple structure, easy processing, good performance,
wide operating bandwidth, and dual circular polarization
characteristic. It can be applied to the universal UHF
RFID handheld reader environment.

Index Terms — Circularly polarized, CPW-fed, handheld
reader, UHF RFID.

L. INTRODUCTION

Radio-frequency identification (RFID) is a wireless
communication technology that uses electromagnetic
waves to identify and track objects [1]. RFID technology
has the advantages of high accuracy, long reading
distance, fast reading speed, strong environmental
adaptability, and non-contact. It is widely applied to
product tracking, goods flow system, traffic management,
medical-care systems, automobile safety, etc. A typical
RFID system generally consists of an electronic tag and
a reader device. The reader device uses the reader
antenna to send radio frequency signals to the tag and
receive the tag information [2]. Since the RFID tag is
linearly polarized (LP), and the placement orientation of
the tag is arbitrary, CP operation can reduce the loss
caused by the polarization mismatch and the multipath
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effect between the tag antenna and the reader antenna,
and improve communication reliability. In the practical
RFID applications, the circularly polarized antennas [3-
5] are usually required. RFID system can be divided
into low frequency (LF), high frequency (HF), ultra-high
frequency (UHF), and microwave (MW) frequency
bands [6]. UHF RFID has the characteristics of long
readable distance, large information storage capacity,
and high data transfer rate. Therefore, it is of great
significance to study CP reader antennas that cover
the universal UHF RFID band. The frequency bands
authorized for UHF RFID applications are different in
different countries and regions, like 840-845 MHz and
920-925 MHz in China, 908.5-914 MHz in South Korea,
952-955 MHz in Japan, 865- 867 MHz in India, 902-928
MHz in America, 866-869 MHz and 920-925 MHz in
Singapore, and 920-926 MHz in Australia [7]. The
frequency range of the universal UHF RFID is from 840
to 960 MHz.

Numerous circularly polarized reader antennas have
been proposed for RFID systems. A novel circularly
polarized annular-ring microstrip antenna is presented
[8]. The CP operation is realized by an equal-split
divided power divider with a phase difference of 90°.
In [9], The CP antenna operating within the universal
UHF RFID frequency range adopts the technology of
loading a corner-truncated square patch to achieve
good impedance matching and circular polarization
characteristics. In [10-11], the main patch is fed by four
adjacent probes sequentially connected to the suspended
feeding strip to achieve CP radiation. A circularly
polarized stack Yagi antenna for RFID reader applications
is proposed [12]. The circular polarization performance
is achieved by straight cutting on the two edges of the
main patch, the parasitic patch, and the director patch.
The above-mentioned CP antennas have wide operating
bandwidth and high gain, but they have the disadvantages
such as complex structure, complicated processing, large
antenna dimension, and poor portability. The printed slot
antennas [13-16] have the characteristics of small size,
low cost, easy fabrication, and wide coverage bandwidth.
Many articles have studied slot antennas. A circularly
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polarized annular-ring slot antenna is fed by a microstrip
line coupled to the slotline [17]. The measured 10 dB
impedance and 3 dB AR bandwidth are about 17.6% and
3.72%, respectively. A CPW fractal circularly polarized
antenna was presented in [18], which exhibits a 3 dB
axial-ratio bandwidth of 4% and impedance bandwidth
of 28.5%. A single coaxial probe microstrip antenna with
a symmetrical cross-shaped slot, produces CP radiation
[19]. The measured 10 dB impedance matching bandwidth
is about 2%, and the measured 3 dB AR bandwidth is
only about 0.7%. The AR bandwidth of these antennas
is very narrow, which cannot meet the requirements of
covering the entire UHF RFID frequency range.

This paper proposes a novel CPW-fed square slot
antenna that covers the universal UHF RFID frequency
range. The inverted Z-shaped bent feedline increases
the electrical length of the antenna and improves the
impedance matching characteristic. By insetting the arc-
shaped grounded strip into the upper right corner of the
square slot of the antenna, two near-orthogonal LP
modes with equal amplitude and a phase offset of 90°
are excited, thus generating circularly polarized waves.
The widened vertical tuning stub of the L-shaped strip
embedded in the lower-left corner of the square slot can
broaden the impedance bandwidth and the axial ratio
bandwidth. Finally, the proposed antenna achieves good
impedance matching and broadband characteristics. The
experimental results show that the 10 dB impedance
bandwidth is about 64.4% (652-1272 MHz), and the
3 dB axial ratio bandwidth is about 32.0% (840-1160
MHz). The overlapping operating bandwidth of the
proposed CPSSA covers the universal UHF RFID band
(840-960 MHz).

I1. ANTENNA DESIGN

Figure 1 illustrates the configuration of the proposed
CPW-fed CPSSA. The proposed antenna is printed on
a low-cost FR4-epoxy dielectric substrate (relative
permittivity & = 4.4, loss tangent 6 = 0.02, and thickness
(H) of 0.5 mm). The antenna adopts a single-sided
printing method, and the feedline and the ground plane
are on the same side of a square dielectric substrate with
the side length of 119 mm. A wide square slot with the
dimension of 98 x 98 mm? is etched on the ground plane.
The side length of the square slot is approximately equal
to 0.544, where /g4 is the wavelength of the designed center
frequency of AR bandwidth at 900 MHz, can be computed
as:

A=, D)
where ¢o is 3x108 m/s, and eeff is the effective dielectric
constant of the FR4 substrate [20]. The CPW feedline of
the antenna has a signal line with a width (Ws) of 3.5 mm
and two identical gaps (g:) of 0.5 mm between the
ground plane and the signal line. One end of the signal
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line is connected to a 50 Q coaxial SMA connector, and
the other end is connected to an inverted Z-shaped
feedline. The lengths of the two vertical strips of the
feedline parallel to the Y-axis are L3= 46.5 mmand Ls=
22.5 mm, respectively. The length of the horizontal
strip of the feedline parallel to the X-axis is Ls =31 mm.
By adjusting the length (Ls) of the vertical strip, the
impedance matching characteristic can be improved. The
arc-shaped grounded strip (point A to point B) with a
width of 6.5 mm (R1-Ry) is inserted into the square slot.
R; and R; are the outer and inner radius relative to the
center (point C), respectively. The arc-shaped grounded
strip interferes with the electric field distribution in the
square slot and excites two approximately orthogonal
linear resonance modes (TEx and TEjp modes) with
a 90° phase difference, achieving CP radiation. By
adjusting the inner and outer radius of the arc-shaped
grounded strip, the 3 dB AR bandwidth can meet the
required axial ratio bandwidth requirements. The L-
shaped grounded strip at the lower-left corner of the
square slot is composed of a vertical tuning stub with a
width of W, = 12 mm and a length of L; = 41.5 mm in
the vertical direction and a horizontal strip with a width
of 3.5 mm and a length of L, =20 mm in the horizontal
direction. The length of the L-shaped grounded strip
(L1+Ly) is close to 0.2544. The impedance bandwidth and
the axial ratio bandwidth can be further broadened by
adjusting the width (W) of the vertical tuning stub, so
that the antenna can cover the universal UHF RFID
frequency range. The CPSSA proposed in this paper is
simulated and optimized by the Ansoft high frequency
structure simulator software (HFSS, ver.18) based on
finite element method (FEM).

L G 1
-l Y
A C
R2
R1
G B
| L2
Ground plane
-u-
H D|electr|c substrate

Fig. 1. Geometry of the proposed CPW-fed CPSSA with
G =119 mm, L1 =41.5 mm, L, =20 mm, Ls=46.5 mm,
Ls=31 mm, Ls=22.5 mm, W;=10.5 mm, W, =12 mm,
Wi= 3.5 mm, Ry =83.5 mm, R, =77 mm, g1 = 0.5 mm,
g2=1mm,H=0.5mm.

As shown in Fig. 2, the design evolution steps of the
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proposed antenna are described by five prototypes from
Ant. 1 to Ant. V. Figures 3 (a) and (b) present the
simulated results of the frequency response of the
reflection coefficient Si; and the axial ratio for Ant. T
to Ant. V. The wide slot antenna has wide bandwidth
characteristic, so the ground plane of Ant. I is designed
as a wide square slot structure with an L-shaped feedline.
From the simulated results of S11 and AR, it is found that
the 10 dB impedance bandwidth of Ant. I does not cover
the entire UHF RFID band, and linearly polarized waves
are radiated. The 10 dB impedance bandwidth is from
0.69 GHz to 0.75 GHz and from 0.93 GHz t01.09 GHz,
and the axial ratio in the frequency band of 0.7-1.3 GHz
is much greater than 3 dB, and CP radiation is not
realized. In Ant. II, an L-shaped grounded strip is added
to the lower-left corner of the square slot to enhance the
capacitive coupling between the ground plane and the
feed structure, thereby broadening the bandwidth of the
antenna. The impedance matching characteristic of Ant.
IT becomes worse, but the axial ratio is closer to 3 dB,
and the CP radiation is still not realized. Ant. III has a
vertical strip with a length of Ls in the vertical direction
embedded in the feed structure. As shown by the
simulated results of Ant. III, the impedance matching
characteristic is improved, and the 10 dB impedance
bandwidth is from 0.65 GHz to 0.72 GHz and from 0.87
GHz to 1.08 GHz. The axial ratio in the entire UHF
RFID band is about 14 dB. In Ant. IV, an arc-shaped
grounded strip is inserted into the upper right corner
of the square slot, which interferes with the current
distribution in the square slot. In the universal UHF
RFID band, the axial ratio is less than 3 dB, which
realizes CP radiation and obtains the wide impedance
bandwidth and axial ratio bandwidth. The 10 dB
impedance bandwidth is from 0.64 GHz to 0.73 GHz and
from 0.74 GHz to 1.05 GHz, and the 3 dB axial ratio
bandwidth is from 0.83 GHz to 1.16 GHz, realizing
broadband and circular polarization characteristics. The
S11 of Ant. TV achieves a minimum value of -17.68 dB at
the resonant frequency of 0.86 GHz. In order to further
optimize the performance of the antenna, by widening
the vertical tuning stub of the grounded L-shaped strip
embedded in the square slot to obtain Ant. V, good
impedance matching characteristic can be achieved, and
the impedance matching bandwidth and the axial ratio
bandwidth are further broadened. The simulated results
show that in the entire UHF RFID band, the Si; of Ant.
V at the resonance frequency of 0.90 GHz achieves the
minimum value of -23.68 dB. The 10 dB impedance
bandwidth is from 0.64 GHz to1.27 GHz, and the 3 dB
axial ratio bandwidth is from 0.83 GHz to 1.19 GHz.
Finally, the proposed CPSSA has a very wide bandwidth
coverage, which meets the requirements of covering the
universal UHF RFID frequency range.
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Fig. 2. Five prototypes of the proposed antenna.
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Fig. 3. Simulated results for antennas I-V: (a) reflection
coefficient and (b) axial ratio.
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Fig. 4. Surface current distributions of the proposed
CPSSA at 900 MHz in 0°, 90°, 180°, and 270°.



In order to explain the mechanism of CP radiation,
the surface current distribution of the proposed CPSSA
at 900 MHz with four phase angles of 0°, 90°, 180°, and
270° are illustrated in Fig. 4. As shown in the figure, it
is observed the surface current distribution with the
phase angle of 180° and 270° are opposite to the phase
angle of 0° and 90°, respectively. The surface current
rotates in a clockwise direction as the phase angle
increases by 90°. Therefore, the proposed antenna excites
left-handed circular polarization (LHCP) radiation in
the +Z direction and right-handed circular polarization
(RHCP) radiation in the -Z direction, which has dual
circular polarization characteristic. The RHCP radiation
can be excited in the +Z direction by simultaneously
inverting the directions of the inverted Z-shaped feedline,
the arc-shaped grounded strip, and the L-shaped grounded
strip with respect to the Y-axis.

I11. PARAMETERS STUDIES

Parameter studies are to obtain the optimal
impedance matching and CP performance. In this section,
the key parameters of the proposed antenna are simulated
and optimized using Ansoft HFSS 18.0. The simulated
results illustrate the influence of key parameters such as
the outer radius of the arc-shaped grounded strip (R1), the
length of the vertical strip of the inverted Z-shaped
feedline (Ls), and the width of the vertical tuning stub
of the L-shaped grounded strip (W,) on the reflection
coefficient S1; and AR bandwidth. When optimizing the
parameters, make sure that one parameter is varied,
while the other parameters are fixed.

A. Effects of the arc-shaped grounded strip

Good CP performance can be obtained by adequately
adjusting the outer radius of the arc-shaped grounded
strip (R1). Figure 5 exhibits the effects of Ry on the Si;
and axial ratio. It can be seen from Fig. 5 (a) that
different values of R: have little effect on the starting
frequencies and low-frequency resonance frequencies.
As R increases, the high-frequency resonance frequency
shifts to lower frequencies, and the stop frequency shifts
to higher frequencies. Therefore, the thicker the arc-
shaped grounded strip, the wider the 10 dB impedance
matching bandwidth. When R; is 85.5mm, the 10 dB
impedance bandwidth is the widest, which is from 0.64
GHz to 1.27 GHz. Figure 5 (b) shows the effect of R;
on the axial ratio. It is observed that as the value of R;
increases, the low-frequency resonance frequency shifts
to higher frequencies, whereas the high-frequency
resonance frequency shifts to lower frequencies. Except
for R1=85.5 mm, as the thickness of the arc-shaped
grounded strip is thicker, the axial ratio bandwidth is
wider. When R; is 79.5 mm, the 3 dB axial ratio
bandwidth is from 0.81 GHz to 0.94 GHz, which can’t
totally cover the specification of the universal UHF RFID
band. When R; is 83.5 mm, the 3 dB AR bandwidth is
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the widest, ranging from 0.83 GHz to 1.19 GHz, which
meets the required bandwidth requirement. The axial
ratio at the low-frequency resonance frequency of 0.88
GHz is 0.79 dB. It is worth noting that by adjusting
the value of Ry, that is, adjusting the thickness of the
arc-shaped grounded strip, the AR bandwidth can be
reconfigured to cover the required UHF RFID frequency
range.
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Fig. 5. Simulated results for the proposed broadband
CPSSA with different outer radii (R:1) of the arc-shaped
grounded strip: (a) S11 and (b) axial ratio.

B. Effects of the inverted Z-shaped feedline

Figure 6 shows the influence of the length of
the vertical strip of the inverted Z-shaped feedline (Ls)
on the antenna performance. Figure 6 (a) illustrates the
effect of Ls on impedance matching characteristic. It is
found that when Ls is increased, both the start frequency
and the low-frequency resonance frequency slightly
shift to lower frequencies, the high-frequency resonance
frequency shifts to higher frequencies. When Ls is 18.5
mm, the 10 dB impedance bandwidth is the narrowest.
When Ls takes other values, the impedance bandwidth
is not much different, but when Ls=22.5 mm, the
impedance matching characteristic is the best in the
universal UHF RFID frequency range. The effect of Ls
on the AR performance is shown in Fig. 6 (b). Different
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values of Ls have a very slight influence on the resonance
frequency and the 3 dB axial ratio bandwidth. The
parameter Ls has almost no effect on the axial ratio,
which shows that Ls has strong manufacture tolerance for
the proposed broadband CPSSA. When Ls takes the value
of 22.5 mm, the proposed antenna has good impedance
matching performance and the 3 dB axial ratio bandwidth
is the widest, so the optimal value of Ls is 22.5 mm.
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Fig. 6. Simulated results for the proposed broadband
CPSSA with different vertical lengths (Ls) of the inverted
Z-shaped feedline: (a) S11 and (b) axial ratio.

C. Effects of the L-shaped grounded strip

The simulated results of S;3 and AR versus
frequency for the different width of the vertical tuning
stub of the L-shaped grounded strip (W-) is demonstrated
in Fig. 7. The simulated S;; shows that different values
of parameter W, have a greater effect on the high-
frequency resonance frequency. As the value of W,
increases, the high-frequency resonance frequency shifts
to higher frequencies, and the impedance bandwidth
becomes wider. When W, is 14 mm, the 10 dB impedance
bandwidth is the widest, ranging from 0.64 GHz to 1.29
GHz. Whereas, in the frequency range of 840-960 MHz,
the impedance matching characteristic when W, =12 mm
is better than that when W, = 14 mm. From the influence
of W, on the axial ratio characteristic, it is found that the
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smaller the value of W,, the wider the axial ratio
bandwidth, and the different values of W, have little
influence on the resonance frequency.
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Fig. 7. Simulated results for the proposed broadband
CPSSA with different vertical lengths (W) of the L-
shaped grounded strip: (a) S11 and (b) axial ratio.

IV. RESULTS AND DISCUSSION

Figure 8 shows the manufactured prototype and far-
field measurement photograph of the proposed CPSSA
with the optimum values. The reflection coefficient
S11 is measured by an Agilent E5071C vector network
analyzer. The simulated and experimental reflection
coefficient S;1 of the proposed antenna are exhibited in
Fig. 9. The measured 10 dB impedance bandwidth is
64.4% (652-1272 MHz), which agrees well with the
simulated 10 dB impedance bandwidth (640-1270 MHz).
The minimum values of the simulated and measured
results of S1; are -33.02 dB and -40.30 dB, respectively.
The curve trend of the impedance matching of simulation
and measurement is roughly similar. The far-field
performances of the proposed antenna, such as axial
ratio, gain, radiation efficiency and 2D radiation pattern,
are all tested in an anechoic chamber using the SATIMO
measurement system. Figure 10 illustrates the comparison
of the simulated and measured results of AR. The
measured 3 dB AR bandwidth is 32.0% (840-1160 MHz),
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which is narrower than the simulated results (830-1190 24
MHz). The simulated and measured 3 dB AR bandwidths 21+
are wide, covering the entire UHF RFID band. The 18]

simulated and measured results of peak gain and
radiation efficiency are shown in Fig. 11. In the UHF
RFID frequency range (840-960 MHz), the measured
peak gain fluctuates within 3.4-4.6 dBi. The measured
maximum peak gain is 4.6 dBi at 960 MHz and the
measured radiation efficiency is about 90%. The slight
difference between the simulated and measured results
of peak gain and radiation efficiency is mainly attributed o oo 10 11 1. 1%

to the manufacturing tolerances. Figure 12 shows the ' ' " Freq (GHz) ' '
simulated and measured LHCP/RHCP radiation patterns

for the x-z and y-z planes at the center frequency of 900 g 10, Simulated and measured axial ratio of the
MHz in the unlver_sa_l UHF RFID_band. The measured proposed broadband CPSSA.

results of the radiation patterns in both x-z and y-z
planes demonstrate that the proposed antenna has good
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Fig. 8. Photographs of the proposed antenna: (a)  Fig. 11. Simulated and measured peak gain and radiation
manufactured prototype, and (b) far-field measurement. efficiency of the proposed antenna.
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it more suitable for universal UHF RFID handheld
readers applications.

Table 1: Comparison of the proposed antenna with other
CP antennas in references

Impedance | 3dB AR | Dimensions
Ref. Bandwidth | Bandwidth LxWxH ACKNOWLEDGMENT
(MHz, %) | (MHz, %) (mm?d) This work is supported by Key Project of the
835-975, 870-940, 124x 117 x National Natural Science Foundation of China under
[5] 16.4% 7.7% 332 Grant, 62090012, 62031016, 61831017, the Project
270-967 893-948, | 220 x 220 x under Grant 19-163-21-TS-001-062-01, and the Sichuan
(8] 10.6%, 6% 10 Provincial Science and Technology Important Projects
107 768-962. 816-957. | 250 x 250 x grr:gezr (gszggthg%)%\z(gGm%, 2020YFG0282, 2020 YFG0452
22.4% 15.9% 35 :
[18] 80208'15(())/56, 903—0236, 90 x11605 X REFERENCES
2 70 0 : [1] C. Sim and C. Chi, “A slot loaded circularly
21] 815-925, | 835870, | 83x83x polarized patch antenna for UHF RFID reader,”
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Abstract — The implantable antenna is an important part
of the wireless capsule endoscopy (WCE) system to
achieve wireless communication. This paper designed an
ultra-wideband flexible implantable antenna for wireless
capsule endoscopy system. With a very wide bandwidth,
the antenna can completely cover the industrial, scientific,
and medical frequency bands (ISM, 2.4-2.48 GHz) and
Wireless Medical Telemetry Service (WMTS, 1.395-1.4
GHz). The expanded size of the proposed antenna is
18mmx 10mmx 0.1mm. The conformal technology of
the antenna has further reduced the space of the system
and achieved miniaturization. The capsule antenna in
this paper is a compact planar monopole antenna fed by
a coplanar waveguide, and it uses a flexible material as a
dielectric substrate to achieve the conformal shape of the
antenna. U-shaped ground branch (UGB) and a loaded
split ring resonator (SRR) structure were used to further
improve the antenna performance. Simulation and
measurement results were basically the same. On the
premise of radiation safety and miniaturization of the
antenna, the ultra-wideband operation of the antenna was
realized. This antenna design provided reference value
for the design and application of the capsule antenna.

Index Terms — Conformal, implantable antenna, ultra-
wideband, wireless capsule endoscopy system.

I. INTRODUCTION

Miniature implantable medical devices are
commonly used for disease treatment and physiological
testing, providing a higher quality of protection for
people's health. In the field of electronic medicine, the
wireless capsule endoscopy (WCE) system is a non-
invasive gastrointestinal detection system that acquires
image data of the digestive tract and wirelessly transmits
it to determine the physiological condition of the
human body [1]. The antenna is a bridge to realize the
communication between the wireless capsule endoscopic
system and the outside world by performing information
transmission and wireless energy transmission and other
task. Moreover, more requirements are put forward for
the performance of the implanted antenna [2] in that the
biological tissue structure of the human body features
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high dielectric constant and high loss. In addition, the
need to miniaturize the wireless capsule endoscope
system, required us to reduce the overall volume of the
antenna to save system space. To fully utilize the space,
the antenna formed a conformal structure on the inner
wall of the capsule [3-4]. The structure can save more
space in the system and further realize the miniaturization
of the system. It can also make full use of the surface for
radiation and increase the working bandwidth of the
antenna [5]. The flexible capsule implantable antenna is
of great practical value in the application research of
telemetry biomedicine.

In recent years, many scientific research teams have
carried out exploration and research on the performance
and size of the capsule antennas. Different types of
capsule antennas used in different working environments.
A capsule microstrip antenna working in ISM frequency
band was designed [6] to cater to the requirements of
the telemetry capsule in human digestive tract system.
In addition, [7] designed a broadband capsule antenna
for the Medical Device Radiocommunications Service
(MedRadio, 401-406 MHz) frequency band. The antenna
loads a metal branch in the center of the zigzag dipole,
and adjusts the length of the metal branch to excite
another resonance point, which increases the working
bandwidth. An implantable capsule conformal antenna
was designed to operate in the MediRadio frequency
band for WCE [8], in which a zigzag line was adopted to
increase the bandwidth, and the peak gain was -31.5 dBi.
[9] also proposed an ultra-wideband capsule antenna,
which covered the MICS and ISM frequency bands and
achieved omnidirectional radiation, but the maximum
gain was only -31.5 dBi. [10] proposed a conformal
patch antenna design with CSRR loading. However, this
was a single narrowband (2.45 GHz) design. A wideband
flexible loop antenna loaded with a split ring resonator
(SRR) was designed to achieve ultra-wideband operation.
The return loss of the antenna was improved by the SRR,
and the absorbed power of the human body was reduced
[11]. In [12], this paper designed a capsule antenna that
works at ISM with a thickness of only 0.1 mm. The size
was reduced by geometric fractal, and the antenna gain
was -30.6 dBi.
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Compared with the general fixed implantable
antenna, the antenna of the wireless capsule endoscopy
(WCE) system is more flexible and its working
environment is more complicated. Since the dielectric
properties of human tissues are very complex and
changeable, the resonance frequency is prone to shift, so
a wide bandwidth is required. The ultra-wideband
performance of the capsule antenna helps to resist the
frequency shift effect, especially when the capsule is
close to different tissues of the intestine and stomach.
Further investigation has found that the capsule
conformal antenna mainly needs to be improved in two
aspects. On the one hand, due to the small size of the
capsule itself, miniaturization is the eternal topic of
capsule antenna design. While ensuring the performance
of the antenna, new methods are still needed to achieve
further miniaturization of the antenna size; on the other
hand, the antenna design must also consider the ratio
absorption rate (SAR), gain and power at the same time.
Itis still a promising subject to design a compact flexible
antenna that can cover multiple operating frequency
bands and has good radiation characteristics. In this
paper, based on a coplanar waveguide fed planar
monopole antenna, the antenna was designed in view of
the compact structure of the wireless capsule endoscopy
system and the diverse working environment. The
antenna was designed using U-shaped ground branch
(UGB), radiative patch slotting and loaded split ring
resonator (SRR) technology. The antenna realized the
ultra-wideband operation of the antenna, covering the two
frequency bands of WMTS and ISM for the operation of
the implantable antenna, and the frequency range of the
antenna was 1.15 - 4.18 GHz. The volume of the antenna
was 18 mmd. Considering the miniaturization and
performance, this design can save more space in the
capsule endoscopic system while realizing the wide
bandwidth and miniaturization of the antenna. This paper
is organized as follows: The method is introduced in
the second part. The third section introduces the design
and optimization of the antenna. The fourth section
introduces the antenna design results and discussion.
Section five summarizes the conclusions.

I1. METHODOLOGY

A. Antenna structure design

The planar monopole antenna has the advantages of
thin profile, small size, low manufacturing cost, and
wide frequency band. Combined with the space structure
in the capsule system, a planar monopole antenna is a
good choice. To reach the required working frequency
band of the antenna, we conducted a preliminary design
based on the principle, the formula is as follows:

fo—C_, 1)

e,
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where | is the effective length, c is the speed of light in
free space, and f is the frequency.

We can know that the effective current path is
inversely proportional to the frequency when the
dielectric constant is constant. Through (1), a better
approximation can be obtained, and the antenna model
can be preliminarily designed. In the actual design
process, the design can be optimized based on the initial
size.

The design adopted the conformal technology of the
antenna and the electronic capsule endoscope system,
which reduced the space occupation of the system. In this
design, the same material as [13] and (g = 3.5, tand =
0.0027) was used as the dielectric substrate of the
antenna. The thickness of the dielectric substrate of the
antenna was 0.1 mm. The unfolded size of the antenna
was only 18 mmx10 mmx0.1 mm. The radius of the
antenna after conformal in the capsule was 3 mm. The
capsule antenna structure is shown in Fig. 1.

The flexible material features strong environmental
adaptability, and the dielectric substrate of the antenna
can be more suitable for the structure of the system.
Conformal processing of the antenna will not affect its
performance [2]. It adopts a single-layer metal structure,
which is mainly composed of a radiating surface and a
dielectric substrate. The antenna feed adopts coplanar
waveguide feed. The coplanar waveguide feeding
structure has low cost and low parasitic parameters. The
radiating unit and the feeding unit in this way are on the
same plane, thus reducing the overall volume. This
structure is easy to realize the omnidirectional radiation
characteristics of the antenna, integrate with active
devices, and achieve wide-band and direct, inductive
coupling and capacitive coupling multiple feed modes
[14]. U-shaped ground branches introduced into the
antenna floor can be used to increase the bandwidth of
the antenna. The antenna radiation patch is slotted and
loaded with split ring resonator design to improve
impedance matching, increase bandwidth and improve
antenna radiation performance.

o Capsule Shell

(a)
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Fig. 1. Schematic diagram of the capsule antenna
structure: (a) after conformal and (b) before conformal.

B. Simulation and measurement environment

This paper used the microwave studio in the CST
simulation software to design and simulate the antenna.
The modeling and simulation of the antenna adopts the
time-domain finite integration method. The numerical
calculation process uses Finite Integration Technology
(FIT). This numerical solution provides a spatial discrete
format to solve a variety of electromagnetic problems.
FIT technology spatially visually divides the solving
domain, and establishes the integral form of discrete
Maxwell equations on each unit surface to realize spatial
discretization. In the process of meshing, it is necessary
to reach 20-35 mesh lines per wavelength, and it is worth
noting that the smallest meshing unit contains at most
two mediums.

Since the resonant frequencies of the implanted
antennas differ little between the single-layer structure
and the multi-layer structure models [15-16], we chose
the single-layer structure for calculation and analysis
in order to simplify the simulation. The simulation
environment is shown in Fig. 2 (a). The size of the model
is 100 mmx100 mmx50 mm, and the implantation depth
is 10 mm. Based on the antenna design and simulation
optimization, the actual processing and production were
carried out. The actual antenna and the test scene are
shown in Fig. 2 (b). In the 300 MHz ~ 3 GHz frequency
band, the dielectric properties of pork and chicken breast
are very similar to those of the human body. According
to literature research, some design teams conduct tests in
pork [17-18], and some teams conduct tests in chicken
breast [19-20]. In order to verify the correctness of the
simulation results, the antenna was tested in pork and
chicken breasts. Two kinds of experimental materials
were used to verify the performance of the antenna at the
same time, which could strengthen the reliability of the
experiment and the practicability of the antenna. The test
instrument used the E5063A vector network analyzer
produced by Keysight. During the test, a flexible 50 Q
coaxial cable was used to connect the feed port of the
antenna and the vector network analyzer (VNA) for
measurement.
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Antenna -

£ =

Fig. 2. (a) Schematic diagram of the capsule antenna
implanted into the skin model, and (b) implantable
conformal antenna structure, and actual test environment
setting.

111. ANTENNA DESIGN AND ANALYSIS

A. Antenna design process

The dielectric properties of human tissues are
different to some extent, so it is difficult for narrowband
antennas to overcome the detuning phenomenon in
biological tissue environment. In order to ensure the
normal operation of the antenna in the wireless capsule
speculum system, the capsule antenna achieved
broadband characteristics by adding structure or
optimizing its structure. The antenna design process is
shown in Fig. 3.

-\

U-shaped Ground Branch

(a) Step 1

(L‘.) Step 3

(a) Step 2

i

z

Fig. 3. Implantable antenna design process: (a) unloaded
U-shaped ground branch (UGB), (b) unloaded split ring
structure (SRR), and (c) final designed antenna structure.



Introduce U-shaped ground branch (UGB): In this
design, UGB was introduced on the GND of the antenna
to increase the resonance point of the antenna and
improve the impedance bandwidth of the antenna.
Increasing the U-shaped ground connection in the
antenna outer layer is conducive to enlarging the
capacitive coupling area between the antenna ground
connection and the surrounding frequency band, thereby
increasing the electric field strength of the radiating
surface [21].

Loaded split ring resonator (SRR): SRR is a
metamaterial structural unit with negative permeability
properties [22]. When the SRR structure is much smaller
than the free wavelength, its structure can be equivalent
to an LC resonant circuit. SRR reduces the inductance of
the loop, thereby improving the impedance matching
characteristics of the antenna [23]. The antenna-loaded
SRR structure can not only improve the impedance
matching of the antenna and the return loss of the
antenna, but also increase the gain of the antenna.

B. Antenna performance comparison

The structure of the antenna is optimized through
design steps to achieve the desired performance. S11
represents the return loss characteristics of the antenna.
Through the combination of the above design methods,
the UWB operation of the antenna is realized. Since the
dielectric properties of human tissues are complex and
changeable, a wider bandwidth helps to resist the drift of
resonance frequency, and thus overcome the detuning
effect. As shown in Fig. 4, the working frequency band
of the antenna is 1.15 GHz - 4.18 GHz, and the absolute
bandwidth is 3.03 GHz, covering WMTS frequency
band and ISM frequency band, achieving the effect of
ultra-wideband. Comparing steps 1, 2 and 3, we can
draw the following conclusion. On the basis of coplanar
waveguide feeding technology and radiating patch
slotting, the antenna improves impedance matching and
realizes ultra-wideband characteristics by introducing a
combination of UGB and SRR technologies.

10

- = - (a)Step1l

04 (b) Step 2 p
\T\ (c) Step 3
104 Dy
Z 1.15 GHz 4.18 GHz
—
A 20 ~

WMTS

ISM
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T T T T

1 2 3 4 5
Frequency(GHz)

Fig. 5. Comparison of S11 for the steps achieving final
design.
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As shown in Fig. 5, we expanded the area of the
capacitive coupling area of the antenna by loading
the SRR and UGB structure, thereby increasing the
maximum electric field strength of the original antenna.
As the electric field strength of the antenna radiation
surface increases, the radiation gain of the antenna will
also increase.

@ (b)

Fig. 5. Electric field of antenna (f=2.45 GHz): (a) without
UGB and SRR and (b) with UGB and SRR.

The gain of the implanted antenna is mainly affected
by its physical size and working environment. While the
implanted antenna is miniaturized, the gain is very low.
As shown in Figure 6, the gain of the implanted antenna
loaded with UGB or SRR has been improved to a
certain extent, mainly in the high frequency region of the
working frequency band. Adding SRR and UGB
structure to optimize antenna gain. We can see that the
two structures are loaded at the same time in the working
frequency band of the antenna, which further improves
the gain of the antenna.

—— With SSR and UGB
-244 —s - With UGB
--e - With SSR

Peak Gain (dBi)

1.0 15 20 25 3.0
Frequency (GHz)

Fig. 6. Antenna gain comparison adding U shaped
ground and SRR.

IV. RESULTS AND DISCUSSION

The antenna was processed and tested. As shown
in Fig. 7, the simulated and measured S11 results are
basically consistent. Although the required operating
frequency had been shifted in different biological tissues,
the two required operating frequency bands were
covered quite well. In addition, we observed that the test
frequency band was wider than the analog frequency
band. In addition to the experimental error caused by the
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processing technology, these differences may be measurement is mainly caused by environmental
attributed to the two factors. First of all, measurements interference during the test, but the results are basically
of environmental effects and differences in the dielectric  ¢onsistent.

properties of pork and chicken breasts can cause errors.
Secondly, the coaxial cable is welded (See in Fig. 2 (b)),

which has a certain influence on impedance matching.
Due to the limitations of the manufacturing process, these —_
factors are unavoidable. In general, the measurement a
results verify the correctness of the simulation results. £
O
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Fig. 7. S11 of the implanted antenna in the simulated and g _327180 o
measured environment (pork and chicken breast). 2 60
& 50
The gain of the antenna represents the ability of the -40 A
; ; i -30 -
WCE to send and receive signals. For capsule implanted 20 ] [—xy-plane(co-polarized)
antennas, the gain is generally relatively low. Figure 8 i 270— . xy_plane(cross-polarized)
shows the far-field pattern of the antenna at 1.4 GHz and —y;-P::Eee((ccf;zg'az'lfr‘i’ged)
2.45 GHz. The measurement of the antenna gain was 1 yeb P
carried out by comparing with the standard gain horn. (b)

The designed antenna was tested in pork and chicken . .
breast separately. The maximum gain of the test antenna Fig. 8. Gain of the proposed capsule antenna, () 1.4 GHz

in the 1 GHz - 3.2 GHz frequency band is shown in Fig. and (b) 2.45 GHz.
9. The maximum gain at 1.4 GHz is -29.2 dBi, and the 20

maximum gain at 2.45 GHz is -23.9 dBi. Due to factors
such as air loss, feed loss, and test error, the gain of the _-24]
antenna changes slightly. The actual measured gain is @
basically consistent with the simulated gain. = 281
Figure 10 shows the antenna radiation efficiency g
change over frequency band. The antenna works in gé'sz‘
an implanted environment, and there is a large part of & ) e omdaton i
the coupling with the biological environment, and its -a- Measured in Chicken Breast
radiation efficiency is greatly reduced. Generally, the <40 e
. .. . - 101214161820222426283032
radiation efficiency of implantable antennas is less than Frequency (GH2)

1% [24]. The highest radiation efficiency of the antenna

in the target frequency band basically reaches 8x10%, Fig. 9. Gain comparison of the implanted antenna in the
which is similar to the situation of most implanted  simulated and measured environments (pork and chicken
antennas. The deviation between simulation and  breast).
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Fig. 10. Simulated and measured radiation efficiency of
the proposed antenna.

The working environment of the implanted antenna
is special, and we need to ensure the health of the human
body. The IEEE C 95.1-1999 standard limits the average
specific absorption rate (SAR) of 1g of human tissue to
less than 1.6 W/kg, and the average specific absorption
rate (SAR) of 10 g human tissues to not exceed 2 W/kg
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[25]. When the incident power is set to 1W, the SAR
values obtained are 1 g and 10 g, as shown in Table 1,
far greater than the specified standard. Therefore, the
SAR value is reduced by reducing the incident power
to meet the specified criteria. The table also shows the
recommended maximum power input as a reference.
From the values in the table, we can conclude that the
maximum safe input power for 1 g -SAR is 3.3 mW,
however, for 10 g -SAR, the maximum allowable input
power should be 28 mW. In short, the SAR value
calculated in the table complies with IEEE regulations.

As shown in Table 2, the implanted capsule antenna
designed in this paper is compared with the antennas
in the same type of literatures. Considering multiple
parameters of the antenna, we can see that the size of the
antenna in this paper is relatively smaller and has a wider
bandwidth. This design realized the miniaturization and
ultra-wideband of the antenna, while maintaining a better
gain.

Table 1: Peak spatial average SAR (input power = 1 W) and maximum allowable input power

MAX SAR(W/kg)
Frequency (GH2) 1g Allowable Input 10g Allowable Input
1g - Avg 10g - Avg Power (mW) Power (mW)
1.4 503 82.2 3.2 25
2.45 517 83.1 3.3 28
Table 2: Comparison of the proposed antenna to the same type of capsule antenna literatures
. 10dB Peak Max- MAX-SAR(W/kg)
Ref. (mmxi']fnexmm) roooverag® | Bandwidth | Gain | Efficiency
quency (MHz) | (dBi) | (1/1E4) 1g 10-g
[7] 16.5x15.7x1.27 MedRadio 162 -37 <2 485 N.M.
[8] 15x15x0.79 MedRadio 541 -31.5 N.M. 913 N.M.
[9] 28x14x0.254 MICS, ISM 1850 -31.5 N.M. N.M. N.M.
[11] 18x18x1.235 | MedRadio, ISM 3193 -18.4 2.5-41 216 N.M.
[12] 20x12.6x0.1 ISM 630 -30.6 N.M. N.M. N.M.
This study 18x10x0.1 WMTS, ISM 3030 -23.9 8 517 83.1
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“Ref.= Reference. N.M.= not mentioned.

are in good agreement with the simulation. This paper
verified the performance of the antenna through design,
analysis and experiments, and provided reference for
further research on the application of the conformal
capsule antenna.

V. CONCLUSION

In this paper, an ultra-wideband conformal
implantable antenna for a wireless capsule endoscope
system was designed, which covered WMTS and ISM
frequency bands. The structure of the antenna was
simulated, analyzed, and optimized, and the ultra-
wideband operation was finally realized. The antenna  [1]
volume was only 18 mm3. The antenna adopted the form
of UGB and loaded SRR structure to further improve the
performance and achieve better radiation. The maximum
gain of the antenna was -23.9 dBi. The SAR value of
the antenna also meets IEEE regulations. Compared with [2]
the ultra-wideband capsule antenna in the previous
literatures, it has higher gain, smaller volume and
superior performance. The actual measurement results
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Abstract — In this paper, three Vehicular multiple-input
multiple-output (MIMO) 5G antenna systems have been
constructed from using a newly developed 5G cellular
branched Monopole element are presented. The MIMO
systems operates in the 5G frequency bands (617MHz-
5GHz) with a compact structure that allows for up to four
elements to be integrated in the same Sharkfin. The 3
configurations of MIMO systems have been simulated
using HFSS, measured on a 1-meter ground plane
(GND), then measured on a vehicle roof and the
individual antenna parameters in terms of reflection
coefficient and efficiency have captured. The MIMO
antenna systems performance in terms of passive
isolation, combined radiation pattern, envelope
correlation coefficient (ECC), and diversity gain (DG)
have been reported and discussed.

Index Terms — Automotive antennas, correlation
coefficient, 5G, 2x2 and 4x4 MIMO systems.

I. INTRODUCTION

With the expansion of the cellular systems being
integrated in cars to support the connected vehicle effort,
a need for multiple antennas support wireless service has
emerged. The Multiple Input Multiple Output (MIMO)
system consists of two antennas or more that receive or
transmit multiple layers of orthogonal data streams from
cellular base stations which allow for increased channel
capacity, data rate and the total throughput of the system
without increasing the operating frequency band or
the transmit power [1]. To this date, 2X2 MIMO
configuration with de-correlated antennas that receive
two data streams is being used to realize downlink
reception in modern vehicles [2]. The performance of the
MIMO system is highly dependable on the efficient
design of the MIMO antennas that should low correlation
between them and a high total antenna efficiency [3].

An important characteristic of the communication
systems is the ECC between received signals of the
antennas that construct the MIMO system. Small ECC
values are crucial to increase transmission capacity as
well as to improve the multipath fading. ECC tells how

Submitted On: May 24, 2021
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independent MIMO antennas radiation patterns are, for
example, for a 2X2 MIMO system, if one antenna is
vertically polarized and the other one is horizontally
polarized then the ECC value will be 0. There are 2 ways
to calculate the ECC in a MIMO system [4], the first
method used S parameters to find ECC and it assumes
lossless/60% or more efficient antennas which is
unrealistic. Whereas the second method (which is more
accurate) used throughout this paper utilizes radiation
patterns of individual antennas to calculate the ECC
of MIMO system. Modern vehicles are equipped with
multiple wireless services such as Global Navigation
Satellite Systems (GNSS), Remote Keyless Entry
(RKE), Satellite Digital Audio radio service (SDARS),
etc. [5]-[7]. Each of these services requires dedicated
antennas and it is unfeasible to distribute them all over
the vehicle and consequently they all integrated in a
single package (Sharkfin). Since the available space
with the Sharkfin for each antenna is much smaller than
the wavelengths at the which the antenna expected to
operate, issues such as antenna size and bandwidth
limitations as well as passive port isolation between
different elements within the Sharkfin will take place.
Furthermore, the Sharkfin size limitation will also
impact the port isolation and correlation of MIMO
antennas and impose some challenges to design an
antenna system that satisfies the diversity requirements
[81.[9].

In [10], [11], 2X2 MIMO systems based on
Monopole and PIFA elements respectively have been
introduced, however the bandwidth of operation is
very small (700-925MHz). The 2X2 MIMO systems
bandwidth have been increased to cover from 790MHz
to 3GHz with reasonable antenna dimensions and an
ECC of less than 0.3 and 0.05 in [12] and [13]
respectively but the bandwidth of operation doesn’t
cover 5G frequencies (617MHz-5GHz). In [14]-[18], the
authors have developed 2X2 MIMO structures that are
constructed from either Monopoles or PIFA elements
with a less than 0.5 ECC however, these MIMO systems
are only covering LTE (698MHz-3GHz) frequency
bands and not 5G frequencies. A much broader

https://doi.org/10.47037/2020.ACES.J.360619
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bandwidth (700MHz-6GHz) with less than 0.16 of
ECC (using first method in [4]) is achieved by authors in
[19] but it doesn’t include the B71 band (617MHz-
698MHz) as well as it comes at an increased volume
(70x70x29mm3) which makes it impossible to fit in
production Sharkfins. Finally, a 4X4 MIMO system is
presented in [20], However, B71 frequency band is not
included (which will introduce a big challenge trying to
fit the antenna in a sharkfin), there are no information
about system volume, and also the work has not been
supported by either ground plane or vehicle measurements
data. Several studies outside the automotive industry
have targeted decoupling antennas in a MIMO system
packaged in a small volume with various techniques like
the use of electromagnetic band gap (EBG) structures
[21], Ceramic Superstrate-Based Decoupling Method
[22], and metamaterials [23]-[27]. The automotive
MIMO systems presented in this work do not require a
special decoupling mechanism. In fact, decoupling of
antennas is obtained by mainly using spatial and pattern
diversity at the low and high band respectively which
puts more burden on compactness and performance of
building block antenna element.

This work introduces three novel MIMO structures;
configuration 1 of a 2x2 MIMO antenna system,
configuration Il of a 2x2 MIMO antenna system, and a
4x4 MIMO antenna system. The three structures are
mainly developed for automotive industry to cover 5G
cellular frequencies (617MHz-5GHz), fit in a car roof
sharkfin, and have an inherited GNSS frequencies
rejection which makes it easy to integrate with other
antennas within a sharkfin. In this work, HFSS has been
used to simulate the 3 MIMO systems configurations,
then the systems have been measured inside and
anechoic chamber on ground plane and on a vehicle roof.
The antennas important parameters such as of reflection
coefficient, isolation, total efficiency, radiation pattern
have been captured. Then an Octave code is used to
calculate the ECC and DG from the captured data.

The work in this paper is organized in two sections:
Section Il explains the theory about correlation coefficient
and diversity gain calculation equations and it also shows
the design goals. Section Il presents the proposed 2x2
MIMO configurations, the novel 4x4 MIMO system, and
finally a comparison between proposed systems and
available work in literature.

I1. MIMO ANTENNA SYSTEMS
PERFORMANCE METRICS
All the most important metrics in MIMO antenna
systems are ECC and DG. The ECC can be related to the
electric field radiation pattern through the equation in [4]
as below:

2
| I ST(XPR . Egi. Eg;. Py + XPR . Eg;. Ej;. Py)sin(6) dode

(D

Peij =
|JH,‘:U S T(XPR . Egy. Egy. Py + XPR. Epyc. Epy . Py)sin(0)d6de
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where Eg; and Ej; are the values of electric field in the
theta axis while Ey; and Ey; are the values of electric
field in phi axis. XPR is the cross-polarization
discrimination factor tells the difference between
incident electromagnetic wave vertical and horizontal
polarization. Py and Py are the theta and phi power
densities. Equation (1) can be simplified by setting XPR
= 1 assuming uniform power densities.

The other MIMO system performance metric is the
DG which is defined as the quantified improvement in
signal-to-noise ratio (SNR) by the receiving signals from
the MIMO antennas and usually calculated in dB. The
DG can be calculated as in [28]:

DG = DGy.DF .K, 2
where DG, is the ideal case diversity gain which is
10dB. DF is the degradation factor which shows how
much the ECC impacts DG and is calculated as:
J (1 = p). K represents the ratio of the mean effective
gain (MEG) between the MIMO antenna elements (K =
MEG;/MEG;). MEG is the effective gain ratio at the
antenna element, in other words MEG is the received to
incident power ratio at the element. (K~=1) condition
should be satisfied for received signals by MIMO
systems assuming good channel characteristics.

111. COMPARATIVE STUDY OF THE
PROPOSED MIMO SYSTEMS

In this section, three different MIMO antennas
configurations are being studied. The building block for
each configuration is the branched Monopole element in
Fig. 1. The MIMO configurations are then simulated and
measured on a 1-meter ground plane and on a vehicle’s
roof inside an anechoic chamber. The obtained data from
simulations and chamber measurements are directly
reported whereas ECC and DG results are generated
using Octave software for each MIMO configuration in
this section. Table 1 shows general design guidelines:

Table 1: Design guidelines
Parameter
Polarization

Value
Vertical Linear
Polarization (VLP)
-5.4dB (3.3VSWR) at

Reflection Coefficient

5G bands
Avg. Total Efficiency 60%
Isolation Minimum 10dB across
5G bands
ECC Less than 0.5

A. Configuration I of a 2x2 monopole-based MIMO
system

Figure 1 shows the Monopole element that will be
used construct high order MIMO structures. The antenna
functions in the 5G frequency bands (617MHz-5GHz).



Multiple current paths have been realized by adding 2
arms to the antenna covering 5G frequencies of interest.
Band (617 MHz — 960 MHz) is mainly covered by Arm
1 currents whereas band (1.71-5 GHz) frequencies are
radiated by Arm 2 as in Fig. 1. To obtain omnidirectional
radiation pattern, high efficiencies, and good matching
performance, Arm1l and Arm2 of the antenna are loaded

A A . .
at % and % distances from ground plane respectively

where 4;5 and Ay are the mid-low and mid-high bands
wavelengths respectively. The geometrical values of the
building block antenna are shown in Table 2.

L w
«—Lt > “—> —>
A

L-Shape
Slots
Structure

v

Fig. 1. Building block antenna with side and front views,
arms structure, and antenna dimensions.

Table 2: Values of the geometrical parameters of MIMO
systems building block antenna

Parameter Value Parameter Value
(mm) (mm)
H 60 Lgl 9
L 38.5 Lg2 2
W 14.9 Ls 2.6
Hal 30 La2 39.8
Ha?2 29.3

Fig. 2. Configuration | of a 2x2 MIMO system placement
on vehicle roof and simulation setup.
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The two Monopole elements were cut from a metal
sheet and placed in such a way that will result in an
omnidirectional combined radiation pattern as well as
a minimal ECC value. The system is simulated then
measured on 1-meter GND and on a car’s roof with a
port-to-port distance of 135mm (which is higher than

ALowest_freq — H —
e 114mm on FR4 PCB with €. = 4.4) between

Monopole elements. Figure 2 shows Configuration | of a
2x2 MIMO systems on a car roof.

The performance of Antennal (Antl) and Antenna2
(Ant2) of this MIMO system has been reported in terms
of reflection coefficient and isolation as in Fig. 3. Both
antennas show an agreement between simulation and
GND measurement. Good reflection coefficient values
have been observed of a worse of -5.6dB and -6.4dB at
617MHz of Antl and Ant2 respectively with reasonable
GNSS bands (1560MHz-1190MHz) rejection. Figure 3
also shows a good isolation between Antl and Ant2 in
this configuration of a worse case 12dB (expressed as
-12 dB in S21 format).

Next, the total efficiencies of Antl and Ant2 have
been captured after a successful placement of the MIMO
system on 1-meter GND and then on a car roof and
the results are shown in Fig. 4. Both antennas exhibit
higher efficiencies when placed on GND compared to
placement on a car roof. It can be noticed that both
antennas measured on GND have an average total
efficiency of 79.8% across all 5G frequency bands while
the average total efficiencies decrease to 74% and
71% when measured on a car roof for Antl and Ant2
respectively.

Simulation, GND measurement, and vehicle
measurement of a combined MIMO system radiation
pattern sample have been presented in Fig. 5. The sample
represents a Gain theta horizontal cut at 80 degrees of
theta and four frequencies namely 617MHz, 1900MHz,
3900MHz, and 5000MHz to provide a good idea about
the system performance. The combined MIMO system
pattern is obtained by measuring each antenna when the
other antenna is loaded by a 500hm terminator and
then combine the resultant individual antenna patterns
selecting the maximum values of Gain theta between
Antl and Ant2 measurements for a specific phi-frequency
pair at 80 degree of theta. Finally, the average gain of the
MIMO system combined radiation patterns measured on
car roof is found to be -1.14dBi, 3.15dBi, 1.81dBi, and
2.84dBi at frequencies 617MHz, 1900MHz, 3900MHz,
and 5000MHz, respectively.
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Fig. 3. Configuration I of a 2x2 MIMO system simulated
and measured: (a) Antennal S11 in dB, (b) Antenna2
S11indB, and (c) S21 between Antennal and Antenna2

in dB.
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Fig. 4. Antenna efficiency for Configuration | MIMO
systems Monopoles measured on GND and on vehicle
roof for frequency ranges: (a) 617-960MHz, (b) 1710-
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Fig. 5. Combined radiation pattern of simulation, GND measurement, and vehicle measurement in (dBi) at theta = 80
deg. for frequencies: (a) 617 MHz, (b) 1900 MHz, (c) 3900 MHz, and (d) 5000 MHz.

ECC and DG on GND and on car roof for 05 —y————
configuration I of a 2x2 MIMO systems are depictedin |- Measured_Vehicle
Fig. 6 (a) and Fig. 6 (b) respectively. The two figures 0.4
suggests that higher values of ECC and consequently
lower values of DG occurs at low frequencies (i.e., 03
617MHz) because the wavelength is big which leads to 9
more correlation between the antennas. In this MIMO u 0s
configuration an ECC of better than 0.13 and a DG of '
better than 9.92dB have been realized. 1\
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Fig. 6. Configuration | of a 2x2 MIMO system: (a)
envelope correlation coefficient, and (b) diversity gain.

B. Configuration Il of a 2x2 monopole-based MIMO
system

Similar to Configuration | in subsection A, two
Monopole elements have been placed on a Printed
Circuit Board (PCB) with a distance of 125mm (from
port to port) between them. The monopoles are place on
the back of the roof of a car as in Fig. 7 to allow for an
omnidirectional combined radiation pattern.

The performance of Antl and Ant2 of this MIMO
system has been reported in terms of reflection coefficient
and isolation as in Fig. 8. Both antennas show an
agreement between simulation and GND measurement.
Good reflection coefficient values have been observed
from GND measurements of a worse of -7.4dB and
-6.4dB at 617MHz of Antl and Ant2 respectively
with reasonable GNSS bands rejection. Figure 8 also
shows a good isolation between Antl and Ant2 in this
configuration of a worse case 15dB (expressed as -15 dB
in S21 format).

Antl

@\'

|| "

=,

Fig. 7. Configuration Il of a 2x2 MIMO system placement
on vehicle roof and simulation setup.

A comparison of on GND and on vehicle
measurements of Antl and Ant?2 total antenna efficiencies
in this configuration is illustrated in Fig. 9.
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Fig. 9. Total antenna efficiency for Configuration Il
MIMO systems monopoles measured on GND and on
vehicle roof for frequency ranges: (a) 617-960MHz, (b)
1710-2690MHz, and (c) 3400-5000MHz.

The GND measurement has an average efficiency
higher than 76% for both elements across all 5G bands
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whereas the vehicle measurement is 5% less namely an
average total efficiency of 71.7%.

ECC and DG on GND and on car roof for
configuration Il of a 2x2 MIMO systems is depicted
in Fig. 10 where an ECC of better than 0.02 and an
approximately 10dB of DG has been achieved using this
configuration.

0.1,
i = Measured_GND
[ A Measured_Vehicle
008 |- ‘ ‘
0.06 |-
Q i
o
w
0.04 ;-
0.02 i-
0i ‘ ;
0 1000 2000 3000 4000 5000
Frequency (MHz)
(a)

—— Measured_GND
----- Measured_Vehicle

i i
0 1000 2000 3000 4000 5000
Frequency (MHz)

(b)

9.8 |

Fig. 10. Configuration Il of a 2x2 MIMO system (a) ECC
and (b) DG.

Figures 11 (a)-(d) presents combined radiation
patterns of horizontal cuts at elevation 80 degrees
for frequencies 617MHz, 1900MHz, 3900MHz and
5000MHz utilizing the same method described in
subsection A.

The average gain values recorded from the
combined vehicle radiation patterns are -0.71dBi,
3.16dBi, 0.57dBi, and 1.51dBi at frequencies 617MHz,
1900MHz, 3900MHz, and 5000MHz, respectively.
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0  eeees Combined_Simulation
=== Combined GND
====Combined Vehicle

=
=
"t g
.

Fig. 11. Combined radiation pattern of simulation, GND measurement, and car measurement in (dBi) at theta = 80deg.
for frequencies: (a) 617 MHz, (b) 1900 MHz, (c) 3900 MHz, and (d) 5000 MHz.

C. A 4x4 monopole-based MIMO system

In this subsection, four Monopole elements are
integrated in the same sharkfin to operate as a 4x4
MIMO system. The building block antenna element
for this configuration is the same antenna used in
subsections A and B of this section. The four elements
are placed in such a way that, the combined radiation
pattern is omnidirectional with good isolation and
correlation figures between antennas. The system
placement on the car roof and simulation setup are
shown in Fig. 12. The distances between Monopole pairs ~ Fig. 12. A 4x4 MIMO system placement on vehicle roof
in this MIMO systems are listed in Table 3. and simulation setup.
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Table 3. Values of the geometrical parameters of MIMO 0 — ; ,
- ) ; [ Simulated_Ant2
systems building block antenna {| == Measured_Ant2
Elements Pairs Distance (mm) 10 Iy
Ant1-Ant2 77 2 n N
Ant1-Ant3 141 g 44 i
Antl-Ant4 180 820 A ]
Ant2-Ant3 100 2 ¥
Ant2-Ant4 118 230 . |
Ant3-Ant4 70 3
€10

The simulated reflection coefficient (in dB) for
each element in this configuration is shown in Fig. 13. i
The four elements from Antl to Ant4 shows good -50 | i i
matching characteristics across the whole 5G bands 0 1000 2000 3000 4000 5000 6000

with a reflection coefficient of less than -5.2dB and a Freq“e”tc)y (MHz2)
reasonable GNSS bands rejection. 0, - ( ‘) :
The isolation in terms of S21 between each pair of . {===-"Simulated_Ant3
‘ i | ===Measured_Ant3

antennas within this 4x4 MIMO system is shown in
Fig. 14. In general, the shorter the distance between
the antennas, the worse the isolation is. However, the
antenna placement and orientation also contribute to the
overall isolation performance. A worse value of 10dB
of isolation between Antl-Ant2 and Ant2-Ant4 can
be observed from the GND measurements on the 617-

Reflection Coefficient (dB)
w
o

960MHz band. ]
Using similar approach for combining individual ;
antennas radiation patterns as in subsection A, the -50 -
combined radiation patterns at 80 degree of theta for the
four elements are shown is Fig. 15. Higher average gain -60 | i ‘ i i i
0 1000 2000 3000 4000 5000 6000

values are observed from the combined vehicle radiation

patterns measurements compared to the other 2x2 Frequency (MHz)

configurations. The average gain is found to be: -0.88dBi, (©)
4.64dBi, 3.14dBi, and 3.74dBi at frequencies 617MHz, 0, ——  — p———
1900MHz, 3600MHz, and 5000MHz, respectively. | | | ——Measured Ants
a?_]_o ,,,,,,, (R 2 T SR S 1' ,,,,,,,,,,, J
0 o :
‘ Pl {[mmme- Simulated_Ant1 =
P H {|===Measured_Ant1 S :
i 4 B i " S 20 B
~-10 i WF H T L S . E 5
g ¥ ", '\A, 8
= A o
S0 i g% 1
g i T 5
o H a 5 H
(&) ot [ ]
% 50 \ i i ; i i
& -40 1 0 1000 2000 3000 4000 5000 6000
Frequency (MHz)
50 i i (d)
0 1000 2000 3000 4000 5000 6000
Frequency (MHz) Fig. 13. 4x4 MIMO system simulated and measured
@ reflection coefficient in dB for: (a) Antennal, (b)

Antenna2, (c) Antenna3, and (4) Antenna4.
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L Combined Simulation
== Combined GND
=== Combined Vehicle

Fig. 15. Combined radiation pattern of simulation, GND measurement, and vehicle measurement in (dBi) at theta =
80 deg. for frequencies: (a) 617 MHz, (b) 1900 MHz, (c) 3900 MHz, and (d) 5000 MHz.

The on GND and on car roof measured efficiencies
are reported in Figs. 16 (a), (b), and (c) for the four
antenna elements in this MIMO system. It can be noticed
that the GND measurement has an average total
efficiency higher than 72.5% for all the four elements
across the whole 5G frequency bands whereas the
vehicle measurement has a reduced average total
efficiency of slightly higher than 65% for all elements.
The ECC and DG were also calculated in this MIMO
configuration with the help of equations (1) and (2) using
Octave script. As Fig. 17 suggests, the ECC is well kept

below 0.5 in all the 6 correlation cases with
corresponding DG values of higher than 8.9dB. The
worst value of ECC (0.45) and DG exists at low
frequency bands and it is the same case where worst
passive isolation occurs namely between Ant3 and Ant4.

Table 4 lists a literature review summary of MIMO
antennas systems used in automotive industry. The table
also compares works in terms type of type of antennas,
bandwidth of operations, systems volume, and method
of ECC calculation in use.
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Table 4: Literature review summary

Ref. Type BW Antenna Dimension ECC Method / Value
(LxWxH) (mm3)
10 2x2 monopole 700MHz-900MHz Not reported S-param only / lower than 0.02
11 2x2 PIFA 775MHz-925MHz 59.5x12.4x21 S-param only / lower than 0.5
12 2x2 PIFA 790MHz-2.69GHz 50x50x28 E field components / lower than 0.3
13 | 2x2 printed monopole 790MHz-3GHz 30x0.8x80 S-param only / lower than 0.05
14 2x2 printed planar | 698MHz-2700MHz 52x1.6x65 S-param only/ lower than 0.5
monopoles
15 2x2 PIFA 690MHz-2700MHz PIFA length is S-param only /lower than 0.5
75.9mm / height
25.5mm
16 2x2 monopole 698MHz-2.69GHz | Monopole heights are S-param only / lower than 0.5
55 and 45mm
17 | 2x2 printed monopoles | 698MHz-2690MHz 25x2x55 Not reported / lower than 0.3
18 | 2x2 printed monopole 698MHz-3GHz PIFA 65x62x20 / Not reported

PIFA

Monopole height is 53

19 2x2 Nefer Antenna 700MHz-6GHz 70x70x29 S-param only / lower than 0.16

20 | 4x4 sleeve monopoles 790MHz-5GHz Not reported Not reported / lower than 0.12

29 2x2 printed Yagi 2GHz-4.5GHz 60x1.6x55 Not reported/ lower than 0.5

30 | 2x2 loaded monopoles | 2.4GHz-11GHz 24x2.2x29 E-field components / lower than 0.02
VI. CONCLUSION ACKNOWLEDGMENT

Three MIMO systems based on a novel branched
Monopole structure that operates in cellular 5G bands
(617MHz-5GHz) and can easily be in integrated inside a
sharkfin package on a car roof have been presented in
this paper. The ECC and DG derived from the radiation
patterns of each antenna element were calculated for
each of the three MIMO configurations. The configuration
I MIMO system in Fig. 1 represents a 2x2 MIMO
systems with antennas separated by a 135mm distance
integrated on a sharkfin module on a car roof and it
allows for a passive isolation better than 12dB, total
average efficiencies higher than 71% on vehicle across
all bands, ECC lower than 0.13, and DG higher than
9.9dB. The configuration Il MIMO system in Fig. 7
represents a 2x2 MIMO systems with antennas separated
by a 125mm distance integrated on a sharkfin module on
a car roof and it provides a passive isolation better than
15dB, total average efficiencies higher than 71.7% on
vehicle across all bands, ECC lower than 0.02, and DG
of 10dB. Finally, in order to increase the system capacity
and data rate by allowing four data streams to be sent and
received simultaneously, a novel 4x4 MIMO antenna
system constructed of four Monopole elements as in Fig.
12 has been designed. It achieves passive isolation better
than 10dB, total average efficiencies higher than 65% on
vehicle across all bands, ECC lower than 0.46, and DG
higher than 8.9dB. In general, each MIMO configuration
has a satisfactory performance and can be used easily
in the vehicular application depending on the desired
requirement and dimensions.

The authors would like to thank Oakland University
for supporting this research with measurements tools and
simulation software.

REFERENCES

[1] J. Malik, D. Nagpal, and M. V. Kartikeyan,
“MIMO antenna with omnidirectional pattern
diversity,” Electronics Letters, vol. 52, no. 2, pp.
102-104, Jan. 2016.

[2] L. Lanctot and O. Jonah, “Cellular antenna
performance impact on MIMO in vehicle,” 2018
IEEE International Symposium on Antennas and
Propagation & USNC/URSI National Radio
Science Meeting, Boston, MA, pp. 353-354, July
2018.

[3] A. M. Elshirkasi, A. Abdullah Al-Hadi, M. F.
Mansor, R. Khan, and P. J. Soh, “Envelope
correlation coefficient of a two-port MIMO
terminal antenna under Uniform and Gaussian
angular power spectrum with user's hand effect,”
Progress in Electromagnetics Research C, vol. 92,
123-136, Apr. 2019.

[4] S. Zhekov, A. Tatomirescu, E. Foroozanfard, and
G. F. Pedersen, “Experimental investigation on the
effect of user’s hand proximity on a compact
ultrawideband MIMO antenna array,” IET
Microwaves, Antennas Propag., vol. 10, no. 13, pp.
1402-1410, Oct. 2016.

[5] L. L. Nagy, Automobile Antennas, McGraw-Hill,
New York, 2007.

776



77

[6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

K. L. Wong, Planar Antennas for Wireless
Communications, Wiley Interscience, Hoboken,
NJ, Jan. 2003.

V. Rabinovich, N. Alexandrov, and B. Alkhateeb,
Automotive Antenna Design and Applications,
CRC Press, Taylor & Francis, Boca Raton, FL,
Dec. 2017.

S. Arianos, G. Dassano, F. Vipiana and M. Orefice,
“Design of multi-frequency compact antennas for
automotive communications,” |IEEE Transactions
on Antennas and Propagation, vol. 60, no. 12, pp.
5604-5612, Dec. 2012.

G. Artner, W. Kotterman, G. Del Galdo, and M. A.
Hein, “Automotive antenna roof for cooperative
connected driving,” IEEE Access, vol. 7, pp.
20083-20090, Jan. 2019.

H. J. Song, A. Bekaryan, J. H. Schaffner, T. Talty,
D. Carper, E. Yasan, and A. Duzdar, “Evaluation
of vehicle-level MIMO antennas: capacity, total
embedded efficiency, and envelope correlation,”
2014 IEEE-APS Topical Conference on Antennas
and Propagation in Wireless Communications
(APWC), Palm Beach, FL, pp. 89-92, Aug. 2014.
0. Kwon, R. Song, and B. Kim, “A fully integrated
shark-fin antenna for MIMO-LTE, GPS, WLAN,
and WAVE applications,” IEEE Antennas and
Wireless Propagation Letters, vol. 17, no. 4, pp.
600-603, Apr. 2018.

V. Franchina, A. Michel, P. Nepa, M. Gallo, R.
Parolari, A. P. Filisan, and D. Zamberlan, “A
compact 3D antenna for automotive LTE MIMO
applications,” 2017 IEEE-APS Topical Conference
on Antennas and Propagation in Wireless
Communications (APWC), Verona, Italy, pp. 326-
329, Oct. 2017.

A. Heiman, A. Badescu, and A. Saftoiu, “A new
multiple input multiple output V2V automotive
antenna for long term evolution band applications,”
2018 International Symposium on Fundamentals
of Electrical Engineering (ISFEE), Bucharest,
Romania, pp. 1-5, Nov. 2018.

D. Preradovic and D. N. Aloi, “Cross polarized 2x2
LTE MIMO system for automotive shark fin
application,” The Applied Computational Electro-
magnetics Society (ACES), vol. 35, no. 10, pp.
1207-1216, Oct. 2020.

C. Demien and R. Sarkis, “Design of shark fin
integrated antenna systems for automotive
applications,” 2019 Photonlcs & Electromagnetics
Research Symposium - Spring (PIERS-Spring),
Rome, Italy, pp. 620-627, June 2019.

A. Thiel, L. Ekiz, O. Klemp, and M. Schultz,
“Automotive grade MIMO antenna setup and
performance evaluation for LTE-communications,”
2013 International Workshop on Antenna Tech-
nology (iWAT), Karlsruhe, pp. 171-174, Mar. 2013.

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

ACES JOURNAL, Vol. 36, No. 6, June 2021

Y. Liu, Z. Ai, G. Liu, and Y. Jia, “An Integrated
shark-fin antenna for MIMO-LTE, FM, and GPS
applications,” IEEE Antennas and Wireless
Propagation Letters, vol. 18, no. 8, pp. 1666-1670,
Aug. 20109.

N. Guan, H. Tayama, M. Ueyama, Y. Yoshijima,
and H. Chiba, “A roof automobile module for
LTE-MIMO antennas,” 2015 IEEE-APS Topical
Conference on Antennas and Propagation in
Wireless Communications (APWC), Turin, pp.
387-391, Sep. 2015.

S. Hastiirkoglu, M. Almarashli, and S. Lindenmeier,
“A compact wideband terrestial MIMO-Antenna
set for 4G, 5G, WLAN and V2X and evaluation
of its LTE-Performance in an urban region,”
2019 13th European Conference on Antennas and
Propagation (EuCAP), Krakow, Poland, pp. 1-5,
Mar. 2019.

O. Jonah, “5G antenna for automotive applications,”
2020 IEEE International Symposium on Antennas
and Propagation and North American Radio
Science Meeting, pp. 1493-1494, Web, July 2020.
T. Jiang, T. Jiao, and Y. Li, “A low mutual
coupling MIMO antenna using periodic multi-
layered electromagnetic band gap structures,” The
Applied Computational Electromagnetics Society
(ACES), vol. 33, no. 3, Mar. 2018.

F. Liu, J. Guo, L. Zhao, G. Huang, Y. Li, and Y.
Yin “Ceramic superstrate-based decoupling method
for two closely packed antennas with cross-
polarization suppression,” IEEE Transactions on
Antennas and Propagation, vol. 69, no. 3, pp.
1751-1756, Mar. 2021.

S. Luo, Y. Li, Y. Xia, G. Yang, L. Sun, and L.
Zhao, “Mutual coupling reduction of a dual-band
antenna array using dual-frequency metamaterial
structure,” The Applied Computational Electro-
magnetics Society (ACES), vol. 34, no. 3, pp. 403-
410, Mar. 2019.

A. Mansoor and R. Amiri, “Mutual coupling
reduction of closely spaced MIMO antenna using
frequency selective surface based on meta-
materials,” The Applied Computational Electro-
magnetics Society (ACES), vol. 32, no. 12, pp.
1064-1068, Dec. 2017.

K. Yu, Y. Li, and X. Liu, “Mutual coupling
reduction of a MIMO antenna array using 3-D
novel meta-material structures,” The Applied
Computational Electromagnetics Society (ACES),
vol. 33, no. 7, pp. 758-763, July 2018.

S.Luo, Y. Li, Y. Xia, and L. Zhang “A low mutual
coupling antenna array with gain enhancement
using metamaterial loading and neutralization line
structure,” The Applied Computational Electro-
magnetics Society (ACES), vol. 34, no. 3, pp. 411-
418, Mar. 2019.


https://ieeexplore.ieee.org/author/37669494400
https://ieeexplore.ieee.org/author/37297878000
https://ieeexplore.ieee.org/author/37284636600
https://ieeexplore.ieee.org/author/37085411367
https://ieeexplore.ieee.org/author/37397793400
https://ieeexplore.ieee.org/author/37293803900

[27] J. Jiang, Y. Xia, and Y. Li “High isolated X-band
MIMO array using novel wheel-like metamaterial
decoupling structure,” The Applied Computational
Electromagnetics Society (ACES), vol. 34, no. 12,
pp. 1829-1836, Dec. 2019.

[28] S.F.Beegum and S. K. Mishra, “Compact WLAN
band-notched printed ultrawideband MIMO antenna
with polarization diversity,” Progress in Electro-
magnetics Research C, vol. 61, pp. 149-159, Jan.
2016.

[29] K. Sreelakshmi, P. Bora, M. Mudaliar, Y. Dhanade,
and B. T. P. Madhav, “Linear array Yagi-Uda 5G
antenna for vehicular application,” International
Journal of Engineering & Technology, vol. 7. pp.
513-517, Dec. 2017.

[30] D. Potti, Y. Tusharika, M. G. N. Alsath, S.
Kirubaveni, M. Kanagasabai, R. Sankararajan, S.
Narendhiran, and P. B. Bhargav, “A novel optically
transparent UWB antenna for automotive MIMO
communications,” IEEE Transactions on Antennas
and Propagation, vol. 69, pp. 3821-3828, July 2021.

Mohamed O. Khalifa received the
B.S. degree in Electrical and
Electronic  Engineering  from
University of Khartoum, Khartoum,
Sudan, in 2010 and the M.S. degree
in Electrical Engineering from King
Fahd University of Petroleum and
Minerals, Dhahran, KSA, in 2015.
He is currently pursuing the Ph.D. degree in Electrical
and Computer Engineering at Oakland University.

He served as a Research Assistant at King Fahd
University of Petroleum and Minerals, Visiting graduate
Intern at 1-Radio Lab within the School of Engineering
at University of Calgary in Alberta, Canada and
Research Assistant at Applied EMAG and Wireless Lab
at Oakland University from 2012-2018. He has been
employed in Ficosa North America, Madison Heights,
Michigan from 2018-2019 then in Molex LLC, Grand
Blanc, Michigan from 2019 until present. His research
interests reside in area of Power Amplifier design and
linearization techniques and applied electromagnetics
with emphasis on antenna measurements, antenna
modeling/analysis and antenna design. He has authored/
co-authored around 10 technical papers and is an inventor
on 3 patents.

KHALIFA, YACOUB, ALOI: COMPACT 2X2 AND 4X4 MIMO ANTENNA SYSTEMS

Ahmad M. Yacoub received the
B.S. degree in Electrical Engineering
from Princess Sumaya University
for Technology Amman, Jordan, in
2014 and the M.S. degree in Electrical
and Computer Engineering from
Oakland  University, Rochester,
Michigan, in 2018. He is currently
pursuing the Ph.D. degree in Electrical and Computer
Engineering at Oakland University.

He served as a Research Assistant at Applied EMAG
and Wireless lab at Oakland University from 2016-2018.
He has been employed in Molex LLC, Grand Blanc,
Michigan from 2018 until present. Yacoub’s research
interests reside in area of applied electromagnetics with
emphasis on antenna measurements, antenna modeling/
analysis and antenna design. He is an inventor/co-
inventor of 2 patents.

Daniel N. Aloi received his B.S.
(1992), M.S. (1996) and Ph.D. (1999)
degrees in Electrical Engineering
from Ohio University, located in
Athens, Ohio, USA. He served as a
Research Assistant from 1995-1999
§ in the Avionics Engineering Center
N within the School of Engineering
and Computer Science at Ohio University; Summer
Intern at Rockwell International in Cedar Rapids, lowa,
and Senior Project Engineer at OnStar, Incorporated, a
subsidiary of General Motors from 2000-2002. He
has been employed in the Electrical and Computer
Engineering Department at Oakland University in
Rochester, Michigan from 2002 until present. He is the
Founder and Director of the Applied EMAG and
Wireless Lab at Oakland University.

Aloi’s research interests reside in area of applied
electromagnetics with emphasis on antenna measurements,
antenna modeling/analysis and antenna design. He is a
member of the Institute of Navigation and is a senior
member of the Institute of Electrical and Electronics
Engineers (IEEE). He has received in excess of $4M in
research funding from a variety of federal and private
entities including the Federal Aviation Administration,
Defense Advanced Research Program Agency (DARPA)
and the National Science Foundation (NSF). He has
authored/co-authored over 100 technical papers and is an
inventor on 5 patents.

778



779

ACES JOURNAL, Vol. 36, No. 6, June 2021

Complementary SRR-Based Reflector to Enhance Microstrip Antenna
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Abstract — In this paper, complementary split ring
resonator (SRR) based reflector to enhance the printed
slot dipole (PSD) antenna performance is introduced.
The numerically calculated return-loss, directivity and
radiation pattern results of the PSD antenna, with (w/)
and without (w/0) CSRR element etched on reflector
plane are presented and investigated. Numerical analysis
and modelling of the proposed design are carried out
using CST Microwave Studio simulator based on the
finite integration technique. According to the simulation
results, with the inclusion of the CSRR-based reflector
into the PSD antenna, the directivity is increased by
values changes from 0.6 dB to 4.25 dB through the
operation band, while an improvement in bandwidth
(~2.1%) is seen. It is also shown that this improvement
in antenna performance is due to the &negative (ENG)
behavior of CSRR structures. Prototype of the proposed
antenna is fabricated using Arlon DiClad 880 substrate
with electrical permittivity of = 2.2. A quite good
agreement between simulation and measurement is
obtained. In this study, it is shown that the radiation
performance of the antenna can be increased easily by
using the CSRR element as a reflector in the antenna
structure with a new enhancement approach. Also, the
proposed antenna with a compact size of 0.27A x 0.41A
is appropriate for operating in IEEE 802.11b/g/n/ax
(2.4 GHz) WLAN applications.

Index Terms — Complementary split ring resonator,
microstrip antennas, reflector, split ring resonator.

I. INTRODUCTION

Microstrip antennas are widely preferred due to their
low-profile, lightweight and easy fabrication, in many
applications. On the other hand, it is also well known
that, conventional microstrip antennas are featured with
their disadvantages such as narrow bandwidth, lover
gain and lower power-handling capability [1, 2]. In this
context, a series of studies involving changes in either
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the antenna element or the ground plane or the feed
structure to increase the antenna radiation performance
are included in the literature [3-19]. Many enhancement
techniques such as including parasitic elements [3-5],
modifying antenna [6-7], using metasurfaces [8-12],
superstrates [13-15] and utilizing band gap [16, 17] or
defected ground structures [18, 19] are also reported
in these studies. However, many of these techniques
increase the complexity and also the size of the antenna,
which makes physical realization difficult. In this
context, metamaterials has played an important role in
reducing the complexity caused by the addition of extra
structures, as well as improving the performance of
antenna. As is known to all, SRR structures were
originally introduced as metamaterial structures showing
L-negative behavior, which have band stop characteristic
in a certain frequency band [20]. Moreover according to
Babinet’s principle, it is also shown that by utilizing a
complementary SRR (CSRR), a band-pass performance
can be ensured [21, 22]. Recently, SRRs and CSRRs
have been used as an antenna radiation element [5-7],
artificial substrate [8—10] and also placed on feeding
structure [6] or ground plane [10] to enhance antenna
performance. In [5] a dual-band loop-loaded printed
dipole antenna with a wideband microstrip balun structure
is introduced for 3/5.5 GHz WiMAX applications. In that
study, triple-band performance is achieved by improving
the return loss performance with the inclusion of the
parasitic SRR element in to the antenna structure. In
another work [6], a multiband monopole antenna based
on CSRR was presented, which covers WLAN and
WIMAX frequency bands. Also in that study, CSRRs
are used side by side as the main radiator of the antenna
to keep the antenna size small. By using the filtering
characteristics of the penta-ring SRR element multiband
antenna performance was also provided [7]. An artificial
substrate composed of SRR elements was proposed for a
microstrip patch antenna to provide frequency tuning as
well as miniaturization [8].

https://doi.org/10.47037/2020.ACES.J.360620
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Table 1: Summary of enhancement techniques for printed antennas using SRR/CSRR structures

. Adjustment Enhancement
Ref. No. Operation - - — —
On/In | Technigue | Element BW Directivity | Efficiency

[5] Multi-band Antenna Loading SRR X b 4 X
[6] Dual-band Antenna | Modifying CSRRs b 4 N/A N/A
[7] Multi-band Antenna | Modifying SRR N/A N/A N/A
[8] Single-band | Substrate | Modifying SRR b 4 v X
[9] Single-band Substrate Loading 3D-SRR v b 4 N/A
[10] Single-band Feeding Loading SRR v N/A N/A
[11] Multi-band Ground Modifying CSRR N/A N/A N/A
[12] Dual-band Ground | Modifying CSRR X X N/A

This work Single-band Reflector Etching CSRR v v v

N/A denotes that the related performance evaluation "not available™ in that paper.

Metamaterials were also used to design electrically
large property (ELP) antennas [9]. With the ELP method
relatively high gains can be obtained in the same physical
dimensions while increasing the bandwidth by using
ENG featured metamaterials. However, the proposed
array with ELP is of a complexity that can be difficult
during the fabrication. In [10], for better impedance
bandwidth and to achieve circular polarization, dual SRR
elements are placed on the backside of the slot antenna,
i.e. the feed plane. In addition, the CSRR structure is
etched into the ground plane of the fractal microstrip
antenna to achieve multi-band performance [11].
Furthermore, CSRR structures are also incorporated into
the multilayer metasurface (MS) design to realize the
dual-band operation [12]. On the other hand, in that
study fabrication challenges were encountered due to the
lamination of the multiple substrates to each other in the
production of the proposed layered MS geometry. A
detailed summary of enhancement techniques for printed
antennas using SRR/CSRR structures are listed in Table
1. Unlike from previous designs reported in literature
[5-12], the printed slot dipole antenna (PSD) introduced
in this paper utilizes the complementary SRR element
as a reflector to enhance the radiation performance.
Compared to the aforementioned studies, here the CSRR
structure was used in antenna design by etching on the
reflector plane at a certain distance from the antenna,
with a simplistic approach in terms of modeling and
manufacturing. Also, apart from the previously reported
literature [6, 11, 12], the use of the CSRR element in
the reflector improves the bandwidth performance
while providing a slight increase in the directivity and
efficiency of the proposed PSD antenna as depicted in
Table 1.

In the paper, CST based simulations [23] including
the radiation performances, (such as bandwidth,
directivity and efficiency) along with the corresponding
return loss measurement of the PSD antenna with (w/)
and without (w/0) CSRR element etched on reflector are
presented and discussed. According to the simulation

and measurement results, when the CSRR element is
etched on the reflector of the PSD antenna, while a
relatively improvement in bandwidth (~2.1%) was
observed, the directivity was also increased by at least
0.6 dB through the operation band. In addition, a slightly
increase in antenna efficiency was also seen.

The outline of the paper is organized as follows.
Section 2 describes the printed slot dipole (PSD) antenna
design with CSRR-based reflector and the intended use
of the CSRR in the reflector. In Section 3, the numerical
analysis results of the PSD antenna with CSRR-based
reflector design are given and discussed. Also in Section
3, the effects of optimized parameters on the radiation
performance, such as the dimensions of the PSD, and
CSRR elements and the distance of the reflector to the
antenna plane are included. In Section 4, the electrical
behavior of the CSRR structure through the operating
band is examined and its contribution to the improvement
of antenna performance is discussed, and finally, the
paper is summarized with concluding remarks in Section
5.

I1. ANTENNA DESIGN

The proposed microstrip-line coupled printed slot
dipole (PSD) antenna with CSRR-based reflector and its
detailed views along with physical parameters are shown
in Fig. 1 and Fig. 2 respectively. As can be seen, the
design consists of stepped microstrip line-fed slot dipole
element and CSRR-based reflector to enhance radiation
performance of the PSD antenna. The PSD element and
microstrip feed line are etched each side of an Arlon
DiClad 880 substrate that cover an area of 34 x 52 m?
with dielectric constant of £=2.2 and thickness of t=0.76
mm. The PSD antenna is excited by a stepped microstrip
line placed on the other side of the dielectric substrate.
The feedline is designed to have two sections with 50Q
(wr x If) and ~40 Q (ws x |5) characteristic impedances,
S0 as to ensure a better impedance matching. As shown
in Fig. 1, the concentrically placed CSRR elements are
etched on metallic reflector and located underneath the
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PSD antenna element at a distance of h=11.5 mm. The
slits on outer and inner slots of the CSRR are located
perpendicular to the PSD element towards the upper and
lower edges of the reflector, respectively.

‘L\“
\K

MS feed line £
R———"

Air gap
S,y ’

\\/jef/ lector

CSRR

Copper (lossy) Arlon DiClad 8080 Air

Fig. 1. The proposed MS-line fed PSD antenna with
CSRR-based reflector: L=52, W=34, 1=40.5, w=3, t=0.76,
h=11.5, r1=10.9, r,=6.1, all in mm &=2.2.

Reflector Substrate Radiating slot
s
h i
waveguide
port MS feed-line
PN _l_g k— l Wy / }ws i
gl 1 '
;I
CSRR v 7
air ﬂ
z & | @ == x

Fig. 2. The detailed views and physical parameters of
the proposed PSD antenna with CSRR-based reflector:
k=g=3.15, r1=10.95, r,=6.1, h=11.5, w; =2.4, |; =15,
ws=3, [=3.5 all in mm, &=2.2.

The CSRR structure having band-pass filter
characteristics over a certain frequency range is a well-
known meta-material. Different from the previously
reported methods of using SRR/CSRR structures to
improve antenna performance in the literature [5-12] in
this study, the CSRR is used as a reflector located at a
certain distance (h) from the antenna structure to improve
the antenna performance in terms of both bandwidth and
directivity. Compared to the aforementioned studies,
here the CSRR structure was utilized in antenna design
by etching on the reflector placed at a certain distance
from the antenna, with a simplistic approach in terms
of modeling and manufacturing. The interaction of
the CSRR structure with the electric field results in
occurrence of strong dispersion at the resonance
frequency and correspondingly CSRR provides negative
dielectric permittivity at the resonance frequency. In
this context, to improve the radiation and bandwidth
performance of the PSD antenna by creating a new
resonance near the resonance frequency of the PSD
antenna, firstly the CSRR structure is sized to resonate
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around 2.4 GHz. During the design process, while
achieving the ultimate CSRR-based reflector backed
PSD antenna, the dimensions of the PSD (w x ) and
CSRR elements (k, g, r1, rz) and the distance of the
reflector to the antenna plane (h) were set as critical
design parameters and optimized.

I11. RESULTS AND DISCUSSION

The simulated return loss performances of the
PSD antenna, utilizing reflector with (w/) and without
(w/o) CSRR are displayed in Fig. 3. As seen, while the
fully metallic reflector (w/o CSRR) backed PSD has
a resonance around 2.4 GHz with a bandwidth of 2.5%,
the inclusion of the CSRR into reflector leads to a
~2.1% increase in bandwidth around 2.38 GHz without
deteriorating the antenna radiation performance as seen
in Fig. 4. The simulated radiation patterns of the PSD
antenna backed reflector with and without CSRR at 2.4
GHz are depicted in Fig. 4. It shows that the proposed
CSRR-based reflector backed PSD design has an omni-
directional pattern for H-plane and bi-directional pattern
for E-plane. Furthermore, the inclusion of CSRR into the
reflector does not have any detrimental effect on the
antenna radiation performance.

Sy (dB)

Reflector

----- WIOCSRR (#1)
—— w/ CSRR (£2)

2 22 26 28

24
Frequency (GHz)
Fig. 3. The simulated return loss performances of the

PSD antenna using reflector with (w/) and without (w/0)
CSRR.

0=0° 0=0°
80y 47 Lol N oo 609

90°]

12088 [ /1200 1208\~ 1200
150° [— EPane| 150°
180° — = H-Plane 180¢

Fig. 4. The normalized radiation patterns of the PSD
antenna using reflector with (w/) and without (w/0)
CSRR at 2.4 GHz.
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In order to validate the simulation results, a
prototype of the proposed CSRR-based reflector backed
PSD antenna was fabricated on an Arlon DiClad 880
substrate (&= 2.2, h=0.79) according to the optimized
design parameters in Fig. 2. A photograph of the
fabricated antenna is shown in Fig. 5. The measured and
simulated return loss characteristics are presented in Fig.
6. As can be seen in Fig. 6, there is a good agreement
between the return loss simulation and measurement
results, except for slight differences due to fabrication
and material losses. Also measurement reveals that
antenna with CSRR etched reflector has impedance
bandwidth of 110 MHz (S11<-10 dB) 2.32- 2.43 GHz,
and is slightly greater than stand-alone reflector backed
one. The designed antenna with a compact size of
0.270 x 0.41) is appropriate for operating in IEEE
802.11b/g/n/ax (2.4 GHz) WLAN applications covering
2.32 GHz - 2.43 GHz frequency band. In addition,
radiation pattern measurements were performed in an
anechoic chamber using the De0530 model horn antenna
(0.5-30 GHz developed by Diamond Engineering) with
the measurement setup shown in Fig. 7. A Rohde &
Schwarz ZVB 20 VNA as well as low loss coaxial cables
were used in these measurements. The measured patterns
along with the simulations at the operational frequency
of 2.4 GHz are shown in Fig. 8, where a good agreement
except tolerable discrepancies is observed. The measured
gain of the PSD antenna design in which the CSRR-
based reflector is included is 3-5.5 dBi in the relevant
band. Also note that the inclusion of the CSRR reflector
structure provides at least 1dB increase in gain values
compared to the design without the CSRR-based reflector.

Antenna aperture |

Fig. 5. The perspective and back views of the fabricated
PSD antenna with CSRR-based reflector.
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Sy, (dB)

Reflector

————— w/o CSRR (CST)
— — = w/ CSRR (CST)
——— w/ CSRR (Meas.)

2 2.2 2.6 2.8

2.4
Frequency (GHz)

Fig. 6. The simulated and measured return loss
performances of the PSD antenna using reflector with
(w/) and without (w/0) CSRR.

PSD Antenna
w/CSRR-based
Reflector

Fig. 7. The measurement setup of the proposed PSD
antenna with CSRR-based reflector.

Fig. 8. The measured and simulated radiation patterns of
the PSD antenna with CSRR-based reflector at 2.4 GHz.

While etching the CSRR element to the reflector, it
was primarily aimed to generate an additional resonance
near the operating frequency of the PSD antenna. Thus,
these two adjacent bands are joined together by optimizing
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the aforementioned critical design parameters and a
rather larger bandwidth performance is provided. During
the design process, besides the improvement in the
bandwidth, some enhancements were also observed in
both the directivity and efficiency. To demonstrate the
effect of the CSRR based reflector on the antenna
directivity, the simulated directivity performance of
the PSD antenna utilizing reflector w/ and w/o CSRR
through the operation band is depicted in Fig. 9. As can
be seen, the inclusion of the CSRR into the reflector
results in increases in the directivity which vary from
0.6 dB to 4.5 dB through the operation bands.

Reflector
— — w/o CSRR
——w/ CSRR

Directivity (dB)
SN

232 234 236 238 24 242 244 246 248
Frequency (GHz)

Fig. 9. The simulated directivity performances of the
PSD antenna using reflector with (w/) and without (w/0)
CSRR through the operation band.

100
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w 85
=
o
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sot / — —w/o CSRR
——— w/ CSRR
75 . . . . .
2.32 2.34 2.36 2.38 2.4 2.42 2.44

Frequency (GHz)

Fig. 10. The calculated total efficiency of the PSD
antenna using reflector with (w/) and without (w/o)
CSRR through the operation band.

As it is well-known, the total efficiency (eo) of the
antenna is used to account for losses such as reflection
(mismatch), conduction and dielectric losses. These
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losses directly affect the gain of the antenna, thus the
radiation performance. In this context to examine the
effect of the CSRR on the antenna efficiency
performance, the total efficiency of the PSD is calculated
and the results are given in Fig. 10. As seen, the inclusion
of CSRR in to the reflector causes an increase, especially
at the upper frequencies. It is noted that the calculated
efficiency of the PSD antenna with CSRR-based
reflector through the operation band is at least 83%. The
improvements observed in antenna radiation performance
with the incorporation of the CSRR element into the
reflector are summarized in Table 2.

Table 2: The summary of enhancements in the radiation
performances of the PSD antenna with incorporation of
the CSRR in to the reflector

CSRR

e W Changes
. | Bandwidth 60 110 50
§ (MHz) (2.5%) (4.6%) | (2.1%) 1
© . ..
e | Directivity _ _ N
:c} (dB) 21~23 | 2.8~6.8 | 0.6~4.57
o Efficiency
(ol ~ ~ ~

(%) 78~92 83~98 1~-81

58.8

(b)

Fig. 11. Surface current distribution of the PSD antenna
at 2.38 GHz: (a) stand-alone reflector, and (b) CSRR
etched reflector.

The computed surface current distribution of the
PSD antenna at the 2.38 GHz is shown in Fig. 11 to
endorse the effect of the CSRR-based reflector on
the antenna radiation performance. As can be seen, in
absence of the CSRR element on the reflector surface
(w/o CSRR, i.e., Fig. 11 (a)), the current distribution at
2.38 GHz is mainly concentrated over the PSD element.
On the other hand, in presence of the CSRR element
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on the reflector surface (w/ CSRR, i.e., Fig. 11 (b)), the
distribution at 2.38 GHz is observed predominantly
around the PSD as well as the inner and out loops of the
CSRR element. Indeed, these results support that the
upper and the lower bands of the operation frequency
band centered 2.38 GHz occur by means of PSD antenna
and CSRR elements, respectively. As a result, by placing
the CSRR element on the reflector surface, a secondary
resonance is obtained due to the strong resonant behavior
of the CSRR structure; thus, the impedance bandwidth is
relatively increased (~ 2.1%).

In antenna design section while achieving the
ultimate CSRR-based reflector backed PSD antenna
design, it was stated that some of the physical dimensions
of the proposed antenna are the crucial design parameters
that directly affect the antenna radiation performance.
For an efficient design process, it is very important and
helpful to reveal these important parameters effect, and
especially to associate the geometrical parameters with
the operation band. Accordingly, in this section, the
effects of the aforementioned critical design parameters
such as the length of the slot (1), gaps width (g) and outer
ring radius (r1) of the CSRR and the distance of the
reflector to the antenna plane (h) on the antenna return
loss performance are also examined. It is noted that,
during parametric studies, only one parameter was
changed at a time, while the others were preserved
constant.

As seen Fig. 12 (a), while the slot length directly
contributes the occurrence of the resonance frequency
around the 2.4 GHz, it also plays an important role in the
creating of an additional resonance in vicinity of the first
resonance with the CSRR based reflector. Hence, a
considerably large bandwidth is provided by specifying
the slot length as 40.5 mm with optimized design
parameters. Also, the distance of the CSRR based
reflector to the antenna plane is set 11.5 mm to ensure
better impedance matching and to achieve the desired
broadband performance through the operation band as
shown in Fig. 12 (b). In addition, a series of parametric
studies were also carried out for the two critical design
parameters of CSRR geometry that affect the radiation
performance, namely the gap width (g) and the outer ring
radius (r1) and presented in Fig. 12 (c) and Fig. 12 (d)
respectively. As shown in Fig. 12 (c), when the gap
width of the CSRR is increased from 3 mm to 3.9 mm,
the lower resonance due to the CSRR element shifts
slightly upward. By setting the gap width as 3.15 mm,
better impedance matching is achieved and desired
relatively wideband performance realized. In Fig. 12 (d),
the effect of the CSRR’s outer ring radius (r1) on the
simulated Si1; performance is shown. It is observed that
the outer radius of the CSRR is increased from 10.45 mm
to 10.95 mm, the lower resonance due to the CSRR
element shifts slightly downward.
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Fig. 12. The effects of critical design parameters on the
return loss performance of the proposed CSRR-based
reflector backed PSD antenna: (a) slot length; I, (b)
distance of the CSRR-based reflector to the antenna
plane; h, (c) CSRR’s gap width; g, and (d) outer ring
radius of the CSRR; ry, (all in mm).
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As aresult, according to Fig. 12, it can be stated that
while the dipole length mainly controls the fundamental
resonance which is centered 2.4 GHz, the CSRR-based
reflector plays a key role in occurrence of the additional
resonance at the lower frequency. Thus, with the
optimization of the relevant physical dimensions, the gap
between the lower and upper resonances has been closed
and joined to provide a greater bandwidth performance.
Also, slot and CSRR dimensions appear to play an
important role in improving impedance matching at
the operation band for desired rather broadband
performance.

IV. ELECTRICAL BEHAVIOUR OF THE
CSRR-BASED REFLECTOR
In the previous sections, it is numerically shown that
the enhancements in the antenna radiation performances
such as bandwidth, directivity and efficiency are mainly
due CSRR structure etched on the reflector plane.
The interaction of the CSRR structure with the electric
field results in occurrence of strong dispersion at the
resonance frequency and correspondingly CSRR
provides negative dielectric permittivity at the resonance
frequency. Actually, those improvements are due to the
inherent features of metamaterials, i.e., CSRR structure
etched on the reflector plane. To prove that, those
improvements in antenna performance is due to the &
negative (ENG) behavior of the CSRR structures, the
scattering parameters (transmission- Sp; and reflection-
Si11) of the CSRR element in the respective operation
band are first examined. The simulated scattering
parameters of the CSRR-based reflector along with the
simulated waveguide setup are depicted in Fig. 13. In the
S-parameter simulations of the CSRR element, the ports
(Port-1 and Port-2) are defined along the z-plane at
appropriate distances from the CSRR in the waveguide.
The boundaries are also specified for the boundary
conditions. The CSRR structure is excited by the plane
wave to the Port-1, and the simulated transmission and
reflection parameters are extracted from the Port-2. As
can be seen from Fig. 13, the CSRR structure exhibits
band-pass filter performance around 2.4 GHz Then,
using the simulated scattering parameters effective
medium parameters (&, terr) Of the CSRR are also
numerically extracted using robust method reported in
[24]. According to this method, first the effective
refractive index n and impedance Z are obtained through
the S parameters calculated from a wave incident
normally on CSRR-based reflector. n is defined in terms
of transmission (S21) and reflection (S11) parameters as
follows:
n= écos‘1 [ﬁ (1-S2 + 5221)], 1)
where k and d denote wave number of the incident
wave and the thickness of the CSRR-based reflector,
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respectively. Also, Z is determined from the scattering
parameters as follows:

_ |(+811)2-8%,
Z= \j(1—511)2-5221' @
Later, the permittivity &x and permeability sen are
calculated using relations:
Heff = NZ, Eefr =n/Z. ?3)
For metamaterials with resonant characteristics, there is
always a frequency region where the branches related
with the inverse cosine of equation (1) get too close
together and it becomes difficult to get the exact solution.
In the study, a more stable and accurate retrieval was
achieved with the CST-based result template which
utilize the algorithm of the method proposed in [24].
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Fig. 13. The simulated scattering parameters of the CSRR-
based reflector along with the simulated waveguide
setup.
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Fig. 14. The extracted material parameters for the CSRR-
based reflector considered in Fig. 13.

The extracted material parameters for the CSRR-
based reflector using scattering parameters in Fig. 13 are
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depicted in Fig. 14. As seen in Fig. 14, while the CSRR
exhibits a negative effective permittivity (ENG) above
the resonance frequency, the CSRR has a positive
effective permittivity below the resonance frequency.
These results confirm the effect of the filtering
performance of the CSRR-based reflector improving
both the bandwidth and directivity of the PSD antenna.
Thus, while creating a new resonance with the CSRR
based reflector, it can be said that the CSRR structure,
with the &negative behavior, contributes to the
improvement of the antenna performance in terms of the
bandwidth, directivity and efficiency.

V1. CONCLUSION

A complementary split ring resonator (CSRR) based
reflector to enhance the printed slot dipole (PSD)
antenna performance has been presented. In the paper,
it is shown that employing the proposed CSRR-based
reflector in the geometry of the antenna, the bandwidth
and directivity performances of the antenna are enhanced
with a simplistic design approach. A prototype of the
proposed antenna has been fabricated and a fairly good
agreement between simulation and measurement was
observed. Measurement reveals that antenna with CSRR
etched reflector has impedance bandwidth of 110 MHz
(S11<-10 dB) 2.32— 2.43 GHz, and is slightly greater
than stand-alone reflector backed one. According to the
simulation and measurement results, when the CSRR-
based reflector was etched on the reflector of the PSD
antenna, an improvement in bandwidth (~2.1%) was
observed while the directivity and the efficiency were
increased by at least 0.6 dB and 1% respectively. In
addition, the material properties of the CSRR was
extracted and examined. Accordingly, it has been shown
that those improvements are due to the metamaterial
properties of the CSRR structure, i.e., e-negative (ENG)
feature. It has been also shown with the parametric
studies that CSRR dimensions and slot length have
critical effects on the achieving greater bandwidth. The
proposed antenna with a compact size of 0.27A x 0.41A
is appropriate for operating in 2.4 GHz WLAN
applications. Besides, this simplistic approach can be
easily applied to antenna structures in various wireless
communication systems.
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Abstract — This article presents a 2x1 CPW ultra wideband
rectangular slot antenna array (UWB-RSAA) with a
modified circular slot shape to support a high data rate
for wireless communications applications. The proposed
antenna array dimensions are 0.71,%0.8%,x0 .064X, at
the resonant frequency 1.8 GHz. It is fabricated on
Rogers RO4003 substrate and fed by using a coplanar
waveguide (CPW). A graphene layer is added on one side
of the substrate to realize frequency reconfigurability
and improve the array gain. The proposed array acquires
-10 dB impedance bandwidth of the RSAA that extends
from 1.7 GHz to 2.6 GHz, from 3.2 to 3.8 GHz, and from
5.2 GHz to 7 GHz. The proposed array achieved a realized
peak gain of 7.5 dBi at 6.5 GHz at 0 Volt bias with an
average gain of 4.5 dBi over the operating band. When
the graphene bias is increased to 20 Volt, the antenna
bandwidth extends from 1 GHz to 4 GHz and from 5 to
7 GHz with a peak gain of 14 dBi at 3.5 GHz and an
average gain of 7.5 dBi. The linearly polarized operation
of the proposed array over the operating bands makes it
suitable for short-range wireless communications.

Index Terms — Antenna array, detection and wireless
communication applications, graphene, reconfigurable.

I. INTRODUCTION

Frequency tuning of the microwave systems has
gained a great attention in the research field of antennas
and wireless communications. Reconfigurable antenna
array is one of the most important elements of the
RF circuits [1-4]. In addition, the reconfigurable UWB
antennas array could be served several selected
frequency bands to avoid the unwanted frequencies and
frequency fading. However, integrated RF systems
needs reconfigurable antennas less space [6-7]. Several
techniques have been reported in literature to achieve
reconfigurability in the array operation. This includes
using varactor diodes [8], PIN diodes [9], MEMS [10],
and other techniques [11, 12].

Graphene is one of the most important materials in
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21% century with superior electrical properties that can
fit different applications. Graphene sheet is honeycomb
lattice arrangement of carbon atoms as reported in early
investigations at 2004 in 2004 [13]. Many researches
have reported graphene applications for radio frequency
(RF), microwave (MW), millimeter wave (MM) and tera
hertz (THz) applications in [14-15]. One of the most
effective research areas utilized graphene sheet layer
for steering radiation pattern based on its tunable
conductivity [16]. Tuning the conductivity of Graphene
is based on changing the applied DC bias voltage, which
varies the chemical potential [17]. Several reports in the
literature present a fabrication of high-quality graphene
with controlled properties. So, great efforts have been
made in this area for designing frequency reconfigurable
antenna arrays [18-21].

In this paper, reconfigurable 2x1 CPW-fed RSAA
as shown in Fig. 1 with an acceptable gain is introduced
for different wireless communications applications.
The antenna array is fed by 3-dB CPW power divider,
which makes the structure easy to integrate with other
microwave circuits. A graphene pad layer is placed
below the feeding network to achieve the frequency
reconfigurability action.

(b)
Fig. 1. (a) The structure geometry of the proposed 2x1
RSAA, and (b) side view.
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This article is organized as follows; Section |
introduces the idea of the paper while section 1l presents
the proposed RSAA design. Section Il discusses the
graphene layer structure and its properties, then the
experimental setup and results are presented in Section
IV. After that section V illustrates the group delay results
and object detection application and finally Section IV
concludes and summarizes the results of the paper.

I1. DESIGN OF THE ANTENNA ARRAY

The CPW-fed proposed antenna array is printed on
a dielectric substrate Rogers RO4003 with a dielectric
constant of 3.5 and a loss tangent of 0.0012. The substrate
has dimensions (Lsuy X Way) of 100 x115 mm?, and a
thickness of 0.8 mm. CPW fed slot antennas are very
popular and exhibit broad bandwidth and appropriate
gain [23]. First design is a conventional 2x1 circular
shape of monopole antenna array, which is fed using 3-
dB power divider and CPW-fed network as shown in
Fig. 2 (a) [24]. The reflection coefficient |Sii| of
proposed array is shown in Fig. 3 as dash red line. From
Fig. 3 (a) the array starts to operate at 3 GHz at reflection
impedance bandwidth < -10 dB. Then quarter of the
circular shape is etched as shown in Fig. 2 (b) to broaden
the bandwidth and the resonant frequency is reduced to
2.5 GHz as shown in Fig. 3 (black line). The rectangular
strip is added around the antenna circular shape as
shown in Fig. 2 (c) to achieve ultra-wideband impedance
bandwidth as shown in Fig. 3 (blue dash dot line), and
the array resonant frequency is shifted downwards to
operate at 1.7 GHz with improved gain. Figure 3 shows
the reflection coefficient variation versus frequency for
the prototypes in Fig.3.

]

(@) (b) (©

Fig. 2. The design steps of 2x1 array: (a) circular
monopole, (b) modified circular, and (c) slot antenna
array.

The results illustrate the bandwidth improvement
after each step of the design. The complete optimized
dimensions of the 2x1 antenna array are shown in
Table 1. In addition, the current distribution at different
resonant frequencies of the RSAA are shown in Fig. 4.
The highest magnitude of the current represent the
corresponding elements of the radiation.
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Fig. 3. |S11| versus frequency for the design steps of the
proposed antenna array.

I11. MODEL OF GRAPHENE ANTENNA

The design of antenna arrays plays a significant role
in achieving high gain in a certain specified direction
[13]. Moreover, multiband designs offer an excellent
opportunity to the system to serve more applications with
the same physical components. The previous section
described the proposed 2x1 antenna array. However, this
section will describe the addition of two graphene layers
(on the other side of the substrate) between the Roger
substrate and silicon oxide substrate to realize
reconfigurable operation in the operating frequency.

A. Graphene conductivity variation

Graphene oxide (GO) has become important
material as a result of its low cost, various simple
preparation techniques that can be easily transformed to
commercial graphene as RGO (reduced graphene oxide)
[25-26]. 2D Graphene sheet is a material composed
of highly conductive films with high mobility of 0.2
Mcm?v-lsec? to enhance the antenna performance [27-
28], [30]. Graphene sheet has a tunable conductivity of
about 10 S/m in the case of 20 voltage bias and about
1000 S/m in the case of zero voltage as shown in Fig. 5.
The equivalent circuit model of the graphene layer is an
as impedance Rq and inductor Lg in series. The values of
graphene impedance vary according to the applied bias
voltage as shown in Fig. 6. The change in the graphene
properties results in changes in its resistance and
inductance as shown in Fig. 6. This could be attributed
to design an antenna with tunable operating frequency
[31-34]. In this method at such case, the operating
frequency is defined where the antenna exhibits the best
input matching. Moreover, the maximum gain could be
adjusted electronically by modifying the voltage applied
to graphene sheet:

ZS = ;! (l)
Oo
o= o(1+jwt)’ ©)
2
g, =2 T’[‘;” [j{‘—; +2In(1 4 e /K8T)],  (3)



h is reduced Planck’s constant, KB is Boltzmann’s
constant, T is the temperature, e is the electron charge,
and | is the chemical potential. T=300K and t =0.1Ps.
Zs is the surface impedance of the graphene, o is the
conductivity of the graphene.

B. Reconfigurable graphene antenna array

The radio technology of ultra-wideband (UWB) uses
ultra-low transmitted energy for a high data rate over a
large portion of the radio spectrum. The other definitions
of UWB is when the antenna realizes bandwidth
percentage greater than 25%. There are many wireless
applications cover these spectrum as four/five generation
of wireless communications. So, a reconfigurable
operation is favored in these applications to cover and
protect from channel fading and other losses.

Table 1: Dimensions of the 2x1 slot antenna array (all
dimensions in mm)

Lsub | Wsun | 100Q | 500 | Wr | Lg | Whet R Wolot

101 | 115 2 28 |28 45| 62 | 125 | 47

L1 L2 70Q @ | Ws | Wi | W2 | Lsiot H

5 26 |110°| 95| 5 3 51 0.8

1

[y

y (b) P W (C')_;'Y
"'“| [—1r"1 =

Fig. 4. (a)—(f) Surface current distribution for proposed
2x1 RSAA at 1.8, 2.1, 245, 3.5, 5.2 and 7 GHz,
respectively.

Since UWB offers higher data rates with lesser
multipath interference at lower power levels as
compared to the narrow band communication systems as
Shannon theorem [35]. So therefore the preferred band
for implementation for many 4G and 5G wireless
communication services. The operating band of the
proposed antenna is extended by applying the DC
voltage bias on the graphene layer as shown in Fig. 7.

IV. ANTENNA MEASUREMENT AND
RESULTS

The proposed array is designed and all simulations
are done by using finite element three dimensional

ELSHEAKH, DARDEER: RECONFIGURABLE 2x1 CPW-FED RECTANGULAR SLOT ANTENNA ARRAY

electromagnetic simulator, HFSS Ansys ver. 15 [29]. To
verify the simulation results; the proposed antenna array
element is fabricated and measured by using ZVAG67
Rohde and Schwarz vector network analyzer from 10 MHz
up to 67 GHz with different dc bias at 0 and 20 Volt as
shown in Fig. 8 and by using bias Tee connector. Figure
9 and Fig. 10 present the comparison between simulated
and measured reflection coefficient and voltage standing
wave ratio (VSWR) variation versus frequency for the
proposed RSAA at 0 and 20 Volt, respectively.

These figures indicate that good agreement is found
between measured and simulated results. Figure 9 shows
the performance at 0 Volt in which the |S11|<-10dB array
impedance bandwidth extends from 1.7 to 2.5GHz, 3.3
to 3.8 GHz and 5 to 7 GHz. On the other hand, the
impedance bandwidth extends from 1.5 GHz to 7 GHz
with stop bands from 4 to 5 GHz at DC 20 Volt as shown
in Fig. 10. These operating bands are suitable for RF
energy harvesting at GPS, GSM, UMTS, Wi-Fi, LTE
bands, and WMAX. The proposed array exhibits a nearly
omnidirectional radiation pattern in the E and H-plane
at 0 Volt graphene bias as indicated in Table 2. A
comparison of the proposed 2x1 rectangular slot antenna
array with other reported arrays is provided in Table 3.
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Fig. 5. The conductivity with frequency of the graphene
at different bias voltage: (a) real and (b) imaginary part.

It can be deduced that the proposed array exhibits
the ability to operate at most of 4G wireless
communications and lower band of 5G frequency bands
with increased gain and wider operating bandwidth by
using single substrate. In addition to the simplicity of the
array fabrication process.
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Fig. 8. Fabricated of RSAA: (a) photo of fabricated array
and (b) setup measurement.
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Fig. 9. The comparison between simulated and
measured of RSAA at 0 Volt (a) |S11| and (b) VSWR.
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Table 2: Normalized simulated and measured radiation
pattern Ey and E4 for the proposed 2x1 antenna array
prototypes
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V. RSAA APPLICATIONS

A. Group delay
Group delay is the serious parameter of design
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UWB antenna for wireless communications since it
could control the distortion of the transmitted pulses. The
definition of the group delay is as the derivative with
respect to frequency of the phase coupling between two

identical UWB antennas |S2i| [34-38]:
Aw 3600 df

The group delay should be close to a constant within the
operation bands for perfect pulse transmission to obtain
the phase linearity of the transmitted signals in the far
field. The two antennas were aligned, and placed face to
face orientation with separation distance greater than far
field of the lowering operation bands as shown in Fig. 11
(a). The comparison results of |Sy| for both measured
and simulated HFSS results are shown in Fig. 11. Figure
11 (b) shows that the proposed antenna has perfect
performance in this aspect and the group delay over the
operating UWB band is less than 1 ns and the group
delay and the magnitude transfer function are constant
across the whole band except in the notched bands from
4 to 5 GHz. Thus, the proposed array is quite suitable for
UWB wireless applications.

B. Object detection

By using face-to-face orientation as shown in Fig.
12 (a) and placement of objects with the same size and
different materials as perfect conductor, polyethylene,
and water in the far-field region, the magnitude and the
convolution angle of the transmission coefficient |Sz|
between both rectangular slot antenna arrays are changed
and they are plotted in Fig. 12 (b) and 12 (c). It is
illustrated that the maximum transmission is achieved
when the perfect conductor is placed. However, it gives
a less commutative angle. On the other side the water
produces highest transmission at 4.5 GHz and less
transmission at frequency start from 6.5 GHz with largest
commutative angle. Figure 13 shows the measured
transmission coefficient magnitude and phase with three
different objectives (perfect conductor, polyethylene and
water) and compared with free space result.
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Fig. 11. Comparison between measured and simulated
group delay of proposed 2x1 array antenna.
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Table 3: Comparison with other reported 2x1 SR antenna arrays
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Ref. .
Parameter [36] [37] [38] [39] This Work
Bandwidth (GHz) 2—3.2 5.75—6.15 2.35—2.45 2.38—2.41 1.5—4and 5—7
Array gain (dBi) 6.113 @ 2.65GHz | 10.77 @5.8GHz | 9.24 @ 2.4 GHz 9.22 @ 2.4 GHz 15 @ 3.5 GHz
Group delay NM NM NM NM Less than 1 ns
No. of substrates One Two One One One
Fabrication complexity Simple Complex Simple Simple Simple
Feeding network CPW Microstrip Microstrip Microstrip CPW
Tunability Yes No No No Yes
Tuning mechanism Graphene sheet No No No Grap?:;:rsheet
Object de.t?Ct'On No No No No Yes
capability
Circuit size (mm3) | 101.88x77.64x0.813 130%x80%1.53 180x140%1.6 110.5x83x1.56 115x101x0.8
Circuit size (M)® 0.9x0.68x0.007 2.51x1.54x0.03 1.44x1.12x0.013 | 0.88%0.66x0.0125 | 0.7x0.8x0.0064

NM: Not mention in the reference paper.
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Fig. 12. (a) Simulated proposed array antenna detection
system, (b) the |S21| transmission coefficient parameter
magnitude, and (c) Phase commutative angle.

V1. CONCLUSION
A CPW rectangular slot 2x1 antenna array is
presented in this paper with a frequency range extending

Fig. 13. Measured proposed array: (a) transmission
coefficient magnitude, and (b) phase commutative angle.



from 1.7 to 2.5 GHz, 3.3 to 3.5 GHz, and from 5.5t0 5.8
GHz with an average gain of about 7.5 dBi over the
operating bands. Graphene sheet layer was added on the
other substrate side under the 2x1 rectangular slot array
feeding network to realize reconfigurable frequency
operation by changing the DC bias of the graphene layer.
The lower band of 5G and other wireless communication
bands. The operating frequency range extends from 1.5
to 3.5 GHz at the 4G bands and from 5 to 7 GHz at the
lower band of 5G. The proposed antenna array acquires
Omni-directional radiation pattern and improved gain
values of 15 dBi by applying a 20 V bias voltage on the
graphene layer. Experimental results have shown a range
of reconfigurable and good agreement with the simulated
results. The group delay of the proposed array is also
studied with calculated values less than 1ns over the
operating band. Moreover, the proposed array could
be used to detect objects and to differentiate between
different materials.
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Abstract — The traditional Thevenin equivalent Modular
Multilevel Converter (MMC) model has poor versatility
for the two working conditions of pre-charging and
DC-side faults. In this paper, an improved Thevenin
equivalent MMC model considering pre-charge
conditions and DC side fault conditions is proposed.
The model divides the pre-charging condition into a
Controllable charging stage and an Uncontrollable
charging stage. The DC-side fault condition is divided
into the pre-blocking and post-blocking conditions of
the converter. The circuit characteristics are analyzed,
and the equivalent model topology is comprehensively
improved to make it suitable for full-condition simulation,
and a control strategy suitable for the equivalent model
is proposed. The detailed model and the proposed
improved equivalent model were built in PSCAD/
EMTDC for comparison and analysis. The simulation
results shows that the improved equivalent model can be
applied to various working conditions, and the versatility
of the traditional Thevenin equivalent model is improved.

Index Terms — Converter, electromagnetic transient
simulation, improved Thevenin equivalent model,
Modular Multilevel Converter (MMC).

I. INTRODUCTION

With the development of modular multilevel
converter-based high-voltage direct-current systems
(MMC-HVDCs) towards being multi-terminal, high-
voltage, and high-power, the number of sub-modules
required for MMC bridge arms has increased rapidly.
Taking the Dalian Flexible HVDC Transmission
Demonstration Project that was put into operation in
2013 as an example, a single bridge arm contains 420
sub-modules (a two-terminal system has 5040 sub-
modules). When conducting electromagnetic transient
simulations of such a large-scale MMC system, it is
necessary to repeatedly invert an ultra-high-order
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matrix, which makes these simulations extremely slow.
Therefore, the traditional detailed MMC electromagnetic
transient model is not suitable for the simulation of large-
scale MMC-HVDC systems [1-2]. Directly adopting the
method of reducing the order of the complex circuit [3]
to reduce the order of the detailed model will shorten the
simulation time to a certain extent, but the speed-up
effect is not good.

In response to the above problems, the establishment
of equivalent electromagnetic transient models has
gradually become a popular research topic [4]. Among
these models, the average-value model [5-13] and the
Thevenin equivalent model [1,14-19] are the most
widely used. However, the average-value model omits
the capacitor voltage balance control module and the
circulating current suppression module, so it cannot be
used to study the capacitor voltage balance control
algorithm or the circulating current suppression strategy
[19]. The Thevenin equivalent model has the advantage
of being able to inversely resolve the capacitor current
and voltage values of the sub-modules while ensuring the
accuracy of the simulation. It is therefore used by many
electromagnetic transient simulation software packages.

There have been many studies on Thevenin’s
equivalence. Reference [1] established the equivalent
mathematical model of the MMC sub-module based on
the Thevenin equivalence theorem. Reference [14]
proposed a fast simulation model based on the Dommel
equivalent values of capacitance and inductance
components, which is only suitable for the normal
working conditions of an MMC and not for pre-charging
conditions or DC-side fault conditions. In Ref. [15], the
insulated-gate bipolar transistor (IGBT) is equivalent,
and the sub-module mathematical model under
Thevenin’s equivalent theorem is constructed; this model
has the same shortcomings as the model proposed in Ref.
[14], and it has poor versatility. Reference [16] proposed
a model based on numerical calculations and a controlled
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voltage source; this model involves detailed numerical

calculations, but it requires the establishment of a

complex mathematical model to solve the internal

parameters of the sub-modules under each fault state,
meaning its solution is extremely complicated and
unfeasible. Reference [17] proposed a general Thevenin
parameter for a single-port sub-module MMC. The
calculation method in this report unifies the Thevenin
parameter solution process and verifies this based on an

MMC with a double half-bridge topology; it has a certain

versatility, but it does not give a detailed description of

the process of the bridge arm when considering lock-up.

Reference [18] extended this general equivalent method

to a dual-port sub-module MMC on the basis of Ref.

[17], and Ref. [19] further proposed a multi-port method

based on Refs. [17] and [18] to produce a general

realization method for equivalent models of MMC
topology.

The existing Thevenin model still has the
shortcoming of poor versatility, and this article will
focus on this problem. The specific contributions of this
paper include:

1. An analysis of the circuit characteristics of the
converter under pre-charge conditions and DC-side
fault conditions. Establishing the reason for the
poor versatility of the existing Thevenin equivalent
model based on the circuit characteristics under
these two working conditions. In response to the
above problems, improving the equivalent models
under these two working conditions.

2. Combining the improved equivalent model under
the two working conditions with the traditional
Thevenin equivalent model and proposing an
equivalent model suitable for full-condition
simulations, along with a suitable control strategy.
The remainder of this paper is arranged as follows.

Section 2 introduces the traditional Thevenin equivalent

model. In Section 3, the circuit characteristics under pre-

charge and DC-side fault conditions are analyzed, and
the equivalent models under these two conditions are
improved. Section 4 integrates the improved equivalent
model into the traditional Thevenin equivalent model,
and Section 5 presents a verification of the accuracy
and speed of the improved simulation model. Finally,
conclusions are summarized in Section 6.

I1. TRADITIONAL THEVENIN
EQUIVALENT MODEL
Figure 1 shows the half-bridge MMC topology.
Each phase is divided into upper and lower bridge arms.
These bridge arms are composed of the bridge-arm
reactors Lo and N half-bridge sub-modules (HBSMs) in
series. To reduce the number of nodes contained in the
bridge-arm unit, an adjoint circuit of MMC is established
which is shown in Fig. 2. The values of the equivalent

ACES JOURNAL, Vol. 36, No. 6, June 2021

resistances R; and R, of the switching tube branch can
be determined according to the IGBT trigger signals
TS: and TS; at time t. The corresponding relationship
between the trigger signal state and the value of the
equivalent resistance of the switching tube branch is
shown in Table 1. As shown, Ron/Rore represents the
ON/OFF resistance of the IGBT and the diode. In
PSCAD/EMTDC, the Ron resistance value is generally
set to 0.01Q, and the Rorr resistance value is 108Q.

|E W]
) s

| s ]
LO
usa ISA
N[ U Udc
J_ Usc c
= VT, { VD, &
LO p—
—C,
| M, |) —
|| SM, | VT24| VDZZS
|
| SMy | Half-bridge
Sub-model

Fig. 1. AMMC and its half-bridge sub-module topology.

Fig. 2. The adjoint circuit of MMC.

Table 1: Relationship between equivalent resistance of
switch tube branch and trigger signal

Trigger Switch Tube Branch
Signal Equivalent Resistance
Put into TS=1 Ri=Ron
TS,=0 R2=Rorr
Cut off TS:=0 R1= Rorr
TSzZ]. Rzz RON

Then a Thevenin equivalent model of a single
sub-module based on the backward Euler method is
established, as shown in Fig. 3 (a), where Rsmeq(t) is the
Thevenin equivalent resistance of the sub-module at time
t, as shown in Eq. (1), Usmeq(t) is the Thevenin equivalent
voltage source at time t, as shown in Eq. (2), and ic(t) is
the current flowing through the sub-module at time t:



(RON + R(,I‘E) ROFF .
m put into
Rueg®) =1 2 20 © L@
M cut off
Ron + Rore + RS
Uge (t—AT)-R .
ceq OFF
_ ut into
Ron + Rore + RS P
Ui (1) = )
Yo (£ =AT)- Roy cut off
Ron + Rore + RS

where RE is the transient equivalent resistance based on

the backward Euler method, and AT is the simulation
step length, uceq i(t-AT) is the equivalent historical voltage
source of the capacitor of the sub-module.

Since the turn-off resistance Ry of the switch tube
group is several orders of magnitude larger than the
turn-on resistance Ron, to reduce the time for each step
updating and calculating the inverse solution during
simulation, it is assumed that the turn-off resistance is
infinite. Calculate the limit of Eq. (1) and Eqg. (2) when
Ror tends to infinity, which can be simplified as Eq. (3)
and Eq. (4):

e ,
Rsmeq(tf{R‘)” e @
Ron cut off
U (1) Ugq (t—AT) putinto 4
0 cut off

All the sub-modules on the bridge arm are then
superimposed in series to obtain the equivalent model of
the traditional MMC bridge arm, as shown in Fig. 3 (b).

O—>— o

i, (t) Lo (1)

£ R (1)

g Rsmeq (t)

Qum®  Quao
€Y 0 (b)

Fig. 3. Thevenin equivalent model of traditional MMC
bridge arm, showing (a) sub-module model and (b)
bridge-arm model.

In Fig. 3 (b), according to Eq. (3), the equivalent
resistance can be obtained using:

Reo(t)=N-R, +n(t)-R¢, (5)

where n(t) is the number of sub-modules put into at time

t, and N is the total number of sub-modules.
And according to Eq. (4), the equivalent voltage

JIN, SONG, YANG, YU: IMPROVED THEVENIN EQUIVALENT MODEL OF MMC

source can be calculated from:

UEQ(t)=iuceq7i(t_AT) . (6)
i=1

I1l. IMPROVED THEVENIN EQUIVALENT
MODEL

In the traditional Thevenin equivalent model,
IGBTs and diodes are not distinguished, and they are
treated as switch groups and replaced by variable
resistors. Therefore, the traditional Thevenin equivalent
model cannot accurately simulate the converter block
conditions [20]. The converter will enter a blocked
state under pre-charging conditions or DC-side fault
conditions. This section will start with these two
conditions to improve the traditional Thevenin equivalent
model.

A. Pre-charging conditions

Pre-charging of an MMC can be divided into two
stages: uncontrollable charging and controllable charging.
In the MMC controllable charging stage, the IGBT trigger
signal is no longer blocked, and the capacitor can be
charged and discharged strategically. At such a time, its
equivalent model is consistent with the traditional
Thevenin equivalent model, and this will not be repeated
here. Here, only the Thevenin equivalent model of the
uncontrollable charging stage is improved.

After the converter is blocked during the
uncontrollable charging stage, the IGBT is no longer
triggered. Figure 4 shows the current-flow path of the
MMC bridge arm in the uncontrollable charging stage. It
can be seen from the figure that the current only flows
through the diodes in the sub-module; the N sub-modules
in the same bridge arm that are put into or cut off at the
same time are determined by the direction of the bridge-
arm current (natural commutation law). At this time, the
MMC enters the uncontrollable rectification mode. If the
switching time and state variables of this uncontrollable
natural turn-off device are not interpolated, then the
numerical calculation will produce errors [21]. The
accuracy of the traditional Thevenin equivalent model is
therefore reduced.

Based on the above analysis, considering the
converter structure under the blocking condition, the
equivalent model of an HBSM in the uncontrollable
charging stage is shown in Fig. 5. First, the Dommel
equivalent of the capacitor Cy is established from an
equivalent voltage source and a resistor in series.

The bridge arms are then equalized. Since multiple
sub-modules are connected in series on one bridge
arm, the bridge arms are equivalent to connecting the
equivalent models of their sub-modules in series.
Therefore, the improved Thevenin equivalent model of
the uncontrollable charging stage can be further
established as shown in Fig. 6.
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Fig. 4. Current path of MMC bridge arm in the
uncontrollable charging stage when (a) larm(t) > 0, and
(b) larm(t) < 0.

Fig. 5. HBSM Current path of MMC bridge arm in the
uncontrollable charging stage.

Fig. 6. MMC improved Thevenin equivalent model of
the uncontrollable charging stage.

During the uncontrollable charging stage, the
controllers VT, and VT, in the improved Thevenin
equivalent model are triggered at the same time. The
VTO branch provides the bridge-arm charging current
path, while the VT, branch provides a bypass current
path. The current is changed due to the uncontrollable
charging stage. The phase law is different and flows
through the VT, or VT, branch.

The value of voltage source Vi in the equivalent

model is:
N

Vl(t)zzuceq_i(t_AT)’ (7)

i=1
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the value of the series resistance element R; of the VTy
branch is:

R =N:(R, +RS), (8)
and the value of the series resistance element R of the

VT, branch is:
RZ =N- Ron . (9)

B. DC-side fault conditions

In the event of DC-side faults such as single-pole
grounding faults and inter-pole short-circuit faults, the
MMC can divide the DC-side faults into two stages
according to the time scale before and after the converter
is blocked due to the time delay of the fault block. The
electrical characteristics of the two stages before and
after the converter is blocked are different, and the
MMC bridge-arm models of the two are also different.
Therefore, this section will establish the improved
Thevenin equivalent models of the two respective stages.

a. Before the converter is blocked

Each bridge arm of the MMC contains N HBSMs.
Before the converter is blocked, each bridge arm still
normally switches the sub-modules according to the
modulation mode. Suppose n HBSMs are in the on state
and (N —n) HBSMs are in the off state; the capacitors of
the n on-state sub-modules will bear the DC-side voltage
before the converter is blocked. When the capacitors of
the n on-state sub-modules are discharged, the discharge
current is provided to the short-circuit point through the
IGBT devices VT; of the n on-state sub-modules and the
diodes VD of the (N — n) off-state sub-modules. While
the capacitor discharge current is formed, the AC system
feeds current through the bridge arm. However, this part
of the current is usually negligible before blocking, so
this stage is mainly dominated by the capacitor discharge
process, and before the converter is blocked, the sub-
modules of the bridge arm are switched normally
according to the modulation strategy. The MMC bridge-
arm model is shown in Fig. 7 (a), and the improved
Thevenin equivalent model of the bridge arm before
the converter is blocked, as shown in Fig. 7 (b), can be
obtained. Here, VT, provides a capacitor discharge path.
The assignments of the resistance element R; and the
voltage source Vi are shown in Egs. (5) and (6).

b. After the converter is blocked

After the converter is blocked, the capacitor
discharge current disappears, and only the AC feed
current flows in the bridge arm. The AC feed current
path in the bridge arm is shown in Fig. 8 (a), and this
flows through all the HBSM diode VD, branches in the
bridge arm. The improved Thevenin equivalent model
after the converter is blocked is shown in Fig. 8 (b). Here,
VT, triggers to provide an AC feed current path, and the
series resistance R, of the VT, branch is shown in Eq. (9).
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Fig. 7. Equivalent values of MMC bridge arm before
converter is blocked, showing (a) capacitor discharge
current path, and (b) improved bridge-arm model.
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Fig. 8. Equivalent MMC bridge arm after converter is
blocked, showing (a) AC feed current path, and (b)
improved Thevenin equivalent model.

IV. IMPROVED THEVENIN EQUIVALENT
MODEL OF MMC CONSIDERING PRE-
CHARGE CONDITIONS AND DC SIDE

FAULT CONDITIONS

A. Improved Thevenin equivalent model and it’s
control strategy

The aforementioned traditional Thevenin equivalent
model and the improved Thevenin equivalent model
under pre-charge conditions and DC-side fault conditions
are combined together, and an improved Thevenin
equivalent MMC model considering pre-charge
conditions and DC side fault conditions is proposed, as
shown in Fig. 9. As shown, the switches ki, k2 and ks
are assigned different switching states under different
working conditions of the converter. When the converter
is under different working conditions, the calculation
formulas for the variable resistors R; and R, and the
controlled voltage source Vi will change accordingly.
The diodes VD; and VD; ensure unidirectional current
flow, and compared with the use of an IGBT, they have
the characteristics of simple control. The assignment
method for each part is shown in Table 2 (the switch is
on when k(t) = 1 and the switch is off when k(t) = 0).

JIN, SONG, YANG, YU: IMPROVED THEVENIN EQUIVALENT MODEL OF MMC

In view of the improved Thevenin equivalent MMC
model proposed in this section, which has considered
pre-charge conditions and DC side fault conditions, a
suitable control strategy is proposed as shown in Fig. 10.
This control strategy can be applied to various operating
conditions of the MMC and has the advantages of strong
versatility and simple implementation.

(o,

Fig. 9. Improved Thevenin equivalent model of MMC
considering pre-charge conditions and DC side fault
conditions

Table 2: Assignment method for each part

2 5

O o | ®] @
k(o) 1 0 1 0
k() | 0 0 1 0 1
ks(2) 1 1 1 1 0
Ri(H) | Eq.(5) | Eq.(5) | Eq.(8) | Eq.(5) *
Ri(t) | * * [ Eq) | * |Eq()
Vi(0) | Bq.(6) | Eq.(6) | Eq.(1) | Eq.(6) | *

Key: @ normal working condition; @ pre-charging
condition; ® controllable charging; @ uncontrollable
charging; ® DC-fault condition; ® before blocking;
@ after blocking.

The modulation strategy uses nearest-level approach
modulation, and the control flow is as follows:

1) At the beginning of the simulation (time t = 0), the
system simulation step AT, the initial running values
(ic(0) =0, uc(0) = 0, and t = AT), and the sub-module
capacitance Co will be given. These values are used
to calculate the historical voltage source uceq(0) = 0
and the transient equivalent resistance RS of the

capacitor. The switch assignment module assigns
values to the switches ki, ko, and ks according to the
converter operating conditions.

2) The values calculated in the previous step and the
conduction state of each sub-module obtained from
the sub-module sorting and selection module are
input into the bridge-arm assignment calculation
module, and then calculate the variable resistance
values Ri(t), R2(t) and the controlled voltage source
voltage value Vi(t).

800



801

3) The bridge-arm current l.m;j(t) is measured after the
variable resistance and the controlled voltage source
are assigned, and the bridge-arm current can update
the current ic(t) of each sub-module capacitor using:

H Iarm (t) on

1.(t)=

:(t) {0 oy (10)
and the voltage uc(t) of each sub-module capacitor is then

updated.

4) The updated current ic(t)and voltage uc(t) are used
for the next step of calculation, and so on until the
end of the simulation.

It should be noted that the sub-module sequence
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because at this time all the sub-modules in the bridge arm
are blocked.

B. Error-calculation formula
We define the average relative error F; as:

i Sdet(i)_sequ (')
Sdet (I)
N-M +1
where Sget(i) and Sequ(i) indicate data from the i-th
sampling point of the detailed model and the equivalent

model, respectively, and i=M, ..., N. We can then
define the maximum relative error F; as:

i=M

F= x100% ,

(11)

selection module is not put into the control strategy in Sy (1)~ Su (i)
the Uncontrollable charging stage under the converter  F, = max, [~~~ 7/x100% i=M,..,N. (12)
pre-charging condition and the post-blocking stage Saet (1)
Solve the
adjoint circuit
t=t+AT A k, (t)
[ .V
RE Ugeg (E—AT V'J
'C ceq
Roy R [kt
Assignment VD
Ucu(t)u vj(t) calculation R.(t 2T k() ot
N module Vl(t)

Nearest level Switch
approach assignment
modulation Conduction module

status of each
Conduction sub-module E _
status of each L, l Re l luceq(t AT)
sub-module
: backward Eul
0 i (t)f{l””(t) on| KO ormethod o] %<0
A Sub-module o off Ca?;f;:ietor
N (t sorting and
? selection Voltage
Niows () module

Fig. 10. Control strategy of improved Thevenin equivalent MMC model considering pre-charge conditions and DC

side fault conditions.
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Fig. 11. Diagram of the structure of the simulation system.

V. SIMULATION RESULTS AND ANALYSIS

A double-ended flexible DC-transmission system
was built using PSCAD/EMTDC as shown in Fig. 11,
where MMC1 and MMC2 are 71-level converters, using
detailed models, traditional Thevenin equivalent models,
and the improved Thevenin equivalent models proposed
in this article. The system parameters are shown in
Tables 3-5, and the accuracy and speed of this model are

Bus,

{3ftoo-t-5-e

R, AC2

verified in the subsequent sections.

Table 3: Parameters of transformers

Transformerl Transformer2
S=600MVA S=600MVA
Ratio=230/245kV Ratio=230/245kV
XT1:15% XT2:15%




Table 4: Parameters of DC system

DC Cable R4c=0.009735 Q /km
L4:=0.8489mH/km
C4c=0.01367uF/km

Length 400km
Table 5: Parameters of AC system
AC Systeml AC System2
VBUSl(L-L):230kV VBUSQ(L.L):ZSOKV
R1=1.67 Q R,=1.67 Q
SCR=2.5 SCR=2.5

A. Normal working conditions

Figure 12 shows the comparison results of the
simulation waveforms of the DC-side voltage, converter
power, and the current of the phase-A upper bridge based
on the detailed MMC model (Red wide dotted line), the
traditional Thevenin equivalent model (blue narrow
dotted line), and the improved Thevenin equivalent
model proposed in this article (green full line) under
normal working conditions of MMC1. Since the
improved Thevenin equivalent model is the same as the
traditional Thevenin equivalent model under normal
working conditions, as shown in Fig. 12, the waveforms
of the improved Thevenin equivalent model and the
traditional Thevenin equivalent model are consistent
with the detailed model waveforms. According to Eqg.
(11), the average relative errors in the DC voltage,
converter power, and phase-A upper-arm current based
on the improved Thevenin equivalent model are 0.7912%,
0.5631%, and 0.6347%, respectively. This equivalent
model therefore has high simulation accuracy.

1000

traditional thevenin model
improved model
800 detailed model

Edc/kV

P/MW

latop/kA

0 0.2 04 0.6 0.8 1 12 14 16 18
/s

Fig. 12. Simulation comparison results under normal
working conditions.
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B. Pre-charging conditions

Figure 13 shows the comparison results of the
simulation waveforms of the DC-side voltage, converter
power, and the current of the phase-A upper bridge on
the basis of the detailed model (Red wide dotted line),
the traditional Thevenin equivalent model (blue narrow
dotted line), and the improved Thevenin equivalent
model proposed in this article (green full line) of MMC1
under pre-charging conditions.

It can be seen from Fig. 13 that the traditional
Thevenin equivalent model only contains diodes and
does not interpolate the switching moments and state
variables of this uncontrollable natural turn-off device,
resulting in obvious glitches in its waveform compared
with the detailed model. According to Eqg. (11), the
average relative errors of the DC voltage, converter
power and phase-A upper-arm current of the traditional
Thevenin equivalent model are 0.9872%, 0.9965%, and
1.1254%, respectively, and according to Eq. (12), the
maximum relative errors of these three are 4.5123%,
3.9763%, 4.0097%, respectively. The average relative
errors in the DC voltage, converter power, and phase-A
upper-arm current of the improved Thevenin equivalent
model proposed in this article are 0.2214%, 0.2915%,
and 0.3123%, respectively, and the maximum relative
errors of the three are 0.7234%, 1.2763%, and 1.4547%,
respectively. These results are therefore notably closer
to the detailed model than the traditional Thevenin
equivalent model.

From the above analysis, it can be seen that the
improved Thevenin equivalent model has higher
simulation accuracy than the traditional Thevenin
equivalent model under pre-charging conditions.

1000 - traditional thevenin model

improved model
detailed model

s00f
450 .
024 0.25 0.26 0.27 0.28 0.29 0.3

02 04 06 08 1 12 14 16 18

150 ] o ]
100, g

P/MW

latop/kA

Fig. 13. Simulation comparison results under MMC1
pre-charging conditions.
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C. DC-side fault conditions

Figure 14 shows the comparison results of
simulation waveforms of the DC-side voltage, converter
power, and the current of the phase-A upper bridge based
on the detailed model (Red wide dotted line), the
traditional Thevenin equivalent model (blue narrow
dotted line), and the improved Thevenin equivalent
model (green full line) proposed in this article of MMC1
under the condition of a short-circuit fault between the
DC-side poles of MMCL1.

The occurrence time of the short-circuit fault on the
DC side is 0.9 s after the steady state, the fault distance
is 0 km to MMC1, the fault is set as a permanent fault,
and the system has entered a stable state before the fault
occurs. From Eq. (11), the average relative errors of the
DC voltage, converter power, and the upper-arm current
of phase A of the traditional Thevenin equivalent model
are 0.8223%, 0.7146%, and 0.9342%, respectively, and
according to Eq. (12), we can get the maximum relative
errors of the three as 3.6544%, 1.5643%, and 1.7243%,
respectively. The average relative errors of the DC
voltage, converter power, and the upper arm current
of phase A of the improved Thevenin equivalent model
proposed in this article are 0.3231%, 0.6316%, and
0.7667%, respectively, and the maximum relative errors
of these three are 0.959%, 0.9261%, and 1.3223%,
respectively.

It can be seen from the above data that, compared
with the traditional Thevenin equivalent model, the
improved Thevenin equivalent model is more consistent
with the detailed model and has better simulation
accuracy.

1000
-~ fraditional thevenin model
improved model

= detailed model
= 0.2 |
S 500 L, |
a | e, |
L 01 d |
SEH 0.92 083 :I‘Vx |
0 B
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
1000 - T e
400 e o,
= LT
= 500 [ —=00
T i 082 0822 0824 0826 0928 093
_ s e

5
0925 0926 0927 0928 0928 083
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Fig. 14. Comparison of simulation results under a DC-
side short-circuit fault.
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D. Speed-up effect test

The detailed model, the traditional Thevenin
equivalent model, and the improved Thevenin equivalent
model proposed in this article of 85-level single-ended
MMC were builtin PSCAD/EMTDC to verify the speed-
up effect. The simulation time is 3s and the step length
is 20us. Table 6 shows the comparison results of the
running time of the detailed model, traditional Thevenin
equivalent model and the improved Thevenin equivalent
model; the speedup ratio is defined as the ratio of the
running time of the detailed model and the improved
Thevenin equivalent model or the traditional Thevenin
equivalent model, which is shown in Table 7. From
Table 6 and Table 7, it can be seen that the improved
Thevenin equivalent model proposed in this paper
has the same advantages as the traditional Thevenin
equivalent model. When the level number is low, there
is no significant difference in the simulation speed of
the two equivalent models. When the average number
is increased to 85, the speedup ratio of the improved
Thevenin model reaches 210.6, and the speedup ratio of
the traditional Thevenin equivalent model is 225.64.
Although the speed of the improved Thevenin model is
slightly slower than the traditional Thevenin equivalent
model under the condition of higher level number.
However, considering the accuracy advantage of the
Thevenin equivalent model mentioned in this article, the
slight speed disadvantage is acceptable.

Table 6: Comparison of running times

Run Time (s)
Number of Detailed Traditional | Improved
Levels Model Thevenin | Equivalent
Model Model

5 13 7 7

11 31 9 9

21 94 11 11

35 423 12 12

85 3159 14 15

Table 7: Speed-up ratio changes with the number of
levels

Speed-up Ratio
Number of —
Levels Trad_ltlonal !mproved
Thevenin Model | Equivalent Model
5 1.86 1.86
11 3.4 3.4
21 8.55 8.55
35 35.25 35.25
85 225.64 210.6

VI. CONCLUSION
This study examined the inapplicability of the



traditional Thevenin equivalent model under pre-charge
and DC-side fault conditions, and an improved Thevenin
equivalent model under the above two conditions was
proposed. This was then combined with the traditional
Thevenin model under normal operating conditions to
create an improved Thevenin equivalent MMC model
considering pre-charge conditions and DC side fault
conditions. A suitable control strategy for the model was
also proposed.

The results of comparisons of simulations using
the detailed MMC model, the traditional Thevenin
equivalent model, and the improved Thevenin equivalent
model proposed in this article showed that the improved
Thevenin equivalent model is suitable for pre-charge
conditions and DC side fault conditions, has good
versatility, high simulation accuracy, and obvious speed-
up effects.
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Abstract — This article designs an electromagnetic
rotating eddy current brake (ECB), which has the
advantages of no wear and low noise compared with
traditional friction brake. First, using the magnetic
circuit analysis model, a theoretical calculation formula
of the ECB’s braking characteristics is given. The results
show that the braking torque is negatively correlated
with the thickness of the air gap as well as the electrical
conductivity and the relative magnetic permeability of
the brake disc material, and positively correlated with
the number of ampere turns and the number of
electromagnet poles. Secondly, a three-dimensional
finite element (FE) model of the brake is established. The
results of braking torque-speed characteristics between
finite element calculation and theoretical analysis are
compared, and the reasons for the differences between
the two are explained. Using the FE model, the influence
of the design parameters on torque characteristics is
studied. Combined with the theoretical analysis model,
the results are explained accordingly, providing a
reference for the optimal design of the brake. Finally, a
controller for the electromagnetic rotating eddy current
brake is designed to control the amplitude of the desired
braking torque.

Index Terms — Braking characteristics, braking torque
control, Eddy current brake, finite element analysis.

I. INTRODUCTION

With the development of high-speed railways, the
running speed of trains has increased significantly [1-4].
Braking systems are the guarantee of operation safety,
especially for trains running at high speeds. Because the
kinetic energy of high-speed trains is much larger than
that of ordinary trains, both the adhesion coefficient
between wheels and rails and the friction coefficient
between brake shoes and moving wheels are greatly
reduced at high speeds, therefore traditional mechanical
braking methods cannot meet the emergency braking
requirements of high-speed trains [5-7]. And friction
brake has obvious defects such as fast wear and loud
noise under high-speed braking conditions. The ECB is

Submitted On: March 12, 2021
Accepted On: July 7, 2021

one of the most popular braking systems because of
significantly lower maintenance, no wear, and excellent
braking performance at high speeds [10-11] as compared
to other braking devices. The main advantage of an ECB,
making it superior to the other brakes [12], is its fast
dynamic response.

In this paper, an electromagnetic rotating ECB was
designed, as shown in Fig. 1, mainly consisting of two
parts: stator and rotor. The rotor, which is termed as the
brake disc and is rotating with the axle. The stator, which
is the stationary part and fixed to the train, includes
several electromagnets and magnetic yokes. Each
electromagnet is made up of an iron core and its
surrounding coils, corresponding to the red and yellow
parts in Fig. 1. When passing a certain amount of
direct current (DC) into the coil, the electromagnet will
generate an excitation magnetic field, meanwhile the
brake disc rotating with the axle cuts magnetic induction
lines in the electromagnetic field. According to the
principle of electromagnetic induction, the Kkinetic
energy of the train is converted into the eddy current in
the brake disc, dissipating into the surroundings in the
form of heat to achieve the purpose of braking [8-9].

Braking characteristics are defined as the variation
law of braking torque with rotational speed of brake disc.
While the study of braking characteristics provides
the basis for making full use of ECB, current research
work mostly performed their analyses of the braking
characteristics of electromagnetic ECB at the theoretical
and simulation level. Based on the basic macro-
electromagnetic field theory, the variable separation
method (VSM) was used to solve the analytical formula
of braking torque [1]. In [13], a calculation method using
the Laplace and Helmholtz equations was presented to
analyze the eddy current generated by the transverse
alternating magnetic field in two parallel conductors. In
[14], Lee used the mirror image method to calculate the
electric field intensity of a conductor plate with a finite
radius, then introduced the magnetic flux Reynolds
number to consider the armature reaction, and finally
obtained a formula for calculating the braking torque
through using the Lorentz formula. In [15], Liu used

https://doi.org/10.47037/2020.ACES.J.360623
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the Maxwell’s equations and appropriate boundary
conditions to solve magnetic vector potential and
magnetic flux density, and obtained their braking torque
formula based on Maxwell stress tensor approach. Most
recently, Reza [16] used subdomain analysis to compute
the braking force for a magnetic pole moving above the
induction plate.

Studies mentioned above have shown that using
theoretical analysis methods to find solutions often
requires a large number of premise assumptions and
problem simplifications, rendering the accuracy of their
results limited. For this reason, substantial efforts have
been put into finite element analysis (FEA) to improve
braking characteristics analysis results. For example,
a 2D FE model for linear eddy current brakes was
established by [17]. Compared with the simulation
results, their calculation results have a higher degree of
agreement in the low-speed area but greater deviation in
the high-speed area. Using three-dimensional FEA,
Mehmet [18] verified the effectiveness of braking torque
theoretical modeling, and simulated the resistivity and
permeability of the best brake disc material with finite
element to obtain the maximum braking torque. Sohel
[19] established a parameter model based on the FE
model calculation results of braking torque characteristics,
fitting the relationship between braking torque and
current and speed into a polynomial function. In [20],

ACES JOURNAL, Vol. 36, No. 6, June 2021

eddy current losses of the transformer were calculated by
a 2D FE model. Their use of the Galerkin method to apply
surface impedance boundary conditions to finite element
calculation effectively shortened the calculation time.

As for the research on braking torque control
methods, literature [21] designed a constant torque
control algorithm based on the principle of controlling a
constant ratio between the reference current and the
speed, and verified the effectiveness of this algorithm
through proportional experiments. In order to keep the
braking torque constant, a dynamical compensation
scheme for speed control was proposed by [22].

In this paper, an electromagnetic rotating ECB of
high-speed trains is designed. We first use the magnetic
equivalent circuit (MEC) to study the dynamic
characteristics of the ECB system, and offer a brief
mathematical model of the braking characteristics to
clarify the main parametric factors that affect the braking
torque. Secondly, a three-dimensional FE model of the
brake is established to specifically quantify the influence
of each parameter factor on the braking characteristics.
Then the differences between the braking torque-speed-
current characteristics curve calculated by the theoretical
model and the FE model are compared and analyzed to
offer sensible explanations. Finally, a fuzzy controller
for the electromagnetic rotating ECB is designed to
accurately track the desired braking torque.

Isometric view

Fig. 1. Configuration of the eddy current brake.

I1. ANALYTICAL MODEL
This article derives the brake disc eddy current, air
gap magnetic field and eddy current power according to
the differential principle. Starting from the law of energy
conservation, the eddy current power is regarded equal
to braking power, and the braking torque is obtained
according to the relationship between power and torque.

A. Model assumptions

To facilitate the derivation of braking torque, the
following assumptions are made for the model:

(1) The influence of temperature on the
electromagnetic properties are neglected.

Disc Air Gap Yoke

Top View

(2) The magnetic flux lines are ideally distributed
only within the projection areas on the disc of yokes.

(3) The magnetic saturation and nonlinearity of
magnetic properties are neglected.

B. Eddy current analysis

The projection area of a single yoke on the brake
disc is a sector, as shown in Fig. 2, whose inner and outer
radii are r1 and ry, respectively, with a 40°angle. From
the perspective of differentiation principle, this sector is
regarded as composed of countless similar sector-shaped
rings (shadowed) with a width of dr, and the position
of these sector-shaped rings can be represented by the



distance r from the inner and outer arcs to the middle
radius of the large sector, where re[0,Ar], Ar = re-r1 =
(ro-ro)/2, re = (ri+r)/2.

Fig. 2. Projection area of a single yoke on the brake disc.

The magnetic flux passing through the sector area can

be expressed as:

4zr.rBcosm t

¢ =BS, coswnt:% ' )
where, S, is the area of the inner sector surrounded by
the sector ring, which can be calculated according to Eq.
(2) below. B is the magnetic induction density value on
the surface of the brake disc, and @, is the electrical

angular velocity of the brake disc:

40° 2 2y Amrr
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where Np is the number of pole pairs on one side of the
disc, w is the angular velocity of the disc, and n is the
rotation speed of the disc.
The induced electromotive force is:
dg,  4xrrBo,sinaot
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Fig. 3. Magnetic circuits.

According to Fig. 3, the magnetic circuit can be
written as:

En = Rm4 '¢' (9)
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The resistance of the sector ring is:

L

T , 5
d.-dr ®)
where, d' and L, are the skin depth of the vortex and
the length of the sector ring, respectively. And d'
satisfies the following formula:

[y A 6)
Mol O

where, p is the resistivity of the brake disc, g, is the
vacuum permeability, 4, is the relative permeability of

the brake disc.

Thus, according to the Ohm’s law, the current value
on the sector ring, that is, the eddy current value can be
expressed as:

R =p

. \2r.rBaw, sin w,tdr
R (r+zr)y om0,

&

P =

U]

C. Magnetic field analysis
The Ohm’s law for a magnetic circuit can be derived
from Maxwell equations:

gm:ZRmi'ﬁl (8)
where ¢, is the magnetomotive force, ¢ is the

magnetic flux, ¢ =BS, S, isthe area of the total sector

shown in Fig. 2, R, represents every magnetic
resistance in the magnetic circuit.

The simplified magnetic circuit and the definition
of each part reluctances are shown in Fig. 3. R ,, R

Ruas R R,s are the magnetic resistances of the

frame, core, yoke, air gap, and disc, respectively. Since
the relative permeability of the frame, core and disc is
much higher than that of air which approximately equals
1, only R,, is taken into consideration in this paper.

m2 1

m4 !

where the magnetoresistance of the air gap is:
o2 (10)

— ~

HotrsSy  HoSy

m4
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where, 6 and u,, are the length of air gap and air

relative permeability, respectively.
The total magnetic motive force &, is given as:

En =&y —Eqs (112)
where g, and &, are the magnetic motive forces
generated by electromagnets and eddy current,
respectively, and they are given as:

& =NI, (12)
g =k, -1,, (13)
where N is the number of turns per coil, | is the excitation
current, k, is the computation coefficient, I, is the

RMS eddy current which can be obtained by integration
of the eddy current i, :

1 . rBw Ar +zr,
l,=—| i, =—-"ZE=-(Ar—=zr,In £). (14)
: \/5.[0 \lp/“oﬂra’n ’

From Eqgs. (9)-(14), we can derive that the magnetic
flux density is:

HoNI ppo
O Pty + K1 pigaJ @, (Ar — 71, In

B= . (15)

Ar + 7,

)

c

D. Power analysis
The RMS power of eddy current of the whole disc
P, can be obtained by integration of the product of eddy

current i, and the induced electromotive force &, :
, 360°

P = \/—J‘
2 2
4\/—7” Nomr B oy [—Ar -zt Ar (16)
\ PHy e Oy
(rr)? I AT

c

E. Torque analysis
The brake power B, equals the RMS power of eddy
current P, in accordance with the law of conservation
of energy, therefore the following expression can be
obtained:
R=R=T, o, 17)
where T, is the torque generated by the eddy current
brake. From (16)-(17) and the relation between the

angular velocity @ and the train speed v, we can derive
that the brake torque iS'

3 11

_ Wiozkr? g 2 ()7 (NI)? NZD,2v2

5NV,
3(5\) p/.lo/lr +k2kerc \/ D

(18)
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where k;, k, are both coefficients that are determined
by the geometric parameters of the brake device, D, is
the diameter of the wheel.

I1l. VALIDATION OF THE FE MODEL

Brake torque is influenced by the geometric and
electromagnetic parameters according to the above
theoretical model. More specifically, there is a negative
correlation between brake torque and the length of
air gap, the inner radius of yoke, the product of the
resistivity and permeability of disc material, and a
positive correlation between brake torque and the
number of poles, the outer radius of yoke. In addition,
brake torque is proportional to the square of ampere turns
of electromagnets. In order to analyze the quantitative
effects of each factor on the braking performance and
verify the accuracy of the analytical model, a 3D FE
model was established for further numerical calculations,
as shown in Fig. 4. Only the brake disc, yokes, and
electromagnets were considered in the FE model because
of the assumption that the other components only act as
fixed support and no magnetic lines pass through them.
So their effects on the magnetic field can be ignored. In
the FE model, the material of electromagnet core and
brake disc is mild steel steel 1008. The material of
magnetic yoke is mild steel steel_1010, and the material
of electromagnet coil is copper. A 1/4Np simplified
model is adopted to reduce simulation time. For this
reason, a symmetry boundary condition is added in the
middle section of the brake disc. Master and slave
boundary conditions are implemented in the two sides
considering the electromagnets’ periodic distribution.
Main parameters of the FE model are given in Table 1.

Region

Core
Coil

/7 [ :__.7-'1' — ' Yoke
/4 — Disc

= . Band

Fig. 4. FE model.

The magnetic flux density map, eddy current losses
and the distribution of induced eddy currents are shown
in Figs. 5 (a), (b) and (c) respectively. It can be seen that
2.2T magnetic flux density is obtained by the FE model.
And at the same parameters, the air gap magnetic flux
density of 2.34T is calculated based on the analytical
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model. The value of relative error is about 6.3%. Hence,
the results of the analytical model are in good agreement
with the FE model results. In addition, eddy current
losses are calculated by the FE model and Eq. (16), as
shown in Fig. 6. It can be seen that both the analytical
model and FE model have the same linear growth
trend. The eddy current losses increase with the speed

increases.
Table 1: ECB parameters =
Parameter Value
Inner radius of the disc 210mm
Outer radius of the disc 600mm
Disc thickness 20mm
Air gap width 3mm
Inner radius of the yoke 280mm
Outer radius of the yoke 580mm
Yoke th_lckness 6mm Fig. 5. (a) The magnetic flux density map, (b) eddy
Core thickness 60mm

current loss, and (¢) distribution of induced eddy currents.

Angle covered by a

. 40deg
single electromagnet 15
Angle between two 45deg
adjacent electromagnets
Number of pole pairs on
one single side of the disc 4 310 I
Number of turns per coil 400 3
Excitation current 40A -
At the initial simulation time, a large amplitude
fluctuation of the braking torque appeared and then jfh'iﬁreﬂcal caloulation
converged to a steady value. This phenomenon is
- - . age - 0 1 1 1
inevitable due to the initial value of calculation changes 0 500 1000 1500 2000
to the target value suddenly. It was only regarded steady- Speed(rpm)

state values as the effective data and calculated the
final torque-speed characteristic curve. Figure 7 showsa  Fig. 6. Eddy current losses.
comparison between the FE model and analytical model

of braking torque-speed characteristics. It is observed 1200

that the braking characteristics tendency of the analytical 1100

model is consistent with that of the FE model. Still, the 21000 I

results from analytical method in Eq. (18) are slightly z 2007

larger than those from FE at the whole speed range. 3 ggg:

When the vehicle speed is higher than the critical speed, S 600l

the decrease of braking torque calculated by FE is more = 500

evident than that calculated by Eq. (18). This is due to the £ 400

assumptions made to simplify the theoretical analysis, g 300

especially assumption (3), in which we assumed that 200 ——FEA o
the magnetic saturation and nonlinearity of magnetic oog ‘_t‘he"r‘etm"' ca‘lcula‘t"’"‘ ]
properties are neglected. Addltlonally, in the analytical 00 25 50 75 100 125 150 175 200 225 250 275
model, the effects of flux leakage and uneven distribution Speed(km/h)

of magnetic field lines are ignored, which also cause the
theoretical value to be too large. Fig. 7. Braking torque-speed characteristic.
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1IV. PARAMETER ANALYSIS
Itis found by FEA that the excitation current, air gap
thickness, brake disc thickness and electromagnet core
shape have more significant influence on the braking
characteristic, so the influence of these four factors on
braking characteristics is specifically analyzed in this

paper.

A. Influence of the excitation current

Figure 8 shows the variation of braking torque
characteristics for 1=40,60,80,100A while keeping other
parameters unchanged. It is obvious that the braking
torque increases gradually as the excitation current
increases. And the peak torque increases in a trend of
linear function. However, from Eq. (18), the braking
torque should be proportional to the square of the
excitation current. The main reason for this difference is
that electromagnets have nonlinear magnetization
characteristics. The magnetic permeability decreases as
the excitation current increases so that the magnetic
induction intensity shows a nonlinear growth trend with
a declining growth rate. Furthermore, the critical speed
increases with the increase of excitation current.
According to Eg. (6), the skin depth increases as the
magnetic permeability decreases, which weakens the
eddy current skin effect. Therefore, if the eddy current
magnetic field is to reach its original strength, it needs to
increase the speed [17].

11000

10000 - ——]=40A |
——=
oy
8000 1 ——1=100A |
7000 | 1
6000 |
5000 |
4000 |
3000 f
2000
1000 |

Braking torque(Nm)

G L L L L L L L L L L L
0 25 50 75 100 125 150 175 200 225 250 275
Speed(km/h)

Fig. 8. Braking torque-speed characteristics for different
excitation currents.

B. Influence of the air gap length

Figure 9 shows the variation of braking torque
characteristics for air gap=3,4,5,6mm, while other
parameters are kept to values introduced earlier. It is
observed that a shorter air gap length leads to higher
braking torque values. This is due to a large air gap
length will result in a larger magnetoresistance, which
will cause a lower magnetic density. In addition, for a
large air gap, the torque-speed characteristic curves of
the high-speed region are flatter than that of a small air
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gap. This is due to the former’s eddy current being far
away from the yoke compared to the latter, which causes
a lesser demagnetization effect on the original magnetic
field.

3500
| —=—airgap=3mm |

'E 3000 —e—airgap=4mm
7. 2500 | ——airgap=Smm |
> —2—airgap=6mm
52000 1
=
8
501500 §
£
= 1000
b
=]

500 |

0 L L L L L L L L L L L
0 25 50 75 100125150 175200 225250275 300
Speed (km/h)

Fig. 9. Braking torque-speed characteristics for different
air gap lengths.

C. Influence of the conductor plate thickness

The effect of the conductor plate thickness on the
braking torque-speed characteristic has been studied by
changing the thickness from 15 to 30 mm in a step of
5mm. From Fig. 10, the thinner the conductor plate is,
the higher the peak torque and the critical speed would
be for the ECB. The reason is that eddy currents in
the conductor plate increase as the thickness of the
conductor plate increases, which intensifies the influence
of the eddy current magnetic field on the excitation
magnetic field. Therefore, the braking torque reaches the
peak value at a low speed, and the peak torque becomes
small due to the eddy current demagnetization effect.

4000 " " " " " "
—&—DiskThickness=15mm

3500 —e—DiskThickness=20mm 7
= ——DiskThickness=25mm
E 3000 ¢ —&—DiskThickness=30mm |
= 2500
g
£ 2000
on
1500 :
ﬁ A
= 1000 r 1
=]

500 f

0 L L L L L L L L L L L
0 25 50 75 100 125 150 175 200 225 250 275
Speed(km/h)

Fig. 10. Braking torque-speed characteristics for different
disc thicknesses.

D. Influence of the pole shape
The electromagnet core is designed to be round,



square, and sector in turn while keeping the cross-
sectional area of the electromagnet core unchanged.
The torque-speed characteristics for three kinds of
electromagnet core shapes are shown in Fig. 11. We can
observe that an optimum torque generation capacity
exists for the sector-shaped section electromagnet.
Because of the fact that only the tangential
electromagnetic force generated by the radial eddy
current can contribute to the braking torque. In contrast,
the tangential eddy current is ineffective for braking
torque generation. Electromagnets with circular and
square cross-sections have a lesser radial coverage of
the projection area on the brake disc than sector-shaped
section electromagnets, resulting in a small effective
braking torque. In order to enlarge the path of the radial
eddy current, a sector-shaped section electromagnet is
designed. The adequate electromagnetic torque can be
enhanced by increasing the eddy current flowing along
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the radius of the disc with the sector pole [18].

3500

—=—Sector
3000 - ——Round
——Square

2500 ]

Braking torque (Nm)

0 1 1 1 1 1 1 1 1 1 1 1
0 25 50 75 100125 150 175 200 225 250 275
Speed (km/h)

Fig. 11. Braking torque-speed characteristics for different
pole shapes.

Tret Braking torque| Al | Current hysteresis| Chopped | DC chopper
) controller "I controller signal circuit j
Referencelr | Braking Vehicle | Vehiclespeed
voltage module module

=

Actual braking torque Tb

Fig. 12. The overall scheme of the torque control system.

V. EDDY CURRENT BRAKE CONTROL
SYSTEM

A. Braking torque controller design

Based on the above theoretical calculation of
braking torque and the FEA of braking characteristics,
the braking torque decreases with the increase of speed
in the high-speed region. In order to track the desired
braking torque accurately, this paper presents a
controller based on the fuzzy method to control the
amplitude of the braking torque. Figure 12 shows the
control scheme of the ECB. It consists of a braking
torque controller and a current controller. The braking
torque controller outputs the reference of the excitation
current change Al according to the error between the

desired braking torque T, and the actual braking torque

T, . The current controller is composed of a current

hysteresis controller and a DC chopper circuit, which
outputs a reference voltage u,, according to the reference

value of the excitation current change. One can adjust the
excitation current to regulate the value of the braking
torque by controlling the reference voltage.

B. Control algorithm description

In the fuzzy controller, the system input variables
are the braking torque error e and its rate of change ec.
The output variable is the change of reference current
Al . Design variables use the same set of fuzzy state

words {NB, NS, PS, PB}, in which each fuzzy state
corresponds to {‘negative big’, ‘negative small’, ‘positive
small’, ‘positive big’}, denoting the variables sign and
absolute value size. The membership function for the
fuzzy sets is set as a triangular function, as shown in Fig.
13. According to the qualitative relationship between the
braking torque error and the change of reference current,
the fuzzy rule table is formulated as shown in Table 2.
The center of gravity method, the most commonly used
defuzzification method, is used in this paper.
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Fig. 13 Membership function for fuzzy sets.

Table 2: Fuzzy rules

Change of ec
Errore
NB NS PS PB
NB NB NB NB NB
NS NB NS NS NS
PS NS PS PS PB
PB PB PB PB PB

VI. ANALYSIS OF THE SIMULATION
RESULTS

In Fig. 14, the variation of the braking torque is
plotted with respect to varying speeds of the rotating
disk under open-loop control and closed-loop control
algorithms. In this paper, PID control and fuzzy control
are carried out. It is evident that the braking torque
increases firstly and then decreases as the speed
increases under open-loop control, which causes the
fluctuation of the train braking deceleration. Note that
the braking torque keeps constant as the speed varies
under closed-loop control. This is because the control
system adjusts the excitation current in real-time
according to the braking torque feedback. In the speed
range of 20-160 km/h , the actual braking torque is
controlled near the desired braking torque. As the speed
continues to decrease, the maximum braking torque
output is limited by the coil current in the low-speed
region, the braking torque starts to drop. It can be
concluded that the two control algorithms mentioned can
effectively control the braking torque to remain constant
in an extensive speed range.

In Fig. 15, the time response curve of the braking
torque is shown. In order to quantitatively illustrate the
control effect of the two algorithms, the transient and
steady-state performance indicators of the system are
calculated in Table 3. It can be seen that from transient
performance indicators, the maximum overshoot of the
system under PID control is 111.7N-m, which is far
greater than the overshoot of 26.2N-m under fuzzy
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control. In addition, the adjustment time of the system
under PID control is 3.210s, which is longer than 0.318s
under fuzzy control. In terms of steady-state performance
indicators, the steady-state value of the system under the
fuzzy control is closest to the desired braking torque of
3500N-m. However, the result under the PID control
deviates from the expected value significantly. It can be
concluded that fuzzy control is better than PID control in
both transient and steady-state indicators.

4500

o~

: \
%/ Enlarged partial view
§_ 3600 |
S 3550 1
= 3500 1
[=)]
£ 150 155 160
g ]
<
S
@ ——Open loop control |

----PID control

------- Fuzzy control

100 150
Speed(km/h)

Fig. 14. Brake torque versus train speed under different
control algorithms.
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< 3600
S 3550 :\
gZOOO 3500
2 0 2 4 6
>
=
~
< 1000
o0 ----PID control
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Time(s)

Fig. 15. Brake torque under different control algorithms.

Table 3: System performance indicators

Performance PID Fuzzy
Control
Adjustment time t,/(s) |3.210| 0.318
Transient :
indicator Peak time t,/(s) 0.333| 0.323

Maximum overshoot o /(Nm) 111.7 | 26.2

Steady- | Steady state average /(Nm) |3502.3| 3499.3

state |Steady state maximum/(Nm)|3524.4| 3504.6

indicator |Steady state minimum/(Nm)|3489.1| 3497.3




VII. CONCLUSIONS

In this paper, an electromagnetic rotating eddy
current brake is regarded as the research object. Studying
the braking characteristic from two aspects of theoretical
analysis and FEA, and designing a braking torque
controller. The main conclusions can be drawn as
follows:

(1) The theoretical model shows that the braking
torque is negatively correlated to the air gap length, the
electrical conductivity and relative permeability of the
brake disc material, and positively correlated to the
number of ampere turns and the number of pole pairs.

(2) There are differences between the results of
FEA and theoretical analysis. The main reason for
the difference is that the theoretical model neglects
nonlinear characteristics of the brake disc material, the
magnetic saturation phenomenon of electromagnets, and
the non-ideal distribution of the magnetic flux.

(3) The relationship between the braking torque and
the design parameters such as excitation current, air gap
length, brake disc thickness, and electromagnet shape on
the braking characteristics is analyzed using the FEA,
which provides a reference for the optimal design of the
ECB.

(4) An ECB controller based on fuzzy control theory
is designed. Compared with open-loop control and PID
control, the proposed controller can keep the braking
force stable during the train braking process.
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Abstract —We develop a method to model the
microwave transmissivity of row crops that explicitly
accounts for their periodic nature as well as multiple
scattering. We hypothesize that this method could
eventually be used to improve satellite retrieval of soil
moisture and vegetation optical depth in agricultural
regions. The method is characterized by unit cells
terminated by periodic boundary conditions and Floquet
port excitations solved using commercial software.
Individual plants are represented by vertically oriented
dielectric cylinders. We calculate canopy transmissivity,
reflectivity, and loss in terms of S-parameters. We validate
the model with analytical solutions and illustrate the
effect of canopy scattering. Our simulation results are
consistent with both simulated and measured data
published in the literature.

Index Terms — HFSS, scattering, SMOS, SMAP, soil
moisture, S-parameters, transmissivity, vegetation optical
depth.

I. INTRODUCTION

Both NASA's Soil Moisture Active Passive (SMAP)
satellite mission [1] and the European Space Agency's
Soil Moisture Ocean Salinity (SMOS) satellite mission
[2] use L-band radiometry to estimate soil moisture.
Their retrieval algorithms are based on a zeroth-order
solution of radiative transfer commonly called the 7-w
model because it uses two parameters, T and w, to
characterize attenuation and scattering by vegetation [3,
4]. Assessment of SMAP and SMOS performance in
croplands reveal that soil moisture retrievals do not
satisfy either mission’s accuracy goal. It is likely that
unrealistic values of T and w are part of the problem [5,
6]. Thet-w model assumes that the vegetation scattering
is almost zero at L-band (f = 1.4 GHz, 1 = 21 cm).
However, when the electrical size of plants becomes
comparable with the wavelength, the scattered radiation
and its coherent wave interactions generated from all of

Submitted On: September 9, 2020
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the plants are no longer negligible [7, 8].

The 7 and w parameters currently in use are
empirical: they have largely been determined by fitting
the T - w model to observations. There is a need to find
more realistic values of T and w in order to increase the
accuracy of soil moisture estimates in agricultural
regions. One approach is to represent the vegetation
canopy with models that include vegetation scattering
effects. The t parameter, also called the vegetation
optical depth (VOD), is a measure of the transmissivity
of vegetation canopy. Experimental observations [9] and
theoretical models [10, 11] show that vegetation
transmissivity depends on the operation frequency,
incidence angle, polarization, and type of vegetation.

We model the vegetation canopy using the FEM
solver in HFSS [12], incorporating several key features
of croplands in the remote sensing point of view [13, 14].
First, crops are generally planted in regularly-spaced
rows, and there are a large number of plants (scatterers)
within an L-band satellite footprint (30-40 km). Second,
the scattered fields and all the coherent wave interactions
need to be considered. Third, the radiation is treated as a
plane wave, and the polarization and incident angle
should be dealt with. Floquet ports and periodic
boundary conditions are used in our proposed approach
to realize the features described above. We utilize S-
parameters from HFSS directly to calculate the
transmissivity of the vegetation canopy. The CPU time
and memory requirement for running the simulations are
tractable because of restricting the computational
domain to a unit cell.

In the following sections, we explain how we model
the vegetation canopy in HFSS, and then validate our
simulations against analytical results. Finally, we compare
our results with published data [9, 10] for a corn and a
grass canopy.

1. METHODOLOGY
To model the layer of vegetation, we propose to use

https://doi.org/10.47037/2020.ACES.J.360624

1054-4887 © ACES
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the unit cell comprising the PBC (periodic boundary
condition) and two Floquet ports, as shown in Fig. 1. The
PBC enforces field periodicity in the x- and y-direction
through master/slave boundary pairs, and hence, an
infinite array of the 3D structure is created. The Floquet
port excites plane waves consisting of an infinite series

of TE, (transverse electric to z, h-pol) and TM,, (transverse
magnetic to z, v-pol) Floquet modes [15].

4
Floquet Port #1

PBC PBC
(Master) (Slave)

A S
Unit Cell

Floquet Port #2

(@ (b)

Fig. 1. HFSS modeling of a layer of vegetation: (a) unit
cell and (b) infinite array of 3D structure.

A. Plane wave with oblique incidence

The S-parameters as a function of the observation
angle can be obtained by defining the phase shift through
the slave boundary, as shown in Fig. 2. Formulations in
this section follow [16].

Floquet Port 1 z
x|
Ey A = 18
, #Kscan !
Master LB;can Ar’," Slave
Velron /
d
Floquet Port 2

Fig. 2. A pair of master and slave boundaries.

The propagation vector of the radiated wave is given
by:

Kyean = Ko [COS &, SNy SIN Oy, €08 O,y |, (1)
where O, and ¢g.an are our intended direction in
spherical coordinates, ky = w./py&, is the free-space
wave number, and g, and p, are the permittivity and
permeability of free space, respectively. The radiated
fields at Point A on the master boundary and at Point B
on the slave boundary are represented relatively as:

Ey = Epexp[ j(ot—kyh)], )
E, =E,, exp(-jk,Ar), @)

where, w is the angular frequency. Assuming that the
radiated wave is traveling in the xz-plane (¢pgcan = 0), as

sin @,

can scan !
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shown in Fig. 2, the phase shift between Point A and B
is obtained by (4), and Eq. (3) can be rewritten as (5):

Ar=dsind,,,, (4)

E, = E,, exp(—jk,dsiné,,,). ®)

The relationship between the scan angle and the phase

shift (A®) in degrees through a pair of master/slave

boundaries can be expressed as:
AD =360°dsind,,, /1. (6)
Thus, we can excite a plane wave in our intended

direction so that transmissivity is computed as a function
of the observation angle.

B. TE, and TM, Floguet modal fields

The benefit of using the Floquet theory is to be able
to derive the electromagnetic fields in terms of Floquet
series when solving Maxwell’s equations [17]. Also, an
arbitrary uniform plane wave can be decomposed into
the sum of orthogonal Floguet modal fields (TE, and
TM,) such that the scattering problem is solved for each
polarization. The mathematical expressions for the
normalized Floguet modal fields are introduced, and
formulations in this subsection follow [17]. The TE,
modal fields, which are referred to as the transverse
electric field to z-axis, are generated from the electric
vector potential F with only z-component. In terms of
Floguet harmonics, F can be expressed as:

E=2Aexp[—j(k x+kymny+kzmnz)] )

Xmn

where A is a constant and Ky, kym, are the mode
wave numbers for the TE,,,, Floquet mode. For a
rectangular grid, the mode wave numbers for the (m, n)
Floguet mode are given by:

Kem =Ko +2mz/a, Kk, =kq+2n7/b, 8)
where a and b are intervals on the xy-plane respectively
and analogous to the unit cell size in x- and y-directions
in our modeling; m and n are integers varying from —co
to +o0; ko and k,,, are two constants that determine the
progressive phase shift between the nearby cells and are
related to the intended direction of radiation (8, ¢g).
This yields,

Ko =Kosing,cosdy,  k,=ksingsing.  (9)
Then, the wave number along z-direction is expressed as:

I(zzmn = kZ - I(fmn - kimnv (10)
where k is the wave number in the medium. It is noted
that the propagation direction of the Floquet modal fields
is parallel to the vector Emn as follows:

Rm” = kamn + ykymn + 2\kzmn' (11)

he electric fields are derived by solving the relation
= —V x F. This yields,

E = jA()A(kymn - ykxmn)exp(_jlz'r)y (12)

where F=xX+yy+zZ. The magnetic fields are also

-
E



determined by the Maxwell equation:
VxE =—jouH, (13)

as
2

%]exp(— jKer), (19)

zmn

ﬁ = JAYn:II;wE [)zkxmn + ykymn -1
where Y,TE is the modal admittance for the TE,,,,
Floquet mode, and given by:

Ym-l;lE = kzmn /((()ﬂ) (15)
The modal fields are normalized by choosing the
constant term A such that the complex power through the
Floquet port becomes equal to the complex conjugate of
the modal admittance of the TE,,,,,, mode. This yields,

JJ(ExH 2axay=vE. (16)
port
Substituting (12) and (14) into (16) yields,
Aot 17)

j\'ab(kz _kzzmn)

Finally, using (17) in (12), the TE, modal fields are re-
expressed as:

E:Mexp(—ﬂz'r)- (18)

Jab(kz —K2)
The TM,, Floquet modal fields can be also solved from
the magnetic vector potential 4, which is expressed as:
A=1B exp(—le-F), (19)
where B is a constant. Applying the relation H = V x 4

and the Maxwell equation V x H = jweE, the modal
admittance is obtained by:
Yon' = O6[Kypy (20)
Using a similar procedure as above, the TM, Floquet
modal fields are expressed as:
ﬁ _ ( Xkymn + ykxmn) exp (—JIZ'F) (21)
Jab(kz —KkZ)
In the context of our modeling, two factors are
considered. First, the unit-cell size (a X b) is determined
based on the density of plants, the row spacing, and
the average plant spacing. Also, since k,,,, is real or
imaginary depending on the wavelength and the unit-cell
size, it is essential to include all the propagation modes
and exclude the evanescent modes [12]. This improves
simulation efficiency and interpretation of the S-
parameters of interests. Second, we utilize the S-
parameter of the zeroth order Floquet mode (m =n =
0), which propagates along our intended angle (6, ¢,),
as shown in Fig. 3.

C. Generalized scattering matrix

The HFSS solution provides us with S-parameters
which are cast in the form of a generalized scattering
matrix (GSM), as shown in Fig. 4, where a,,,, and b,,,,,
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are the incident voltage vectors at the two Floquet ports
and ¢, and d,,, are the reflected voltage vectors
corresponding to a,,, and b,,,,. The S-matrix interrelates
the TE, (h-pol) and TM,, (v-pol) Floguet modes, where
S11 and S,, are the reflection coefficients, and S;, and
S, are the transmission coefficients. Also, the coupling
effect with two different polarizations is given in the
GSM.

Floquet Port #1

Unit Cell
Transmission Line
Axis
v

. Direction of
Plane wave

Floquet Port #2

Fig. 3. Field overlays of the zeroth order Floquet mode
with scan angle (6, ¢¢) = (40°,90°).

TETE QTETM  QTETE  QTETM
e "‘n ‘SLZ ‘S\: 'S\: fre —l

. TMTE  oTMTM  oTMTE  oTMIM
Cra |_| S0 8, Sy S, G
e Cond U’-‘E S:‘TIF TE Is-:f‘F ™ SL'ETF S;f:F ™ bTE
- d S:V.TF SI\I‘TV ls-"l:\‘ TE lS-L\! ™ b
PBC 1 PBC ™ a1 a1 b n '
(Master) L (Slave) (b)
L S:FPL:1 5:FP1:2 S:FP2:1 S:FP2:2
Gy B FP1:1 00119 00004 09935  0.0004
y FP1:2 00008 00417 00005  0.7527
[Pz
z FP2:1 09935 00003 00119  0.0007
FP2:2 0.0004 0.7528 0.0004 0.0412
(a) (©

Fig. 4. (a) Configuration of the unit cell. (b) Generalized
scattering matrix. (c) HFSS solution.

Therefore, we obtain the S-parameters for the
vegetation canopy case consisting of an infinite number
of 3D structures which represent the plants that make up
the canopy of a row crop. The transmissivity, y, of the
vegetation canopy is computed as:

7 :[|Slhzh|2 +|Slhzv i Sy ’ +|Sl"2V 2}/2, (22)

7v:|slvzvz’ 7/h:|81h2h|2’ (23)
where the superscripts and subscripts u,v,and h
denote the unpolarized, vertically-polarized (v-pol),
and horizontally-polarized (h-pol) transmissivities,
respectively, and the denominator 2 is the total excitation
power of two polarizations from Port 2. In detail, we
assign the same power of 1 W to each TEy, and TM,
Floquet mode.

+

I11. VALIDATON AND SIMULATIONS
Our method is validated with analytical solutions
and then compared with results from [9-10, 18].
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A. 2-layer and 3-layer case

A 2-layer case (air and soil) is simulated to compute
the Fresnel reflectivity and transmissivity as shown in
Fig. 5. The analytical solutions for [S;;]|? and |S,,|?
when the wave propagates from Port 1 to Port 2 are
computed as:

ISu|" =|Ry[*  for v-pol and h-pol, (24)
g2zt _Im[;/zz] T2“1|2 for h-pol,
2 Im[}/lz]
R I S @)
o2t Y21/ €2 Tzv12 for v-pol,
Im[7,,/&]

where R is the Fresnel reflection coefficient, T is the
transmission coefficient, subscripts 1 and 2 denote air
and soil respectively, y (= a +jB) is the complex
propagation constant consisting of the attenuation
constant (&, Np/m) and the phase constant (8, rad/m),
d is the soil depth, and the soil attenuation constant a,,
along the z-direction is calculated by:

vi=a+jp :\/_a)zgi/uo' i=12
yiz:aiz-l_jﬂiz:\j}/iz_yii' (26)
7/2x =}/1x = jklsmei’
where & is the complex permittivity.
The analytical solutions for |S,,|? and |S;,|?> when
the waves propagate from Port 2 to 1 are computed as:

|S,,|" =e*|R,,[" for v-pol and h-pol,  (27)

2020 g-203h Im [71z ]

T'[*  for h-pol,
|m[7’zz] 12| (28)
“2a,d o204, |m[71z/§1]

° ¢ |m[}/22/§2]

where h is the height of air layer, and the attenuation
constants for each layer are calculated using (26) with
Vi =i =’ Re[&,] ,sin? 6, . Figures 6 and 7 show
that the reflected or transmitted power can be computed
accurately using our method.

T

|Slz|2 = ,
for v-pol,

v
T12

Port 1
42 cm
| 7————
9.6 cm
Port 2

Fig. 5. HFSS model for the 2-layer case (soil and air)
where the soil relative complex permittivity &, s,y =
18 — j3 at the operation frequency of 1.41 GHz.
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0.8+
_ 067 TTh < g !
= B _ 1
) L d
04+ -4 '
— Analytical h-pol N I
= = +Analytical v-pol \n 1
027 | o HFsS h-pol \
o HFSS v-pol \_-{,
0 1 L L L
0 20 40 60 80
Incidence angle 91 (degrees)
(a) Reflection coefficient
1 ; ;
—Analytical h-pol
| = = +Analytical v-pol | |
0.8 O HFSS h-pol
o HFSS v-pol

0 20 40 60 80
Incidence angle 91 (degrees)

(b) Transmission coefficient

Fig. 6. Reflection coefficient |S;;| and transmission
coefficient |S,, | of the 0"-order Floquet mode when the
wave propagates downward in Fig. 5.

A 3-layer case where the vegetation canopy is added
between the soil layer and the air layer in the unit cell as
shown in Fig. 8 is also simulated to illustrate the effect
of scattering.

In the homogeneous layer case, the vegetation
canopy is treated as a homogeneous medium with an
effective permittivity. The effective permittivity &.¢ (=
1.98 —j0.35) is obtained by:

g =y o (29)

_ air
Eett = ¢ stem 1

Vtotal ! Vtotal

where the dimension of cylinder is 1.5 cm in radius
and 30 cm in height, the volume fraction of cylinder
(stem) is 7.1% (Viora = 3 X 1073 m3, V,;. = 2.788 X
1073 m3 and Vyen =2.12x107*m3), and the
cylinder’s relative permittivity is e, = 15 — j15 [10].
The analytical solution for |S;;| in the homogeneous
layer case is computed as [19]:

R = Re * R (30)
1+R,Re 7"

where Rl js the total reflection coefficient of the wave
propagating upward in medium 1 (air), R;, and R, are




the half-space reflection coefficients at each interface,
and h is the vegetation canopy’s height.

0.4 " i
— Analytical h-pol
= = +Analytical v-pol
03+ O HFSS h-pol
o HFSS v-pol
S 0.2
2]

015

40 60 80
Incidence angle 91 (degrees)

(a) Reflection coefficient

0 20

0.4 T T
o — Analytical h-pol
):{'. = = +Analytical v-pol
0.34 o o HFSS h-pol
' O HFSS v-pol
Yool
» 0.2
0.1+
O L
0 20 40 60 80

Incidence angle 01 (degrees)

(b) Transmission coefficient
Fig. 7. Reflection coefficient |S,,| and transmission

coefficient |S;,| of the 0"-order Floquet mode when the
wave propagates upward in Fig. 5.

PorI1 Port 1

(@) (b)

Fig. 8. HFSS model for the 3-layer case when the wave
propagates downward from Port 1 to Port 2: (left) the
homogeneous layer case (right) and the stem case.

In the stem case, where the vegetation canopy
consists of an infinite number of finite-length cylinders,
the incident wave from Port 1 induces currents on the
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cylinders, which generate the scattered radiation.
Therefore, |S;;| in this case accounts for vegetation
scattering and coherency induced by scattering between
the stem and the soil surface. Fig. 9 shows that first,
the results of the two approaches (analytical solution
and homogeneous layer case) are in good agreement.
Second, the reflectivity simulated using the homogenous
layer and effective permittivity based on the volume
fraction of air to stem is not the same as the reflectivity
of the more realistic vegetation canopy (stem).

—Analytical
08/l o HFSS €off

O HFSS stem

o0

0 L L L L

0 20 40 60 80
Incidence angle 01 (degrees)
(a) H-pol
1
—Analytical
08 L [u] HFSS Eeff O_
O HFSS stem

0 L L L L
0 20 40 60 80
Incidence angle 61 (degrees)
(b) V-pol

Fig. 9. Reflection coefficient |S;;| of the 0™-order
Floquet mode for each polarization when the wave
propagates downward in Fig. 8.

B. Grass canopy

Two cases, as shown in Fig. 10 are compared with
each other: the randomly distributed case was studied
using the NMM3D (numerical Maxwell model in 3D
simulations) [10], and the periodically distributed case is
simulated in this work using the HFSS model.

Parameters used in these two cases are as follows:
the cylinder has a radius of 1 mm, length of 30 cm,
and relative complex permittivity of 30.7 — 5.5, the
operation frequency is 5.4 GHz (C-band), the density is
2122 cylinders per m?, and the incidence angle is 40°.
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These parameters represent the water column density of
a 1kg - m~2 grass canopy. The transmissivity of the grass
canopy is computed by using the HFSS model, as shown
in Fig. 11.

d
T 7 ;7 ST
(a)
il mm tz i j217cm

Fig. 10. One layer consisting of long and thin cylinders
(@ randomly distributed [10] and (b) periodically
distributed with a spacing of 2.17 cm between cylinders
in both directions.

2.17 cm
[
30cm Q

‘i.y 10.8 cm

wa /g

R1 mm|

@ (b)

Fig. 11. Schematic of HFSS model for the grass canopy:
(@) front view and (b) top view.

Table 1 shows the comparison between our method
and the NMM3D for the cases of Fig. 10. The
transmissivity found using our method for the
periodically distributed case (0.78) is similar to, but not
the same as, the transmissivity found using the NMM3D
for the randomly distributed case (0.70). However, the
standard deviation of multiple realizations of the
randomly-distributed case is 0.2. We hypothesize that
more coherent wave interactions take place among the
vegetation scatters in the periodically distributed case
than in the randomly distributed case.

For the model in Fig. 10 (b), we also compute the
transmissivity for each polarization as a function of
frequency. Figure 12 shows that the transmissivity
decreases as the frequency increases. In other words, the
grass vegetation canopy is increasingly opaque as the
wavelength becomes shorter. Also, the loss for the

ACES JOURNAL, Vol. 36, No. 6, June 2021

vertical polarization is greater than the horizontal
polarization since the vegetation canopy consists of
vertically-oriented stems.

Table 1: Transmissivity at an incident angle 40° for the
grass canopy. T = —cosf Ilny

Methodology / HFSS / NMM3D /
Distribution Periodically | Sparsely [10]
Transmissivity (y) 0.78 0.70
VOD (1) 0.64 0.89
1 -~
>08F ~ RS S~<
e Tl
206F e T
=
s T
R — e R
= = = -unpolarized -
0.2F  fowen v-pol
0

Frequency (GHz)

Fig. 12. Transmissivity at an incident angle 40° for the
grass canopy as a function of frequency (f: 1 — 8 GHz,
A:30 cm — 3.75 cm).

C. Corn canopy

Experimental observations for the vegetation canopy
consisting of vertically oriented stalks were conducted in
[9]. Parameters are as follows: row spacing is 76 cm,
average plant spacing is 19.8 cm, average plant height is
2.7 m with average diameter 1.7 cm, relative complex
permittivity is 16.9 — j5.6, and the operation frequency
is 1.62 GHz. Based on these parameters, the HFSS model
is created, as shown in Fig. 13.

The radiation excited from the Floquet port is set
up to propagate at 8 = 20°,40°,60°, and ¢ = 90° in
accordance with the measurement set-up in the literature.
The loss L in dB for the corn canopy can be computed
as:

L, =-20log(|syy]). L, =-20log(|s]). (31)
Table 2 shows the comparison between our method
and the experimental observation. First, our simulation
results are in the range of the measured data. Second, h-
pol loss is less than v-pol loss. Also, it is observed that
the loss increases as the incidence angle increases for the
v-pol, whereas h-pol does not exhibit the same pattern.

We hypothesize this is because the stem diameter of 1.7
cm is small compared to the wavelength of 18.5 cm.
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&y 18.5cm 76.cm
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©
270 cm G{_m] cm §
18.5cm
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Fig. 13. Schematic of HFSS model for the corn canopy:
(@) front view and (b) top view.

Table 2: Loss for the corn canopy where the experiment
result presents the mean value of the measured loss and
the +25% confidence interval

Incident V-pol loss
angle Experiment [9] HFSS
20° 1.4 dB (1.0-1.7 dB) 1.0dB
40° 5.3dB (3.3-9.2 dB) 6.3 dB
60° | 85dB (65-11.9dB) 9.0 dB

Incident H-pol loss
angle Experiment [9] HFSS
20° 0.7 dB (0.2—1.3 dB) 0.4 dB
40° 0.7 dB (0—1.7 dB) 0.2dB
60° 1.2 dB (0.3-2.0 dB) 0.3dB

1V. CONCLUSION

We used a method consisting of Floquet ports
and periodic boundary conditions to model a layer of
vegetation where an infinite number of vegetation
elements (plants) are arrayed in the x- and y-direction
like in a row crop. The scattered fields and its coherent
interactions are considered by solving Maxwell’s
equations directly using HFSS, and the transmissivity is
computed by utilizing the S-parameters. The simulation
results from our proposed model and the NMM3D model
for a grass canopy, as well as experimental measurements
of a corn canopy, are similar. Some of the differences are
likely due to the periodicity enforced in our method,
which limits the distribution of vegetation elements
within rows, when in reality the in-row spacing between
elements is somewhat random. Our method could be
used to find the transmissivity of different crops. In the
future, we plan to enhance our plant models by adding
leaf-like structures to the cylinders (stalks). We hope our
method can eventually be used to find more realistic
values of the parameters of the 7 — w model used by
SMOS and SMAP and consequently improved retrievals
of soil moisture and VOD in croplands.
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