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Abstract – This paper presents a method based on the
support vector regression (SVR) model and grey wolf
optimizer (GWO) algorithm to efficiently predict the
monostatic radar cross-section (mono-RCS) of complex
objects over a wide angular range and frequency band.
Using only a small-size of the mono-RCS data as the
training set to construct the SVR model, the proposed
method can predict accurate mono-RCS of complex
objects under arbitrary incident angle over the entire
three-dimensional space. In addition, the wideband pre-
diction capability of the method is significantly enhanced
by incorporating the meta-heuristic algorithm GWO.
Numerical experiments verify the efficiency and accu-
racy of the proposed SVR-GWO model over a wide fre-
quency band.

Index Terms – Complex objects, grey wolf optimizer,
machine learning, radar cross-section, support vector
regression.

I. INTRODUCTION
Radar cross-section (RCS) is one of the most impor-

tant concepts in radar stealth technology [1], and the
traditional methods for RCS estimation can be divided
into two categories. One type is the full-wave numerical
method, which has high accuracy but is time-consuming
and computationally expensive. The other one is the
high-frequency approximate method, which is fast but
precision-limited. A common shortage of these meth-
ods is the incapability to accomplish the RCS of radar
targets in real-time, especially for the monostatic RCS
(mono-RCS) prediction of complex objects because it
usually takes long computation time for each incident

angle repeatedly. Therefore, new approaches are required
to address the problem of real-time mono-RCS compu-
tation.

Due to the regression capability of nonlinear fit-
ting and generalization ability, machine learning (ML)
has recently been applied in solving computational
electromagnetics (EM) problems. An essential benefit
of ML is that once the relationship has been estab-
lished between the input and output spaces, the results
for any other given inputs can be predicted instanta-
neously, which could save computation resources mas-
sively. Researchers have proposed ML models for EM
solver design [2], repairing damaged receivers’ data [3],
and low scattering meta-surface design [4], etc. ML has
also been applied in RCS prediction [5–10], but the exist-
ing techniques still have some limitations. For instance,
8326 samples are required for a single frequency point
in [5], which may not be applicable for computationally
expensive EM problems. The ML models in [6, 7] are
effective only when the direction of the incident wave
varies in one direction (θ or ϕ direction), which ignore
the mono-RCS variation in the entire space. The physics-
inspired model in [9] is suitable for the mono-RCS esti-
mation at a single frequency point, while its wideband
performance is not further considered. [10] discusses
the RCS prediction over a wide frequency band, but the
aspect angle variation range is only 10 degrees, and the
sampling interval is very close (0.2-degree step), which
results in massive computational costs. To the best of
our knowledge, few works have been found to solve the
problem of fast and accurate mono-RCS prediction in
real-time using ML over a wide range of incident angles
and wide frequency bands simultaneously.
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This work proposes an alternative method that com-
bines the support vector regression (SVR) model and
grey-wolf optimizer (GWO) [11] to predict the mono-
RCS of complex targets under any incident angle over
a wide frequency band. The proposed method employs
the SVR model to establish the approximate function
between mono-RCS and incident angle and frequency,
i.e., RCS (θ , ϕ , f). The metaheuristic algorithm GWO
is applied to accomplish the parameter optimization of
the SVR model and achieves better prediction ability in
comparison with other metaheuristic algorithms. Unlike
the existing deep learning (DL) algorithms that need
enormous datasets, the new SVR-GWO model achieves
high-accuracy prediction and has robust generalization to
unknown samples by using small-sized training datasets,
which is crucial for mono-RCS prediction of complex
targets that need extensive computation. With a well-
trained SVR- GWO model, for arbitrary angle of inci-
dence, the mono-RCS of complex targets over a wide fre-
quency band can be predicted with good accuracy almost
in real time.

II. SVR-GWO METHOD
In order to achieve fast prediction of wideband

mono-RCS of complex targets under the arbitrary inci-
dent angle, the SVR model representing the nonlinear
relationship between the mono-RCS and input parame-
ters, i.e., the operating frequency f and the angle of inci-
dence (θ , ϕ), should be first constructed. Typical mono-
RCS data need to be sampled within the target frequency
band and angular range, and the approximation function
of the mono-RCS and input parameters can be repre-
sented [12] as:

f (xi) = wT
φ (xi)+b, (1)

where φ(xi) is the nonlinear function of the input param-
eter vector xi that consists of f, θ , and ϕ , and f (xi) is
the output of the SVR model; i.e. the predicted value of
mono-RCS for the target. wT and b are weight and bias
vectors, respectively.

As shown in Fig. 1, the SVR model assumes that
a deviation of at most ε between the predicted value of
the mono-RCS and its true value (obtained from accurate
numerical calculations) can be tolerated, which is called
the ε-tube. The slack variable ξ is often introduced to
measure the deviation of data points beyond the ε-tube,
representing a soft margin that the SVR model allows
some samples not to satisfy the constraints [13]. Thus,
the SVR model aims to optimize the following con-
strained target function [12]:

min
w,b

1
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Fig. 1. Diagram of the SVR model.

where yi is the true value of mono-RCS, and C is a con-
stant called the penalty parameter. When C is infinitely
large, equation (2) forces all samples to fulfill constraints
but tends to cause the model overfitting. If C has a finite
value, the model allows some samples not to fall into the
ε-tube, and the variables ξ∨

i and ξ∧
i determine the allow-

able deviation below and above the ε-tube, respectively.
The constrained optimization problem can be refor-

mulated into a pairwise problem form using the
Lagrangian multiplier approach. By doing so, the cor-
relation of the input and output of the SVR model [12]
becomes:

f (xi) =
N

∑
i=1

(αi, α
∗
i )K(x, xi)+b, (3)

where αi and α∗
i are the Lagrangian multipliers. K(x, xi)

is the kernel function, representing the inner product of
xi and x j in their feature space φ(xi) and φ(x j).

In this paper, the radial basis function (RBF) [12]
is chosen as the kernel function due to its capability for
nonlinear fitting and relatively fewer parameters:

K (xi, x j)=exp
(
−γ

∥∥xi−x j
∥∥2
)
. (4)

Once the SVR model is constructed, its accuracy
should be verified by the validation set. The coefficient
of determination R2 defined in [14] is applied to measure
the goodness of the SVR model:

R2= 1−∑i (yi−ŷi)
2

∑i (yi−y)2 , (5)

where ŷi is the predicted mono-RCS, and y is the mean
of the true value of mono-RCS yi. Apparently, the range
of R2 is [0, 1], and the higher the value is, the better the
model fits.

As mentioned before, the penalty parameter C and
threshold tolerance ε are crucial for constructing a high-
precision SVR model and must be pre-determined before
applying the Lagrangian multiplier approach. Similarly,
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the parameter γ in the kernel RBF should also be pre-
determined. In this paper, the recently proposed GWO
algorithm [11] is utilized to optimize the parameters of
the SVR model for better performance, and the opti-
mal solution of the target function R2 is obtained by
parameter search within the range of values of the input
parameters C, ε , and γ .

The GWO algorithm mimics the leadership hierar-
chy and hunting mechanism of grey wolves in nature. A
wolf pack is created and is used to search for the optimal
solution. In the first iteration, each individual’s position,
i.e., the values of input parameters, are randomly allo-
cated, and the corresponding R2 is calculated and ranked.
Wolf α , β , δ are assumed to learn better about the posi-
tion of the optimal solution and keep the best three solu-
tions for the current iteration. Other individuals search
for the position of the better solution based on the posi-
tions of the best three solutions [11] by

⇀
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⇀
C1·
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⇀
X (t+1)=

⇀
X 1+
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X 2+

⇀
X 3

3
, (8)

where t means the iteration number, and
⇀
A i and

⇀
C i (= 1,

2, 3) are the vectors of coefficients.
⇀
A i is a random vec-

tor with its entry being in the range of [-2,+2] and gradu-
ally shrinks toward 0 with iterations. When

∣∣∣⇀A i

∣∣∣< 1, the
individual approaches the target position; otherwise, the
individual is forced to search for the more suitable posi-
tion.

⇀
C i is a random vector with its entry being between

0 and 2, and
⇀
X is each individual’s position vector, rep-

resenting the values of input parameters.
⇀
X k (k=α,β ,δ )

denotes the position of the best three solutions, and
⇀
Dk

means the distance between the individual’s position and
the position of the best three solutions. The search and
individual sorting are repeated until the error is satisfied
or the maximum number of iteration steps is reached.
The final position of the wolf α , which is the opti-
mal solution of the input parameters in their domain, is
returned.

The flowchart of the proposed SVR-GWO method
is shown in Fig. 2. It starts from the construction of the
SVR model, then hyperparameters of the SVR model
are tuned by the GWO algorithm. By evaluating the
coefficient of determination for each individual, optimal

Fig. 2. Flowchart of the SVR-GWO method.

hypermeters are selected to update the SVR model until
reaching the final convergence.

III. NUMERICAL VALIDATION
In this section, the predicted mono-RCS of complex

targets by the SVR-GWO method are compared with
the true values from full-wave numerical calculations
to evaluate the accuracy and effectiveness of the pro-
posed model. The sampling datasets are achieved by an
in-house multilevel fast multipole algorithm (MLFMA)
accelerated volume-surface integral equation (VSIE)
solver (referred to as the VSIE-MLFMA hereinafter)
[15], and the computing platform is a personal computer
with an Intel i5-10400 2.9 GHz CPU and 16 GB RAM.
The proposed method is implemented in PyCharm.

A. Mono-RCS of a missile model
The geometry of the perfect electric conductor

(PEC) missile model is shown in Fig. 3 (a), and it is
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determined. In this paper, the recently proposed GWO 

algorithm [11] is utilized to optimize the parameters of 

the SVR model for better performance, and the optimal 

solution of the target function 𝑅2  is obtained by 

parameter search within the range of values of the input 

parameters C, ε, and γ.  
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hierarchy and hunting mechanism of grey wolves in 

nature. A wolf pack is created and is used to search for 

the optimal solution. In the first iteration, each 

individual’s position, i.e., the values of input parameters, 

are randomly allocated, and the corresponding 𝑅2  is 

calculated and ranked. Wolf α, β, δ are assumed to learn 

better about the position of the optimal solution and keep 

the best three solutions for the current iteration. Other 

individuals search for the position of the better solution 

based on the positions of the best three solutions [11] by 

{

�⃑⃑� 𝛼 = |𝐶 1 ⋅ 𝑋 𝛼 − 𝑋 (𝑡)|

�⃑⃑� 𝛽 = |𝐶 2 ⋅ 𝑋 𝛽 − 𝑋 (𝑡)|

�⃑⃑� 𝛿 = |𝐶 3 ⋅ 𝑋 𝛿 − 𝑋 (𝑡)|

,                        (6) 

{

𝑋 1 = 𝑋 𝛼 − 𝐴 1 ⋅ �⃑⃑� 𝛼

𝑋 2 = 𝑋 𝛽 − 𝐴 2 ⋅ �⃑⃑� 𝛽

𝑋 3 = 𝑋 𝛿 − 𝐴 3 ⋅ �⃑⃑� 𝛿

,                             (7) 

𝑋 (𝑡 + 1) =
�⃑� 1+�⃑� 2+�⃑� 3

3
,                           (8) 

where 𝑡 means the iteration number, and 𝐴 𝑖 and 𝐶 𝑖 (= 1, 

2, 3) are the vectors of coefficients. 𝐴 𝑖 is a random vector 

with its entry being in the range of [-2,+2] and gradually 

shrinks toward 0 with iterations. When |𝐴 𝑖| < 1, the 

individual approaches the target position; otherwise, the 

individual is forced to search for the more suitable 
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between 0 and 2, and 𝑋  is each individual’s position 

vector, representing the values of input parameters. 

𝑋 𝑘 (𝑘 = 𝛼, 𝛽, 𝛿) denotes the position of the best three 
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individual’s position and the position of the best three 

solutions. The search and individual sorting are repeated 

until the error is satisfied or the maximum number of 
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Fig. 3. The geometries of two numerical models: (a) mis-
sile and (b) SLICY.

illuminated by a vertically polarized plane wave with a
frequency varying from 0.3 to 0.7 GHz. The predicted
mono-RCS of the missile model at 0.6 GHz is first used
to demonstrate the accuracy of the SVR-GWO method
for single frequency point. Figure 4 shows good agree-
ment between predicted values and true values in a wide
angular range. The wideband performance of the pro-
posed method is verified in Fig. 5, in which the com-
parison of the mono-RCS between predicted values and
true values is shown at four different frequencies (0.325,
0.425, 0.575, and 0.675 GHz). For the training and test-
ing datasets of the model, the sampling interval of inci-
dent angle in both θ and ϕ directions is 3°, with θ vary-
ing from 0°to 90°, and ϕ varying from 0°to 360°in the
single frequency case and from 0° to 180° in the wide-
band case; the sampling interval of frequency is 0.05
GHz. In all cases, 70% of sampling data are used for
training, and 30% are used for testing. Therefore, the
sizes of sampling datasets are 3751 in the single fre-
quency case and 17,019 in the broadband prediction,
respectively.
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Fig. 4. Comparison of the predicted mono-RCS with the 

true values at 0.6 GHz for fixed elevation angles (a) θ = 

30º, (b) θ = 50º, (c) θ = 70º, (d) θ = 80º. 
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Fig. 5. Comparison of the predicted mono-RCS of the 

missile model and the true values under different 

incident angles at various frequencies: (a) θ = 75º, f = 

0.325 GHz; (b) θ = 60º, f = 0.425 GHz; (c) θ = 48º, f = 

0.575 GHz; (d) θ = 36º, f = 0.675 GHz. 
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The root mean square error (RMSE) [16] is used to 

evaluate the prediction performance of the SVR-GWO 

model, which is defined as: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)

2𝑛
𝑖=1 .                    (9) 

 

Table 1: Comparison of RMSE and cost time with 

different models 

Models 
RMSE 

(dBsm) 

Cost time 

(s) 

Proposed method 1.48 21,711 

SVR-PSO 2.17 89,568 

SVR 3.99 N/A 

BP neural network  2.51 51,84 

GPR 1.71 13,053 

PCE 3.41 1,673 

LRA 5.10 476 

 

The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 
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the efficacy of the proposed method. The RMSE of the 
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of the SVR and the SVR-PSO models, respectively, and 
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algorithms in similar literatures or other ML benchmark 

techniques, the RMSE of the missile model is also 

reduced from 13% to 71%.  
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Fig. 4. Comparison of the predicted mono-RCS with the 

true values at 0.6 GHz for fixed elevation angles (a) θ = 

30º, (b) θ = 50º, (c) θ = 70º, (d) θ = 80º. 
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predicted values and true values is shown at four 
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GHz). For the training and testing datasets of the model, 
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interval of frequency is 0.05 GHz. In all cases, 70% of 

sampling data are used for training, and 30% are used for 

testing. Therefore, the sizes of sampling datasets are 

3751 in the single frequency case and 17,019 in the 

broadband prediction, respectively. 
The root mean square error (RMSE) [16] is used to 

evaluate the prediction performance of the SVR-GWO 

model, which is defined as: 
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BP neural network  2.51 51,84 
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PCE 3.41 1,673 
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The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 

propagation (BP) neural network [5-7]; the Gaussian 

process regression (GPR) model [8]; the polynomial 

chaos expansion (PCE) [17], and the low rank 

approximation (LRA) [18]. 

The comparison of different models is given in 

Table 1. The results prove the prediction accuracy and 

the efficacy of the proposed method. The RMSE of the 

SVR-GWO model is 62.9% and 31.8% lower than those 

of the SVR and the SVR-PSO models, respectively, and 

the training time is reduced by 75.8%. Compared with 

algorithms in similar literatures or other ML benchmark 

techniques, the RMSE of the missile model is also 

reduced from 13% to 71%.  
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testing. Therefore, the sizes of sampling datasets are 

3751 in the single frequency case and 17,019 in the 

broadband prediction, respectively. 
The root mean square error (RMSE) [16] is used to 

evaluate the prediction performance of the SVR-GWO 

model, which is defined as: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)

2𝑛
𝑖=1 .                    (9) 

 

Table 1: Comparison of RMSE and cost time with 

different models 

Models 
RMSE 

(dBsm) 

Cost time 

(s) 

Proposed method 1.48 21,711 

SVR-PSO 2.17 89,568 

SVR 3.99 N/A 

BP neural network  2.51 51,84 

GPR 1.71 13,053 

PCE 3.41 1,673 

LRA 5.10 476 

 

The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 

propagation (BP) neural network [5-7]; the Gaussian 

process regression (GPR) model [8]; the polynomial 

chaos expansion (PCE) [17], and the low rank 

approximation (LRA) [18]. 

The comparison of different models is given in 

Table 1. The results prove the prediction accuracy and 

the efficacy of the proposed method. The RMSE of the 

SVR-GWO model is 62.9% and 31.8% lower than those 

of the SVR and the SVR-PSO models, respectively, and 

the training time is reduced by 75.8%. Compared with 

algorithms in similar literatures or other ML benchmark 

techniques, the RMSE of the missile model is also 

reduced from 13% to 71%.  
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in which the comparison of the mono-RCS between 

predicted values and true values is shown at four 

different frequencies (0.325, 0.425, 0.575, and 0.675 

GHz). For the training and testing datasets of the model, 

the sampling interval of incident angle in both θ and φ 

directions is 3º, with θ varying from 0º to 90º, and φ 

varying from 0º to 360º in the single frequency case and 

from 0º to 180º in the wideband case; the sampling 

interval of frequency is 0.05 GHz. In all cases, 70% of 

sampling data are used for training, and 30% are used for 

testing. Therefore, the sizes of sampling datasets are 

3751 in the single frequency case and 17,019 in the 

broadband prediction, respectively. 
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The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 

propagation (BP) neural network [5-7]; the Gaussian 

process regression (GPR) model [8]; the polynomial 

chaos expansion (PCE) [17], and the low rank 

approximation (LRA) [18]. 

The comparison of different models is given in 

Table 1. The results prove the prediction accuracy and 

the efficacy of the proposed method. The RMSE of the 

SVR-GWO model is 62.9% and 31.8% lower than those 

of the SVR and the SVR-PSO models, respectively, and 

the training time is reduced by 75.8%. Compared with 

algorithms in similar literatures or other ML benchmark 

techniques, the RMSE of the missile model is also 

reduced from 13% to 71%.  
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SVR model without any optimizer; the backward 
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30º, (b) θ = 50º, (c) θ = 70º, (d) θ = 80º. 
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in which the comparison of the mono-RCS between 

predicted values and true values is shown at four 
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GHz). For the training and testing datasets of the model, 

the sampling interval of incident angle in both θ and φ 

directions is 3º, with θ varying from 0º to 90º, and φ 

varying from 0º to 360º in the single frequency case and 

from 0º to 180º in the wideband case; the sampling 

interval of frequency is 0.05 GHz. In all cases, 70% of 

sampling data are used for training, and 30% are used for 

testing. Therefore, the sizes of sampling datasets are 

3751 in the single frequency case and 17,019 in the 

broadband prediction, respectively. 
The root mean square error (RMSE) [16] is used to 

evaluate the prediction performance of the SVR-GWO 

model, which is defined as: 
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The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 

propagation (BP) neural network [5-7]; the Gaussian 

process regression (GPR) model [8]; the polynomial 

chaos expansion (PCE) [17], and the low rank 

approximation (LRA) [18]. 

The comparison of different models is given in 

Table 1. The results prove the prediction accuracy and 

the efficacy of the proposed method. The RMSE of the 

SVR-GWO model is 62.9% and 31.8% lower than those 

of the SVR and the SVR-PSO models, respectively, and 

the training time is reduced by 75.8%. Compared with 

algorithms in similar literatures or other ML benchmark 

techniques, the RMSE of the missile model is also 

reduced from 13% to 71%.  
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The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 

propagation (BP) neural network [5-7]; the Gaussian 

process regression (GPR) model [8]; the polynomial 

chaos expansion (PCE) [17], and the low rank 

approximation (LRA) [18]. 

The comparison of different models is given in 

Table 1. The results prove the prediction accuracy and 

the efficacy of the proposed method. The RMSE of the 

SVR-GWO model is 62.9% and 31.8% lower than those 

of the SVR and the SVR-PSO models, respectively, and 

the training time is reduced by 75.8%. Compared with 

algorithms in similar literatures or other ML benchmark 
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Fig. 5. Comparison of the predicted mono-RCS of the
missile model and the true values under different incident
angles at various frequencies: (a) θ = 75°, f = 0.325 GHz,
(b) θ = 60°, f = 0.425 GHz, (c) θ = 48°, f = 0.575 GHz,
and (d) θ = 36°, f = 0.675 GHz.

The root mean square error (RMSE) [16] is used to
evaluate the prediction performance of the SVR-GWO
model, which is defined as:

RMSE=

√
1
n

n

∑
i=1

(ŷi−yi)
2. (9)

The RMSE and the cost time of the missile model
were also calculated using following methods: The SVR
model optimized by particle swarm optimizer (PSO); the
SVR model without any optimizer; the backward prop-
agation (BP) neural network [5–7]; the Gaussian pro-
cess regression (GPR) model [8]; the polynomial chaos
expansion (PCE) [17], and the low rank approximation
(LRA) [18].

The comparison of different models is given in
Table 1. The results prove the prediction accuracy and

Table 1: Comparison of RMSE and cost time with differ-
ent models

Models RMSE
(dBsm)

Cost Time (s)

Proposed method 1.48 21,711
SVR-PSO 2.17 89,568

SVR 3.99 N/A
BP neural network 2.51 51,84

GPR 1.71 13,053
PCE 3.41 1,673
LRA 5.10 476
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the efficacy of the proposed method. The RMSE of the
SVR-GWO model is 62.9% and 31.8% lower than those
of the SVR and the SVR-PSO models, respectively, and
the training time is reduced by 75.8%. Compared with
algorithms in similar literatures or other ML bench-
mark techniques, the RMSE of the missile model is also
reduced from 13% to 71%.

To evaluate the regression performance of the SVR-
GWO model, Figs. 6 and 7 (a) show the deviation of the
predicted mono-RCS of the missile model from the accu-
rate ones by the VSIE-MLFMA solver at a single fre-
quency (0.6 GHz) and at four typical frequencies (0.325,
0.425, 0.575, and 0.675 GHz) within a wide frequency
band. Two types of validation datasets of the same size
(2024) are used in Fig. 6. One dataset is generated by
using uniform sampling, and the other one is obtained
from random sampling. The RMSEs of the uniform
and random samplings are 0.65 and 0.92 dBsm, respec-
tively, while the training time used in both sampling
schemes is almost the same (900 seconds). The results
clearly indicate that the uniform sampling scheme is bet-
ter for the proposed model. Numerical simulations also
show that once the SVR-GWO model is well trained,
it can predict the mono-RCS of over 2000 samples per
second, which means nearly real-time RCS calculation
capability.
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wide angular range. The wideband performance of the 

proposed method is verified in Fig. 5, 
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Fig. 4. Comparison of the predicted mono-RCS with the 

true values at 0.6 GHz for fixed elevation angles (a) θ = 

30º, (b) θ = 50º, (c) θ = 70º, (d) θ = 80º. 
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Fig. 4. Comparison of the predicted mono-RCS with the 

true values at 0.6 GHz for fixed elevation angles (a) θ = 

30º, (b) θ = 50º, (c) θ = 70º, (d) θ = 80º. 
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Fig. 5. Comparison of the predicted mono-RCS of the 

missile model and the true values under different 

incident angles at various frequencies: (a) θ = 75º, f = 

0.325 GHz; (b) θ = 60º, f = 0.425 GHz; (c) θ = 48º, f = 

0.575 GHz; (d) θ = 36º, f = 0.675 GHz. 

 

in which the comparison of the mono-RCS between 

predicted values and true values is shown at four 

different frequencies (0.325, 0.425, 0.575, and 0.675 

GHz). For the training and testing datasets of the model, 

the sampling interval of incident angle in both θ and φ 

directions is 3º, with θ varying from 0º to 90º, and φ 

varying from 0º to 360º in the single frequency case and 

from 0º to 180º in the wideband case; the sampling 

interval of frequency is 0.05 GHz. In all cases, 70% of 

sampling data are used for training, and 30% are used for 

testing. Therefore, the sizes of sampling datasets are 

3751 in the single frequency case and 17,019 in the 

broadband prediction, respectively. 
The root mean square error (RMSE) [16] is used to 

evaluate the prediction performance of the SVR-GWO 

model, which is defined as: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (�̂�𝑖 − 𝑦𝑖)

2𝑛
𝑖=1 .                    (9) 

 

Table 1: Comparison of RMSE and cost time with 

different models 

Models 
RMSE 

(dBsm) 

Cost time 

(s) 

Proposed method 1.48 21,711 

SVR-PSO 2.17 89,568 

SVR 3.99 N/A 

BP neural network  2.51 51,84 

GPR 1.71 13,053 

PCE 3.41 1,673 

LRA 5.10 476 

 

The RMSE and the cost time of the missile model 

were also calculated using following methods: The SVR 

model optimized by particle swarm optimizer (PSO); the 

SVR model without any optimizer; the backward 

propagation (BP) neural network [5-7]; the Gaussian 

process regression (GPR) model [8]; the polynomial 

chaos expansion (PCE) [17], and the low rank 

approximation (LRA) [18]. 

The comparison of different models is given in 

Table 1. The results prove the prediction accuracy and 

the efficacy of the proposed method. The RMSE of the 

SVR-GWO model is 62.9% and 31.8% lower than those 

of the SVR and the SVR-PSO models, respectively, and 

the training time is reduced by 75.8%. Compared with 

algorithms in similar literatures or other ML benchmark 

techniques, the RMSE of the missile model is also 

reduced from 13% to 71%.  
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Fig. 6. Deviation of the predicted values from the accu-
rate mono-RCS of the missile at a single frequency: (a)
Uniform sampling and (b) random sampling.
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(a) Uniform sampling, (b) random sampling. 

 

To evaluate the regression performance of the SVR- 

GWO model, Figs. 6 and 7 (a) show the deviation of the 

predicted mono-RCS of the missile model from the 

accurate ones by the VSIE-MLFMA solver at a single 

frequency (0.6 GHz) and at four typical frequencies 

(0.325, 0.425, 0.575, and 0.675 GHz) within a wide 

frequency band. Two types of validation datasets of the 

same size (2024) are used in Fig 6. One dataset is 

generated by using uniform sampling, and the other one 

is obtained from random sampling. The RMSEs of the 

uniform and random samplings are 0.65 and 0.92 dBsm, 

respectively, while the training time used in both 

sampling schemes is almost the same (900 seconds). The 

results clearly indicate that the uniform sampling scheme 

is better for the proposed model. Numerical simulations 

also show that once the SVR-GWO model is well 

trained, it can predict the mono-RCS of over 2000 

samples per second, which means nearly real-time RCS 

calculation capability. 

 

B. Mono-RCS of the SLICY model 

The geometry of the second example (a PEC SLICY 

[19] model), is shown in Fig. 3 (b), and a vertically 

polarized plane wave illuminates the target with the 

frequency varying from 0.6 to 1.4 GHz. To obtain the 

dataset used for training and testing, the sampling 

interval of frequency is 0.1 GHz. At each sampling 

frequency, the incident angles in both θ and φ directions 

vary from 0º to 90º with a 3º sampling interval. 70% of 

the samplings are used for training, and 30% are used for 

testing. Therefore, the size of the dataset is 8649. 
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Fig. 7. Deviation of the predicted values from the 

accurate mono-RCS of complex targets within a wide 

frequency band: (a) Missile model, (b) SLICY model. 

 

Table 2: Comparison of RMSE and cost time with 

different models 

Models 
RMSE 

(dBsm) 

Cost time 

(s) 

Proposed method 1.42 7,600 

SVR-PSO 1.75 16,933 

SVR 2.28 N/A 

BP neural network  3.26 3,167 

GPR 2.24 5,573 

PCE 4.19 1,254 

LRA 3.33 423 

 

The mono-RCS values at four typical working 

frequencies (0.65, 0.75, 1.15, and 1.35 GHz) are selected 

for validation. For each frequency point, the incident 

angles θ and φ run from 0º to 90º, and the sampling 

interval in θ and φ directions are 3º and 1º, respectively. 

So the size of the validation dataset is 11,284. A 

comparison of the results between the RCS predicted by 

the SVR-GWO model and those calculated by the VSIE-

MLFMA solver is shown in Fig 8, and the predicted 

results are found in good agreement with the accurate 

values. 
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Fig. 8. Comparison of the predicted mono-RCS of the 

SLICY model and the true values under different 

incident angles at various frequencies. (a) θ = 45º, f = 

0.65 GHz. (b) θ = 51º, f = 0.95 GHz. (c) θ = 81º, f = 1.15 

GHz. (d) θ = 66º, f = 1.35 GHz.  
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reduced by 55.1%. It is seen that as the size of training 

data increases, the convergence speed of the GWO is 

faster compared to the PSO. Compared with algorithms 
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performance of the SVR- GWO model for the validation 

datasets of the SLICY model; again, the results indicate 

Fig. 6. Deviation of the predicted values from the 

accurate mono-RCS of the missile at a single frequency: 

(a) Uniform sampling, (b) random sampling. 

 

To evaluate the regression performance of the SVR- 

GWO model, Figs. 6 and 7 (a) show the deviation of the 

predicted mono-RCS of the missile model from the 

accurate ones by the VSIE-MLFMA solver at a single 

frequency (0.6 GHz) and at four typical frequencies 

(0.325, 0.425, 0.575, and 0.675 GHz) within a wide 

frequency band. Two types of validation datasets of the 

same size (2024) are used in Fig 6. One dataset is 

generated by using uniform sampling, and the other one 

is obtained from random sampling. The RMSEs of the 

uniform and random samplings are 0.65 and 0.92 dBsm, 

respectively, while the training time used in both 

sampling schemes is almost the same (900 seconds). The 

results clearly indicate that the uniform sampling scheme 

is better for the proposed model. Numerical simulations 

also show that once the SVR-GWO model is well 

trained, it can predict the mono-RCS of over 2000 

samples per second, which means nearly real-time RCS 

calculation capability. 

 

B. Mono-RCS of the SLICY model 

The geometry of the second example (a PEC SLICY 

[19] model), is shown in Fig. 3 (b), and a vertically 

polarized plane wave illuminates the target with the 

frequency varying from 0.6 to 1.4 GHz. To obtain the 

dataset used for training and testing, the sampling 

interval of frequency is 0.1 GHz. At each sampling 

frequency, the incident angles in both θ and φ directions 

vary from 0º to 90º with a 3º sampling interval. 70% of 

the samplings are used for training, and 30% are used for 

testing. Therefore, the size of the dataset is 8649. 

 

-30 -20 -10 0 10

-30

-20

-10

0

10
 predicted mono-RCS

 yi=yi

p
re

d
ic

te
d
 m

o
n
o

-R
C

S
 (

d
B

sm
)

true values of mono-RCS (dBsm)      
             (a) 

-30 -20 -10 0 10

-30

-20

-10

0

10
 predicted mono-RCS

 yi=yi

p
re

d
ic

te
d
 m

o
n
o

-R
C

S
 (

d
B

sm
)

true values of mono-RCS (dBsm)      
                  (b) 
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accurate mono-RCS of complex targets within a wide 

frequency band: (a) Missile model, (b) SLICY model. 
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The mono-RCS values at four typical working 

frequencies (0.65, 0.75, 1.15, and 1.35 GHz) are selected 

for validation. For each frequency point, the incident 

angles θ and φ run from 0º to 90º, and the sampling 

interval in θ and φ directions are 3º and 1º, respectively. 

So the size of the validation dataset is 11,284. A 

comparison of the results between the RCS predicted by 

the SVR-GWO model and those calculated by the VSIE-

MLFMA solver is shown in Fig 8, and the predicted 

results are found in good agreement with the accurate 

values. 
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Fig. 8. Comparison of the predicted mono-RCS of the 

SLICY model and the true values under different 

incident angles at various frequencies. (a) θ = 45º, f = 

0.65 GHz. (b) θ = 51º, f = 0.95 GHz. (c) θ = 81º, f = 1.15 

GHz. (d) θ = 66º, f = 1.35 GHz.  
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data increases, the convergence speed of the GWO is 

faster compared to the PSO. Compared with algorithms 

in similar literatures or other ML benchmark techniques, 

the RMSE of the SLICY model is reduced from 36.6% 

to 66.1%. Figure 7 (b) illustrates the regression 
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datasets of the SLICY model; again, the results indicate 
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Fig. 7. Deviation of the predicted values from the accu-
rate mono-RCS of complex targets within a wide fre-
quency band: (a) Missile model and (b) SLICY model.

B. Mono-RCS of the SLICY model
The geometry of the second example (a PEC SLICY

[19] model), is shown in Fig. 3 (b), and a vertically polar-
ized plane wave illuminates the target with the frequency
varying from 0.6 to 1.4 GHz. To obtain the dataset used
for training and testing, the sampling interval of fre-
quency is 0.1 GHz. At each sampling frequency, the inci-
dent angles in both θ and ϕ directions vary from 0°to
90°with a 3°sampling interval. 70% of the samplings are
used for training, and 30% are used for testing. There-
fore, the size of the dataset is 8649.

Table 2: Comparison of RMSE and cost time with differ-
ent models

Models RMSE
(dBsm)

Cost Time (s)

Proposed method 1.42 7,600
SVR-PSO 1.75 16,933

SVR 2.28 N/A
BP neural network 3.26 3,167

GPR 2.24 5,573
PCE 4.19 1,254
LRA 3.33 423

The mono-RCS values at four typical working fre-
quencies (0.65, 0.75, 1.15, and 1.35 GHz) are selected
for validation. For each frequency point, the incident
angles θ and ϕ run from 0°to 90°, and the sampling inter-
val in θ and ϕ directions are 3°and 1°, respectively. So
the size of the validation dataset is 11,284. A comparison
of the results between the RCS predicted by the SVR-
GWO model and those calculated by the VSIE-MLFMA
solver is shown in Fig. 8, and the predicted results are
found in good agreement with the accurate values.

Table 2 gives the RMSE and cost time comparison
of different models. The RMSE of the SVR-GWO is
37.7% and 18.8% lower than those of the SVR and the
SVR-PSO models, respectively, and the training time is
reduced by 55.1%. It is seen that as the size of train-
ing data increases, the convergence speed of the GWO
is faster compared to the PSO. Compared with algo-
rithms in similar literatures or other ML benchmark tech-
niques, the RMSE of the SLICY model is reduced from
36.6% to 66.1%. Figure 7 (b) illustrates the regression
performance of the SVR- GWO model for the validation
datasets of the SLICY model; again, the results indicate
high prediction accuracy of the proposed method.

In Table 3, the mono-RCS prediction capability of
the proposed method for a single frequency point is
compared with the physical-optics-inspired (POI) SVR
[9], which is a physical-inspired method. As shown in
the table, for mono-RCS prediction of target at a single



ZHANG, WANG, HE: WIDEBAND MONOSTATIC RCS PREDICTION OF COMPLEX OBJECTS USING SUPPORT VECTOR 614

Fig. 6. Deviation of the predicted values from the 
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(a) Uniform sampling, (b) random sampling. 
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uniform and random samplings are 0.65 and 0.92 dBsm, 

respectively, while the training time used in both 

sampling schemes is almost the same (900 seconds). The 

results clearly indicate that the uniform sampling scheme 

is better for the proposed model. Numerical simulations 

also show that once the SVR-GWO model is well 

trained, it can predict the mono-RCS of over 2000 

samples per second, which means nearly real-time RCS 

calculation capability. 
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[19] model), is shown in Fig. 3 (b), and a vertically 
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frequency varying from 0.6 to 1.4 GHz. To obtain the 
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SVR-PSO 1.75 16,933 

SVR 2.28 N/A 
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GPR 2.24 5,573 

PCE 4.19 1,254 
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The mono-RCS values at four typical working 

frequencies (0.65, 0.75, 1.15, and 1.35 GHz) are selected 

for validation. For each frequency point, the incident 

angles θ and φ run from 0º to 90º, and the sampling 

interval in θ and φ directions are 3º and 1º, respectively. 

So the size of the validation dataset is 11,284. A 

comparison of the results between the RCS predicted by 

the SVR-GWO model and those calculated by the VSIE-

MLFMA solver is shown in Fig 8, and the predicted 

results are found in good agreement with the accurate 

values. 
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Fig. 8. Comparison of the predicted mono-RCS of the 

SLICY model and the true values under different 

incident angles at various frequencies. (a) θ = 45º, f = 

0.65 GHz. (b) θ = 51º, f = 0.95 GHz. (c) θ = 81º, f = 1.15 

GHz. (d) θ = 66º, f = 1.35 GHz.  
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also show that once the SVR-GWO model is well 
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Fig. 8. Comparison of the predicted mono-RCS of the
SLICY model and the true values under different inci-
dent angles at various frequencies: (a) θ = 45°, f = 0.65
GHz, (b) θ = 51°, f = 0.95 GHz, (c) θ = 81°, f = 1.15
GHz, and (d) θ = 66°, f = 1.35 GHz.

Table 3: RMSE and cost time comparison of proposed
method with POI-SVR for SLICY model in 1 GHz

Model RMSE (dBsm) Cost Time (s)
SVR-GWO 0.59 373.8
POI-SVR 0.72 1240.5

frequency point, the proposed method achieves higher
accuracy while reducing the training time compared to
POI-SVR.

IV. CONCLUSION
In this paper, a method based on the SVR model

and GWO algorithm is proposed to predict monostatic
RCS with high accuracy and efficiency. Unlike the exist-
ing SVR models, the proposed SVR-GWO method can
predict the monostatic RCS of complex targets simulta-
neously in a wide range of incident angles and within
wide frequency bands. In addition, the new method needs
relatively small training datasets and less training time,
which is very important to realize real-time RCS predic-
tion for computationally expensive complex targets.
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