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Neural Network Modeling for the Reduction of Scattering Grating Lobes of
Arrays

Zhi-Xian Liu1, Wen-Hao Su1, Sheng-Jun Zhang2, and Wei Shao1

1School of Physics
University of Electronic Science and Technology of China

Chengdu, China
zxliu@std.uestc.edu.cn, suwenhao1202@163.com, weishao@uestc.edu.cn

2National Key Laboratory of Science and Technology on Test Physics and Numerical Mathematics
Beijing 100076, China
zhangsj98@sina.com

Abstract – The monostatic radar cross-section (RCS) of
an array is seriously deteriorated by the scattering grating
lobe. In this paper, the scattering grating lobe of an array
is suppressed by metal walls around elements. The arti-
ficial neural network with Fourier series-based transfer
functions is used to accelerate the design process. A 1×8
array with the patch element operating in the range from
9.4 to 10.6 GHz is studied. The monostatic RCS of the
array with designed metal walls is compared with that of
the array with no metal wall. Simulated results show that
the scattering grating lobe of the array with metal walls is
suppressed by 5.8 dB at 12 GHz, and the change of radi-
ation performance is acceptable. The design procedure
is also available for other arrays with reduced scattering
grating lobes.

Index Terms – Artificial neural network, metal wall,
radar cross-section, scattering grating lobe.

I. INTRODUCTION

With the development of the wave-absorbing mate-
rial, the radar cross-section (RCS) of a stealth platform
is suppressed effectively. The reduction of RCS of anten-
nas still remains to be challenging work. To reduce the
RCS of antennas, some effective methods have been pro-
posed. The diffusing of scattering wave based on the
metasurface is a remarkable method [1, 2]. The inci-
dent wave is diffused by the metasurface covering on
the antenna based on the phase cancellation mechanism.
Despite that, the diffusing method is not suitable for
wide-angle RCS reduction. The absorbing material is
also used to reduce RCS [3, 4]. The radiation perfor-
mance of the antenna, however, is affected because the
material also absorbs the radiated waves. One traditional
and effective tool to suppress RCS is the frequency selec-
tive surface (FSS) covering on antennas. FSS is made
as low-RCS shape to diffuse the outbound waves, and

the incident inbound wave is absorbed by the loaded
antenna, whereas the wave in the neighboring band is
also able to penetrate FSS because of the imperfect
reflection of the outbound wave. The wave with higher
frequency than the inbound wave generates noticeable
grating lobes, which highly deteriorate the wide-angle
monostatic RCS. It remains a problem for RCS reduc-
tion of uniform arrays.

Moreover, the traditional design process is often
accompanied by time-consuming full-wave simulations.
The artificial neural network (ANN) with the transfer
function (TF), as a substitute for the full-wave simula-
tion, has been used for wideband electromagnetic (EM)
modeling. By representing the wideband EM response
as TF, ANN maps the relationship between the geomet-
ric parameters and the response. The trained ANN can
obtain the EM response accurately and quickly, and it
improves the whole design efficiency.

In this paper, an array whose elements are sur-
rounded by metal walls is proposed for the design of
a low RCS array. The array is modeled based on two
branch ANNs that independently study the radiation and
scattering performances to accelerate the design proce-
dure. In addition, the Fourier series-based TF are used
in ANN modeling [5], which has the same order for all
samples and fewer coefficient orders than those of the
pole-residue-based TF [6], bringing the fast convergency
and robustness of the model. The monostatic RCS of the
array with no metal wall is also studied for comparison.
Simulated results show that the scattering grating lobes
are suppressed effectively.

II. DESIGN OF ARRAY WITH
LOW-GRATING LOBES

The scattering wave of a periodic structure with
the illuminating of a plane wave contains Floquet-Bloch
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modes, as shown in Fig. 1. The Floquet-Bloch waves
have transverse wavenumbers as

Ks = K0× sin(θ)+n× 2π
P
,n = 0,±1,±2, ..., (1)

where Ks is the transverse wavenumber of the scattering
wave, K0 is the wavenumber in vacuum, θ is the incident
angle, and P is the period of the structure. The transverse
wavenumber of the zero-order mode is the same as that
of the incident wave. The first high-order mode, i.e., the
-1st order mode, is usually the most obvious one, so only
n = -1 is considered in this paper. The scattering grat-
ing lobe of monostatic RCS appears when the -1st order
mode moves in parallel fashion in opposite directions of
the incident wave. We have

sin(θ) =
λ0

2P
, (2)

where λ 0 is the wavelength in vacuum. When λ 0 > 2P,
the -1st order mode is evanescent and the grating lobe is
not detectable for the radar.

y

z
0

-1
IncidenceP

Scattering

Substrate Metal

Fig. 1. Periodic structure illuminated by a plane wave.

The common phased array in the stealth platform is
a periodic structure. We consider the array operating at
10 GHz as an example, as shown in Fig. 2. The linear
array contains 8 elements, and its period is 15 mm. The
substrate is Rogers 5880 with a relative dielectric con-
stant of εr = 2.2 and a thickness of d = 3 mm.

y

z

P

GND
SMA

l

w

dx
Substrate

Metal

Fig. 2. Structure of the array with no metal wall, where
dx = 2.4 mm, w = 6.5 mm, and l = 8.3 mm.

When a plane wave at 12 GHz illuminates the array
with an angle of ±56.4◦, the monostatic RCS at 12 GHz
contains prominent scattering lobes, as shown in Fig. 3.
The angle of the -1st scattering mode with P = 15 mm is
calculated from (2), as shown in Fig. 4.

To suppress the lobes, metal walls are placed around
the array elements, as shown in Fig. 5. The metal walls
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Fig. 3. Monostatic RCS of the array with no metal wall
at 12 GHz.
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Fig. 4. Angle of the mode with the order of n = -1.

can reduce the scattering grating lobe and maintain the
radiation performance of the array.
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GND
SMA

h
ldx

Substrate

Metal

w

Fig. 5. Structures of the array with metal walls.

From [7], the incident light can be diffracted into the
-1st order mode in a broad band by the metallic grating.
When a designed metallic grating is placed around the
antenna, the -1st order mode can be reduced. Here the
metallic walls around the elements work as the metal-
lic gratings. With well-designed metallic walls, the -1st
order mode is reduced effectively.
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III. OPTIMIZATION DESIGN

The design of the array with metal walls requires
numerous full-wave simulations, leading to a time-
consuming process. The master-slave boundary and
Floquet-Bloch port are used to carry out the element
simulation instead of the array simulation. ANN with
the Fourier series-based TF is utilized to accelerate the
design procedure [5]. The input and output of ANN are
the element geometric parameters of x = [dx, h, l, w]T

and the EM response, respectively.
The Fourier series-based TF is written as

H ( f ) =
Norder

∑
k=0

(ak cos(kq2π f )+bk cos(kq2π f )) , (3)

where Norder is the order of TF, ak and bk are the TF coef-
ficients, q is the scale factor, and f is the frequency. When
k = 0, there exists a constant term of a0. The Fourier
series-based TF is used to represent the wideband EM
response. With the help of TF, the output of ANN is the
coefficients of ak and bk instead of the EM response at
multiple sampling frequency points. A trained ANN can
predict ak and bk quickly, and then obtain the wideband
EM response from (3). The learning efficiency and gen-
eralization of a wideband model can be improved with
TF. The Fourier series-based TF only involves real vari-
ables and is suitable for real function fitting [5].

With the design of experiment (DOE) method [8],
49 training samples with seven-level and 16 testing sam-
ples with four-level defined in Table 1 are obtained from
full-wave simulations. The EM response in this paper
contains the magnitude of the -1st order Floquet-Bloch
mode at 12 GHz when the incident angle is ±56.4◦, and
the voltage standing wave ratio (VSWR) of the array is in
the range of 9.5-10.5 GHz. Here, we trained two branch
ANNs.

Table 1: Definition of training data and testing data for
the array

Geometric

Parameters

Training Data

(49)

Testing Data

(16)

Min Max Step Min Max Step
dx (mm) 1.6 2.4 0.13 1.9 2.2 0.1
h (mm) 1.76 2.64 0.146 1.8 2.1 0.1
l (mm) 7.2 10.8 0.6 8.2 10 0.6
w (mm) 4.8 7.2 0.4 5.4 6.6 0.4

ANN1, with the Fourier series-based TF, is used to
learn the relationship between the geometric parameters
and VSWR. The order of the Fourier series-based TF in
ANN1 is chosen as 4 and then the total number of Fourier
series coefficients is 9 [5]. From (3), the dimension of
ANN1 output parameters is 9.

ANN2, with no TF, is used to learn the relationship
between the geometric parameters and the magnitude of

the -1st order Floquet-Bloch mode. The scattering grat-
ing lobe at 12 GHz only appears when the incident angle
is equal to ±56.4◦. Because of the axial symmetry of
the array, the magnitude of the scattering grating lobe
at 56.4◦ is equal to that at -56.4◦. The output of ANN2
represents the magnitude of the -1st order mode at the
incident angle of 56.4◦, so TF is not employed for ANN2
due to the one-dimensional output. The training process
of the two branch ANNs is shown in Fig. 6.

Geometric parameters

Full-wave EM 
simulation

VSWR
Magnitude of the -1st 

order mode 

Fourier series-
based TF

ANN2

ANN1

Fig. 6. Training process of the whole ANN model.

The node numbers of the hidden layers of ANN1 and
ANN2 are determined by the Hecht–Nelson method [9].
When the node number of the input layer is nnode, the
node number of the hidden layer is 2nnode + 1. The root
mean squared errors of e1 for ANN1 and e2 for ANN2
are provided below.

e1 =

√√√√∑
Nsample
i=1 (VSWRANN

i −VSWRsimulation
i )2

Nsample
, (4)

e2 =

√√√√∑
Nsample
i=1 (magANN

i −magsimulation
i )2

Nsample
, (5)

where VSWRsimulation
i is the VSWR calculated from the

full-wave simulation of the ith (1≤ i ≤ Nsample) sample,
VSWRANN

i is the VSWR calculated from TF whose coef-
ficients of ak and bk are obtained by the trained ANN1,
and Nsample is the number of the samples. magsimulation

i is
the magnitude of the -1st order Floquet-Bloch mode cal-
culated from the full-wave simulation of the ith sample,
and magANN

i is obtained from the trained ANN2.
After the training process, an independent dataset

that is never used in training is applied to the testing
process. The training and testing errors of ANN1 are
1.78% and 1.52%, respectively, and the training and test-
ing errors of ANN2 are 1.04% and 0.93%, respectively.
The errors of the ANNs are acceptable. Table 2 summa-
rizes the brief information of the two ANN models.
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Table 2: Brief information of two branch ANNs for array
modeling

ANN1 ANN2
Input x x
Output Coefficients of

TF (ak and bk)
Magnitude of
the n=-1 mode

ANN structure 4-9-9 4-9-1
TF Yes No

Training error 1.78% 1.04%
Testing error 1.52% 0.93%

After the two ANNs are well trained, the genetic
algorithm (GA) is utilized to design the antenna array.
GA repeatedly calls the trained ANNs until the optimiza-
tion objective is achieved, where the optimization objec-
tive is the passband of 9.8-10.2 GHzwith VSWR< 2 and
the magnitude of -1st order mode is small enough. The
optimized geometric parameters are xopt = [2.4, 2.5, 8.3,
6.5]T . The monostatic RCS of the array, calculated by
the full-wave simulation with xopt , at 12 GHz is shown
in Fig. 7. From the figure, the grating lobe is suppressed
by 5.8 dB, and the monostatic RCS at the angle of 56.4◦
is significantly reduced.
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Fig. 7. Monostatic RCS of the array at 12 GHz.

The radiation performance is also considered here.
The VSWRs of the optimized arrays with metal walls
and without metal wall are provided in Fig. 8. The band-
width of the array with metal walls is a little narrower
than that of the array with no metal wall. Radiation pat-
terns of the array at 10 GHz in the xoy-plane are also pro-
vided, as shown in Figs. 9 and 10. From Figs. 9 and 10,
the gains of the arrays are reduced by 0.9 dB in the nor-
mal direction and improved by 1 dB at -50◦. The metal
wall works as a wide-angle scanning structure, and the
change of the radiation performance is acceptable.

9.6 9.8 10.0 10.2 10.4
1.0
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3.0
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 With no metal wall
 With metal walls

V
SW

R 

Frequency (GHz)  

Fig. 8. Simulated VSWR of the center elements.
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Fig. 9. Radiation patterns of arrays at 10 GHz in the xoy-
plane with ϕ = 0◦.

-90 -45 0 45 90
-20

-10

0

10  With no metal wall
 With metal walls

G
ai

n 
(d

Bi
) 

 (°)

-50°

Fig. 10. Radiation patterns of arrays at 10 GHz in the
xoy-plane with ϕ = -50◦.

IV. CONCLUSION

In this paper, an array with low scattering grat-
ing lobes is proposed. By placing well-designed metal-
lic walls around the array elements, the grating lobe
is suppressed and the change of the radiation perfor-
mance is acceptable. ANN with the Fourier series-based
TF, as a substitute for the full-wave simulation, is intro-
duced to accelerate the optimization procedure. The pro-
posed method can also be extended to the application
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of two-dimensional (2-D) arrays, and we will study 2-D
planar arrays with good radiation/scattering performance
in future work.
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Abstract – In this paper, a scheme of outlier detection-
aided supervised learning (ODASL) is proposed for
analyzing the radiation pattern of a thinned cylindrical
conformal array (TCCA), considering the impact of
mutual coupling. The ODASL model has the advantage
in speed improvement and memory consumption reduc-
tion, which enables a quick generation of the synthesis
results with good generalization. The utilization of the
active element pattern (AEP) technique in the model
also contributes to the prediction of the array perfor-
mance involving mutual coupling. The effectiveness of
the ODASL model is demonstrated through a numerical
example of the 12-element TCCA.

Index Terms – Active element pattern (AEP), conformal
array, outlier detection-aided supervised learning
(ODASL), thinned array.

I. INTRODUCTION

Recently, conformal arrays have gained popularity
in airborne and satellite applications for the sake of their
adaptability and aerodynamic performance. However,
their analysis and synthesis are particularly complicated
due to the varying positions and axial directions of the
elements [1]. In addition, the impact of mutual coupling
between elements makes it difficult to analyze the far
field of conformal arrays, using the directional product
theorem applied to planar arrays [2].

The supervised learning method has been exten-
sively recognized as a prediction tool with significant
improvement and contribution to electromagnetic (EM)
modeling [3–5]. It provides a fast synthesis process
for array behaviors while maintaining high-level accu-
racy with a reduced number of full-wave simulations.
However, a multitude of inner parameters of a super-
vised learning method needs to be determined for large-
space and high dimensional problems [6, 7], which easily
makes learning progress tardy. In addition, the depen-

dence on sampling data may affect the credibility of
the model, especially in the context of array modeling
with a complex structure and EM environment. To solve
this problem, outlier detection (OD) in data mining
is explored as an effective decision-making tool [8].
The multivariate distance-based OD method is used to
traverse the raw dataset and identify outlier objects,
helping to construct the model effectively.

Considering the impact of mutual coupling and
array environment on radiation patterns, a large-scale
array can be transformed into the superposition of small
sub-arrays by employing the active element pattern
(AEP) technique [9]. The technique offers attractive
benefits, including the avoidance of heavy calculation
burden associated with the whole-array simulation.

To make better use of sampling data, this paper
proposes an outlier detection-aided supervised learning
(ODASL) model as an alternative to the costly measure-
ment or full-wave simulation. Considering mutual
coupling and EM environment, the AEP technique is
employed to extract the patterns of sub-arrays, instead
of the whole array. By filtering out the invalid sampling
data, i.e., outlier data, the ODASL model can obtain
satisfactory prediction results, with a strong generaliza-
tion ability even for larger thinned cylindrical conformal
array (TCCA) scales. A TCCA is taken as an example to
demonstrate the effectiveness of the proposed model.

II. PROPOSED METHODOLOGY
A. Definition and realization of outlier identification

In the regression supervised learning method for
EM modeling, the learning information is completely
sourced from the sampling dataset. Hence, it is neces-
sary to perform OD on the raw dataset for the anal-
ysis to accurately construct the ODASL framework. The
training dataset TTT , defined as {SSS1,SSS2, . . . ,SSSD}, contains
a total of D labeled samples, and the EM response
denoted as yyy in each sample is obtained from full-wave
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Fig. 1. Flow diagram of outlier identification mechanism.

simulations. Assuming that there are M uncertain outlier
samples in the raw training dataset, they can be recorded
as OOO= [OOO1,OOO2, . . .OOOM−1,OOOM]. To measure the similarity
in distance between a pair of data objects SSS j and SSSk, a
distance function is defined as dis(SSS j,SSSk), satisfying the
positive definiteness: dis(SSS j,SSSk)� 0, shown as

dis(SSS j,SSSk) = ∑
1�t�L

(∣∣∣ySSS j ,t ,ySSSk,t

∣∣∣q)1/q
,q � 1 (1)

where L represents the number of sampling points in
yyy for each sample, yS j,t and ySSSk,t are the the sampling
point values for samples SSS j and SSSk, respectively. Gener-
ally, the Euclidean distance, which is the second-order
Minkowski distance with q= 2 in formula (1), is adopted
as the calculation method to ensure the stability of results
regardless of the variation of the dataset space.

With the aid of the transfer function (TF) [10], poles
ppp and residues rrr, which are TF coefficients to describe
behaviors of samples, are extracted as the corresponding
measurement values and used to identify outliers. The
implementation of the specific steps in the OD stage
shown in Fig. 1, is described as follows:

1. Step 1: For each sample in TTT , the full-wave simu-
lation of the EM response target yyy, representing
the results obtained with AEP, is completed in
the range of the specified geometric parameters.
The results obtained from the frequency-domain
analysis are then fitted to poles/residues-based
transfer functions utilizing the vector fitting (VF)
technique [11].

2. Step 2: The TF coefficients extracted from
all samples have the same order N, and

the poles of a sample SSSd are set as pppSSSd
=

(pSSSd ,1, pSSSd ,2, . . . , pSSSd ,i, . . . , pSSSd ,N). Similarly, the
residues of SSSd are represented by rrrSSSd =
(rSSSd ,1,rSSSd ,2, . . . ,rSSSd ,i, . . . ,rSSSd ,N), where d = 1,
2, . . . ,D, i = 1,2, . . . ,N, pSSSd ,i and rSSSd ,i are the
pole and residue values of the ith order of SSSd ,
respectively. pSSSd,i and rSSSd ,i in the dataset are
clustered according to their corresponding order.
For the calculation of dis(SSS j,SSSk), it is converted
to the calculation of the accumulation of two-
part distances: one is related to ppp expressed as
dis
(

pppSSS j
, pppSSSk

)
= ∑1�i�N dis

(
pSSS j,i, pSSSk,i

)
, and

another is dis
(
rrrS j ,rrrSk

)
= ∑1�i�N dis

(
rSi,i,rSk,i

)
for rrr.

3. Step 3: The given dataset TTT is evaluated by
a) To distinguish obvious outliers unequivocally,
the distances of dis

(
pppS j

, pppSk

)
and dis

(
rrrS j ,rrrSk

)
with the same order are subject to a restric-
tive distance threshold RRR =

[
RRRpppdis ,RRRrrrdis

]
, with a

dimension of 2N × 1. The threshold varies with
different sampling datasets. b) Intrinsically, due
to the interdependence among the data points,
detecting micro-clusters becomes more complex as
these outliers may be neglected as data points from
the dense regions of data distribution. Therefore,
the outlier score mechanism (OSM) is adopted,
denoted as

score
(

pppSSSd
,rrrSSSd

)
=

N

∑
i

score
(

pSSSd ,i,rSSSd ,i
)
, (2)

where

score
(

pSSSd ,i,rSSSd ,i
)
=

∥∥∥∥∥ pSSSd ,i − pave
SSS,i

pstd
SSS,i

,
rSSSd ,i − rave

SSS,i

rstd
SSS,i

∥∥∥∥∥ , (3)

where pave
s,i and rave

s,i are the average values of the ith
order pole and residue, respectively, pstd

s,i and rstd
s,i repre-

sent the standard deviation. The absolute value of the
score indicates the distance between the data points and
the population averages, within the scope of the standard
deviation. By filtering out samples with outlier points,
a collection of outlier samples OOO is obtained, and the
remained dataset is TTT n = TTT −OOO.

To sum up, the approach for analyzing and iden-
tifying outliers can be accomplished by choosing the
top M outliers with the largest outlier scores from
the score ranking list and by selecting outliers from
a cut-off threshold, depending on the distribution of
outliers.

B. Proposed ODASL for array modeling

Taking the parametric modeling of arrays for
example, the specific procedure with various stages of
the ODASL model is presented in Fig. 2. The overall
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input xxx consists of geometric parameters of the element
and element spacing. In practice, we want to obtain the
relationship between variables in xxx and EM response yyy
that is affected by mutual coupling and array environ-
ment. For exploring the relationship of labeled data pairs
of (xxx,yyy), we have

f : Vxxx →Vyyy, (4)
where f is the nonlinear function for the mapping of
input spaceVxxx to output spaceVyyy. In the whole set,Vxxx and
Vyyy cannot be traversed completely because of the limita-
tion of the sampling requirement, expressed by

f (Vxxx) = { f (xxx) : xxx ∈Vxxx} ⊆Vyyy. (5)
In Phase I of the ODASL architecture, dataset

generation is the first step to provide the samples for
modeling. According to the modeling requirement, the
EM response is set as the target, such as S11 or pattern
information. Then the next step is to obtain the samples
with the variable geometric structure and element spac-
ings from the full-wave simulation, and to extract the
relevant TF coefficients from EM response.

In Phase II, the potential outliers in TTT are filtered
out using the previous process, and then the input
samples of TTT n are obtained. For the output, the sub-
array patterns based on TF coefficients are accurately
captured by the AEP technique. According to the posi-
tions of elements, they are categorized into edge element,
adjacent-edge element, and interior element, and their
AEPs are extracted separately [12, 13].

Fig. 2. Overall architecture of the ODASL model.

Subsequently, in the training process of the multi-
branch radial basis function neural network (RBFNN)
[14], by adjusting the network parameters of multi-
branch RBFNN, including the weights of hidden/output
layer and center/width of basis function, the relation-
ships between the input and the output in three branches
are established. The main purpose of training is to mini-
mize the disparity between yyy and the predicted yyy from
the superposition of all branch results.

To test the model, its generalization ability is crucial
to the stable prediction, especially for input xxx beyond
the range of the training dataset [15]. Combined with
AEP, a high-degree freedom of array design is guaran-
teed, and the time-consuming full-wave simulation for
the whole array is substituted by the superposition of the
predictions from multi-branch networks for sub-arrays.
Once the proposed model is well-trained, it immediately
provides an accurate response for a given input.

III. NUMERICAL RESULT

A 12-element TCCA in Fig. 3 is taken as the
example to evaluate the ODASL model, where it works
at 3.5 GHz [16]. The elements are placed on a cylin-
drical substrate with a radius ra = 800 mm and a
relative dielectric constant of εr = 2.65. To obtain a
high degree of freedom, the input is denoted as xxx =[
Lx,Wy,Wl,La,Wb, fx,ddd

]T, extracted with the design of
the experiment method for sampling [17]. The circumfer-
ential distance in ddd = [d1,d2, . . . ,de]

T is approximately
from 0.43λ to 0.54λ during the data collection, where
e is equal to 2, 3, or 4 for AEP extraction, depending
on the sub-array scale. Table 1 shows the sampling
data for the branch of the adjacent-edge element. Data
values are standardized before they are used in the
network. Similarly, 81 training samples and 36 testing
samples are collected for edge elements, and 100 training
samples and 64 testing samples are collected for interior
elements.

Fig. 3. Structure of the 12-element TCCA, with top,
back, and cross-sectional views of the planar surface.

To predict the array pattern considering mutual
coupling, firstly, the AEPs of all elements are extracted
from the raw data, and the corresponding pppSSSd

and rrrSSSd are
obtained. All collected raw datasets are operated in OD
processing, and the distances of ppp and rrr for each order
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Table 1: Definition of training and testing data for
adjacent-edge elements (unit: mm)

Structure

Parameter

Training Dataset

(100 Samples)

Testing Dataset

(49 Samples)

Min Max Step Min Max Step
Lx 18 22.5 0.5 18.6 21.6 0.5
Wy 13 17.5 0.5 13.8 16.8 0.5
W1 1.75 2.2 0.05 1.82 2.12 0.05
La 5.6 6.5 0.1 5.75 6.35 0.1
Wb 1.5 2.4 0.1 1.65 2.25 0.1
fx -8.5 -7.4 0.1 -8.75 -7.35 0.1
di 37 46 1 38.5 44.5 1

are acquired, with the maximum order N = 12. Secondly,
the correlated values of the OSM in formula (3) are
calculated, and the scores of each sample are ranked in
terms of their degree of deviation. For outlier samples,
the distance exceeds the threshold, and meanwhile, the
level of outliers is relatively obvious. An example of OD
processing for edge elements in the training process is
displayed in Table 2, where the values of RRR and score
ranking for each order are exhibited.

Further, Table 3 embodies the situations of M = 13
outlier samples, with a certain order of ppp or rrr in SSSdis,i
over RRR and a high degree of dispersion score, where
SSSdis, i is the ith distance between dis(pSSSs,i , pSSSk,i) and
dis(rSSSs,i ,rSSSk,i) for the outliers. Similarly, performing the
same operations on all element categories, the resulting
filtered sets are used as the branch target outputs.

Table 2: Definition of the parameters of OD processing
of the training data for edge elements

Order 1 2 3 4 5 6

Rpppdis,i 0.71 0.87 0.55 0.68 0.89 2.87
Rrrrdis,i 2.18 2.91 3.62 2.13 6.57 2.29
pave

SSS,i 0.35 0.46 0.69 1.61 2.42 3.54
rave

SSS,i 0.37 0.49 1.41 -0.98 3.77 0.21
pstd

SSS,i 0.25 0.35 0.82 0.17 0.14 0.09
rstd

SSSi
1.31 1.15 1.52 0.81 2.20 0.83

Order 7 8 9 10 11 12

Rpppdis,i 0.29 0.55 0.48 1.76 0.87 0.45
Rrrrdis,i 1.87 1.48 2.12 4.61 1.12 1.83
pave

SSS,i -0.31 -0.42 0.45 2.23 1.08 0.74
rave

SSS,i -0.11 -0.85 1.44 1.25 0.82 0.55
pstd

SSS,i 0.13 0.06 0.05 0.08 0.14 0.06
rstd

SSSi 1.10 0.84 0.53 2.19 0.25 0.37

Assisted by the characteristics of RBFNN, fast
learning speed and high accuracy, the ODASL model
predicts the pattern promptly from the three branches,
avoiding full-wave EM simulations of the whole array.

Table 3: Outlier samples identified of the training dataset
for edge elements

No. of

Outlier

Outlier Order
SSSdddiiisss,,, iii SSScccooorrreee

Index p/r

1 4 r 3.52 3.38
2 7 r 2.91 1.41
3 4 r 3.26 3.32
4 6 p 3.72 2.30
5 11 r 1.10 2.78
6 10 p 2.49 2.80
7 4 r 1.25 3.09
8 7 r 2.63 1.26
9 1 p 1.18 5.29
10 10 p 2.27 2.72
11 11 r 1.06 2.71
12 7 r 2.42 1.15
13 5 p 1.21 2.21

Furthermore, the predicted results can be written as
EEE total = EEEe(θ ,ϕ)+EEEa(θ ,ϕ)+EEE i(θ ,ϕ) (6)

where EEEe(θ ,ϕ),EEEa(θ ,ϕ), and EEEe(θ ,ϕ) represent the
fields acquired from the proposed ODASL model of all
the edge elements, adjacent-edge elements, and interior
elements, respectively.

To describe the above formula, EEEe(θ ,ϕ) is shown as
an example:

EEEe(θ ,ϕ) = ∑
1�s�Ne

IsFFFe
s(θ ,ϕ)e

jkr̂rr·rrrs (7)

where Is refers to the excitation amplitude of the sth edge
element, Ne is the number of edge elements, FFFe

s(θ ,ϕ) is
the AEP result of the sth edge element, k = 2π/λ is the
wavenumber in free space, where λ is the wavelength,
and ejkr̂rr·rrrs is the spatial phase factor. Accordingly, the far-
field pattern of the TCCA is obtained by superimposing
the extracted results.

Accordingly, after the OD process filters out 13
training and 6 testing outlier samples for edge elements,
15 training and 7 testing samples for adjacent-edge
elements, and 16 training and 10 testing samples for
interior elements, the construction of the ODASL model
for the 12-element TCCA costs approximately 13.92
hours, and the average mean absolute percent errors
(MAPEs) of the training and testing processes for the
whole proposed ODASL model are 3.576% and 4.358%,
respectively. All calculations are performed on an Intel
i7-6700 3.40 GHz machine with 16 GB RAM.

As an example of TCCA modeling, the results
of two separate arrays are shown in Fig. 4. For
Array 1, the parameters of input xxx1 are within the
training dataset range, while those of input xxx2 in
Array 2 are outside the range: The parameters of
xxx1 = [19.2,17.7,1.84,6.32,2.03,−8.44,37.5,39.4,37.7,
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(a)

(b)

Fig. 4. Pattern results of the proposed model and the full-
wave simulation at 3.5 GHz: (a) Array 1 and (b) Array 2.

40.1,38.6,44.2,38.5,37.2,38.3,40.7,39.8]T, with a
MAPE value 3.317%, and xxx2 = [23.2,18.3,2.
57,7.1,2.26,−8.9,36.5,36.9,46.4,36.7,46.2,35.8,36.2,
46.3, 36.8, 46.1, 36.6]T, with a MAPE value 4.334%.
From Fig. 4, the obtained agreement between the
simulation and the ODASL model results proves the
advantage of the proposed model in terms of accuracy
for input parameters both within and outside the training
dataset range.

To reflect the properties of the ODASL model with
the TF coefficients as the outputs by extracting the AEPs
from the sub-arrays, it is compared with the efficient
extreme learning machine (ELM) [18, 19] and RBFNN,
which directly output the whole array performance
without involving the AEP technique. Table 4 indicates
the network structure and computational accuracy of the
three models. The error measurement standards include
MAPE and root mean square error (RMSE), and the
small MAPE and RMSE values of ODASL show its

well-predicted performance in accuracy and stability.
The ELM and RBFNN models collect 49 training
samples and 25 testing samples within the parameter
range in Table 1.

Table 4: Comparison of the three different models

TF Order
No. of Hidden

Neurons
MAPE RMSE

RBFNN 17 23 7.92% 0.0125
21 30 6.69% 0.0093

ELM 17 10 6.24% 0.0076
21 15 5.71% 0.0052

ODASL 12 7;7;8 3.58% 0.0029
14 10;11;12 3.06% 0.0018

The ELM and RBFNN models use a single hidden
layer, with 17 inputs, including the structure parameters
and non-uniform element spacings. Here two cases of
different TF orders are employed for TCCA modeling.

From Table 4, the proposed ODASL model shows
lower errors than those of ELM and RBFNN for the two
cases. In other words, more collected samples for the
training of ELM and RBFNN are needed to get the same
level of accuracy.

To examine the applicability of the OD process in
the proposed model, Table 5 provides the error compar-
ison for the multi-branch RBFNNmodel and the ODASL
model, which are based on the same dataset obtained
from the AEP technique. It is shown that even though
the network structures for the two models are similar, the
proposed model yields more accurate results.

Table 5: Comparison between the proposed ODASL
model and the multi-branch RBFNN model

Element

Category

ODASL Model
Multi-branch

RBFNN Model

Training

Error

Testing

Error

Training

Error

Testing

Error

Edge 0.894% 0.923% 1.272% 1.709%
Adjacent-

edge 0.952% 1.106% 1.744% 2.235%

Interior 1.137% 1.194% 2.405% 2.928%

In Fig. 5 (a), the predicted MAPEs of the multi-
branch RBFNN and the proposed model are compared,
where the parameter of Lx is considered as a single vari-
able of the array. Figure 5 (b) provides the results of
the parameter of Wy. The results show that within the
training dataset range, the proposed model gets satisfac-
tory results. Even if the input parameter is out of the
range of the training dataset, the proposed model can



643 ACES JOURNAL, Vol. 38, No. 9, September 2023

(a)

(b)

Fig. 5. Comparison of MAPE results with varying
parameters: (a) Lx and (b) Wy.

obtain much more accurate results than the multi-branch
RBFNN model.

For further comparison, the proposed ODASL
model, full-wave simulation, multi-branch RBFNN and
ELM are employed to simulate a 22-element array, a 46-
element array, and a 75-element array. The CPU time is
listed in Table 6. Compared with the full-wave simu-
lation, the ODASL model is constructed at a cost of
13.9 hours. For large scale arrays, however, the well-
trained ODASL can be re-called to realize the fast simu-
lation. Because ELM does not involve the AEP tech-
nique, three ELM models corresponding to the different
array scales are constructed. Thus the whole modeling
time with ELM is much more than that with ODASL.
Compared with the multi-branch RBFNN combined with
the AEP technique, the ODASL model filters out the
invalid sampling data. Therefore, ODASL needs fewer
training samples than the multi-branch RBFNN, and then
it shows higher modeling efficiency.

Table 6: Comparison of CPU time for different arrays
Number of Elements 22 46 75

Full-wave
Simulation

CT – – –
RT 3.3 h 8.4 h 19.0 h

Total 30.7 h

ELM
CT 14.3 h 16.2 h 20.2 h
RT 1.2 m 1.5 m 1.6 m

Total 50.8 h

Multi-branch
RBFNN

CT 26.2 h – –
RT 1.8 m 2.1 m 2.7 m

Total 26.3 h

ODASL
CT 13.9 h – –
RT 1.2 m 1.4 m 1.5 m

Total 14.0 h
CT/RT: Construction/Running time, h: hour, m: minute

IV. CONCLUSION

In this paper, a novel ODASL framework is
proposed for efficient TCCA modeling, addressing the
challenge posed by mutual coupling and data depen-
dence, with the aim of meeting high-performance
requirements for radiation pattern prediction. The
proposed model provides a fast pattern realization
process with an appreciable reduction of full-wave EM
simulations. Combined with the AEP technique, the OD
method employs multivariate distance-based clustering
and OSM to enhance the discernment and quantification
of outliers, constructing the operation for a highgeneral-
izable model. The valid samples are obtained by outlier
elimination, and a numerical example demonstrates the
effectiveness of the ODASL model. Additionally, the
proposed model with the related data mining method can
be further extended to other microwave applications.
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Abstract – This paper proposes an artificial neural net-
work (ANN) model based on parametric modeling for
curved slots of the Vivaldi antenna. A more effective
processing method is achieved by feeding ANN with
the point positions that produce curved edges via cubic
spline interpolation rather than the picture of metal-
lic patches. The predicted results of ANN, including
S-parameter and gain, agree well with those from the
full-wave simulation. With the trained model, a Vivaldi
antenna with the lower cut-off frequency is optimized by
the multi-objective genetic algorithm.

Index Terms – Artificial neural network, cubic spline
interpolation, parametric modeling, Vivaldi antenna.

I. INTRODUCTION

Vivaldi antennas have been widely used in many
ultra-wideband (UWB) applications such as ground pen-
etrating radar [1], detection [2], communication [3], etc.
The Vivaldi antenna was first introduced by Gibson
in 1979 [4], while Gazit later proposed the antipodal
Vivaldi antenna (AVA) in 1988 [5]. To reduce cross-
polarization, Langley designed the balanced Vivaldi
antenna (BAVA) [6]. With the improvement of equip-
ment integration, BAVA needs to provide outstand-
ing performance in a limited size. As a miniaturiza-
tion approach, different types of corrugations have been
extensively used in the design of BAVA. Corrugation
refers to repetitive, evenly spaced and identical shaped
slots made on the outer flare edge which coincides with
the edge of the substrate. Corrugation helps to extend the
current path to improve the bandwidth of BAVA. The
current slot design, however, relies on some relatively
simple curves, such as straight lines [7], elliptic curves
[8], and exponential curves [9]. These curves cannot be
changed arbitrarily, which constrains the design freedom
of slots, leading to a limited radiation performance. More

crucially, the structure of BAVA is composed of a number
of curves, which will definitely increase the calculation
time due to the small-grid division in the electromagnetic
(EM) full-wave simulation algorithm.

In recent years, it has been demonstrated that the
artificial neural network (ANN) may replace the role of
full-wave simulation in the process of antenna optimiza-
tion [10–11]. In parametric modeling of neural networks,
the input is the parameter values of the antenna struc-
ture, and the EM response serves as the output. An ANN
model with three parallel and independent branches has
been presented to describe three different performance
indexes of the Fabry–Perot resonator antenna [12]. Once
the geometric parameters are input to the trained model,
it can simultaneously predict S-parameter, gain, and radi-
ation pattern. [13] presents an inverse ANN for the mod-
eling of the multimode resonant antenna, where the input
is the performance indexes, and the output is a set of
related geometric parameters. The inverse model can
provide antenna geometries directly without being repet-
itively called by an optimization process. Although ANN
based on parametric modeling can effectively map the
relationship from the input to the output, it is challeng-
ing to further improve the EM performance of an antenna
due to its fixed topology structure using ANN.

[14] proposes a non-parametric modeling method
for microwave filters using the convolutional neural net-
work (CNN). Instead of the structural parameter values,
the image of metallic patches is employed as the input
of the neural network. Although the CNN model can
change the component geometry flexibly and expand the
solution domain, the structure of CNN is relatively com-
plex, and the hyper-parameters in CNN are difficult to
determine due to their huge number. Moreover, a large
number of samples based on pixel images are required
for CNN training, resulting in a time-consuming training
process.
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In this paper, we propose an effective ANN for the
parametric modeling of curved slots of BAVA. The struc-
tural parameters of a curved slot are used as the input of
the model, including the longitudinal movement value of
the points, rotation angle, slot width and length, while
the output is the S-parameter and the gain of the antenna.
The cubic spline interpolation method is used to gener-
ate curved slots, and the corresponding antenna struc-
tures are input to the CST software for simulation to
provide training samples for ANN. After training, the
ANN prediction results are in good agreement with the
CST full-wave simulation results. The resulting BAVA
can obtain wider bandwidth thanks to the multi-objective
optimization of the non-dominated sorting genetic
algorithm-II (NSGA-II), which repeatedly calls the
trained ANN.

II. PROPOSED MODEL

In this paper, the curved slots shaped by ANN are
introduced to extend the current path effectively. The
training process of the proposed ANN model based on
parametric modeling of BAVA is shown in Fig. 1. The
geometric structure of a curved slot includes the longitu-
dinal movement value of the points, rotation angle, slot
width, and length. Based on cubic spline interpolation,

Fig. 1. Structure of the proposed model.

a curve passing through these points is formed. Through
translation and rotation, curves form a slot structure. The
slot generated by the proposed ANN is repeatedly copied
to produce corrugation in BAVA flares. The BAVA with
corrugation is sent to the CST software for calcula-
tion, and the obtained S-parameters and gain at each
frequency point are used to train the ANN. As the S-
parameter has large fluctuations in the frequency band,
200 points are sampled evenly across the frequency band
instead of vector fitting based on the transfer function. To
simplify the neural network structure and speed up train-
ing, four sub-ANNs are trained with 50 sampling points
each. Finally, the outputs of the four sub-ANNs, includ-
ing ANN1, ANN2, ANN3, and ANN4, are combined to
produce a complete S-parameter. ANN5 is used to train
the gain.

Cubic spline interpolation is applied to the modeling
of the curved slots on the flares of BAVA, as shown in
Fig. 2.

Fig. 2. Diagram of the parametric modeling for curves.

The length of the slot along the x direction is con-
trolled by Lp. For example, seven points are set on the
curve, and the position of the kth point is denoted by
(xk,yk). The amount of space between any two adjacent
points along the x-axis is the same. The first point is fixed
at (x1,y1), and the remaining six points are moved along
the y direction to control the curve shape of the slot. As
a result, the curve consists of six piecewise curves. The
cubic spline interpolation formula for the interval of xk
≤ x ≤ xk+1 is as follows

f (x) = yk +

[
yk+1− yk

xk+1− xk
− xk+1− xk

2
mk − xk+1− xk

6
(mk+1−mk)

]

(x− xk)+
mk

2
(x− xk)

2+
mk+1−mk

6(xk+1− xk)
(x− xk)

3 ,k = 1,2, . . . ,6

(1)
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The corresponding linear equations for m1, m2, . . . ,
and mk can be written as⎡⎢⎢⎢⎢⎣

2 1
1 4 1

. . .
. . .

. . .
1 4 1

1 2

⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣

m1
m2
...

mk
mk+1

⎤⎥⎥⎥⎥⎦=
6
h

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

y2−y1
x2−x1

y3−y2
x3−x2

− y2−y1
x2−x1

...
yk+1−yk
xk+1−xk

− yk−yk−1
xk−xk−1

− yk+1−yk
xk+1−xk

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2)

where h = Lp/6. Once mk are solved from (2), one edge of
the curved slot can be obtained based on (1). Then, the
curve is shifted along the y direction by the slot width
of Wp to obtain the other edge of the slot. With the
above operation, the shape change of the slot is achieved
through the parametric modeling.

III. APPLICATION EXAMPLE

A BAVA [15] without the slot in Fig. 3 (a) is
employed as an example to evaluated the proposed

Flare 1

Flare 2

Flare 3

Substrate 1

Substrate 2

Via holes

(a)

L

L1

L2

L3

W
L4

Wms

Wsl

Dvh

Wg

y
x

(b)

Fig. 3. Geometry of a BAVA without slots: (a) 3D view
and (b) 2D view.

model. The BAVA consists of two substrate layers and
three copper layers. The first and third copper layers con-
nected by two metallic via holes serve as ground layers,
and the middle layer acts as a conductor. All copper lay-
ers are separated by substrates. The original geometric
parameters are as follows: L = 59.9 mm, L1 = 22 mm, L2
= 10 mm, L3 = 10 mm, L4 = 4 mm, Wa = 1 mm, Wg =
6.578 mm, W = 24 mm, Wms = 0.4 mm, Wsl = 0.74 mm,
and Dvh = 0.6 mm.

As shown in Fig. 3 (b), the inner and outer curved
edge profiles of the flares are determined by [15]{

Xinner =± [−Wms+(Wms/2)ep1y]
Xouter =± [(Wms/2)ep2y]

(3)

where p1 = 0.064276 and p2 = 0.157475. The asymmet-
ric substrate cutout profile is then defined as{

X1 =+[−Wms+(Wms/2)ep1y]−Wa
X2 =− [−Wms+(Wms/2)ep1y]

. (4)

The metallic patch is printed on the substrate with a
thickness of 0.254 mm and a relative dielectric constant
of 2.2. Based on parametric modeling, the curved slots
are introduced into the flares of BAVA. Lup is the distance
between the slot and the top of flare, which is fixed at 3
mm. To increase the design freedom, a rotation angle is
used as another variable of the slot structure as depicted
in Fig. 4.

2y

3y

4y6y

7y
5y

upL

pW

pI

Fig. 4. Geometry of the curved slots.

The inputs of the proposed ANN model and their
variation ranges are shown in Table 1, where Δyk is the
longitudinal movement of kth (k = 2,3, · · · ,7) point, Wp
and Lp represent the width and length of the slots, respec-
tively, and α is the rotation angle of the slots. The design
of experiment (DOE) method is used to collect 200 train-
ing samples and 50 testing samples.
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Table 1: Definition of training and testing samples for the
antenna

Training Data
(200 Samples)

Testing Data
(50 Samples)

Min Max Step Min Max Step
Δyk
( mm)

-1.7 1 0.3 -1.7 1 0.3

Wp(mm) 0.1 1.3 0.3 0.1 1.3 0.3
Lp(mm) 0.5 4 0.5 0.5 4 0.5

α (◦) 0 20 4 0 20 4

The EM full-wave simulations with the CST soft-
ware are used for the collection of training and testing
samples. The neural networks designed to predict the
S-parameter are composed of two hidden layers with
10 and 30 neurons, respectively. The neural network
designed to predict the gain has a single hidden layer
consisting of 15 neurons. The four sub-ANNs for the
prediction of the S-parameter and the sub-ANN for the
prediction of the gain are trained with the Levenberg-
Marquardt optimization algorithm with an initial learn-
ing rate of 0.001. All the networks are trained with a set
of input parameters and their corresponding S-parameter
or gain values. The training process based on the back
propagation scheme iteratively adjusts the weights of all
neurons until the desired accuracy level is achieved. The
mean absolute percentage error (MAPE) is used to calcu-
late the training and testing errors. The training MAPEs
of the ANN model are 4.56% for |S11| and 3.45% for the
gain, while the testing MAPEs are 5.62% for |S11| and
4.12% for the gain.

Once the training of ANN is completed, it can be
repeatedly called by NSGA-II for the optimization of
BAVA in place of the traditional full wave simulation.
The optimized variables are x = (Δy2, Δy3, Δy4, Δy5, Δy6,
Δy7, Lp, Wp, α). The initial population, which includes
500 individuals, is randomly generated within the range
of the variables shown in Table 1. The objective of opti-
mization is to obtain the best possible S-parameters and
gain. The final optimal structural parameters are as fol-
lows: xopt1 = (0 mm, -1.6 mm, 0.2 mm, -1.6 mm, 0.8
mm, 0.2 mm, 4 mm, 0.8 mm, 12◦). Here, the optimal
parameters of xopt1 are input to both the ANN model and
the CST software to obtain the S-parameter and gain of
BAVA. When the simulated results from the CST soft-
ware are regarded as the benchmark, the MAPEs of the
S-parameter and gain from the ANN model are 1.5% and
0.6%, respectively, indicating its high calculation accu-
racy.

To highlight the advantages of the proposed
approach, we set Δyk = 0 mm (k = 1,2, . . . ,7) and get
the straight slots for comparison. The results are shown
in Fig. 5. After the optimization of the BAVA with the

Lp

Wp

Fig. 5. BAVA with straight slots.

straight slots, the optimal structural parameters are as fol-
lows: xopt2 = (0 mm, 0 mm, 0 mm, 0 mm, 0 mm, 0 mm,
4 mm, 1.3 mm, 0◦).

Figure 6 illustrates the simulated results of the
BAVAs with the optimal structures of straight slots and
curved slots. One can see from Fig. 6 that, the curved
slots designed by the proposed model lead to a broader
frequency band with nearly the same gain and cross-
polarization levels as the straight slots in BAVA. Accord-
ing to Fig. 6 (a), the lower cut-off frequency of the BAVA
with straight slots is 7.97 GHz, while that with curved
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Fig. 6. Continued
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Fig. 6. Comparison of radiation performance between
BAVAs with curved slots and straight slots: (a) |S11|, (b)
gain, and (c) cross-polarization level.

slots is 6.76 GHz. This indicates that the lower cut-off
frequency of the BAVA with curved slots is reduced by
about 1.2 GHz.

IV. CONCLUSION

In this paper, an ANN for parametric modeling
based on cubic spline interpolation is proposed to shape
the slots of BAVA. The longitudinal movement values of
the points, rotation angle, width, and length of the curved
slot serve as the input of ANN. These input parameters
of ANN help to determine the slot structure. The output
of the proposed ANN includes the S-parameter as well
as the gain of the antenna. The lower cut-off frequency
is decreased without affecting BAVA’s gain, thanks to
the curved slots created by the proposed ANN and fur-

ther optimized by NSGA-II. The proposed ANN only
involves simple geometric parameters instead of image
processing, leading to a convenient operation of machine
learning. Moreover, the parametric modeling can also be
adapted to shape design of other devices.
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Abstract – Based on the splitting form of the Green’s
function, a hybrid fast algorithm is proposed for efficient
analysis of multiscale problems. In this algorithm, the
Green’s function is a priori split into two parts: a spec-
trally band-limited part and a spatially localized part.
Then, the fast Fourier transforms (FFT) utilizing the
global Cartesian grid and the matrix compression method
aided by an adaptive octree grouping are implemented
for these two parts, respectively. Compared with the tra-
ditional methods which only employ the FFT for accel-
eration, the proposed hybrid fast algorithm is capable
of maintaining low memory consumption in multiscale
problems without compromising time cost. Moreover,
the proposed algorithm does not need cumbersome geo-
metric treatment to implement the hybridization, and can
be established in a concise and straightforward manner.
Several numerical examples discretized with multiscale
meshes are provided to demonstrate the computational
performance of proposed hybrid fast algorithm.

Index Terms – Fast algorithm, fast Fourier transform,
Green’s function, matrix compression, multiscale prob-
lems.

I. INTRODUCTION

Many real-world electromagnetic (EM) problems
require multiscale discretization [1–4]. When the method
of moments (MoM) [5], along with classical fast algo-
rithms, is used to model the multi-scale problems, a sin-
gle fast algorithm [6–12] is often insufficient to achieve
satisfactory computational performance. Instead, due to
capturing both the circuit physics and wave physics [1],
hybrid fast algorithms [19–22] generally provide a more
practical path to efficiently solve EM multiscale prob-
lems.

As we know, the multilevel fast multipole algo-
rithm (MLFMA) is widely used for efficient simula-

tion of electrically large problems [6–8]. However, the
MLFMA encounters the sub-wavelength breakdown [8]
when dense mesh occurs. As a remedy, low-frequency
fast algorithms [23, 24] were studied. Correspondingly,
a series of hybrid algorithms were developed [25–30],
such as mixed-form FMA [19], interpolative decomposi-
tion (ID)-MLFMA [20], and adaptive cross approxima-
tion (ACA)-MLFMA [21].

Different from the MLFMA, the pre-correction-fast
Fourier transforms (FFT)-based methods [9–18] (e.g.,
adaptive integral method (AIM) [9], pre-corrected FFT
(P-FFT) [10], and integral equation FFT (IE-FFT) [11])
are free from the sub-wavelength breakdown. Neverthe-
less, due to the intrinsic uniformity of the global Carte-
sian grids, the pre-correction-FFT-based methods do not
allow for sufficient and varying spatial resolutions to
handle multiscale discretizations. That is, by simply tun-
ing the grid spacing, it is hard to achieve high com-
putational efficiency for far interactions and maintain
low storage efficiency for the near matrix at the same
time [31].

Recently, in order to overcome this shortcom-
ing of the pre-correction-FFT-based methods, a hybrid
fast algorithm was developed in [31]. In this algo-
rithm, the pre-correction-FFT-based methods is aug-
mented with the matrix compression method (ACA)
[36–38]. However, to implement such a hybridiza-
tion, the procedures are not as straightforward as they
seem [31]. In particular, a complicated spatial group-
ing strategy is inherently needed, and the relations
between the required auxiliary geometric data struc-
tures (such as the Cartesian grid, the expansion box,
and the tree-cube) are complex and require cautious
treatments [31]. Such a situation motivates us to recon-
sider the overall framework of the pre-correction-FFT-
based methods and wonder if there exists a more elegant
way to develop a hybrid algorithm that consists of
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both the FFT and the matrix compression methods
(e.g., ACA).

As an interesting alternative of the well-studied pre-
correction-FFT-based methods, some pre-splitting-FFT-
based method was developed in [32, 33]. Basically,
the pre-splitting-FFT-based method bears similarities
with the well-known pre-correction-FFT-based methods,
since it also uses the Cartesian grid and the FFT as the
essentials for the acceleration of the spatial convolutions.
However, different from the widely-used pre-correction-
FFT-based methods which typically utilize the Cartesian
grid-based near-field corrections (based on some local
expansion boxes) to compensate for the near-field con-
tributions, the pre-splitting-FFT-based method [32, 33]
instead resorts to some splitting form of the Green’s
function so as to realize accurate and efficient compu-
tations. Despite of its unique feature, this pre-splitting-
based framework has not attracted enough attentions in
the computational electromagnetics (CEM) community,
and a hybrid fast algorithm based on such framework has
never been explored yet.

In this work, based on the splitting form of the
Green’s function, a hybrid fast algorithm is proposed for
efficiently analyzing multiscale problems. Specifically,
the pre-splitting-FFT-based method originally devised
for the problems with quasi-uniform discretizations is
here further enhanced with the matrix compression
method (ACA). Thus, a hybrid fast algorithm using
both the FFT and the matrix compression method is
established. In particular, the proposed hybrid fast algo-
rithm is capable of maintaining low memory consump-
tion in multiscale problems without compromising time
cost, thus manifesting itself as a favorable multiscale
extension of the pure FFT-based method. Furthermore,
the required auxiliary geometric data structures herein
(including the Cartesian grid and the spatial grouping
octree) can be constructed independent of each other,
and are not intertwined as in [31]. Consequently, the
proposed hybrid algorithm can be implemented in a
straightforward manner without any cumbersome geo-
metric treatment.

In the following, after introducing the basic for-
mulations and implementation key points in Section II,
several numerical examples discretized with multiscale
meshes are then provided in Section III to demonstrate
the computational performances of the proposed hybrid
fast algorithm for multiscale problems.

II. FORMULATION

A perfectly electric conductor (PEC) object illu-
minated by an incident plane wave is considered. The
combined field integral equation (CFIE) is employed to
model this typical electromagnetic scattering problem.
Throughout the paper, we use λ to denote the wave-

length in free space. Moreover, we use k and η to denote
the wave number and the wave impedance in free space,
respectively.

A. Combined field integral equation

The CFIE is the linear combination of the elec-
tric field integral equation (EFIE) and the magnetic
field integral equation (MFIE), which is conventionally
expressed as

CFIE= αEFIE+(1−α)ηMFIE, (1)
where α denotes the combination factor and 0 � α � 1,
the EFIE is formulated as

Einc (r)
∣∣∣
tan

=[
jkη
∫

S

(
J
(
r′
)
+

∇∇′·
k2 J

(
r′
))

G
(
r,r′
)

ds′
]∣∣∣∣

tan
, (2)

and the MFIE is formulated as

Hinc (r)
∣∣∣
tan

=[
n̂×J(r′)

2
+P.V.

∫
S

J
(
r′
)×∇G

(
r,r′
)

ds′
]∣∣∣∣

tan
. (3)

In the above, Einc and Hinc are the incident electric field
and the incident magnetic field, respectively. Moreover,
G(r,r′) denotes the Green’s function with the field point
r and the source point r′. Furthermore, J(r′) denotes the
surface current.

By using the method of moments (MoM) [5] with
the RWG function [39], the CFIE can be discretized into
a matrix equation

Z[N×N] · I[N×1] = V[N×1], (4)
where Z is the impedance matrix, I is the unknown sur-
face current coefficients vector, V is the righthand side
vector of the incident field, and N is the number of
unknowns. More specifically, the impedance matrix Z
corresponding to the CFIE is described by

ZCFIE = αZEFIE+(1−α)ηZMFIE, (5)
where

ZEFIE
mn = jkη

∫
Sm

dsfm (r) ·
∫
Sn

G
(
r,r′
)

fn
(
r′
)

ds′

− j
η
k

∫
Sm

ds [∇ · fm (r)] ·
∫
Sn

G
(
r,r′
)[

∇ · fn
(
r′
)]

ds′,
(6)

and

ZMFIE
mn =

1
2

∫
Sm

fm (r) · fn (r)ds

+
∫
Sm

ds [n̂× fm (r)] ·
∫
Sn

∇G
(
r,r′
)× fn

(
r′
)

ds′.
(7)

In the above, m = 1, · · · ,N and n = 1, · · · ,N. Moreover,
fm and fn denote the mth and nth RWG functions, respec-
tively. Furthermore, Sm and Sn are the supports of the
corresponding RWG functions, respectively.
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B. Pre-splitting the Green’s function

In the following, the splitting forms of the Green’s
function and its gradient are introduced. First, consider
the Green’s function in the EFIE, namely

G
(
r,r′
)
=

e− jkR

4πR
, (8)

where
R =

∣∣r− r′
∣∣

=

√
(x− x′)2+(y− y′)2+(z− z′)2

(9)

denotes the distance between the field point r and the
source point r′. Clearly, the above can also be equiva-
lently represented as

G
(
r,r′
)
= Re

[
G
(
r,r′
)]

+ j Im
[
G
(
r,r′
)]
, (10)

where
Re
[
G
(
r,r′
)]

=
coskR
4πR

, (11)

Im
[
G
(
r,r′
)]

=− sinkR
4πR

. (12)

A basic property of G(r,r′) is that, this function is singu-
lar for R = 0, and its magnitude is globally nonzero for
R > 0. Also, note that the singular behavior of G(r,r′)
comes from Re [G(r,r′)].

Using the pre-splitting strategy [32, 33], the Green’s
function (8) can be written as two parts, namely

G
(
r,r′
)
= GE

(
r,r′
)
+GP

(
r,r′
)
, (13)

where

GE
(
r,r′
)
=

{
Re [G(r,r′)]−Φ(R) , R < δ
0 , R ≥ δ , (14)

GP
(
r,r′
)
=

{
Φ(R)+ jIm [G(r,r′)] , R < δ
G(r,r′) , R ≥ δ , (15)

with δ being a splitting threshold, and Φ(R) being some
auxiliary function. Particularly, the above two parts man-
ifest the following properties.

• Function GE (r,r′) is a singular and spatially local-
ized function. It has nonzero function value only
when R < δ , and GE (r,r′) = 0 for R ≥ δ .

• Function GP (r,r′) is a globally oscillatory and
spectrally band-limited function. It is smooth and
bounded for ∀r and ∀r′.

To have more intuitive understanding on the properties of
function GE (r,r′) and GP (r,r′), the corresponding func-
tion images are shown in Fig. 1. Moreover, from a phys-
ical and spectral perspective, GE (r,r′) mainly captures
the evanescent waves, and GP (r,r′) mainly captures the
propagating waves.

To achieve the above splitting and correspond-
ing properties, the auxiliary function Φ(R) is specially
designed and one simple way is to choose Φ(R) to be a
polynomial of the following form [32, 33]

Φ(R) = aR3+bR2+ c, (16)

Fig. 1. The Green’s function is a priori split into a singu-
lar but spatially localized part GE and a globally oscil-
latory but spectrally band-limited part GP. The relevant
magnitudes of the original Green’s function and of these
two parts are visualized in the figure.

where a, b, and c are unknown coefficients. Clearly, the
above is a three order polynomial without the linear term,
and it implies

dΦ(0)/dR = 0, (17)
meaning that the first order derivative function of Φ(R)
is zero at R = 0 (where r = r′).

Given the splitting threshold δ , the coefficients in
(16) can be determined by some continuity conditions at
R = δ as follows⎧⎨⎩

Φ(δ ) = Re [G(δ )]
d Φ(δ )/dR = d Re [G(δ )]/dR
d2Φ(δ )/dR2 = d2Re [G(δ )]/dR2

, (18)

or, by solving the following matrix equation⎡⎣ δ 3 δ 2 1
3δ 2 2δ 0
6δ 2 0

⎤⎦⎡⎣ a
b
c

⎤⎦=

⎡⎣ Re [G(δ )]
d Re [G(δ )]/dR
d2Re [G(δ )]/dR2

⎤⎦ . (19)

The derivative functions of Re [G(R)] used in the above
are given in the appendix. Thus, after Φ(R) is obtained,
the splitting representation (13) is completely deter-
mined.

The polynomial choice (16), the implicit continuity
condition (17), and the explicit continuity condition (18)
are based on the consideration that, after the splitting,
the resultant GP (r,r′) (or, more precisely, Re [GP (r,r′)])
should be smooth everywhere for ∀r and ∀r′, so that it
can be interpolated accurately without much difficulty
(the interpolation procedures will be discussed in the
next subsection).

To make it more clear, without loss of general-
ity, consider the following representative situation. The
source point r′ is fixed to the coordinate origin, and
the field point r is moving along the x axis. Then, the
corresponding function values of G(r,r′) and GP (r,r′)
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are evaluated, as shown in Fig. 3. We can clearly see
that Re [G(r,r′)] is singular when r approaches r′, while
Re [GP (r,r′)] is continuous and smooth everywhere.
Here, Re [GP (r,r′)] is smooth at R = 0 (where r = r′) as
a result of (17), and smooth at the splitting point R = δ
as a result of (18).

Next, consider the gradient of the Green’s function
in the MFIE, namely

∇G
(
r,r′
)
=

...
G (R)∇R, (20)

with ...
G (R) = Re

[ ...
G (R)

]
+ j Im

[ ...
G (R)

]
, (21)

where

Re
[ ...
G (R)

]
=−coskR+ kRsinkR

4πR2 , (22)

Im
[ ...
G (R)

]
=−kRcoskR− sinkR

4πR2 , (23)

and

∇R =
x− x′

R
x̂+

y− y′

R
ŷ+

z− z′

R
ẑ. (24)

Similar to (8), function ∇G(r,r′) is singular for R = 0,
and its magnitude is globally nonzero for R > 0. Also,
note that the singular behavior of ∇G(r,r′) comes from
Re
[ ...
G (r,r′)

]
.

Again, using the pre-splitting strategy [32, 33], the
gradient Green’s function (20) can be written as two
parts, namely

∇G
(
r,r′
)
= ∇GE

(
r,r′
)
+∇GP

(
r,r′
)
, (25)

where

∇GE
(
r,r′
)
=

{ {
Re
[ ...
G (R)

]−Φg (R)
}

∇R, R < δ
0 , R � δ ,

(26)

∇GP
(
r,r′
)
=

{ {
Φg (R)+ jIm

[ ...
G (R)

]}
∇R,R < δ

∇G(r,r′) , R � δ ,

(27)
with δ being the splitting threshold, and Φg (R) being
some auxiliary function.

Here, the following auxiliary function is used to
achieve the desired splitting, namely

Φg (R) = aR3+bR2+ cR. (28)

Note that, different from (16), the above is a three
order polynomial without the constant term, and it
implies

Φg (0) = 0, (29)

which clearly means that the function value of Φg (R) is
zero at R = 0 (where r = r′).

Given the splitting threshold δ , the coefficients in
(28) can be determined by some continuity conditions at
R = δ as follows⎧⎨⎩

Φg (δ ) = Re
[ ...
G (δ )

]
d Φg (δ )/dR = d Re

[ ...
G (δ )

]
/dR

d2Φg (δ )/dR2 = d2Re
[ ...
G (δ )

]
/dR2

, (30)

or, by solving the following matrix equation⎡⎣ δ 3 δ 2 δ
3δ 2 2δ 1
6δ 2 0

⎤⎦⎡⎣ a
b
c

⎤⎦=

⎡⎣ Re
[ ...
G (δ )

]
d Re

[ ...
G (δ )

]
/dR

d2Re
[ ...
G (δ )

]
/dR2

⎤⎦ .
(31)

The derivative functions of Re
[ ...
G (R)

]
used in the

above are given in the appendix. Thus, after Φg (R) is
obtained, the splitting representation (25) is completely
determined.

Similar as before, (28), (29), and (30) are based on
the consideration that, after the splitting, the resultant
∇GP (r,r′) (or, more precisely, each Cartesian compo-
nent Re [∇GP (r,r′)]σ , σ = {x,y,z}) should be smooth
everywhere for ∀r and ∀r′, so that it can be interpolated
accurately without much difficulty.

To make it more clear, consider the representative
situation of r′ and r as before. Then, the correspond-
ing function values of [∇G(r,r′)]x and [∇GP (r,r′)]x are
evaluated, as shown in Fig. 4. Here, Re [∇GP (r,r′)]x is
smooth at R = 0 (where r = r′) as a result of (29), and
smooth at the splitting point R = δ as a result of (30).

Note that the auxiliary function (28) chosen for the
splitting of Re [∇G(r,r′)]σ (σ = {x,y,z}) is different
from the auxiliary function (16) chosen for the splitting
of Re [G(r,r′)]. Such difference is due to the fact that,
unlike Re [G(r,r′)], Re [∇G(r,r′)]σ (σ = {x,y,z}) man-
ifest different (i.e., positive or negative) singular behav-
iors when r approaches r′ along different directions (e.g.,
along +x or −x direction), which can be deduced from
the definition of (24), or, more intuitively, observed from
Fig. 3 and Fig. 4.

With the splitting form of the Green’s function (13)
and its gradient (25), the impedance matrix ZCFIE can be
correspondingly split into two parts, yielding

ZCFIE = ZE+ZP, (32)

where ZE is related to GE (r,r′) and ∇GE (r,r′), while
ZP is related to GP (r,r′) and ∇GP (r,r′). For conve-
nience, ZE and ZP are termed here as the evanescent
matrix and the propagating matrix, respectively. When
the commonly-used Krylov subspace iterative method
[35] is employed to solve the matrix equation (4), the
matrix-vector product ZCFIE · I is computed. Using the
splitting representation (32), this product can be equiva-
lently implemented as

ZCFIE · I = ZE · I+ZP · I. (33)

As will be shown in the following subsections, by fully
exploiting the properties of the splitting form of the
Green’s function and its gradient, both ZE · I and ZP · I
can be evaluated in an efficient manner. For clarity,
before going into further discussion, basic concepts and
key elements of the presented hybrid fast algorithm are
illustrated in Fig. 2.
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Fig. 2. Systematic diagram of the flow chart and rele-
vant key elements of the presented hybrid fast algorithm.
Particularly, the two auxiliary geometric data structures,
including the Cartesian grid and the octree grouping, can
be constructed independently.

Fig. 3. The function values of G(r,r′) and GP (r,r′). The
source point r′ is fixed to the coordinate origin, and the
field point r is moving along the x axis.

C. Propagating matrix calculation

Due to the unique properties (smoothness and trans-
lation invariance) of GP (r,r′) and ∇GP (r,r′), the matrix-
vector product ZP · I can be calculated accurately and
efficiently, with the aid of proper interpolation and the
FFT.

To this end, some auxiliary geometric data struc-
tures need to be defined first. Specifically, the object con-
sidered is enclosed by a three dimensional (3D) rectan-

Fig. 4. The function values of [∇G(r,r′)]x and
[∇GP (r,r′)]x. The source point r′ is fixed to the coor-
dinate origin, and the field point r is moving along the x
axis.

gular bounding box. Then, this bounding box is subdi-
vided regularly along each Cartesian dimension, yielding
a cluster of global Cartesian grids [9–14]. The grid spac-
ings along these Cartesian dimensions are here denoted
by hx, hy, hz, respectively. The number of grids along
these Cartesian dimensions are denoted by Nx, Nx, Nx,
respectively. Thus, a total of NGrid = Nx ×Ny ×Nz Carte-
sian grids are defined.

Recall that GP (r,r′) and ∇GP (r,r′) obtained from
the splitting process are smooth everywhere for ∀r and
∀r′. Thus, they can be well approximated using the fol-
lowing Cartesian grid-based sampling expansions

GP
(
r,r′
)
= ∑

u∈Bm

∑
v∈Bn

βu (r)GP (u,v)βv
(
r′
)
, (34)

∇GP
(
r,r′
)
= ∑

u∈Bm

∑
v∈Bn

βu (r)∇GP (u,v)βv
(
r′
)
, (35)

for ∀r and ∀r′, where Bm and Bn denote the corre-
sponding local expansion boxes that enclose r and r′,
respectively. Note that, depending on the relative posi-
tion between r and r′, Bm and Bn can be either well-
separated or overlapping, as illustrated in Fig. 5. More-
over, u and v denote the coordinates of the Cartesian
grids related to Bm and Bn, respectively. Furthermore,
βu (r) (or βv (r′)) denotes the 3D Lagrange interpolation
basis function based on the Cartesian grids of Bm (or Bn),
which is defined concretely by

βu (r) = βpx (x)βpy (y)βpz (z) , (36)
where

βpσ (σ) =
Mσ

∏
pσ=0,pσ 
=p′σ

(
σ −σp′σ

)(
σpσ −σp′σ

) , σ = {x,y,z} ,
(37)

with Mσ being the expansion order and σpσ being the
coordinates of the Cartesian grids involved. Clearly,
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r r
u v

Fig. 5. Computation corresponding to the propagating
matrix ZP can be accelerated by the FFT using the Global
Cartesian grid and the local expansion boxes. Typical
examples of the expansion boxes are illustrated using dif-
ferent colors. Here, Box 1 and Box 2 are well-separated,
while Box 2 and Box 3 are overlapping.

when Mx = My = Mz = M, a total of (M+1)3 Cartesian
grids are involved in (36).

With the expansions (34) and (35), ZCFIE
P · I can be

correspondingly rewritten as

ZCFIE
P · I = jΦkηΠ̄ · [GP (u,v)] · Π̄T · I

− jα
η
k

Πd · [GP (u,v)] ·ΠT
d · I

+(1−α)ηΠ̄g · [∇GP (u,v)]× Π̄T · I,
(38)

where [GP] and [∇GP]σ are triple block Toeplitz matri-
ces of dimension NGrid × NGrid. Moreover, Π̄, Πd, and
Π̄g are sparse matrices of dimension N ×NGrid, defined
concretely by

Π̄ =
∫
S

⎡⎢⎢⎢⎣
f1 (r)
f2 (r)

...
fN (r)

⎤⎥⎥⎥⎦[ β1 (r) , · · · ,βNGrid (r)
]

ds, (39)

Πd =
∫
S

⎡⎢⎢⎢⎣
∇ · f1 (r)
∇ · f2 (r)

...
∇ · fN (r)

⎤⎥⎥⎥⎦[ β1 (r) , · · · ,βNGrid (r)
]

ds, (40)

Π̄g =
∫
S

⎡⎢⎢⎢⎣
n̂× f1 (r)
n̂× f2 (r)

...
n̂× fN (r)

⎤⎥⎥⎥⎦[ β1 (r) , · · · ,βNGrid (r)
]

ds.

(41)
Exploiting the block Toeplitz structure of [GP] and

[∇GP]σ , the matrix-vector product ZP ·I can then be eval-

uated efficiently by the FFT as follows
ZCFIE

P · I = jαkηΠ̄ ·F−1{F {[GP]} ·F
{

Π̄T · I}}
− jα

η
k

Π̄d ·F−1{F {[GP]} ·F
{

Π̄T
d · I}}

+(1−α)ηΠ̄g ·F−1{F {[∇GP]}×F
{

Π̄T · I}} ,
(42)

where F and F−1 denote the forward and inverse FFT.
Notably, in the conventional pre-correction-based

framework [9–13], the original Green’s function G(r,r′)
is approximated with the grid-based sampling expan-
sion. Differently, for the pre-splitting-based framework
[32, 33] adopted herein, the function GP (r,r′) is instead
approximated with the grid-based sampling expansion,
as in (34). Since GP (r,r′) is smooth everywhere with-
out singularity, it is possible to approximate GP (r,r′)
with sufficiently good accuracy for arbitrary r and r′ by
proper interpolation. Consequently, unlike [9–13, 31],
the Cartesian grid-based near-field corrections are not
necessary here.

D. Evanescent matrix calculation

Referring to (14) and (26), we know that ZE, domi-
nated by GE (r,r′) and ∇GE (r,r′), has nonzero elements
only when R< δ . Therefore, with quasi-uniform meshes,
ZE is a typical sparse matrix with few nonzero elements,
and thus it can be stored without much effort. How-
ever, in multiscale problems, dense mesh always occurs.
Thus, near-field interactions within R < δ increase sub-
stantially. In this case, the nonzero elements of ZE will
increase dramatically.

Fortunately, in the pre-splitting-based framework
adopted, this difficulty can be trivially addressed. In a
nut shell, we first construct a spatial grouping only based
on the geometric position of the basis functions, and then
apply the matrix compression methods based on such a
grouping to achieve memory reductions of ZE.

Here, a standard adaptive octree is utilized for
accomplishing the spatial grouping, and the basic pro-
cedures for its construction are outlined as follows.

1. A root cube enclosing the whole object is con-
structed.

2. The nonempty cubes are subdivided into eight sub-
cubes recursively until the number of basis func-
tions within each cube is smaller than a prescribed
constant.

3. An octree is built when the process finishes.

Accordingly, several concepts related to the octree
are then defined as follows.

• Those cubes that do not need to be further subdi-
vided are called leaf cubes. Here, the leaf cubes are
denoted by Cs, with s being the index of some leaf
cube. It should be noted that not all of the leaf cubes



ZHU, LI, SHA, ZHOU, HONG: A PRE-SPLITTING GREEN’S FUNCTION BASED HYBRID FAST ALGORITHM FOR MULTISCALE PROBLEMS 658

Fig. 6. The storage of ZE is effectively compressed by
using the spatial grouping octree and the matrix com-
pression method. Illustration of the octree grouping is
shown in the left subfigure, where some leaf cubes are
highlighted using colors. Here, Cube 5 is neighbor cube
of Cube 1, while Cube 2, Cube 3, Cube 4 are all well-
separated cubes of Cube 1. Besides, the nonzero range
of GE (r,r′), characterized by R < δ , is illustrated in the
right subfigure. Note that the establishment of the group-
ing and the application of the compression can be real-
ized independent of the Cartesian grids and the FFT.

are located at the same octree level. Typical exam-
ples of the leaf cubes are shown in Fig. 6 and are
highlighted with colors.

• Two leaf cubes (e.g., Cs and Ct ) are called neigh-
bor cubes if they share at least one vertex, such as
Cube 1 and Cube 5; otherwise, they are called well-
separated cubes, such as Cube 1 and Cube 3. For
convenience, we use Cs ∩Ct 
= /0 to denote that two
cubes are neighbor cubes, and use Cs ∩Ct = /0 to
denote that two cubes are well-separated cubes.

Note that, in [31], the conventional octree grouping
cannot be directly applied, and a more involved group-
ing scheme is developed, in which the cubes for group-
ing the basis functions are induced from the Cartesian
grids. In contrast, here the basis function grouping does
not have to be dependent on the Cartesian grids, and
can be implemented independently and conventionally.
In other words, the commonly-used adaptive octree can
be directly employed to achieve the required groupings,
and the treatments of the required auxiliary geometric
data structures herein are thus simple and straightfor-
ward.

On the basis of the spatial groupings above, ZE can
then be rewritten as

ZE =
{

Zst
E
}

Cs∩Ct 
= /0+
{

Zst
E
}

Cs∩Ct= /0, (43)

where

•
{

Zst
E
}

Cs∩Ct 
= /0 denote those matrix subblocks cor-
responding to the interactions between neighbor
cubes. They are directly computed and stored.

•
{

Zst
E
}

Cs∩Ct= /0 denote those matrix subblocks corre-
sponding to the interactions between well-separated
cubes. These matrix subblocks can be low-rank.
They can be compressed and stored in a compact
form.

Here, the ACA [36–38] is employed for accomplish-
ing the matrix compression. Detailed procedures of the
ACA can be found in, for example, [37, 38]. Correspond-
ingly,

{
Zst

E
}

Cs∩Ct= /0 can be then factorized as{
Zst

E
}

Cs∩Ct= /0 =
{

Us
E ·Vt

E
}

Cs∩Ct= /0. (44)
Thus, the matrix-vector product ZE · I can be calcu-

lated as
ZE · I =

{
Zst

E
}

Cs∩Ct 
= /0 · I+
{

Zst
E
}

Cs∩Ct= /0 · I
=
{

Zst
E · It}

Cs∩Ct 
= /0+
{

Us
E ·
(
Vt

E · It)}
Cs∩Ct= /0.

(45)

Some implementation details for the compression of{
Zst

E
}

Cs∩Ct= /0 are further clarified as follows. In particu-
lar, as shown in Fig. 6, due to the localized nature of ZE
decided by R < δ , for a basis function φ in Cube 1, all
the basis functions in Cube 2 have full interactions with
φ , while all the basis functions in Cube 4 have zero inter-
actions with φ . Meanwhile, only parts of the basis func-
tions in Cube 3 and Cube 5 have nonzero interactions
with φ . Hence, for two well separated groups with index
sets s and t, only the submatrices representing nonzero
interactions is to be compressed. Thus, the matrix Zst

E
which represents the interactions between the two groups
is in fact described more precisely by

Zst
E = Pss

[
Zs′t′

E O

O O

]
Qtt, (46)

with subsets s′ ⊂ s and t′ ⊂ t. Here, Pss and Qtt are per-
mutation matrices, Zs′t′

E denotes the matrix subblock cor-
responding to nonzero interactions. Note that, depending
on the relative position between the two cubes consid-
ered, there can be many zero interactions in Zst

E, due to
the sparsity pattern of ZE. Therefore, the matrix com-
pression is in fact applied to Zs′t′

E rather than Zst
E, and we

have
Zs′t′

E = UEVE, (47)
where |s′| and |t′| denote the sizes of index sets s′ and t′,
respectively. Meanwhile, the dimension of the matrix UE
is |s′|×Γ, and the dimension of the matrix VE is Γ×|t′|.
Here, Γ denotes the compression rank of Zs′t′

E for a given
tolerance. Ultimately, the compressed matrices UE and
VE in (47) are stored, and are applied to the surface cur-
rent vector I in an efficient manner. For many practi-
cal problems that involve multiscale discretization, the
matrix block Zs′t′

E can be effectively compressed, and the
memory consumption for UE and VE are greatly reduced
compared to that for Zst

E.

III. NUMERICAL RESULTS

In this section, the computational performance of the
proposed hybrid algorithm is demonstrated through sev-
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eral numerical examples. The conjugate gradient method
(CG) [35] is used as the iterative solver, and the toler-
ance is set to 1.0E-3. The diagonal preconditioner is used
to improve the convergence. Unless otherwise stated, the
grid spacings (i.e., hx, hy, hz) for the FFT acceleration
are by default set to the common value h = 0.1 λ , and
the expansion orders (i.e., Mx, My, Mz) are by default
set to the common value M = 3. Furthermore, the well-
known FFTW [34] is used to perform the FFT. For clar-
ity, in the following, the traditional pre-splitting-FFT-
based algorithm which employs the uncompressed ZE
will be termed as the PSG-FFT algorithm, and the pro-
posed hybrid fast algorithm (enhanced with the ACA)
will be referred to as the PSG-FFT-ACA algorithm.

A. Sphere

A PEC sphere of radius 1.0 λ is first considered. The
surface of the sphere is discretized with multiscale trian-
gular meshes, resulting in 34,764 RWG functions. In par-
ticular, as shown in Fig. 7, about a quarter of the surface
is discretized with dense meshes of edge lengths about
0.02 λ , and the rest is discretized with regular meshes of
edge lengths about 0.1 λ .

For this example, the standard MoM (without using
any acceleration technique), the traditional PSG-FFT
algorithm, and the proposed PSG-FFT-ACA algorithm
are adopted as the the solution methods. After solv-
ing the corresponding matrix equations as formulated in
(4), the surface current coefficients (i.e, the solutions of
equation (4)) IMoM, IPSG-FFT, and IPSG-FFT-ACA are then
obtained, respectively. Here, it should be noticed that
both IPSG-FFT and IPSG-FFT-ACA depend on the choice of
the pre-splitting threshold δ . However, when the stan-
dard MoM is used, δ is not involved, and IMoM is there-

Fig. 7. Mesh configurations of the PEC sphere. The
radius of the sphere is 1.0 λ . Here, about a quarter of
the spherical surface is discretized with a relatively dense
mesh of 0.02 λ , and the rest of the surface is discretized
with a regular mesh of 0.1 λ . For clarity, the enlarged
view of the multiscale mesh is also visualized in the
above.

fore independent of δ . Thus, the solution IMoM can be
used as a proper reference, to evaluate the accuracy of
IPSG-FFT and IPSG-FFT-ACA for varying δ . The relative
errors of the surface current coefficients are defined as
follows

E =

∥∥ITest− IReference
∥∥
2∥∥IReference

∥∥
2

, (48)

where ITest denotes the surface current coefficients to be
tested, IReference denotes some specified surface current
coefficients to be used as the reference, and ‖·‖2 denotes
the 2-norm of vector. Based on (48), the relative errors
of both the traditional PSG-FFT algorithm and the pro-
posed PSG-FFT-ACA algorithm for several different δ
are calculated and shown in Fig. 8. We can see that both
algorithms can achieve accurate results and show similar
accuracy level. In particular, within the range of the δ
between 0.15 λ and 0.65 λ , the errors of both algorithms
decrease with increasing δ . Furthermore, the accuracies
of both algorithms are not strongly sensitive with respect
to the δ considered.

Fig. 8. Relative errors E of the surface currents coef-
ficients I with respect to different splitting threshold
δ . The relative errors of both the traditional PSG-FFT
algorithm and the proposed PSG-FFT-ACA algorithm
are illustrated. The surface currents coefficients obtained
using the standard MoM are used as the reference.

In the following, the choice of δ is discussed. In
principle, δ can be of any value. However, in practice,
a moderate value of δ is suggested, due to the following
considerations.

• If δ is chosen be relatively large, the number of
nonzero elements of the evanescent matrix ZE will
then become relatively large. Clearly, in this case,
the corresponding computational cost will increase.
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In Table 1, the computational costs with respect to
δ are recorded. It can be observed that the time
and memory consumptions of both the traditional
PSG-FFT algorithm and the proposed PSG-FFT-
ACA algorithm increase as δ increase. Hence, due
to efficiency considerations, δ is not suggested to
be too large.

• If δ is chosen to be relatively small, the number of
nonzero elements of the evanescent matrix ZE will
become relatively small, and the computational cost
is correspondingly reduced. However, from Fig. 8,
it is observed that the accuracy of the solution is
slightly reduced when δ becomes smaller. Hence,
due to accuracy considerations, δ is not suggested
to be too small as well.

Based on the above considerations, the δ between 0.15
λ and 0.65 λ can be proper choice. In practice, by tuning
the splitting threshold δ within this range, we can trade
off between accuracy and computational cost.

Besides, the well-studied IE-FFT algorithm [17],
being a typical instance of the pre-correction-based
methods, is also used to calculate this example. Simi-
lar to the configurations of the pre-splitting-based meth-
ods employed, the grid spacing h for the IE-FFT is set to
0.1 λ and the expansion order M is set to 3. Then, using
IMoM as the reference, the relative error of the obtained
surface current coefficients IIE-FFT is calculated, which is
2.96E-3. Referring to Fig. 8, we can see that such error
is close to the error of the PSG-FFT(-ACA) algorithm
with δ about 0.45 λ . Moreover, for the IE-FFT algo-
rithm, the memory requirement is 3.09718 G and the
CPU time required is 1.08727 m. Referring to Table 1,
we can see that such cost is slightly lower than that of
the PSG-FFT algorithm with δ about 0.45 λ . From the
above numerical results, it can be known that the compu-
tational performance of the IE-FFT algorithm during the

Table 1: Time and memory for the sphere model with
different splitting threshold δ

δ (λ ) PSG-FFT PSG-FFT-ACA

Memory
(GB)

CPU
Time
(m)

Memory
(GB)

CPU
Time
(m)

0.15(λ ) 0.9924 0.6601 0.9917 0.7087
0.25(λ ) 1.9707 0.8078 1.6581 0.8167
0.35(λ ) 3.1454 1.1445 2.2623 0.8679
0.45(λ ) 4.6662 1.2814 2.9167 0.9177
0.55(λ ) 6.3642 2.0607 3.5851 0.9812
0.65(λ ) 8.3831 1.8004 4.2083 1.0390
0.75(λ ) 10.514 2.1802 4.3177 1.0939
0.85(λ ) 11.528 2.4548 5.1668 1.2197

solution stage is slightly better than that of the PSG-FFT
algorithm. However, it should be emphasized that such
slight advantage of the IE-FFT algorithm is at the price
of the additional grid-based numerical correction opera-
tions during the setup (precomputation) stage.

B. Monopole antenna on top of large platform

In the following, a more realistic example is con-
sidered, i.e., a monopole antenna on top of a large plat-
form, as shown in Fig. 9. Clearly, this is a typical mul-
tiscale structure and often encountered in many practi-
cal scenarios. The width and height of the platform are
4.0 λ and 0.3 λ , respectively. Moreover, the width and
height of the monopole antenna are 0.06 λ and 0.6 λ ,
respectively. The object surface is discretized with the
multiscale triangular meshes. Specifically, the monopole
antenna is discretized with meshes of edge length about
0.01 λ , while the large platform is discretized with
meshes of edge length about 0.1 λ . With such mesh, a
total of 24,807 RWG functions are generated.

The standard MoM and the proposed PSG-FFT-
ACA algorithm are employed to calculate this exam-
ple. Here, the pre-splitting threshold δ is chosen to be
0.35 λ . Using IMoM as the reference, the relative errors
of IPSG-FFT-ACA are calculated for different grid spac-
ings h and different expansion orders M. For clarity,
the relative errors are illustrated in Fig. 10. The corre-
sponding time and memory consumptions are recorded
in Table 2. It can be clearly seen that, for decreasing grid
spacing h and increasing expansion order M, the rela-
tive error decreases and the corresponding computational
cost increases. In other words, by tuning h and M, we can
trade off between accuracy and computational cost.

Fig. 9. Mesh configurations of a small monopole
antenna on top of a large platform. A multiscale mesh
is used to discretize this object. The monopole antenna
is discretized using dense mesh of about 0.01 λ , while
the large platform is discretized with regular mesh of
about 0.1 λ .
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Fig. 10. Relative errors E of the surface currents coef-
ficients with respect to different grid spacings h and
expansion orders M. The relative errors of the proposed
PSG-FFT-ACA algorithm are illustrated. The surface
currents coefficients obtained using the standard MoM
are used as the reference.

Table 2: Time and memory for the monopole-platform
model with different grid spacing h and expansion order
M

h(λ )
M = 2 M = 3

Memory
(GB)

CPU
Time
(m)

Memory
(GB)

CPU
Time
(m)

0.05(λ ) 1.0074 0.7863 1.1094 0.8256
0.10(λ ) 0.8643 0.2280 0.9662 0.2792
0.15(λ ) 0.8311 0.1554 0.9304 0.2106
0.20(λ ) 0.8243 0.1155 0.9261 0.1801

C. Cone-shape object

To further study the effectiveness of the matrix com-
pression enhancement, a PEC cone model is then consid-
ered, as shown in Fig. 11. The height of the cone is 3.0
λ . The radii of the top and the bottom faces are 0.03 λ
and 0.6 λ , respectively. The surface is discretized with a
gradually-varied meshes. In particular, three mesh con-
figurations are considered. For the three cases, the edge
length for the regular part of the mesh is fixed to 0.1 λ ,
while the edge lengths for the dense part of the mesh
are set to 0.01 λ , 0.005 λ , and 0.0025 λ , respectively.
For clarity, the mesh settings considered are illustrated
in Fig. 11.

For each of these mesh configurations, we solve
the corresponding equations first using the PSG-FFT
algorithm which employs the uncompressed ZE. Then,
we recalculate these problems using the PSG-FFT-ACA
algorithm which compresses ZE with the ACA. Here, the

Fig. 11. Mesh configurations of the PEC cone. A
gradually-varied mesh is used to discretize the cone-
shape object. The edge length for the regular part of the
mesh is 0.1 λ . The edge lengths for the dense part of the
mesh are 0.01 λ , 0.005 λ , and 0.0025 λ , respectively. For
clarity, the enlarged views are also shown in the above.

splitting threshold δ is chosen to be 0.35 λ . Notice that,
with such configuration of δ , all the interactions corre-
sponding to ZE occur within the subwavelength regime.
Thus, the ACA compression can be applied effectively
[21, 37]. In Table 3, 4, 5, we tabulate the time and
memory consumptions of both the PSG-FFT algorithm
and the PSG-FFT-ACA algorithm for the three mesh
cases considered. It can be seen that, for all the cases,
the PSG-FFT-ACA algorithm shows improved computa-
tional performances relative to the PSG-FFT algorithm.

Table 3: Time and memory for the cone model of case 1

Algorithm
Memory (GB) CPU Time

ZE Total
ZE · I
( s)

Total
(m)

PSG-FFT 0.3313 0.6286 12.128 0.6955
PSG-FFT-

ACA
0.2418 0.4738 8.3050 0.6194

Table 4: Time and memory for the cone model of case 2

Algorithm
Memory (GB) CPU Time

ZE Total
ZE · I
( s)

Total
(m)

PSG-FFT 0.9611 1.6176 69.751 2.3978
PSG-FFT-

ACA
0.4935 0.8778 35.127 1.8475
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Table 5: Time and memory for the cone model of case 3

Algorithm
Memory (GB) CPU Time

ZE Total
ZE · I
(m)

Total
(m)

PSG-FFT 2.6465 4.2615 181.47 4.4874
PSG-FFT-

ACA
1.1579 2.0570 78.678 2.8009

Further inspections show that the degree of improve-
ments becomes more prominent when the dense mesh
is finer. To make this more clear, we calculate the com-
pression ratios of the evanescent matrix ZE and use this
as an indicator to measure the degree of improvements
of the matrix compression enhancement. In Fig. 12, the
compression ratios with respect to different mesh con-
figurations are illustrated. We can clearly see that the
compression ratio becomes higher when the dense mesh
becomes finer. That is, the effectiveness of the proposed
hybrid algorithm (with matrix compression enhance-
ment) becomes more prominent when the ratio between
the regular mesh size and the dense mesh size is larger.

Multiscale Mesh Case 3

Multiscale Mesh Case 2

Multiscale Mesh Case 1

Fig. 12. Compression ratios of the cone with different
mesh configurations.

D. Aircraft model

A relatively large PEC aircraft model with multi-
scale meshes is finally considered, as shown in Fig. 13.
In this model, both the length and the wingspan of the
aircraft are about 16 λ . The surface is discretized with
triangular meshes, resulting in 120,072 RWG functions.
Here, a part of the aircraft surface on the wings is dis-
cretized with dense meshes of edge lengths about 0.02
λ , and the rest of the aircraft surface is discretized with
regular meshes of edge lengths about 0.1 λ .

The bistatic RCS curves obtained by the PSG-FFT
algorithm and the PSG-FFT-ACA algorithm are illus-

Fig. 13. Geometry model and corresponding multiscale
mesh of the PEC aircraft. Here, a part of the aircraft sur-
face on the wings are discretized with a relatively dense
mesh of 0.02 λ , while the rest of the aircraft surface is
discretized with a regular mesh of 0.1 λ . The enlarged
view of the multiscale mesh is also highlighted in the
above.

Fig. 14. Bistatic RCS curves of the PEC aircraft model.
The result obtained by the IE-FFT is used as the ref-
erence. The RMSE of the PSG-FFT and the PSG-FFT-
ACA are calculated.

trated in Fig. 14. The pre-splitting threshold δ is here
chosen to be 0.35 λ . The bistatic RCS curve obtained
by the well-tested IE-FFT algorithm [17] is also shown
in the figure and used as the reference to calculate the
root mean square error (RMSE). We can see that these
curves agree well with each other.

The time and memory consumptions of both the
PSG-FFT algorithm and the PSG-FFT-ACA algorithm
are tabulated in Table 6. From the table, we can see
that the memory requirement of the evanescent matrix
ZE in the PSG-FFT-ACA algorithm is reduced by
about 34.1218%, compared with that of the PSG-FFT
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Table 6: Time and memory for the aircraft model

Algorithm
Memory (GB) CPU Time

ZE Total
ZE · I
( s)

Total
(m)

PSG-FFT 3.5558 7.7408 76.910 23.580
PSG-FFT-

ACA
2.3425 5.4033 48.053 21.431

algorithm. Meanwhile, the time cost for performing ZE ·
I in the whole solution process is reduced by about
37.52%. Thus, the time and memory cost related to the
evanescent matrix ZE can be greatly reduced, as a result
of the matrix compression enhancement.

Nevertheless, the total cost of the overall algorithm
are determined not only by the cost related to the evanes-
cent matrix ZE, but also determined by the cost related
to the propagating matrix ZP. For this relatively large
object, the dense mesh region only occupies a relatively
small portion of the overall object surface, and the ratio
between the edge length (0.1 λ ) of the regular mesh and
the edge length (0.02 λ ) of the dense mesh is here not
extremely large. Thus, the time cost for performing ZP · I
still dominates the time cost for performing Z · I, and the
reduction of the time cost for performing ZE · I therefore
only has a minor influence on the total time cost for per-
forming Z · I. As a result, although the total time can be
reduced due to the reduced cost related to ZE, the reduc-
tion of the total time does not look very striking for this
example.

IV. CONCLUSIONS

In this paper, a hybrid fast algorithm has been estab-
lished for efficiently analyzing multiscale problems. In
this algorithm, the Green’s function is a priori split into
a singular but spatially localized part, and a smooth,
oscillatory but bandlimited part. Then, the fundamen-
tal blocks for acceleration, i.e., the FFT and the matrix
compression method (ACA), are applied to these two
parts, respectively. Compared with the traditional meth-
ods which only employ the FFT for acceleration, the
proposed hybrid algorithm can maintain low memory
consumption in multiscale cases without compromising
time cost, thus manifesting itself as a favorable multi-
scale extension of the traditional pure FFT-based meth-
ods. Furthermore, the required auxiliary geometric data
structures herein can be constructed independent of each
other, thus permitting the two kinds of acceleration meth-
ods to be connected seamlessly in a concise and elegant
manner.

On the basis of the present work, several future
directions may be explored. First, except for the
Lagrange interpolation used in this work, other more

accurate interpolation schemes (such as the Gaussian
interpolation [15] or the fitting techniques [12]) can be
employed to further improve the computational perfor-
mance of the overall algorithm. Moreover, although only
the PEC problems are considered here, extensions to
the dielectric problems (especially inhomogeneous cases
[16]) are clearly feasible. Furthermore, effective par-
allelization (especially on heterogeneous architectures
[13]) of the proposed hybrid algorithm can be interest-
ing subject of future research.

APPENDIX

The derivative functions of Re [G(R)], which are
used in (18) and (19), are given below

d
dR

Re [G(R)] =−cos(kR)+ kRsin(kR)
4πR2 , (49)

d2

dR2 Re [G(R)] =

−
(
k2R2−2

)
cos(kR)−2kRsin(kR)

4πR3 .

(50)

The derivative functions of Re
[ ...
G (R)

]
, which are

used in (30) and (31), are given below
d

dR
Re
[ ...
G (R)

]
=

−
(
k2R2−2

)
cos(kR)−2kRsin(kR)

4πR3 ,

(51)

d2

dR2 Re
[ ...
G (R)

]
=

−3
(
k2R2−2

)
cos(kR)− kR

(
k2R2−6

)
sin(kR)

4πR4 .

(52)
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Abstract – The utilization of physics-informed deep
learning (PI-DL) methodologies provides an approach
to augment the predictive capabilities of deep learning
(DL) models by constraining them with known physi-
cal principles. We utilize a PI-DL model called the deep
operator network (DeepONet) to solve two-dimensional
(2D) electromagnetic (EM) scattering problems. Numer-
ical results demonstrate that the discrepancy between the
DeepONet and conventional method of moments (MoM)
is small, while maintaining computational efficiency.

Index Terms – Electromagnetic scattering, physics-
informed deep learning, the method of moments.

I. INTRODUCTION

Machine learning (ML) has emerged as a promis-
ing alternative for solving electromagnetic (EM) scatter-
ing problems [1–4] through an offline training - online
prediction pattern. In the current landscape, two primary
categories of ML approachs have been identified for EM
scattering problems. The first approach treats ML as a
“black box” and employs it as an alternative to tradi-
tional solvers [5–7]. Alternatively, the second approach
involves replacing a module of a traditional solver with
an ML-based solution [8–10]. Among these methodolo-
gies, physics-informed ML (PI-ML) [11] has attracted
significant attention since it can gracefully incorporate
both empirical data and prior physical knowledge. This
integration of physical laws and data-driven approaches
has been shown to improve the accuracy, reliability,
and interpretability of predictions in various applications
related to physical mechanisms. In [12], the physics-
informed neural network (PINN) [13] was developed to
solve time domain EM problems, where initial condi-
tions, boundary conditions, as well as Maxwell’s equa-
tions, were encoded as the constraints during the training
process of the network.

Among many deep learning (DL) networks, the deep
operator network (DeepONet) has the attractive ability
to break the “curse of dimensionality” [14]. For the first
time, to the best of our knowledge, this work utilizes
the DeepONet to solve dynamic EM scattering prob-
lems. The performance of the DeepONet is investigated
in terms of different configurations.

The rest of the paper is as follows. In Section II,
we review the process of EM scattering, using a two-
dimensional (2D) dielectric scatterer as an illustrative
example. In Section III, we show how to use the Deep-
ONet to solve EM scattering problems. In Section IV,
several numerical results are given to verify the good
performance of the DeepONet. Conclusions are given in
Section V.

II. PROBLEM STATEMENT

In this section, we consider a 2D nonmagnetic trans-
verse magnetic (TM) case, as shown in Fig. 1. The un-
known scatterers are positioned in a domain D ∈R

2 with
homogeneous background, i.e., the free space. Harmonic
incident waves are excited by the transmitter with the
time-factor being e jwt . The scattered fields can be mea-
sured by the receivers in the domain S ∈ R

2.
The EM scattering problem aims to determine the

scattered fields generated by the illumination of incident
fields on scatterers. The method of moments (MoM) [1,
4] is widely adopted to solve this problem. After dis-
cretizing the computational domain D into M = M1×M2
sub-domains, we can obtain the matrix system

J = χ ·
(

E
i
+GD ·J

)
, (1)

where J and E
i are vectors of the equivalent electric cur-

rents and incident fields, GD is the matrix of the free
space Green’s function in the domain D, and χ is the
diagonal matrix storing the contrast of each sub-domain.

Submitted On: February 28, 2023
Accepted On: September 20, 2023

https://doi.org/10.13052/2023.ACES.J.380905
1054-4887 © ACES



WANG, PAN: PHYSICS-INFORMED DEEP LEARNING TO SOLVE 2D ELECTROMAGNETIC SCATTERING PROBLEMS 668

Fig. 1. Setup of EM scattering problems in the 2D case.

After J is obtained by solving Eq. (1), the discrete total
fields E

t in the domain D can be obtained:

E
t
= E

i
+GD ·J. (2)

Similarly, the scattered fields of any observation re-
gion can be calculated:

E
s
= GS ·J, (3)

where GS is the matrix of the free space Green’s function
in the domain S.

III. PHYSICS-INFORMED DEEP LEARNING

The DeepONet [15] is a physics-informed DL (PI-
DL) model, learning a variety of explicit operators
that map from one function space to another, which is
based on the universal approximation theorem for oper-
ators [16]. The theorem portrays a structure that consists
of two sub-networks: one is the branch network for en-
coding the discrete input function space while the other
is the trunk network for encoding the output function
space, and shows that this particular network structure
is capable of approximating a class of physical opera-
tors with arbitrary accuracy, which suggests its signifi-
cant implications for the accurate modeling of complex
physical systems. Essentially, the underlying mathemat-
ical foundation distinguishes the DeepONet from other
neural networks.

The overall flow of employing the DeepONet to
solve EM scattering problems is shown in Fig. 2. Firstly,
we approximate the unknown current generation opera-

tor, i.e., the map from χ(r) to J(r), utilizing the Deep-
ONet. Then the total and scattered fields are computed
through a simple matrix-vector multiplication process
using the predicted results acquired by the DeepONet.
Specifically, the branch network of the DeepONet is a
complex-valued (CV) ResNet [17] consisting of a con-
volutional input layer, followed by four residual blocks,
and a fully connected output layer to generate modules
of the real and imaginary parts. The setup of the CV
network is similar to that in [18]. Here, we are deal-
ing with images, or data matrices, of size 64× 64. In
the forward calculation, the number of channels is first
changed to 64 through the input layer while the size of
each channel is halved. The four residual blocks are then
connected in turn. Assume that the input of one resid-
ual block has Nin channels and the size of each channel
is M3 ×M3. After the forward calculation of this block,
the number of channels becomes 2Nin, and the size of
each channel is halved to M3

2 × M3
2 . After that, we flatten

the 1×1 matrix over 1024 channels and connect a fully
connected layer to output the result. The trunk networks
are two real-valued fully connected networks to encode
respectively the real and imaginary parts of the equiva-
lent electric current function. They both have six hidden
layers.

The input of the branch network is χ ⊕χ ◦E
i
, where

⊕ means to put the matrices on both sides of the symbol
into the two channels of the tensor, and ◦ denotes the
Hadamard product. The inputs to both trunk networks
are the coordinates of one sub-domain, i.e. (x,y), for the
2D problem in this paper.

The output of the DeepONet is the real and imag-
inary part of the equivalent electric current within the
sub-domain based on the input coordinates of the trunk
networks, derived by computing the dot product between
the real and imaginary components of the branch net-
work output with the corresponding elements of the two
trunk network outputs.

Trainable biases θbias are added to the final output
of the DeepONet to improve generalization performance.
The number and size of channels or the number of neu-
rons is indicated below each layer.

According to the universal approximation theorem,
the output layer of the branch network does not need to
employ an activation function, while the output layer of
the trunk network requires the use of it. Apparently, the
background region with a contrast of zero does not con-
tribute to equivalent electric currents. We incorporate this
prior knowledge into the training process of the Deep-
ONet, i.e., we only need to predict equivalent electric
currents on sub-domains with non-zero contrasts.

The loss function of the DeepONet can be expressed
in terms of the mean absolute error as
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Fig. 2. The overall flow of employing the DeepONet to solve EM scattering problems.

L =
1
B

B

∑
b=1

⎛⎝
∣∣∣ℜ(J

Pred
b

)
−ℜ

(
J
MoM
b

)∣∣∣
Nb

+

∣∣∣ℑ(J
Pred
b

)
−ℑ
(

J
MoM
b

)∣∣∣
Nb

⎞⎠ ,

(4)

where B is the batch size, Nb is the number of non-zero
contrast sub-domains for the bth scatterer, J

Pred
b is equiv-

alent electric currents for the bth scatterer obtained from
the DeepONet while J

MoM
b is equivalent electric currents

calculated by the MoM, and ℜ(·) and ℑ(·) denote taking
the real and imaginary part respectively.

IV. NUMERICAL RESULTS

In this section, we use several numerical examples
to verify our approach. The DeepONet in this paper is
built by Pytorch [19] and written in Python. We use the
MoM to generate labels of training, validation and test-
ing sets, i.e., equivalent electric currents. Specifically, the
generalized minimal residual (GMRES) algorithm [20]
is employed, with the aid of the fast Fourier transform
(FFT) acceleration. The performance of the DeepONet is
investigated on a server with two Intel Xeon CPUs and
NVIDIA RTX 3090 GPU.

The data employed in our work is obtained by
the MoM. In particular, 2D dielectric scatterers are
generated according to handwritten numbers from the
MNIST [21], which range from 0 to 9. Each scatterer
has the computational domain D with a dimension of
2 × 2 m2, centering at (0, 0). The real and imaginary
parts of the relative permittivity of the training samples
are randomly selected from 1.10-2.00 and 0.00-1.00, re-
spectively. The number of scatterers in the training, val-
idation and testing set are respectively, 20,000, 500, and
1000. We limit our analysis to the scenario of a single
incident angle of 90◦. The incident field operates at a fre-
quency of 300 MHz. The scattered fields are sampled at

360 points that are uniformly located on a circle with a
radius of 5 m. Figure 3 depicts some inputs of the branch
network as well as their corresponding labels.

In the training stage, the adaptive moment estima-
tion method (Adam) [22] is employed to minimize the
loss function shown in Eq. (4). The learning rates of all
sub-networks are set to 0.0002 at the beginning and are
halved sequentially at the 100th, 140th, and 170th itera-
tions. Each training batch contains 40 samples. The to-
tal number of iterations is 201. In the testing stage, to
quantify the difference between the DeepONet predic-
tions and true values generated by the MoM, we define
the relative error (REq) for the qth obstacle as follows:

REq =

∥∥∥J
Pred
q −J

MoM
q

∥∥∥
2∥∥∥J

MoM
q

∥∥∥
2

. (5)

For the entire testing set, we define the mean relative
error (MRE)

MRE=
1
Q

Q

∑
q=1

REq, (6)

where Q is the number of samples in the testing set.

A. Feasibility validation

The testing set is set up in the same manner as the
training set. Trajectories of losses are shown in Fig. 4 (a)
and the histogram of REs for the testing set is shown in
Fig. 4 (b). The MRE is found to be 0.043 while the vari-
ance of REs is estimated to be 4.9e-04. The predicted
results are illustrated in Figs. 5 (a) and 5 (b), comprising
a test instance from the MNIST test set and another from
a distinct graphic type, respectively, to exhibit the feasi-
bility of the DeepONet. It can be found that the predicted
values match well with the true ones.

B. Generalization testing

In the context of the DeepONet framework, the size
of the input function space and the size of the output
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Fig. 3. Examples of the branch network input χ ⊕χ ◦E
i
and corresponding equivalent electric current labels.

(a) (b)

Fig. 4. (a) Trajectories of losses as a function of the number of epochs. (b) The RE histogram of the testing set with
1000 samples.

function space after discretization are found to be inde-
pendent. While fixing the input size of the branch net-
work, we can flexibly adjust the output of the Deep-
ONet by varying the coordinate input of the trunk net-
work during the testing stage. In this part, we explore the
potential of predicting equivalent electric currents with
grids of 32×32 and 96×96 using the DeepONet trained

on the training set of grid size 64× 64, with the posi-
tion and dimension of the domain D being held constant.
For each of the two aforementioned cases, we generate
1,000 scatterers for the testing set. The configuration of
the scatterers are set similarly to the previous example.
Figure 6 (a) and 6 (b) give histograms of REs for the
two cases. It is indicated that the DeepONet successfully
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(a)

(b)

(c)

Fig. 5. The predicted results. The 1st column is the real and imaginary parts of contrasts. The 2nd column gives the
real and imaginary parts of true equivalent electric currents computed by the MoM. The 3rd column is the real and
imaginary parts of predicted equivalent electric currents. The 4th and 7th columns show the differences between true
and predicted results. The 5th and 6th columns are the total fields calculated with the true and predicted equivalent
electric currents, respectively. The last column are the true and predicted scattered fields in φ ∈ [0◦,359◦]. (a) A sample
from the MNIST testing set with a grid size of 64× 64, (b) a sample in a different graphic type with a grid size of
64×64, (c) a sample from the MNIST testing set with a grid size of 1024×1024.

(a) (b)

Fig. 6. The RE histograms of the testing sets with different grids of the equivalent electric currents. Each testing set
contains 1000 samples. (a) 32×32 case. (b) 96×96 case.
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predicted multi-grid results, confirming its nice general-
ization capability as a grid-free EM numerical solver.

C. Computational time

Although the DeepONet is a picture-to-pixel model
that yields the equivalent electric current on a single
sub-domain per forward calculation, we can supply all
the coordinate data concurrently and utilize the graph-
ics processing unit (GPU) to expedite computations, thus
significantly reducing the computation time. Addition-
ally, the prediction of equivalent electric currents on sub-
domains with non-zero contrasts leads to further reduc-
tion of total prediction time. Notably, as the domain D
is divided into finer partitions, the traditional numerical
solver suffers from the “curse of dimensionality.” result-
ing in an exponential increase in computation time. Con-
versely, the DeepONet’s computation time remains rela-
tively unchanged. The reason is that the time increase in
the trunk network and dot product during the forward
calculation due to the increase in coordinate inputs is
negligible, while the cost of the branch network remains
constant.

Table 1: Comparison of computation time between the
DeepONet and MoM

Grid Size DeepONet (s) MoM (s)

64×64 0.018 0.014
256×256 0.018 0.38

1024×1024 0.024 6.39

Table 1 compares the DeepONet and MoM on
different grids in terms of the computational time to
obtain equivalent electric currents. The test obstacle is
configured in an identical manner as in previous experi-
ments. Using an example of grid size 1024× 1024, the
DeepONet predicts equivalent electric currents in just
0.024 s, compared to 6.39 s for the MoM to complete the
corresponding calculation. The predicted results of grid
size 1024× 1024 are shown in Fig. 5 (c). In this case,
both the total and scattered fields calculated with the
true equivalent electric currents and the predicted ones
match well.

V. CONCLUSION

Based on PI-DL, this paper utilizes the DeepONet
to solve 2D dynamic EM scattering problems from the
perspective of approximating the unknown current gen-
eration operator. The underlying mathematical founda-
tion distinguishes the DeepONet from other neural net-
works. The accuracy, efficiency, and generalization of
the DeepONet are verified through numerical examples.
Furthermore, the DeepONet exhibits the ability to per-
form multi-grid prediction and overcome the “curse of

dimensionality.” Since the DeepONet can be extended to
three-dimensional cases, the proposed approach has the
potential to solve 3D dynamic EM scattering problems.
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Abstract – Optimization of antenna performance is a
non-linear, multi-dimensional and complex issue, which
entails a significant investment of time and labor. In this
paper, a hybrid algorithm of quasi-opposition grey wolf
optimization (QOGWO) and Gaussian process regres-
sion (GPR) model is proposed for antenna optimiza-
tion. The QOGWO is prone to global optimality, high
precision for complex problems, and fast convergence
rate at the later stage. The GPR model can reduce time
cost of antenna samples generation. After being opti-
mized by the proposed approach, a stepped ultrawide-
band monopole antenna and a dual-band MIMO antenna
for WLAN can achieve wider bandwidth and higher gain
or isolation at low time cost, compared to other intelli-
gent algorithms and published literatures.

Index Terms – Antenna optimization, Gaussian process
regression, grey wolf optimization, quasi-opposition.

I. INTRODUCTION

Since their invention, antennas have become indis-
pensable devices in electric equipment, and they are also
important parts of wireless communication systems. In
microwave engineering, antenna optimization is a non-
linear, multi-dimensional, and highly complex problem.
Antennas are usually analyzed by electromagnetic simu-
lation software, and their optimization and design require
extensive professional experience. Therefore, antenna
design entails a significant investment of time and labor.
However, emerging intelligent algorithms provide prac-
tical approaches to fast optimization and efficient design.

In recent years, many scholars have explored
abundant intelligent optimization algorithms. Nysaeter
employed the NSGA-III algorithm to optimize two-
dimensional antenna locations for MIMO two-way
antenna patterns [1]. Singh applied the cat-swarm-
based genetic optimization (CSGO) to the design of a
miniaturized multiband antenna [2]. Mirjalili proposed
a grey wolf optimization (GWO) in 2014 [3]. It has
been applied in versatile fields because of few param-
eters to be set, robustness, and high performance in
some cases [4, 5]. It has potential applications in

antenna optimization, which motivates our work in this
paper.

Based on the GWO algorithm [3], a quasi-
opposition grey wolf optimization (QOGWO) algorithm
is built. It is prone to global optimality, high-precision
solution for complex problems, and fast convergence
rate. For reducing time cost of antenna samples gener-
ation, the Gaussian process regression (GPR) model
is introduced and combined with the QOGWO into
the QOGWO-GPR algorithm. It is validated by a
stepped ultrawideband monopole antenna and a dual-
band MIMO antenna for WLAN, and the results show
that it has made the two antennas achieve wider band-
width and higher gain or isolation at low time cost
compared to the other intelligent algorithms and the
published literature [14].

II. IMPROVED GWO

The GWO algorithm imitates the hunting behaviors
of a wolf pack in nature. According to the distances
between individual grey wolves and the prey, the three
closest wolves are named α , β , and δ . The remaining
wolves are denoted as ω . The predation process is led
by α wolf and consists of three steps: tracking the prey,
surrounding the prey, and attacking the prey. The GWO
algorithm [3] is outlined as follows:

Step 1: The dimensions of hunting space and their
bounds, the number of individuals in the grey wolf popu-
lation N are set.

Step 2: The grey wolf population are initialized
randomly.

Step 3: In the population, the three wolf individuals
closest to the prey are selected as α , β , and δ respec-
tively. In the specific problem, the distance corresponds
to a pre-defined fitness function value.

Step 4: Convergence factor a is expressed, with the
tth iteration, as

a = 2− 2t
Max iter

, (1)

where Max iter is the maximum number of itera-
tions. Obviously, a decreases linearly from 2 to 0 as t
increases.
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Step 5: Each individual wolf ω updates its position
in the (t + 1)th iteration by its relative position to α , β ,
and δ as following:

Xω(t +1) =
Pα(t)+Pβ (t)+Pδ (t)

3
, (2)

where Pα(t), Pβ (t), and Pδ (t) denote the forward
vectors of ω toward α , β , and δ in the tth iteration.

Step 6: If the iteration number reaches Max iter, the
iteration process will stop; otherwise, go to Step 3.

The other details of the GWO algorithm are referred
to [3]. The GWO algorithm has some advantages such
as few parameters to be set, high robustness, and good
performance in some cases [4, 5]. However, it easily falls
into local optimal solutions, and has low precision in
solving complex problems, and is slowly convergent in
the later stage [6]. In what follows, the GWO algorithm
will be improved in three aspects: population initializa-
tion in Step 2, convergence factor in Step 4, and indi-
vidual position updated in Step 5.

A. Quasi-opposition population initialization

In the GWO algorithm, the initial population is
generated randomly. This does not ensure a stable and
rich population diversity and lowers the solution preci-
sion for complex problems [7]. The quasi-opposition
principle [8] serves as a potential approach to improving
the population diversity.

Each individual is a multidimensional vector. For
the sake of clarity, its component is considered as a
one-dimensional example to illustrate the concept of
quasi-opposition. The optimal solution to be searched is
supposed in the interval [a0,b0]. For any x ∈ [a0,b0], its
symmetry point x′ is a0 + b0 − x, the probability that x
is close to the optimal solution is the same as x′. The
midpoint of [a0,b0] is denoted by xm, and the quasi-
opposition point xqop can be generated by

xqop =

{
rand (xm,x′) ,x′ > xm
rand (x′,xm) ,x′ ≤ xm.

(3)

As shown in [9], xqop has a higher probability to
be closer to the optimal solution than x′. Obviously,
applying (3) to each component of vector generates the
quasi-opposition point of an individual.

First, the population A is generated randomly, and
the quasi-opposition population Aqop is obtained by
generating the quasi-opposition points of all individuals
in A. Second, the fitness values of individuals in these
two populations are calculated and ranked. Finally, the
top N best individuals are chosen as the initial popula-
tion for subsequent iterations.

B. Non-linear convergence factor

In each iteration of the GWO algorithm, the indi-
vidual grey wolf ω dynamically changes its direction
according to the vector u, which is expressed as

u = 2ar1−a
[
1 · · · 1

]T
, (4)

where r1 is a random vector whose components are
randomly located in [0,1]. Since its module (i.e., the max
absolute value of components) is a random number in
[0,1], |u| is a random value in [0,a].When a > 1, the algo-
rithm will be more prone to global optimization search;
when a < 1, it will instead bemore likely to perform local
search. To avoid the GWO algorithm getting trapped
early in the local optimum solution, a is chosen as

a = 2cos
( πt
2Max iter

)
. (5)

In such way, a decreases non-linearly from 2 to 0,
which increases the proportion of global search in the
iterations.

C. Updating positions by weighting coefficients

Eq. (2) is used to update each individual’s position
in the next iteration, and implies the equal contributions
from α , β , and δ . This mean way leads to a slow conver-
gence rate in the later stage toward the optimal solution.
Since α is the approximate solution closest to the optimal
one, its contribution is dominant. Hence, according to the
contribution of α , β , and δ , the strategy of weighting
coefficients is adjusted as

Xω(t +1) =
f (α)Pα(t)+ f (β )Pβ (t)+ f (δ )Pδ (t)

f (α)+ f (β )+ f (δ )
, (6)

where the weighting function f(·) is the fitness value of
the individual.

After the improvement in Subsections A-C, the
GWO algorithm is modified into the QOGWO version,
whose flowchart is demonstrated in Fig. 1.

Fig. 1. The flowchart of the QOGWO algorithm.
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III. HYBRID ALGORITHM OF QOGWO
AND GPR

In the QOGWO algorithm, each individual denotes
a vector whose components are dimension parameters
of the antenna and randomly valued within the ranges.
Calculating the fitness value of each individual requires
one full wave simulation. For complex antennas, the time
cost may be unacceptable. For reducing the times of
full wave simulations, the GPR model is introduced to
predict the fitness values of individuals in this section.

In the GPR model, the mean function and the covari-
ance function determine its prediction accuracy. The
mean function often takes a value of 0. The suited kernel
function serves as the covariance function [12]. For
improving its performance, the hyperparameters of the
kernel function are usually optimized by the conjugate
gradient (CG) algorithm [10]. However, the CG algo-
rithm has the shortcomings of over-dependence on the
initial value, easily falling into local optimal solution,
and poor convergence. As a remedy, the QOGWO algo-
rithm is preferably chosen as the optimizer of hyperpa-
rameter due to its merits, shown in Section II A-C.

The QOGWO and the above improved GPR model
are combined into the QOGWO-GPR algorithm. It
consists of two steps. The first step is training the GPR
prediction model, where the QOGWO is used to opti-
mize the hyperparameters of the different kernel func-
tions for obtaining the best-fitting model. The second
step is optimizing individuals, i.e., sets of dimension
parameters of antenna, where the QOGWO invokes the
trained GPR model to calculate the fitness values of indi-
viduals. The process will be detailed in the simulation
experiments below.

IV. EXAMPLES AND ANALYSIS

A stepped ultrawide-band monopole antenna [11]
and a dual-band MIMO antenna for WLAN [14] are
used to validate the hybrid QOGWO-GPR algorithm.
The simulations are performed on a computer with Core
i7-8700K CPU and 32 GB memory.

A. A stepped ultrawideband monopole antenna

A.1. Configuration of antenna

Figure 2 shows the configuration of the antenna. The
middle layer is the dielectric substrate FR4 (εr = 4.5, h
= 1.6 mm). The top surface of the dielectric substrate
is partially covered with a stepped monopole radiator
patch, which is fed by 50 Ω microstrip line. On the
bottom surface is a corner-truncated ground plate. The
stepped design of both layers is capable of decreasing the
discontinuity of the structure at the antenna feed source
and improving the impedance matching of the antenna
[11]. The frequency f re varies from 2 to 12 GHz.

For broadening the bandwidth of the antenna and
improving its directivity by the QOGWO-GPR algo-

Fig. 2. Configuration of the stepped ultrawideband
monopole antenna (Wsub = 20 mm, Lsub = 30 mm, W =
16 mm, L = 18 mm, L4 = 5 mm).

Table 1: Dimension parameters and their ranges of the
antenna

Parameters L1 W1 L2 W2 L3
Ranges (mm) 4-8 2-5 0.5-3 5-8 1.5-2.5

rithm, the performance targets here are S11 and Gain.
Dimension parameters to be optimized and their ranges
are listed in Table 1.

A.2. Training GPR prediction model

Firstly, we use HFSS simulation to calculate S11
and Gain of the samples. Then, samples are put
into the GPR model. In the GPR model, the vector
[L1,W1,L2,W2,L3, f re] is the input variable, and S11
and Gain are the output values. For each dimension
parameter, three values are sampled uniformly within the
range, and 243 sets are yielded. The frequency step is 500
MHz, so there are 5103 input samples.

The input sample data is divided into two parts: 70%
samples randomly chosen as the training set and 30%
samples as the test set. Based on the two sets, the kernel
function candidates such as RQ, SE and Matern func-
tions are built for the GPR model [12]. Their hyper-
parameters are optimized by the QOGWO algorithm,
where N is set to 24 and Max iter set to 30.

To reduce the bias in experimental results caused by
randomness, the above test is conducted 10 rounds for
each kernel function. The performance of the GPRmodel
resulted from the kernel function is assessed by the root
mean square error (RMSE) [13] as

RMSE =
D

∑
d=1

√
1
n

n

∑
i=1

(
yd

i − ŷd
i

)2
, (7)

where n is the number of test samples data. D is the
dimensionality of the output sample. yd

i is the output
sample value, and ŷd

i is the predicted output sample value
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by the GPRmodel. Obviously, the smaller the RMSE, the
better the prediction.

Our simulation results show that the Matern kernel
function (with hyperparameters l = 3.713 and σ2

f =
1.654) can achieve the best training effect. Thus, it serves
as the covariance function in the GPR model. The RMSE
changes with iterations, as shown in Fig. 3.

Fig. 3. RMSE changes with iterations.

A.3. Simulation of QOGWO-GPR algorithm

In the QOGWO-GPR algorithm, one individual
denotes the vector [L1,W1,L2,W2,L3]. N is set to 100
and Max iter set to 500. The dimension parameters and
the ranges are listed in Table 1. Once the initial popula-
tion and the quasi-opposition counterpart are generated,
a trained GPR model is invoked to predict S11 and Gain
of each individual at arbitrary frequencies.

For achieving the multi-objective optimization,
weighting S11 and Gain yields the fitness value as

fitness =
w1

Num

Num

∑
i=1

S11(i)
Stol

+
w2

Num

Num

∑
i=1

Gaintol

Gain(i)
, (8)

where Num is the number of frequency points. The
weight coefficients w1 and w2 are set to 0.5. Stol and
Gaintol are the tolerance values of two optimization
targets, taken as -10 dB and 3 dBi respectively. S11(i)
is the return loss at the ith frequency point after pre-
processing by

S11(i) =
{−12,S11(i)<−12

S11(i),S11(i)≥−12. (9)

Gain(i) is the gain at the ith frequency point after
normalization by

Gain(i) =
{ | Gain(i) |,Gain(i)<−3

3,Gain(i)≥−3. (10)

Finally, the QOGWO algorithm iterates until the
individual with the best fitness value (i.e., the optimal
solution) is generated. The optimized parameters of the
antenna are: L1 = 4.4 mm, W1 = 5 mm, L2 = 1.16 mm,
W2 = 8 mm and L3 = 2 mm.

The hybrid QOGWO-GPR algorithm is compared
with the genetic algorithm (GA), the particle swarm opti-
misation algorithm (PSO) and the QOGWO algorithm.
In the later three algorithms, N = 100, and Max iter
= 100. The variance factor pm in the GA is set to 0.1
and the crossover probability factor pc set to 0.8. The

learning factors c1 and c2 are set to 0.5, and the inertia
factor ω set to 0.8 for the PSO. In these three algorithms,
S11 and Gain for each individual are obtained from the
HFSS software simulation, and the corresponding fitness
value is generated via (8). When the maximum number
of iterations is reached, the dimension parameters corre-
sponding to the best fitness individual are put into the
HFSS software for simulation. Figures 4 and 5 compare
the results of S11 and the normalized Gain obtained from
the different algorithms. Tables 2 and 3 list the statis-
tical values, where Hybrid denotes the QOGWO-GPR,
and S̄11 the average S11.

Seen from the above figures and tables, the antenna
optimized by the hybrid QOGWO-GPR algorithm has
the best overall performance, and fully satisfies the
design requirements. The one by the QOGWO algorithm
has the second best overall performance, and the average

Fig. 4. Comparison of S11 curves from different algo-
rithms.

Fig. 5. Comparison of normalized Gain curves from
different algorithms.

Table 2: Statistical values of impedance bandwidths from
different algorithms
Algorithm Bandwidth S̄11

GA 107.56% (2 GHz-10.39 GHz) -14.67 dB
PSO 82.31% (2 GHz-8.42 GHz) -14.56 dB

QOGWO 113.84% (2 GHz-10.88 GHz) -12.77 dB
Hybrid 113.97% (2.06 GHz-10.95 GHz) -15.30 dB
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Table 3: Statistical values of gains from different algo-
rithms

Algorithm -3dB Gain Bandwidth

GA 6.69 GHz (2.03 GHz-8.72 GHz)
PSO 7.31 GHz (2 GHz-9.31 GHz)

QOGWO 7.45 GHz (2 GHz-9.45 GHz)
Hybrid 7.53GHz (2 GHz-9.53 GHz)

S11 is 2 dB higher than these by the GA and PSO algo-
rithms.

In this example, the time cost of the hybrid
QOGWO-GPR algorithm consists of three parts: gener-
ating the sample data, yielding the best-fitting GPR
model, and optimizing the antenna size parameters. It
takes a total of 7.47 hours. In the other three algorithms,
the time cost of the individual updating position is negli-
gible, and the time is mainly consumed by HFSS simu-
lation for yielding the fitness values. It takes a total of
25.93 hours. The hybrid QOGWO-GPR algorithm takes
about 28.8% of the time of the other three algorithms,
respectively.

B. Dual-band MIMO antenna for WLAN

B.1. Configuration of antenna

Figure 6 shows the configuration of the antenna [14].
It generates two separate resonant modes to cover 2.45
and 5 GHz WLAN bands. The middle layer is the dielec-
tric substrate chosen as FR4 (εr = 4.4, h = 0.8 mm).
The antenna consists of two radiating units, which are
the same and located symmetrically. The F-type antenna
with two branches resonates at low frequency and high
frequency, respectively. Two I-type floor branches and a
floor gap act as an isolator.

In the QOGWO-GPR algorithm, the performance
targets here are S11 and S21. The dimension parameters
determining S11 and S21 are listed in Table 4. They are
optimized by the QOGWO-GPR algorithm for broad-
ening the bandwidth of the antenna and improving its
isolation.

Table 4: Dimension parameters and their ranges of the
dual-band MIMO antenna

Parameters DP1 GL1 GL3
Ranges (mm) 17.37-21.23 13.86-16.94 0.5-0.9
Parameters LF T P GP2

Ranges (mm) 16.2-19.8 0.5-0.7 11.52-14.08

B.2. Training GPR prediction model

In the GPR model, S11 and S21 are the output
values, and the vector [DP1,GL1,GL3,GP2,LF,T P, f re]
is the input variable. For each dimension parameter,
three values are sampled uniformly within the range, and

(a) Top view

(b) Side view

Fig. 6. Configuration of the dual-band MIMO antenna
for WLAN (KD = 63 mm, CD = 28 mm, Wf = 1.4 mm,
L f = 18 mm, GP1 = 9 mm, Jg = 18.5 mm, Lg = 8.9 mm,
GL2 = 1.4 mm, GL4 = 5.9 mm, L = 15.1 mm).

729 sets are yielded. The frequencies are 2, 2.3, 2.45,
2.8, 4.4, 5, 5.3, and 5.9 GHz, so there are 5832 input
samples. Then, putting samples into the GPR model,
we optimize their hyperparameters by the QOGWO
algorithm, where N is set to 24 and Max iter set to
30. The GPR model simulation results show that the
Rational Quadratic kernel function(with hyperparame-
ters l = 4.79, α = -0.76 and σ2

f = 0.06) can achieve
the best training effect. Thus, it serves as the covariance
function in the GPR model. The RMSE changes with
iterations, as shown in Fig. 7.

Fig. 7. RMSE changes with iterations.

B.3. Simulation of QOGWO-GPR algorithm

In the QOGWO-GPR algorithm, one individual
denotes the vector [DP1,GL1,GL3,GP2,LF,T P]. N is set
to 30, and Max iter set to 50. The dimension parame-
ters and the ranges are the same as those in Table 4. For
achieving the multi-objectives optimization, weighting
S11 and S21 yields the fitness value as

fitness =
w1

Num

Num

∑
i=1

S11(i)
S11tol

+
w2

Num

Num

∑
i=1

S21(i)
S21tol

, (11)
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where Num is the number of frequency points. The
weight coefficients w1 and w2 are set to 0.5 each. S11tol
and S21tol are the tolerance values of two optimization
targets, taken as -10 dB and -15 dB, respectively. S11(i)
is the modified return loss at the ith frequency point
after pre-processing by (9). S21(i) is the modified isola-
tion between two ports at the ith frequency point after
normalization by

S21(i) =
{ −15,S21(i)<−15

S21(i),S21(i)≥−15. (12)

Finally, the QOGWO algorithm iterates until the
individual corresponding to the best fitness value (i.e.,
the optimal solution) is generated. The optimized param-
eters of the antenna are: DP1 = 21.23 mm, GL1 = 16.48
mm, GL3 = 0.5 mm, GP2 = 14.08 mm, LF = 16.2 mm,
and T P = 0.5 mm. The hybrid QOGWO-GPR algorithm
takes a total of 20.18 hours.

The values are input into HFSS simulation, and the
results are shown in Figs. 8 and 9. After optimization,
two operation frequency bands are 2.40 GHz – 2.50 GHz
and 4.36 GHz – 6.39 GHz, and the isolation of all oper-
ation frequency bands is less than -15 dB. In [14], the
two bandwiths at 2.45 and 5 GHz are 36.7% and 23.8%,
respectively. And these are 40.8% and 40.6%, respec-

Fig. 8. Comparison of S11 curves between Ref. [14] and
the hybrid algorithm.

Fig. 9. Comparison of S21 curves between Ref. [14] and
the hybrid algorithm.

Table 5: Comparison between Ref. [14] and the hybrid
algorithm

2.45GHz 5GHz
Ref. [14] 2.39 GHz-2.48 GHz 4.64 GHz-5.83 GHz
Hybrid 2.40 GHz-2.50 GHz 4.36 GHz-6.39 GHz

tively, in the hybrid QOGWO-GPR. Table 5 shows the
comparison between the Ref. [14] and the hybrid algo-
rithm.

V. CONCLUSION

In this paper, the hybrid QOGWO-GPR algorithm
is presented to improve the GWO algorithm in antenna
optimization. It is prone to global optimality, high preci-
sion for complex problems and fast convergence rate at
the later stage. It can also reduce the optimization time
of the antenna. We have given two examples to vali-
date the proposed algorithm in this work. At low time
cost, for the stepped ultrawideband monopole antenna,
the impedance bandwidth can reach 113.97% and the -3
dB gain bandwidth can reach 7.53 GHz; for the dual-
band MIMO antenna for WLAN, the impedance band-
widths can reach 40.8% and 40.6% at 2.45 and 5 GHz,
respectively, and the isolation of all operation frequency
bands is less than -15 dB.
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Abstract – Wireless power transfer (WPT) system
has been an integral part of personal living since
its regained interest, especially the magnetic reso-
nance (MR) scheme. MR-WPT scheme suffers, however,
change of the coil separation distance and various align-
ment errors. This paper reports a realization of optimum
load for MR-WPT system, which can change the load-
ing impedance accordingly for different coupling coef-
ficients between the Tx and Rx coils. A simple varactor
circuit is adopted to realize the optimum load curve. Use-
fulness of this is demonstrated through both the steady
and transient analysis. The proposed realization relies on
an open-circuit scheme, and hence it is suitable for sce-
narios with low-cost and small-size requirements.

Index Terms – Coupling coefficient, load impedance,
magnetic resonance, wireless power transfer.

I. INTRODUCTION

Wireless power transfer (WPT) technology has
regained interest since the demonstration of magnetic
resonance (MR) WPT scheme [1–4]. The basic elements
of the MR-WPT system consist of a power source, a Tx
coil, a Rx coil, and a termination load [5–7] The Tx and
Rx coils of the MR-WPT system must be resonant at
the same frequency to achieve the optimum power trans-
fer efficiency [8]. In addition, the load impedance must
comply with the coupling coefficient of the Tx and Rx
coils in order to obtain the maximum transfer efficiency
or the highest output voltage after rectification [9–11].
The requirement of an optimum load impedance poses
a strict limitation on the scenarios for practical use. For
instance, if a fixed load impedance is adopted in the MR-
WPT system, the users must make a very precise align-
ment of the Tx and Rx coils with appropriate separation
distance. It is difficult to achieve such an accurate align-
ment in a WPT system, charging a mobile phone or an
electric vehicle, for example.

To overcome the limitations of accurate alignment
of Tx and Rx coils in the MR-WPT system, a variable
load impedance approach can be adopted. A strict deriva-
tion of an optimum load impedance has been discussed
in a few works [6], [12]. In addition, a massive num-
ber of measurements were performed and a detailed dia-
gram of the transfer efficiency and separation distance
was obtained [13]. Those works build a solid background
of the optimum load in MR-WPT systems.

Realization of optimum load impedance has been an
active research topic in the past decade. In general, two
different approaches have been extensively discussed:
Closed-loop and open-loop scenarios. The closed-loop
scenarios usually enjoy better flexibility and also slightly
higher efficiency. For instance, two switch-controlled
capacitors were added to the Tx and Rx coils for opti-
mizing the transmission efficiency [14]. The operating
frequency ofMR-WPT can be also alternated in a closed-
loop fashion through variable compensation capacitors
with a constant load [15]. Several other closed-loop sce-
narios were also reported using reconfigurable structures
to achieve high energy efficiency over different load
impedances [16–19]. One drawback of the closed-loop
WPT system is high complexity in the whole system.
Therefore, the open-loopWPT system is favored for low-
cost applications. In addition, for the case with multiple
Rx coils, the open-loop architecture is more flexible to
use [20].

In this paper, a new realization of an optimum load
for WPT systems is reported, which can change the load-
ing impedance accordingly for different coupling coef-
ficients between the Tx and Rx coils. A simple varactor
circuit is adopted to realize the optimum load curve. Use-
fulness of this realization is demonstrated through both
the steady and transient analysis. The proposed realiza-
tion relies on an open-circuit scheme, and hence it is
suitable for the scenarios with low-cost and small-size
requirements.
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II. STATEMENT OF THE PROBLEM

A two-coil WPT system shown in Fig. 1 is discussed
in this paper. The Tx and Rx coils are identical, and their
structural parameters are the same as the case studied in
[12]. The coils have a diameter of 8 cm and 10 turns.
For practical use, diameter of the Tx and Rx coils should
be determined by the allowed space for accommodating
these coils. It is also noted that the optimum separation
distance between the Tx and Rx coils is usually in the
same order as the diameter of the coils [21]. Therefore,
there is a fundamental trade-off between the size and
coverage area for the coils. Moreover, turns of the coils
would determine their resonant frequency. If the reso-
nant frequency is lower than the desired one, an addi-
tional capacitor may be used to tune the resonance, as

(a)

(b)

Fig. 1. (a) Structural diagram of the WPT system, and (b)
power transfer efficiency versus the separation distance
between the Tx and Rx coils.

illustrated in Fig. 1 (a). In the presented configuration,
the first anti-resonance frequency is approximately 29.5
MHz. Therefore, a capacitor is added in parallel to the
Tx and Rx coils, respectively, and the coils are resonant
at ∼13.6 MHz.

If a constant load impedance of 50 ohms is adopted,
the power transfer efficiency depends largely on the sep-
aration distance between the two Tx and Rx coils, as
demonstrated in Fig. 1 (b). Some frequency splitting phe-
nomena can be also seen when the separation distance is
too small. Generally, if the separation distance is approx-
imately equal to the diameter of the coils, the WPT sys-
tem yields a high transfer efficiency [21]. In addition,
the resonant frequency is hardly alternated in this sep-
aration distance. The predefined settings and obtained
results serve as a reference for the presented investiga-
tion on the realization of an optimum load impedance.

III. ANALYSIS OF THE OPTIMUM LOAD
IMPEDANCE

A. Expression of the optimum load impedance

In order to achieve a maximum transfer efficiency,
the load impedance of the Rx coil should be alternated
accordingly to the separation distance between the Tx
and Rx coils. In practice, the load impedance is related
to the magnetic coupling coefficient of the Tx and Rx
coils, which can be read as [6], [16]

ZL =
(

ωL2
√

1+Δ
)/

Q2− jωL2, (1)

where L2 is the self-inductance of the Rx coil, Q2 is the
quality factor of the Rx coil. Since Δ = K2

12Q1Q2, K12 is
the magnetic coupling coefficient of the Tx and Rx coils,
and Q1 is the quality factor of the Tx coil.

For the WPT system shown in Fig. 1 (a), the opti-
mum load impedance can be evaluated through (1) and
the curves are shown in Fig. 2. It is seen that the opti-
mum load impedance is a complex number. In addi-
tion, both the real and imaginary parts of the optimum

Fig. 2. The optimum load impedance versus the separa-
tion gap between the Tx and Rx coils.
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load impedance tend to decrease with the separation gap.
This phenomenon is related to the factor that the cou-
pling coefficient K12 is reduced for a large separation
distance. Before we proceed to simulate this optimum
load impedance, it is interesting to investigate the behav-
iors of the WPT system with such an optimum load
impedance.

B. V-I characteristics of the optimum load impedance

Based on the analysis in Part A, the optimum load
impedance for the WPT system can be evaluated as
shown in Fig. 2. However, the inherent characteristics of
the optimum load impedance is not clear. The voltage-
current (V-I) characteristic curve is a useful tool for
analyzing the load impedance. It this case, we assume
that an excitation voltage is applied to the Tx coil, and
the open-circuit (OC) voltage of the Rx coil can be
obtained for different separation distances as illustrated
in Fig. 3. With the OC voltage applied to the optimum
load impedance, we can further obtain the V-I curve
of the optimum load impedance, as shown in Fig. 4.

Fig. 3. The open-circuit voltage of the Rx coil versus the
separation gap between the Tx and Rx coils.

Fig. 4. V-I curve of the optimum load.

The V-I curve shows clearly that the optimum load
behaves like a voltage-controlled resistor, in which its
resistance reduces rapidly if the OC voltage increases.

One may denote such an ideal V-I curve using the
curve fitting technology. Based on our investigation, a
five-order polynomial expression is sufficient for depict-
ing such a V-I curve, which reads

I = ∑
n

an ·V n = a5 ·V 5+a4 ·V 4+a4 ·V 4+a3 ·V 3

+a2 ·V 2+a1 ·V +a0. (2)
Equation (2) yields a good accuracy for this

problem.

Table 1: Curve-fitting coefficients of the V-I curve
Coefficient Value Coefficient Value

a5 −9.150E−5 a4 1.767E−3

a3 −1.256E−2 a2 4.164E−2
a1 −6.740E−2 a0 5.250E−2

IV. REALIZATION OF THE OPTIMUM
LOAD IMPEDANCE

The optimum load impedance yields certain nonlin-
ear responses with regard to the OC voltage across the
load of the Rx coil. A possible scheme for realizing such
optimum load impedance is illustrated in Fig. 5. It con-
sists of a fixed resistor and a variable capacitor. It is noted
that capacitance of the variable capacitor should be a
function of the applied voltage U as

C = f (U) . (3)
The current induced by the applied voltage U across

the optimum load is then obtained by

I =
d [ f (U) ·U ]

dt
+

U
R
. (4)

We can further expand (4) into three items as

I =U · d f (U)

dt
+ f (U) · dU

dt
+

U
R
. (5)

Consider a time-harmonic excitation as
U =U0 · cos(ωt +θ0) . (6)

Fig. 5. The proposed realization of the optimum load.
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By comparing (2) and (5), it can be concluded
that the unknown function C = f (U) must be a fourth-
order polynomial of U to achieve the required fifth-order
approximation in (2).

For verification of the proposed realization of the
optimum load impedance, the MR-WPT system is mod-
eled with an equivalent circuit model (ECM) [10], [11],
as shown in Fig. 6. The ECM consists of three parts: the
Tx coil, the Rx coil, and the realized load. Transient sim-
ulations of the ECM are performed, and the results are
shown in Fig. 7. A unit step is added to the feeding point
of the Tx coil, and an ordinary 50 Ω load and the opti-
mum load are used to connect the Rx coil, respectively.
It is seen that in the beginning the realized load is over-

Fig. 6. ECM of the WPT system with optimum load.

(a)

(b)

Fig. 7. Induced current across the load of the Rx coil
(separation distance equals 4 cm, unit pulse is applied):
(a) optimum load and (b) 50 Ω load.

voltaged and then its capacitance starts to change. After a
short time, the whole system is stable with a constant out-
put current. This shows that the proposed realization of
the optimum load impedance can compensate the WPT
system with different separation distances. On the other
hand, if a 50 Ω load is adopted to connect the Rx coil,
the induced current across the load is much smaller in
magnitude. The current is faded into zero in a short time,
as the WPT system yield low quality factor with a 50 Ω
load.

Time-harmonic solution may be also applied to the
ECM model in Fig. 6. For the same separation distance
(i.e., 4 cm), the induced currents at the Rx at 13.56 MHz
are shown in Fig. 8. It is clearly seen that the opti-
mum load reaches stable power transmission in a short
time. But the WPT system with 50 Ω load yields some
fluctuations in a much longer time, which affects the
transmission efficiency at last. Figure 9 compares the
transmission efficiency of the same WPT system with
the optimum loads and 50 Ω load at 13.56 MHz. The
transmission efficiency of the WPT system with 50 Ω
load decreases significantly with a reduced separation
distance, as the resonant frequency splits as shown in
Fig. 1 (b). The usefulness of the optimum loads can be
comprehended from those results.

The cost of the whole system would not increase
by loading extra impedance. We may use a varactor
to realize the optimum loads, which is cost efficient if

(a)

(b)

Fig. 8. Induced current across the load of the Rx coil
(separation distance equals 4 cm, time-harmonic excita-
tion at 13.56 MHz): (a) optimum load and (b) 50 Ω load.
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Fig. 9. Transmission efficiency of the WPT system with
the optimum load and 50 Ω load.

compared with other methods. This is an advantage of
the presented method. Since the selection of a proper var-
actor is another important topic, the experimental results
are not available in this work.

The Rx coil is a passive device and hence one may
not consider its sensitivity. The Rx coil would drive a
rectifier circuit for extracting power from the WPT sys-
tem, and the output voltage of the Rx coil is an important
factor. The loading varactor would not affect the output
voltage of the Rx coil; instead it can keep the whole sys-
tem stable and more efficient.

V. CONCLUSION

In this paper, a new realization of an optimum
load for a WPT system is reported, which can change
the loading impedance accordingly for different cou-
pling coefficients between the Tx and Rx coils. A sim-
ple varactor circuit is adopted to realize the optimum
load curve. Usefulness of this realization is demonstrated
through both the steady and transient analyses. The pro-
posed realization relies on an open-circuit scheme, and
hence it is suitable for the scenarios with low-cost and
small-size requirements.

ACKNOWLEDGMENT

This work is supported in part by the National Natu-
ral Science Foundation of China under grant U2141230.

The authors thank Mr. Zhongkui Wen and Yijie
Yang for assisting some numerical simulations.

REFERENCES

[1] A. Kurs, A. Karalis, R. Moffatt, J. D. Joannapou-
los, P. Fisher, and M. Soljacic, “Wireless power
transfer via strongly coupled magnetic resonances,”
Science, vol. 317, pp. 83-86, 2007. https://www.sc
ience.org/doi/10.1126/science.1143254

[2] Y. Guo, L. Wang, and C. Liao, “A general equiv-
alent model for multi-coil wireless power trans-
fer system analysis and its applications on com-
pensation network design,” Applied Computational
Electromagnetics Society (ACES) Journal, vol. 33,
no. 6, pp. 648-646, June 2018. https://journals.riv
erpublishers.com/index.php/ACES/article/view/9
121

[3] G. Perez-Greco, J. Barreto, A.-S. Kaddour, and S.
V. Georgakopoulos, “Effects of the human body on
wearable wireless power transfer system,” Applied
Computational Electromagnetics Society (ACES)
Journal, vol. 35, no. 11, pp. 1454-1456, Nov. 2020.
https://journals.riverpublishers.com/index.php/A
CES/article/view/7655

[4] D. Kim, A. T. Sutinjo, and A. Abu-Siada, “Near-
field analysis and design of inductively-coupled
wireless power transfer system in FEKO,” Applied
Computational Electromagnetics Society (ACES)
Journal, vol. 35, no. 1, pp. 82-93, Jan. 2020. https:
//journals.riverpublishers.com/index.php/ACES/ar
ticle/view/8043

[5] D. Schneider, “Wireless power at a distance is still
far away [Electrons Unplugged],” IEEE Spectrum,
vol. 47, no. 5, pp. 34-39, May 2010. https://ieeexp
lore.ieee.org/document/5453139

[6] H. Ron, W. Zhong, and C. K. Lee, “A critical
review of recent progress in mid-range wireless
power transfer,” IEEE Transactions on Power Elec-
tronics, vol. 29, no .9, pp. 4500-4511, Sep. 2014.
https://ieeexplore.ieee.org/document/6472081/

[7] N. Kyungmin, J. Heedon, M. Hyunggun, and B.
Franklin, “Tracking optimal efficiency of mag-
netic resonance wireless power transfer system for
biomedical capsule endoscopy,” IEEE Transactions
on Microwave Theory and Techniques, vol. 63, no.
1 pp. 295-304, Jan. 2015. https://ieeexplore.ieee.or
g/document/6957601/

[8] H. Nguyen and I. A. Johnson, “Splitting frequency
diversity in wireless power transmission,” IEEE
Transactions on Power Electronics, vol. 30, no. 11,
pp. 6088-6096, Nov. 2015. https://ieeexplore.ieee.
org/document/7089278/

[9] S. Cheon, Y.-H. Kim, S.-Y. Kang, M. L. Lee, J.-
M. Lee, and T. Zyung, “Circuit-model-based anal-
ysis of a wireless energy-transfer system via cou-
pled magnetic resonances,” IEEE Trans. Industrial
Electron., vol. 58, no. 7, pp. 2906-2914, July 2011.
https://ieeexplore.ieee.org/document/5560805/

[10] J. Bito, S. Jeong, and M. M. Tentzeris, “A real-
time electrically controlled active matching cir-
cuit utilizing genetic algorithms for wireless power
transfer to biomedical implants,” IEEE Trans.
Microw. Theo. Techniq., vol. 64, no. 2, pp. 365-374,



WANG, WU: REALIZATION OF AN OPTIMUM LOAD FOR WIRELESS POWER TRANSFER SYSTEM 686

Feb. 2016. https://ieeexplore.ieee.org/document/7
384758

[11] Z. Zhang, H. Pang, A. Georgiadis, and C. Cecati,
“Wireless power transfer – An overview,” IEEE
Trans. Industrial Electron., vol. 66, no. 2, pp. 1044-
1058, Feb. 2019.

[12] P. Liang, Q. Wu, H. Bruens, and C. Schuster,
“Efficient modeling of multi-coil wireless power
transfer systems using combination of full-wave
simulation and equivalent circuit modeling,” 2018
IEEE Int. Symp. Electromag. Compat. and 2018
IEEE Asia-Pacific Symp. Electromag. Compat.
(EMC/APEMC), Singapore, pp. 466-471, 2018. ht
tps://ieeexplore.ieee.org/document/8393822

[13] Z. Wen, Q. Wu, O. F. Yildiz, and C. Schuster,
“Design of experiments for analyzing the efficiency
of a multi-coil wireless power transfer system
using polynomial chaos expansion,” 2019 Joint Int.
Symp. Electromag. Compat., Sapporo and Asia-
Pacific Int. Symp. Electromag. Compat. (EMC Sap-
poro/APEMC). https://ieeexplore.ieee.org/docume
nt/8893695

[14] J. Zhang, J. Zhao, Y. Zhang, and F. Deng, “A
wireless power transfer system with dual switch-
controlled capacitors for efficiency optimization,”
IEEE Trans. Power Electron., vol. 35, no. 6, pp.
6091-6101, June 2020. https://ieeexplore.ieee.or
g/document/8892619

[15] F. Grazian, T. B. Soeiro, and P. Bauer, “Induc-
tive power transfer based on variable compensation
capacitance to achieve an EV charging profile with
constant optimum load,” IEEE Journal Emerging
Selected Topics in Power Electron., vol. 11, no. 1,
pp. 1230-1244, Feb. 2023. https://ieeexplore.ieee.
org/document/9813693

[16] D. Ahn, S. Kim, J. Moon, and I.-K. Cho, “Wire-
less power transfer with automatic feedback con-
trol of load resistance transformation,” IEEE Trans.
Power Electron., vol. 31, no. 11, pp. 7876-7886,
Nov. 2016. https://ieeexplore.ieee.org/document
/7368178

[17] W. Zhong, and S.Y. Hui, “Reconfigurable wireless
power transfer systems with high energy efficiency
over wide load range,” IEEE Trans. Power Elec-
tron., vol. 33, no. 7, pp. 6379-6390, July 2018.
https://ieeexplore.ieee.org/document/8024081

[18] D.-G. Seo, S.-H. Ahn, J.-H. Kim, S.-T. Khang, S.-
C. Chae, J.-W. Yu, and W.-S. Lee, “Power trans-
fer efficiency for distance-adaptive wireless power
system,” Applied Computational Electromagnetics
Society (ACES) Journal, vol. 33, no. 10, pp. 1171-
1174, Oct. 2018. https://journals.riverpublishers.c
om/index.php/ACES/article/view/8973

[19] N. Fortana, S. Barmada, M. Raugi, D. Brizi,
and A. Monorchio, “Spiral resonator arrays for

misalignment compensation in wireless power
transfer system,” Applied Computational Electro-
magnetics Society (ACES) Journal, vol. 37, no. 7,
pp. 765-773, July 2022. https://journals.riverpublis
hers.com/index.php/ACES/article/view/18111

[20] M. Fu, H. Yin, M. Liu, Y.Wang, and C.Ma, “A 6.78
MHz multiple-receiver wireless power transfer sys-
tem with constant output voltage and optimum effi-
ciency,” IEEE Trans. Power Electron., vol. 33, no.
6, pp. 5330-5340, June 2018. https://ieeexplore.iee
e.org/document/7976358/

[21] M. Fu, H. Yin, X. Zhu, and C. Ma, “Analysis and
tracking of optimal load in wireless power transfer
systems,” IEEE Trans. Power Electron., vol. 30, no.
7, pp. 3952-3963, July 2015. https://ieeexplore.iee
e.org/document/6876181

Chaoling Wang received the B.E.
Degree from Airforce Engineer-
ing University in communication
engineering. His research interest
includes fiber communications and
photoelectronic imaging technology.
He is currently pursuing the Ph.D.
degree at Beihang University, Bei-

jing, China.

Qi Wu received the B.S. degree
from East China Normal Univer-
sity, Shanghai, China, and the Ph.D.
degree from Shanghai Jiao Tong
University, Shanghai, China, both in
electrical engineering, in 2004 and
2009, respectively.

He joined the faculty of School of
Electronics and Information Engineering, Beihang Uni-
versity, Beijing, China, in 2009 and now is a full profes-
sor. During 2011 and 2012, he was a visiting scholar in
the Department of Electrical Engineering, University of
California, Los Angeles. During 2014 and 2016, he was
an Alexander von Humboldt Fellow in the Institute of
Electromagnetic Theory, Technical University of Ham-
burg, Germany. He has authored over 40 journal papers
and two books and holds 20 patents as the first inventor.
His research interests include broadband antennas, com-
putational electromagnetics, and related EMC topics.

Dr. Wu received the Young Scientist Award from the
International Union of Radio Science (URSI) in 2011,
the Nominee Award for Excellent Doctoral Disserta-
tion from the National Minister of Education in 2012,
Young Scientist Award of APEMC in 2016, and Excel-
lent Researcher from Chinese institute of Electronics in
2020.



687 ACES JOURNAL, Vol. 38, No. 9, September 2023

Antenna Shape Modeling based on Histogram of Oriented Gradients Feature

Hai-Ying Luo1, Wen-Hao Su1, Haiyan Ou1, Sheng-Jun Zhang2, and Wei Shao1

1School of Physics
University of Electronic Science and Technology of China, Chengdu, 611731, China

hyluo@std.uestc.edu.cn, suwenhao1202@163.com, ouhaiyan@uestc.edu.cn, weishao@uestc.edu.cn

2National Key Laboratory of Science and Technology on Test Physics and Numerical Mathematics
Beijing 100076, China
zhangsj98@sina.com

Abstract – A least square support vector machine
(SVM) model is proposed for shape modeling of slot
antennas. The slot image is mapped into the electromag-
netic response by the SVM model. A modified shape-
changing technique is also proposed to describe the
antenna geometry by the quadratic uniform B-spline
curve and generate the slot images. In the model, the
histogram of oriented gradients feature is extracted from
the slot images to show the appearance and shape of the
slot. The relationship between the histogram of oriented
gradient features and the electromagnetic responses is
preliminarily built on SVM and the transfer function.
Then a radial basis function network is used for error
correction. The effectiveness of the proposed model is
confirmed with an example of a tri-band microstrip-fed
slot antenna. Compared with the convolutional neural
network (CNN), the feature extracted by CNN is substi-
tuted by the histogram of oriented gradients feature, and
the proposed model shows the same accuracy and the
improvement of training efficiency.

Index Terms – B-spline curve, microstrip antenna, shape
modeling, support vector machine.

I. INTRODUCTION

In recent years, the artificial neural network has been
widely applied to the modeling of antennas, speeding up
the design process [1–3]. The mapping relation between
the antenna geometry and the electromagnetic response
is learned by the neural network model. Although the
generation of training and testing samples needs a certain
number of full-wave simulations, the trained model can
predict the response quickly and accurately.

A parametric model based on the artificial neural
network is proposed for predicting the input resistance
of a broadband antenna [4]. The frequency-dependent
resistance envelope of the antenna is parametrized by
a Gaussian model, and the neural network maps the

geometrical parameter of the antenna to the Gaussian
parameters. To build a neural network with high dimen-
sion of geometrical parameter space and large geomet-
rical variations, the transfer function is employed to
extract the feature of S-parameters, representing elec-
tromagnetic responses versus frequency [5, 6]. In this
model, the neural network predicts the transfer function
coefficients as a function of geometrical parameters. In
[2], an artificial neural network (ANN) model with three
parallel and independent branches is proposed. This
model describes the antenna performance with various
parameters and simultaneously output S-parameters,
gain, and radiation pattern of a Fabry-Perot resonator
antenna. [3] proposes a support vector machine (SVM)
model to learn the mapping relation from the slot-
position and slot-size to electromagnetic responses.
Compared with the ANN model, the SVM model costs
less time in training and predicting.

For antennas with special shapes, their geometries
cannot be readily parametrized. Therefore, it is diffi-
cult to model these antennas. In [7], a convolutional
neural network (CNN) model is proposed for predicting
the resonant frequency of pixelated patch antennas. The
input to CNN is not the geometric parameters but the
image of the pixelated patch antenna. [8] proposed a
CNN model for the shape modeling of a metallic strip
for the microstrip filter. The input to CNN is the image
of the metallic strip with different shapes. The metallic
strip with different shape is generated by the shape-
changing technique, which is based on the cubic spline
interpolation. Although the CNN model can change the
component/antenna geometry flexibly and expand the
solution domain, it is difficult to determine CNN hyper-
parameters due to their huge number, resulting in a
time-consuming training process of CNN. The perfor-
mance of a machine learning model is controlled by
the hyper-parameters, such as the learning rate and the
number of layers. The traditional model (such as the
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least square SVM) performs well with several tuned
hyper-parameters, while there are forty or more hyper-
parameters in the neural network.

This paper proposes an improved least square SVM
model for the shape modeling of microstrip-fed slot
antennas based on the histogram of oriented gradi-
ents feature [9]. Based on the quadratic uniform B-
spline curve, the training and testing samples with
different structures are generated. The electromagnetic
responses are preliminarily predicted by the combination
of the histogram of oriented gradients feature, SVM, and
transfer function. The input for the least square SVM
is the histogram of oriented gradients feature extracted
from slot images. The output for SVM is the coefficients
of the pole-residue-based transfer function. Then a radial
basis function network is employed as error correction.
An example of the tri-band microstrip-fed slot antenna
is selected to confirm the validity of the proposed model.
In this example, the S-parameter and radiation pattern are
predicted.

II. PROPOSED MODEL

As shown in Fig. 1, the proposed SVM model inte-
grates the histogram of oriented gradients, transfer func-
tion, and radial basis function network. The model learns
the mapping relation between the slot image and electro-
magnetic responses (S-parameter or radiation patterns).
The slot images are generated from the defined control
points with a modified shape-changing technique. Once
the slot images are given, the trained model, which
substitutes the full-wave simulation, can predict S11 and
radiation patterns accurately and quickly.

A. Modified shape-changing technique

In [7], a shape-changing technique is applied one
by one to the sides which need to be changed, and
the contour of the metallic strip is modeled by the
spline curve. To simplify the process, a modified shape-
changing technique based on the quadratic uniform B-
spline curve is proposed here to change the contour of
the metallic patch or slot more flexibly. The function
of contour and its digital image, obtained by the modi-
fied shape-changing technique, are used for the full-wave
simulation and the model input, respectively.

With the modified shape-changing technique, the
contour of slot is determined by an iteration process as
shown in Fig. 2. An ellipse slot is taken as an example to
show the iteration.

First, the slot domain is discretized with a coarse
square gird with the side length d, as shown in Fig. 2 (a),
where d is defined based on the complexity of the
slot contour and the training time. The positions of
the grid lines are x = -d/2 + ixd and y = -d/2 +
iyd, where ix ∈ Z and iy ∈ Z. Second, a set of
the special grid centers are selected as the control

Fig. 1. Structure of the proposed model and the shape-
changing technique.

points. At least one edge of the special grids inter-
sects with the contour. Here, the control points are
denoted counterclockwise by (x1, y1), (x2, y2), . . . ,
(xn, yn) in Fig. 2 (a). Then, the control points are
shifted within the corresponding grid, i.e., the kth shifted
control point

(
x′k,y

′
k

)
= (xk + Δxk, yk + Δyk), where -

d/2 ≤ Δxk ≤ d/2 and -d/2 ≤ Δyk ≤ d/2. To generate
a closed curve, (x′n,y′n) = (x′0,y

′
0)and

(
x′n+1,y

′
n+1
)

=
(x′1,y

′
1)should be satisfied. For the ellipse slot, shifted

control points are shown in Fig. 2 (b). Fourth, the
new contour based on the quadratic uniform B-spline
curve can be defined in segments by n parametric
curves with control points

(
x′k,y

′
k

)
for k = 0, 1, 2, . . . ,

n+1. The kth parametric curve between (0.5x′k−1+0.5x′k,
0.5y′k−1+0.5y′k) and (0.5x′k+0.5x′k+1, 0.5y′k+0.5y′k+1) over
the local parameter interval {t| 0 ≤ t ≤ 1} is[
x(t)
y(t)

]T
= 1

2

[
1 t t2

]⎡⎣ 1 1 0
−2 2 0
1 −2 1

⎤⎦⎡⎣ x′k−1 y′k−1
x′k y′k

x′k+1 y′k+1

⎤⎦ ,
k = 1,2, ...,n.

(1)

For the ellipse slot, the corresponding curve for the
circular control points is also shown in Fig. 2 (b).

In the next iteration, the coarse grid is shifted in both
x- and y-directions by d/2. The control points are selected
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Fig. 2. Diagram of the shape-changing technique for
an ellipse slot: (a) Ellipse slot and the original control
points, (b) control points and corresponding contour for
the first iteration, (c) control points and corresponding
contour for the second iteration, and (d) binary image Z.

and shifted in a similar way again. In Fig. 2 (c), the posi-
tions of the grid lines are x = ixd and y = iyd, and a new
contour is generated by (1) with square control points.
The iteration process ends after the maximum number of
iterations.

In sampling and quantization [10], the coordinate
values are digitized to determine the pixel positions, and
each material is denoted by specified numbers. In other
words, the slot domain is discretized with a fine square
gird, i.e., pixel, with the side length of dpixel. The value
of the pixels whose center lies inside the slot is 0, and the
value of the others is 1.

B. Histogram of oriented gradients feature

Because the local object appearance and shape can
be characterized well by the distribution of local inten-
sity gradients or edge position, the histogram of oriented
gradients feature is often used for human detection. In
our model, the feature is used as the input of SVM to
simply the relationship learned by the neural network.

The feature of the example is visualized over the
slot image in Fig. 3. The extraction of the feature
can be implemented by the MATLAB function extrac-
tHOGFeatures.

First, the gradient of each pixel is calculated.
Second, the image is divided into small connected
regions, i.e., cells, as shown in Fig. 3 (a). The size

(a) (b)

Fig. 3. Extraction of histogram of oriented gradients
features: (a) Binary image Z with cells, (b) visualization
of the histogram of oriented gradients feature and blocks.

of cell is also defined based on the complexity of the
slot contour and the training time. Then a local one-
dimensional histogram of gradient directions over the
pixels of the cell is accumulated for each cell. Nine
bins are evenly spaced over the range of 0◦-180◦. To
reduce aliasing, votes are interpolated bilinearly between
the neighboring bin centers in both orientation and posi-
tion. The vote of each pixel is the gradient magnitude.
Fourth, the local histogram is contrast-normalized by a
measure of the intensity across several cells, called a
block, as shown in Fig. 3 (b). The number of overlapping
cells between horizontally or vertically adjacent blocks
is hoverlap × vblock or hblock × voverlap, i.e., the block
stride for the horizontal direction is hoverlap cells, and the
one for the vertical direction is voverlap cells. The block
normalization scheme is Lowe-style clipped L2 norm.
Then the histogram of oriented gradients feature vector
is gotten. For an image with the pixel size of himage ×
vimage, the length N of the histogram of oriented gradi-
ents feature vector is

N = 9hblockvblock

⎢⎢⎢⎣ himage
hcell

−hblock

hblock−hoverlap
+1

⎥⎥⎥⎦⌊ vimage
vcell

− vblock

vblock− voverlap
+1

⌋
,

(2)
where the cell contains hcell × vcell pixels and the block
contains hblock × vblock cells.

C. Multi-output least square SVM

To improve the reliability and accuracy of the whole
model, the multi-output least square SVM [11] learns
the mapping relation from the histogram of oriented
gradients feature hi to the transfer function coeffi-
cients ci for electromagnetic responses (S11 or radia-
tion patterns). The objective function of SVM and corre-
sponding constrains are

min
www0,vvv j ,bbb,ξi

1
2wwwT

0www0+
γv
2nc

nc
∑
j=1

vvvT
j vvv j +

γξ
2

msample

∑
i=1

ξT
i ξi,

s.t. ccci = wwwTϕ (hhhi)+bbb+ξξξ i, i = 1,2, ...,msample,

(3)

where a radial basis function is used as the kernel func-
tion, i.e., ϕ(hi)T ϕ(h j) = exp(-p||hi - h j||2), p is a positive
kernel scale parameter, weight matrix W = [w0 + v1, w0 +
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v2, . . . , w0+vnc ] (the smaller the w0 is, the more similar
the transfer function coefficients are to each other), b is
the bias vector, ξ i is the slack variable, γv and γξ are the
positive real regularized parameters, and msample repre-
sents the number of training samples. Compared with
CNN, there are much fewer hyper-parameters for the
multi-output least square SVM, i.e., p, γv, and γξ .

D. Pole-residue-based transfer function

The transfer function is employed to extract the
feature of electromagnetic responses [5, 6]. The pole-
residue-based transfer function coefficients have low
sensitivities with respect to geometrical parameters, and
they are a reasonable representation of electromagnetic
responses. Thus, the neural network model based on
the transfer function is accurate with high dimension of
geometrical parameter space and large geometrical vari-
ations. The transfer function coefficients can be obtained
with vector fitting [12]. The pole-residue-based transfer
function is presented as

H (s) =
Q

∑
i=1

(
ri

s− pi
+

r∗i
s− p∗i

)
, (4)

where pi and ri represent the pole and residue coefficients
of transfer function, respectively, s is the frequency in
Laplace domain, Q represents the order of transfer func-
tion, and the superscript * represents complex conjugate.
The transfer function coefficient ci is a vector of the real
and imaginary part of pi and ri.

E. Radial basis function network

The radial basis function network is used for error
correction. It learns the relationship between the elec-
tromagnetic response (S11 or radiation patterns) obtained
from the transfer function and the simulated one. As
shown in Fig. 4, there are two layers in the radial
basis function network, i.e., a hidden radial basis
layer with R1 neurons and an output linear layer
with R0 neurons. The mathematical form is

yyyRBF = www′
2 exp

(
−(∥∥www′

1− xxxRBF
∥∥◦bbb′1

)2)
+bbb′2, (5)

where yRBF is a vector of real and imaginary parts
of electromagnetic responses, xRBF is a vector of real

Radial Basis Layer Linear Layer

|| · ||

  

⸰ +

1w

2w

R1×R0

R0×R1

1b 2b

R0×1
xRBF

R1×1 R1 R0×1 R0

R0×1
yRBF

Fig. 4. Structure of the radial basis function network.

and imaginary parts of H(s), ◦ denotes the Hadamard
product, www′

1 and www′
2 are the weight vectors of the two

layers, and bbb′1 and bbb′2 are the bias vectors of the two
layers. This can be implemented by the MATLAB func-
tion newrb. The function newrb iteratively creates one
more neuron for the radial basis function network.
Neurons are added to the network until the mean squared
error falls beneath a preset error goal or a maximum
number of neurons is reached.

F. Training and optimization

In the training process, if the accuracy of the model
is not acceptable, the hyper-parameters are adjusted or
more training samples are added to retrain the model.
The mean absolute percentage errors of the frequencies
at |S11| = -10 dB and the radiation pattern are adopted to
measure calculation precision.

Once the model is trained, it can substitute the full-
wave simulation and speed up the process of optimiza-
tion. It is difficult to directly optimize the contour of slot
in the image domain. The optimized variable is a vector
of shifting distance in x- and y-directions for the control
points.

III. APPLICATION EXAMPLE

A tri-passband microstrip-fed slot antenna [13] (see
Fig. 5) is employed as an example to evaluate the
proposed model. The original geometric parameters are
as follows: W = 31 mm, L = 41 mm, Wf = 3.14 mm, Lf
= 13.5 mm, l1 = 6.7 mm, l2 = 2.6 mm, t = 0.5 mm, s1 =
0.3 mm, D1 = 18 mm, D2 = 20 mm, d1 = 2.3 mm, d2 =
3.5 mm, w1 = 1.7 mm, and w2 = 4.1 mm. The metallic
strips are printed on a substrate with a thickness of 1.59
mm and a relative permittivity of 4.4.

The slot shown in Fig. 5 (a) is considered for
modeling, i.e., the first two resonant frequencies are
modeled. The slot keeps mirror symmetry in both hori-
zontal and vertical directions. Therefore, one-eighth of
the slot is presented by a binary image, which contains
168 × 144 square pixels, i.e., himage × vimage = 168 ×
144, with dpixel = 0.05 mm. The metal and the substrate
are denoted by 0 and 1, respectively. For the histogram of
oriented gradients feature, hcell = 8, vcell = 8, hblock = 2,
vblock = 2, hoverlap = 1, and voverlap = 1. The length of the
histogram of oriented gradients feature vector is 12,240.

HFSS 17.0 performs the full-wave simulation and
generates training and testing samples; 400 training
samples and 100 testing samples are defined randomly
in Table 1. The control points are shifted in the blue
polygon in Fig. 5 (c), and the geometric parameters of
the blue polygon are l3 = 0.7 mm, l4 = 2 mm, l5 = 0.95
mm, l6 = 0.84 mm, l7 = 7.96 mm, and θ = 35.16◦. In the
shape-changing process, the maximum iteration is 4 and
the side length d of the coarse square gird for the samples
is 0.8 mm.
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Fig. 5. Geometry of the tri-passband microstrip-fed slot
antenna: (a) Top view, (b) back view, (c) quarter slot.

Table 1: Definition of training and testing samples
Training Data

(400 Samples)

Testing Data

(100 Samples)

Min. Max. Step Min. Max. Step
Δxk (mm) -0.35 0.35 0.1 -0.3 0.4 0.1
Δyk (mm) -0.35 0.35 0.1 -0.3 0.4 0.1

Table 2: Hyper-parameters of the trained SVM
|S11| Patterns at the First Resonant

Frequency

E Plane (θθθ =

[0◦, 180◦])

E Plane (θθθ =

[180◦, 360◦])

H Plane

p 6.17×10−7 5.90×10−3 1.62×101 8.84×10−7

γv 1.91×10−2 2.42×10−10 1.17×10−4 1.05×10−4

γξ 8.93×1013 1.62×1015 1.98×1015 8.05×10−2

The hyper-parameters of the trained least square
SVM are listed in Table 2, where the hyper-parameters
are obtained with Bayesian optimization [14]. The
training and testing errors for the frequencies at |S11| =
-10 dB and the radiation pattern (taking the pattern at
the first resonant frequency for example) are given in
Table 3. For comparison, a CNN model is also trained
for the tri-passband antenna. The training and testing

Table 3: Training and testing errors for the frequencies
at |S11| = -10 dB and the radiation patterns at the first
resonant frequency

Frequencies at

|S11| = -10 dB

Patterns at the

First Resonant

Frequency

Proposed

Model

CNN

Model

Proposed

Model

CNN

Model

Training
error

0.13% 0.48% 0.96% 0.85%

Testing
error

0.57% 0.62% 1.18% 0.89%

errors of the CNN model are at the same level as the
proposed model. The training costs 1.1 mins for SVM,
and 56.6 mins for CNN. Much less time is spent to
train the proposed model, and fewer hyper-parameters
need to be determined. For this paper, the calculations
are performed on an Intel i5-1135G7 (2.4 GHz) machine
with 16 GB RAM.

Two examples out of the training range are chosen to
test the model, as shown in Figs. 6 and 7. The predicted
electromagnetic responses of the proposed model and
CNN model both agree well with the full-wave simu-
lated ones from HFSS. The corresponding control points
for the sample are shown in Figs. 6 (c) and 7 (c).

Once the model is trained, it can be applied to the
optimization design as a substitute for the full-wave
simulation. Then a tri-passband antenna is optimized
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Fig. 6. Continued
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Fig. 6. Comparison of the first testing sample: (a) |S11|,
(b) radiation patterns at the first resonant frequency, (c)
image of a quarter of slot.
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Fig. 7. Comparison of the second testing sample:
(a) |S11|, (b) radiation patterns at the first resonant
frequency, (c) image of a quarter of slot.
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Fig. 8. Optimization results for the example and photo-
graph of the fabricated antenna: (a) |S11|, (b) radiation
patterns at the first resonant frequency, (c) top view, (d)
back view, (e) image of a quarter of slot.

with the genetic algorithm [15] to reach the design
specification of |S11| ≤ -10 dB (2.4-2.48 GHz, 3.49-3.54
GHz, and 5.72-5.79 GHz). From Fig. 8, the curves of
predicted S-parameter and radiation pattern for the first
resonant frequency agree well with the measured ones.
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IV. CONCLUSION

In this paper, a new least square SVM model for
shape modeling of slot antennas is proposed. In the
modified shape-changing technique, the B-spline inter-
polation curve is used to describe the slot shape, and
the corresponding slot image is used as the model input.
The model consists of histogram of oriented gradients
feature, transfer function, and the radial basis function
network. The histogram of oriented gradients feature
is extracted to obtain the distribution of local inten-
sity gradients or edge position from the slot images.
Then, the least square SVM maps the histogram of
oriented gradients features into transfer function coef-
ficients, and there are only three hyper-parameters that
need to be determined in the training of SVM. The
transfer function provides a preliminary prediction about
electromagnetic response. In the end, the radial basis
function network is applied to the error correction. A
tri-passband microstrip-fed slot antenna is employed as
an example to confirm the effectiveness of the proposed
model. The proposed model gets the same precision
as the CNN model while it costs much less training
time.
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Abstract – A novel design of wideband multi-
polarization reconfigurable antenna is proposed, based
on a non-uniform polarization convert artificial magnetic
conductor (AMC) reflector. The proposed antenna con-
sists of a radiator element and an AMC reflector. Firstly,
a modified polarization convert AMC reflector is de-
signed. The non-uniform AMC reflector causes an en-
hancement of 3 dB axial ratio (AR) performance. Sec-
ondly, a wideband linearly polarized monopole antenna
is presented as the main radiator, utilizing the broad-
band characteristic of a C-shaped monopole. The polar-
ization reconfigurability of the proposed antenna can be
achieved by properly rotating the AMC reflector, which
can be switched between linear polarization (LP), left-
hand circular polarization (LHCP), and right-hand circu-
lar polarization (RHCP). A prototype of the proposed an-
tenna is fabricated and experimented with to validate the
theoretical performance. The measured results show a -
10 dB impedance bandwidth of 42.7% and 44.4% for LP
and CP modes, respectively, and a 3 dB AR bandwidth
of 20% for CP modes. In addition, the measured peak
gain reaches 8 dBi/dBic. A good agreement is shown be-
tween the simulation and measurement, pointing to the
good performance of the proposed antenna.

Index Terms – Non-uniform metasurface (MS), polar-
ization convert AMC reflector, polarization reconfigura-
bility, wideband.

I. INTRODUCTION

With the rapid development of mobile and satel-
lite communications, lots of multifunctional antennas
have been investigated in recent years, such as fre-
quency reconfigurable antennas, pattern reconfigurable
antennas, polarization reconfigurable antennas, or hybrid

reconfigurable antennas [1]–[25]. Since circular polar-
ization has the characteristic of reducing the effect of
multipath loss, modern wireless communications require
antenna polarization diversity to strengthen the commu-
nication quality, especially for satellite communications
[3], [4]. Moreover, to meet more wireless communica-
tion applications needs, a wideband characteristic of the
antenna is needed. Thus, the antenna, which combines
performances of wideband and multi-polarization simul-
taneously, has attracted more and more attention.

Conventionally, the approach of antenna reconfig-
urability includes embedding RF or optical switches in
slots on radiator patches or the ground plane to change
the antenna current distribution and make different polar-
ization modes [5]–[14]. In [5]–[7], three tri-polarization
reconfigurable patch antennas are presented; they have
simple geometries, but all obtain a narrow operating
bandwidth of 2%, 8%, and 3%, respectively. On the con-
trary, a tri-reconfigurable antenna makes a large 3 dB ax-
ial ratio (AR) bandwidth of 50% caused by a C-shaped
radiator [8], but the optical switch is not easy to apply to
modern communication systems. Some other works un-
fortunately have polarization reconfigurability, switching
only within linearly polarized (LP) modes or circularly
polarized (CP) modes [9]–[12]. Other works realize po-
larization diversity by controlling switches inserted in
the slot on the ground plane [13], [14].

Another method for a polarization reconfigurable
antenna is to design a multipath phase-shift network,
which can change the phase difference between the feed-
ing points and lead to polarization diversities [15]–[10].
In this method, it is easy to offer a phase difference and
then achieve polarization diversity. For example, in [15]
and [18], a tri-polarization reconfigurable antenna and a
quad-polarization reconfigurable antenna are proposed,
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but they obtain a narrow 3 dB AR bandwidth of 17% and
12%, respectively. Obviously, the shortcoming of this
method is that a wideband phase-shift network is chal-
lenging to implement, and many lumped components are
used, which causes cost increases.

It’s worth noting that, as a novel design, some
multi-polarization antenna investigations about metasur-
face (MS) for polarization diversity have been presented
[20]–[25]. Compared with conventional works, the po-
larization reconfigurable antenna based on MS has the
advantage of a low profile. In [20], a CP reconfigurable
antenna based on non-uniform MS with a low profile and
broadband is investigated, controlled by RF switches.
Unfortunately, this antenna can’t work in LP mode. In
[23], a multi-polarization reconfigurable antenna based
on polarization convert MS is proposed with a bandwidth
of 30%, switching polarization states by rotating the MS.
Compared with RF switches, this method can reduce the
loss of bias circuits and lumped components.

In this paper, a wideband multi-polarization recon-
figurable antenna based on a polarization convert arti-
ficial magnetic conductor (AMC) reflector is proposed.
Different from the previously published design, this an-
tenna is beneficial for a simple polarization switching
strategy and a reduction of loss, selecting polarization
modes by properly rotating the AMC reflector without
any switches. Meanwhile, compared to the conventional
metal reflector, the AMC reflector leads to an improve-
ment of the antenna gain with a low profile. Eventually,
the proposed antenna acquires multi-polarization work-
ing modes and a profile decline of 33.3% compared to
conventional mental reflectors with a profile of 1/4λ0 (at
f0 = 5 GHz).

II. ANTENNA DESIGN PRINCIPLE

As depicted in Fig. 1, the proposed antenna includes
an AMC reflector and a C-shaped radiator. The wide-
band performance of the C-shaped radiator has already
been validated by previous work [8]. There is a modified
C-shaped monopole to offer a wideband incident wave
source. The modified C-shaped patch and ground plane
are printed on top and bottom of a 1.524 mm Rogers
4003C substrate with a relative permittivity of 3.38. In

H

C-shaped Radiator

GND

AMC 

AMC GND

Air

AMC G

C-CC shaped RC shaped R

GND

AMC

AMC G

H

O

Ei Er

Fig. 1. The overall prototype of the proposed antenna.

others, an improved AMC reflector is placed H = 10 mm
below the radiator to achieve polarization reconfigurabil-
ity and radiation directionality. The AMC reflector con-
sists of 6×6 MS units fabricated on a 2 mm R4 substrate
with a relative permittivity of 4.4. To explain the design
principle of the proposed antenna, a detailed analysis of
the AMC reflector and C-shaped monopole are discussed
as follows.

A. Polarization convert AMC reflector analysis

The geometry of the proposed AMC unit is illus-
trated in Fig. 2, in which its cell is a shuttle-shaped patch
etched with a crossed slot. An equivalent circuit is pro-
vided to explain how the AMC reflector realizes polar-
ization conversion. Along the diagonal corners, the or-
thogonal surface impedance component, marked Zu and
Zv, of the AMC unit can be approximately calculated as

Zu = 2R1+2 jω( 2L1)+2/( jωC1)

+1/( jωC2) (1a)
= Ru + jXu and

Zv = 2R2+2 jω( 2L2)+2/( jωC3)

+1/( jωC4)

= Rv + jXv, (1b)
where R1, L1, C1, and C2, are the resistance, inductance,
and distributed capacitance of the AMC unit in the u-
direction, respectively, and R2, L2, C3, and C4 are in the
v-direction. Further, according to the Euler formula, (1)
can be simplified as follows

Zu = |Zu|∠ϕ1= |Zu|e jϕ1 and (2a)

Zv = |Zv|∠ϕ2= |Zv|e jϕ2. (2b)
What can be known is that the resistance, induc-

tance, and distributed capacitance of the AMC unit are
related to the triangle truncation and the crossed slot.
Thus, by adjusting the size of the triangle truncated and
the crossed slot, a phase difference can be achieved be-
tween Zu and Zv.

Assuming that the incident source is a linearly polar-
ized plane wave along the x-axis, so the incident E-field
is also along the x-axis named Eix. Here, Eix is broken
into two orthogonal components, Eiu and Eiv. By sup-
posing that the magnitude of the two orthogonal E-field

Ex

Ev

Ex

Ev

n

 

Fig. 2. The geometry of the proposed AMC.
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components is |Em| and the phase is ö3 and ö4, Eiu and
Eiv can be denoted by the following:

E iu = |Zm|e jϕ3 and (3a)

E iv = |Zm|e jϕ4. (3b)
When E-field components Eiu and Eiv are incident

on the AMC reflector, respectively, numerous electrons
on the surface of the AMC unit will be excited and move
along the u-direction and v-direction, respectively, gen-
erating induced currents, thus forming the reflected E-
fields Eru and Erv individually. If there is no energy
loss in reflection, the reflected and incident E-field are
equal in magnitude. Furthermore, the phase of the re-
flected wave is equivalent to the combination of the
phase with the incident wave, the phase of the AMC sur-
face impedance along the incident wave direction, and
the phase difference generated by the air gap. There-
fore, the reflected E-field components can be roughly de-
scribed as follows

Eru = |Zm|e j(ϕ1+ϕ3+Δϕ) and (4a)

Erv = |Zm|e j(ϕ2+ϕ4+Δϕ). (4b)
Eventually, the composite E-field components can

be roughly described as follows:

Eu = |Zm|
[
e jϕ3+ e j(ϕ1+ϕ3+Δϕ)

]
and (5a)

Ev = |Zm|
[
e jϕ4+ e j(ϕ2+ϕ4+Δϕ)

]
. (5b)

Since Eiu and Eiv are symmetric to Eix, these two
orthogonal E-field components have the same phase,
meaning that ö3 is equal to ö4. And appropriately op-
timizing the AMC unit, a 90◦ phase difference can be
obtained between Zu and Zv, assuming ö1 leads ö2 by
90◦. As a result, (5a) and (5b) can be simplified as (6a)
and (6b).

Eu = |Zm|
[
e jϕ4+ je j(ϕ2+ϕ4+Δϕ)

]
and (6a)

Ev = |Zm|
[
e jϕ4+ e j(ϕ2+ϕ4+Δϕ)

]
. (6b)

Thus, the composite E-field Etotal is a CP wave,
which is combined by two E-field components with iden-
tical magnitudes and a 90◦ phase difference. In addi-
tion, because the phase of the E-field component in the
u-direction leads the v-direction, the antenna will work
in left-handed circularly polarized (LHCP) mode. As
shown in Fig. 2, when the AMC unit is rotated by -45◦ or
45◦, the AMC is symmetric about the x-axis. Thus, there
is an in-phase or anti-phase of the surface impedance be-
tween the u-direction and v-direction. Accordingly, the
composite E-field Etotal is an LP wave. Moreover, when
the AMC unit is rotated by 90◦, the polarization of the
proposed antenna will be in right-handed circularly po-
larized (RHCP) mode.

Ansoft HFSS simulates the AMC unit with the Flo-
quet port to verify the analysis. The width of the triangle

truncation on AMC units is defined as parameter n. Its ef-
fect on the reflected characteristic of the proposed AMC
unit and the polarization convert performance is given in
Fig. 3. With the increase of n, the high-frequency reso-
nance point of the AMC unit will move toward the high
frequency, whereas the low frequency remains almost
constant. Meanwhile, the impedance matching would
deteriorate. In addition, for better CP performance, the
magnitude ratio between the incident E-field and the re-
flected must be within ±3 dB. As shown in Fig. 3 (b),
while n increases, the magnitude ratio varies, and the
broadest 3 dB magnitude ratio bandwidth is obtained
when n is equal to 6 mm. Considering the performance of
the impedance matching and the CP, there are two AMC
units with different truncations, n = 4.5 mm and 6 mm,
respectively, to build a non-uniform AMC reflector.

 
(a)  (b)  

Fig. 3. The effect of parameter n on the AMC unit: (a)
Reflection coefficient |S11|, (b) the magnitude ratio be-
tween the incident E-field and reflected E-field.

m

m

LHCP

RH
C

P

x
y

Fig. 4. The phototype of the proposed AMC reflector (de-
sign parameters: m = 11.5 mm, P = 12 mm, n1 = 6 mm,
n2 = 4.5 mm, a1 = 5.5 mm, a2 = 6 mm, b1 = 4.5 mm, b2
= 5 mm).
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B. C-shaped monopole antenna with the AMC
reflector

Given the polarization conversion characteristic
of the proposed AMC reflector, a modified C-shaped
monopole is designed and introduced to offer an incident
x-LP wave source, positioned at the top of the reflector.

As shown in Fig. 5, for Ant. 1, the impedance match-
ing is poor, in which the real part of the impedance is not
close to 50 Ù, and the imaginary part is not near 0 Ù
within a certain bandwidth. There is a resonance only
near 4 GHz, noted f 1. To improve impedance match-
ing and bring multi-resonance, the C-shaped patch edge
is slotted and placed into three parasitic stubs in a fan
shape, labeled Ant. 2. Due to the slotting, the current
length of the resonant frequency f 1 will be expanded so
that the resonance frequency is scaled down and recorded
as f 2. The parasitic stubs, with the induced current, will
create a new resonance, marked f 3, achieving multi-
frequency resonance. As a result, two resonant frequency
points near 3 and 5 GHz are generated and bring a wide
impedance bandwidth (|S11| < -10 dB) of about 60%.

 
(a)  (b)  

Fig. 5. The performance of two C-shaped monopoles: (a)
Impedance, (b) |S11|.

Then the proposed AMC reflector is applied below
the C-shaped monopole antenna, about 0.15ë, to realize
directionality and polarization reconfigurability. To re-
duce the crossed polarization, especially in CP modes,
a set of fan-shaped parasitic stubs are added at the notch
of Ant.2. The added parasitic stubs will be excited and
generated with a polarization mode consistent with the
antenna, so the main polarization is enhanced, which
implies a reverse weakening of the cross-polarization,
as shown in Fig. 6. The final design of the C-shaped
monopole antenna, shown in Fig. 7, contains a C-shaped
patch with seven parasitic fan stubs and a circular ground
plane with two additional rectangle stubs.

Eventually, when holding the C-shaped monopole
antenna still and rotating the AMC reflector counter-
clockwise by -45◦, 45◦, 0◦, and 90◦, the antenna can
work on x-LP1, x-LP2, LHCP, and RHCP modes, respec-
tively.

 

Fig. 6. The effect of the small fan parasitic stubs.

O
O

P1
d

θ1
R3

θ1=50°

w

P2 g
θ3=90°

x
y

Fig. 7. The phototype of the C-shaped monopole (design
parameters [millimetres]: R1 = 9, R2 = 16, R3 = 10, R4
= 8.5, R5 = 21, R6 = 7, R7 = 16, Rd1 = 6.5, Rd2 = 7.5, w
= 1.3, d = 2, g = 0.5, Wd = 2.3).

III. SIMULATED AND EXPERIMENTAL
RESULTS

The proposed antenna is designed and optimized by
Ansys HFSS and then fabricated and measured to ver-
ify the performance by the ROHDE&SCHWARZ ZVB-8
vector network analyzer and multi-probe antenna testing
system. The manufactured antenna and far-field experi-
ment setup are shown in Fig. 8.

Figure 9 illustrates simulated and experimental re-
flection coefficients |S11| in different polarization modes.
The experimental -10 dB overlapped impedance band-
width of 42.7%, covers 3.5 GHz to 5.4 GHz in both
LP modes. It obtains 44.4% of the measured -10 dB
impedance bandwidth for the CP modes and covers be-
tween 3.5 GHz and 5.5 GHz. The measured impedance
matching of the antenna decreases slightly at high fre-
quency due to manufacturing error. The experimental re-
sults are in good accordance with the simulation results.
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Fig. 8. Photographs of the manufactured antenna and ex-
periment setup.

 
(a)  (b)  

Fig. 9. The simulated and measured reflection coefficient
|S11|: (a) LP modes and (b) CP modes.

Figure 10 shows the simulated and measured ax-
ial ratio and gain in different polarization modes. When
working in LP modes, the axial ratio of the antenna is
larger than 25 dB within operating bandwidth. In addi-
tion, the measured peak gain reaches about 8 dBi. When
working in CP modes, an overlapped 3 dB axial ratio
bandwidth of 20%, covering 4.5 GHz to 5.5 GHz, shows
good agreement with the simulation. Similarly, the mea-
sured peak gain is about 8 dBic for CP modes. Compared
with the simulations, there is a 2 dB loss of the measured
gain, which is caused by the error of fabrication and the
loss of dielectric material. The measured and simulated
normalized radiation patterns of the proposed antenna at

 
(a)  (b)  

Fig. 10. The simulated and measured results of axial ratio
and gain: (a) LP modes and (b) CP modes.

4.8 and 5 GHz are illustrated in Figs. 11 and 12 for CP
and LP modes, respectively. The simulated results match
well for all states with good directivity.

 
(a)  (b)  

 
(c)  (d)  

sim. LHCP (xoz) sim. RHCP (xoz) mea. LHCP (xoz) mea. RHCP (xoz)
sim. LHCP (yoz) sim. RHCP (yoz) mea. LHCP (yoz) mea. RHCP (yoz)  

Fig. 11. The simulated and measured normalized radi-
ation pattern: (a) LHCP at 4.8 GHz, (b) 5.2 GHz, (c)
RHCP at 4.8 GHz, and (d) 5.2 GHz.

 
(a)  (b)  

 
(c)  (d)  

sim. Co-Pol (xoz) sim. Xo-Pol (xoz) mea. Co-Pol (xoz) mea. Xo-Pol (xoz)
sim. Co-Pol (yoz) sim. Xo-Pol (yoz) mea. Co-Pol (yoz) mea. Xo-Pol (yoz)  

Fig. 12. The simulated and measured normalized radia-
tion pattern: (a) LP1 at 4.8 GHz, (b) 5.2 GHz, (c) LP2 at
4.8 GHz, and (d) 5.2 GHz.
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Table 1 shows a performance comparison with other
polarization reconfigurable works. The proposed antenna
has a wider -10 dB impedance bandwidth of over 40%
and more operating modes. Meanwhile, this work has a
simple polarization switch strategy by rotating the MS,
with no RF switches applied. In addition, the 3 dB axial
ratio bandwidth and peak gain of the proposed work have
shown good performance.

Table 1: Performance comparison with other works
Ref. Modes Impedance

Bandwidth

(%)

AR

Bandwidth

(%)

Peak Gain

(dBi/c)

[11] 2 CP 41.1 34 12
[12] 2 CP 5 4 5.2
[21] 2 CP 36 21.5 15.5
[22] 1 LP2 CP LP: 17.1

CP: 8.7
8.7 LP: 9

CP: 8.3
This work 2 LP2 CP LP: 42.7

CP: 44.4
20 LP: 8

CP: 8

IV. CONCLUSION

This paper proposes a design for a polarization re-
configurable antenna based on a rotating AMC reflector.
The proposed antenna is composed of two parts, an AMC
reflector and a C-shaped monopole. By turning the AMC
reflector at±45◦, 0◦, and 90◦ clockwise, respectively, the
antenna could switch the polarization state among x-LP,
LHCP, and RHCP. Compared to other previous polariza-
tion reconfigurable antennas, it reduces the application
of the DC bias circuits with a simple polarization switch-
ing strategy. The proposed antenna has a wide operating
bandwidth of 42.7% and 20% for LP and CP modes, ap-
proximately covering 3.5 to 5.4 GHz and 4.5 to 5.5 GHz,
respectively. Furthermore, the maximum measured gain
reaches 8 dBi(c). It could be applied to 5G mobile com-
munication systems, satellite communications, and other
polarization-diverse applications.
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Abstract – In this paper, a circularly polarized
millimeter-wave L-shaped dipole antenna based on low
temperature cofired ceramic (LTCC) technology is pro-
posed, which realizes compact size and low-profile per-
formance. The designed antenna consists of radiation
patches and the grounded coplanar waveguide-substrate
integrated waveguide (GCPW-SIW) feeding structure,
which connects each other by two via holes. The radi-
ation patches include a pair of L-shaped patches and
four parasitic patches. The simulated results show that
the proposed antenna operates from 26.5 to 29.5 GHz
for |S11| < −10 dB and AR < 3 dB with a peak
gain of 6.7 dBic. The antenna element size is only
0.58λ 0×0.58λ 0×0.056λ 0, where λ 0 is free-space wave-
length at the center frequency of 28 GHz. A sample
of the antenna is fabricated and measured to verify the
proposed design, which has a good agreement with the
simulated ones, indicating that the antenna has potential
applications for the fifth generation (5G) mm-Wave n257
(26.5 - 29.5 GHz) frequency band communications and
satellite communication systems.

Index Terms – 5G millimeter wave (mm-Wave), circu-
larly polarized (CP), low-profile, low temperature cofired
ceramic (LTCC), substrate integrated waveguide (SIW).

I. INTRODUCTION

To meet the demands of users for high-capacity and
high data transmission rate of the fifth generation (5G)
mobile communication, the 5G millimeter-wave (mm-
Wave) band is being extensively studied and applied
[1–2]. As one of the 5G commercial millimeter-wave
bands, n257 (26.5-29.5 GHz) frequency band is of great
practical significance in the research of the antenna.

The traditional processes of manufacturing circu-
lar polarization antennas mainly include printed circuit
board (PCB) technology and low temperature cofired
ceramic (LTCC) technology. With the rapid development
of fabrication technology, miniaturization and integra-
tion have become a research hotspot. Especially, LTCC
technology has become a good candidate for design-
ing miniaturization and integration of electronic compo-
nents [3].

Recently, different kinds of LTCC and PCB mm-
Wave antennas have been reported for various circularly
polarized applications [4–21]. For example, an s-dipole
based on PCB is employed to constitute an 8×8 broad-
band circularly polarized (CP) antenna array, which has
an impedance bandwidth of 27.6% and axial ratio band-
width up to 32.7% [4]. Nevertheless, the antenna size
is 0.71λ 0×0.71λ 0×0.46λ 0, which needs to be further
reduced. Similarly, a 4×4 magnetoelectric dipole array
is devised in [5], which uses sequential rotary feed net-
work to obtain the wide bandwidth. However, it needs to
be further miniaturized. Because the LTCC has unique
multilayer technology and high dielectric constant per-
formance compared to the PCB process, it can be used to
design miniaturization and integration antennas. Accord-
ingly, a 4×4 60 GHz LTCC helical antenna array is
proposed, which achieves a bandwidth of 20% with
a small plane size [6]. However, its profile and the
antenna structure need to be further reduced and simpli-
fied. Meanwhile, an antenna-in-package array with rela-
tively simple structure based on LTCC technology with
low-profile has been proposed in [7]. Unfortunately, the
antenna sacrifices bandwidth to obtain low-profile char-
acteristics. Accordingly, a LTCC low-profile and wide
bandwidth helical antenna is shown in [8]. Moreover, a
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SIW cavity and L-shaped planar probe were combined to
form circularly polarized radiation, which realizes high
gain performance [9]. However, the axial ratio band-
width still needs to be enhanced. Therefore, designing a
compact, low-profile, and easy to manufacture circularly
polarized antenna is a challenging task.

In this paper, a circularly polarized L-shaped dipole
antenna with four parasitic patches based on LTCC tech-
nology is proposed, which realizes compact size and
low-profile performance. The antenna operates at 26.5-
29.5 GHz with |S11| < -10 dB and AR < 3 dB. The
peak gain value within the operating frequency band is
6.7 dBic. A prototype is fabricated and measured to ver-
ify the simulated results, which are basically consistent
with the simulated ones.

II. DESIGN OF CP ANTENNA
A. Antenna Geometry

Figure 1 (a) presents the geometry of the proposed
antenna, which mainly includes two parts: one is radia-

(a)

(b) (c)

(d)

Fig. 1. (a) 3D view, (b) top view, (c) bottom view of the
bottom layer, and (d) side view of the antenna.

Table 1: Dimensions of the antenna (unit: mm)
LLL WWW WWW siw LLL1 WWW1

6.25 6.25 2.7 1.61 0.7
W2 L3 L4 C1 Lslot
0.25 1.65 1.61 0.2 1.9

S L5 W5 Wmic Gvia
0.2 2.02 0.45 0.29 0.3

tion patches with six layers LTCC and the other is the
GCPW-SIW feeding structure with two layers LTCC.
The L-shaped dipole patches at the top layer are con-
nected with the SIW-based rectangular slot through two
via holes. Moreover, four patches with square chamfer
are placed around the L-shaped patch as parasitic ele-
ments to improve the AR bandwidth. It should be noted
that an extra via hole is inserted into SIW to improve the
impedance matching. Furthermore, an extra structure is
added at the end of the antenna to install the microwave
connector.

B. Design Theory of the Proposed Antenna

Figure 2 gives the improvement process of the pro-
posed antenna structure. Type 1 is the initial structure
with a thickness of h = 1.2 mm, and two centrosymmetric
L-shaped patches are employed to form orthogonal line
current for the sake of producing CP radiation. However,
the AR bandwidth cannot meet the requirement of 26.5-
29.5 GHz, and the profile needs to be further reduced.
Hence, our proposed LTCC employs eight layers to
attain a lower profile, as shown in the type 2 structure.
Concurrently, the performance of the antenna deterio-
rates, especially the axial ratio performance. Therefore,
four parasitic patches with square chamfer are introduced
to compensate the degradation results, as shown in type
3 structure.

Figure 3 displays the simulated results of |S11| and
axial ratio of types 1 - 3 antennas. The type 1 has excel-
lent impedance bandwidth according to Fig. 3 (a). How-
ever, the axial ratio bandwidth of type 1 does not satisfy
the desired bandwidth, and the antenna profile is high
as displayed in Fig. 3 (b). Therefore, the type 2 antenna

Fig. 2. The process of the antenna design.

(a) (b)

Fig. 3. (a) Simulated |S11| of types 1-3 structure and
(b) simulated axial ratio of types 1-3 structure.
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(a) (b)

(c) (d)

Fig. 4. Current distributions of the proposed CP antenna
at 28 GHz: (a) t = 0(T), (b) t = T/4, (c) t = T/2, and
(d) t = 3T/4.

is designed to decrease the profile compared to type
1. Nevertheless, the bandwidth of type 2 still cannot
meet the requirements of the n257 frequency band, as
the reduction of profile affects the performance of the
antenna. Hence, to obtain the desired bandwidth, type 3
is proposed, based on type 2, which commendably covers
the 26.5-29.5 GHz frequency band whether impedance
or axial ratio bandwidth.

In order to explain the operating principle of the pro-
posed antenna, Fig. 4 shows the simulated surface cur-
rent distribution of the radiation elements at 28 GHz.
According to the change of the surface current on the
L-shaped dipole, the orientation of the surface current
rotates 360◦ within one period, which reveals that right-
handed circular polarization is formed. Moreover, the
orientation of the surface current of the additional cham-
fered parasitic patches changes counter-clockwise in one
period, which will form another circular polarization res-
onance. As a result, the axial bandwidth is expanded to
cover the 26.5-29.5 GHz frequency band.

Figures 5 (a) and (b) show the field distributions of
the SIW cavity without and with via hole, respectively,
which indicates that the via hole disrupts the field distri-
bution in the SIW cavity. Moreover, the via hole is placed
at the site of the weak electric field, which is equiva-
lent to that the cavity wall moves inward. Therefore, the
operating AR bandwidth frequency shifts to the high fre-
quency and realizes the required n257 frequency band,
as shown in Fig. 5 (c).

(a) (b)

(c)

Fig. 5. (a) Electric field distribution without via hole, (b)
electric field distribution with via hole, and (c) simulated
|S11| and axial ratio in both (a) and (b) cases.

III. SIMULATION RESULTS AND
EXPERIMENTAL VERIFICATION

In order to verify the validity of simulated results,
a physical model is manufactured and measured.
Figures 6 (a) and (b) show the photographs of the

(a)

(b)

Fig. 6. Fabricated prototype of the CP antenna: (a) Proto-
type with connectors installed and (b) antenna under test
in the anechoic chamber.
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fabricated sample based on the LTCC process and the
arrangements of the far-field measurement, respectively.
It should be noted that an additional structure is added
at the end of antenna feeding structure, as shown in
Fig. 6 (a), which is convenient for the installation of the
microwave connector.

Figure 7 presents the simulated and measured results
of |S11| and RHCP gain. It indicates that the simulation
and measured impedances bandwidth of the antenna are
25.9-29.5 GHz and 26.3-29.5 GHz for |S11| < -10 dB,
which illustrates that the simulation and measured |S11|
results have good consistency. In addition, compared to
the simulated RHCP gain of the proposed antenna, the
measured result has a slight deviation owing to the slight
variation in dielectric constant of LTCC. The measured
peak gain of the proposed CP antenna is 6.7 dBic within
the operating frequency band.

The comparison of axial ratio between measured
and simulated results are shown in Fig. 8, which reveals
that the simulated axial ratio is less than 3 dB within
26.5-29.5 GHz. However, the measured axial ratio is
deteriorated to about 6 dB within 26.5-29.5 GHz, which
is caused by the test environment. During the test pro-
cess of axial ratio, the linear polarization test scheme
is adopted due to the lack of a circularly polarized
horn antenna. Using the measured horizontal and vertical
polarization results, the axial ratio of a circularly polar-
ized antenna can be calculated. Moreover, it should be
noted that the measured results of pitch angle deviation
may be about 5 degrees residual. Considering the mea-
surement tolerance error, the deviation between the sim-
ulation and the test results is within a reasonable range
(AR < 4 dB). Furthermore, Fig. 9 shows the simulated
and measured co-polarized and cross-polarized radiation
patterns of the antenna at 27 GHz, 28 GHz, and 29 GHz.
It can be observed that measured results of the primary

25 26 27 28 29 30 31 32 33
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Fig. 7. Simulated and measured |S11| and RHCP gain of
the fabrication model.

Fig. 8. Simulated and measured axial ratio of the fabri-
cation model.

(a)

(b) (c)

Fig. 9. Simulated and measured radiation patterns: (a) 27
GHz, (b) 28 GHz, and (c) 29 GHz.

and cross polarization patterns are basically consistent
with the simulated results.

To further illustrate the features of the proposed
antenna, the performance comparison of the proposed
CP antenna with the existing CP antennas are given in
Table 2. References [19], [22], [23], and [24] present
polarized antennas based on PCB technology, which
can achieve wide bandwidth. However, their superior-
ity in miniaturization is not outstanding comparing to
the other circularly polarized antennas based on LTCC
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Table 2: Comparison of existing CP mm-Wave antennas
Ref. Process

Technology
f0

(GHz)
Antenna Element

Size
(mm)

Thickness*
λ s

(λ s = λ0/
√

εr)

Impedance
Bandwidth

Axial Ratio
Bandwidth

[19] PCB 28.63 8+8
(0.84 ·0.84λ0)

0.25 21.83% 5.9%

[22] PCB 60 5.6+5.6
(1.12∗1.12λ0)

0.22 23.8% 23.4%

[23] PCB 30.5 9.5+9.5
(0.99 ·0.99λ0)

0.3 27.7% 28.5%

[24] PCB 28.35 12+12
(1.13 ·1.13λ0)

0.31 > 14% 14%

[17] LTCC 35 3.83+3.83
(0.45∗0.45λ0)

0.24 29.6% > 26%

[18] LTCC 60 3.5∗4
(0.7∗0.8λ0)

0.19 16.5% 11.5%

Thiswork LTCC 28 6.25+6.25
(0.58+0.58λ0)

0.18 > 10% > 10%

technology proposed in [17] and [18]. Moreover, the pro-
file of the proposed antenna in this paper is lower than the
other antenna structures (see Table 2) with the bandwidth
exactly covering the required n257 operating frequency
band.

IV. CONCLUSION

In this paper, a compact low-profile circularly polar-
ized mm-Wave L-shaped dipole antenna with four par-
asitic patches is proposed. Four parasitic patches with
square chamfer are placed around the centrosymmet-
ric L-shaped patches to improve the axial ratio band-
width. The designed antenna bandwidth is more than
10%, which can meet the required n257 operation fre-
quency band. Additionally, it has the feature of smaller
size and lower profile. The measured results have good
agreement with the simulated ones. Hence, the proposed
antenna can be an appropriate candidate for the appli-
cations of 5G millimeter-wave n257 (26.5 - 29.5 GHz)
frequency band communications and satellite communi-
cations systems.
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Abstract – The radiation characteristics of circular arc
antennas are studied by applying the method of moments
(MoM) to solve the electric field integral equation
(EFIE). Based on the triangular current distribution of
small circular arc antennas, the analytical expression of
radiation fields of circular arc antennas is derived. It is
found that the circular arc antenna is equivalent to a
superposition of an electric dipole and a magnetic dipole,
resulting in near isotropic radiation pattern. Finally, both
MoM and CST simulations show that the small arc
antenna can realize the near isotropic radiation pattern.

Index Terms – Circular arc antenna, electric field inte-
gral equation (EFIE), method of moments (MoM), quasi-
isotropic radiation.

I. INTRODUCTION

Isotropic antennas can radiate electromagnetic
energy equally in all directions [1]. However, isotropic
antennas are impossible in theory, because the transverse
electric field in the far field region cannot be uniform
over a sphere if the field is linearly polarized everywhere
[2], [3]. So quasi-isotropic antennas were proposed and
commonly used in applications such as radio frequency
identification, radio frequency energy harvesting, and
wireless access points [4].

Design approaches for quasi-isotropic antennas
include folded dipoles [5], magnetic dipoles [6], orthogo-
nal dipoles [2], combination of multiple dipoles [7], split
ring resonators [8], and so on. This paper will introduce
a new approach based on circular arc antennas.

An arc antenna is a usual deformation of a dipole
antenna, which is the simplest and most basic of vari-
ous antenna structures. Although the circular arc antenna
is simple, it still has characteristics that are worth study
for applications. For example, using a circular antenna
in a logging tool as a receiving antenna has great advan-
tages in ultra-deep boundary detection [9]. It is more
convenient to analyze the circular arc antenna by apply-

ing the method of moments (MoM) to solve the electric
field integral equation (EFIE) than the traditional ana-
lytical method [10]. In this paper, based on the conclu-
sion that the small circular arc antenna can be equivalent
to a superposition of an electric dipole and a magnetic
dipole in [11], it is proposed that the small circular arc
antenna can realize quasi-3D omnidirectional radiation.
As a result, the arc antenna can be used to overcome the
zero-reading problem of dipole antennas [12].

II. THEORY AND FORMULA DERIVATION
A. Derivation of circular arc antenna EFIE

The EFIE for the antennas or scatterers which are
perfect electric conductor (PEC) can be expressed as [10]

jωμ0t̂ • ∫∫
S

[
JS (r

′)+ 1
k2 ∇′ •JS (r

′)∇
]

g(r,r′)dS′

= t̂ •Ei (r) ,
(1)

where JS is the induced surface current, g is the Green’s
function, k and μ0 are the wave number and permeability
of the free space, and t̂ denotes any tangential unit vector
to the PEC surface.

The geometry for the circular arc antenna of radius b
and line radius a is depicted in Fig. 1. If b << λ , where
λ is the wavelength, the antenna can be regarded as a

R

x

y

z

o2a b

-function 
generator

R

Fig. 1. Circular arc antenna geometry.
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small circular arc antenna. And if a << 2πb, the antenna
can be regarded as a thin wire antenna. Considering the
thin wire antenna approximations, the source point r′ and
field point r can be represented by source point ρρρ ′ and
field point ρρρ . In addition,

JS
(
r′
)
= I
(
ϕ ′) ϕ̂ ′/(2πa), (2)

t̂ = ϕ̂, (3)

ϕ̂ • ϕ̂ ′ = cos
(
ϕ −ϕ ′) , (4)

g
(
ϕ,ϕ ′)= e−jkR

4πR
, (5)

where R is the distance from the source point ρρρ ′ to the
field point ρρρ , expressed as

R =
√
(a+b)2+b2−2(a+b)bcos(ϕ −ϕ ′)

=

√
a2+4b(a+b)sin2 [(ϕ −ϕ ′)/2]. (6)

By substituting (2)-(6) into (1), the EFIE suitable for
the circular arc antenna is rewritten as∫ Φ/2

−Φ/2
I
(
ϕ ′)K

(
ϕ,ϕ ′)dϕ ′ =−j

kb
η

Ei
ϕ , (7)

with

K
(
ϕ,ϕ ′)= [(kb)2 cos

(
ϕ −ϕ ′)+ ∂ 2

∂ϕ2

]
g
(
ϕ,ϕ ′) . (8)

B. Radiation field and equivalent model of circular
arc antenna

The relationship between magnetic potential A and
current vector I(r′) of the circular arc antenna is

A =
μ
4π

∫
C

I
(
r′
) e−jkR

R
dl′, (9)

where I(r′) = I (ϕ ′) ϕ̂ ′ and dl′ = bdϕ ′. Therefore, (9)
can be changed to

A =
bμ
4π

∫ Φ/2

−Φ/2
I
(
ϕ ′) ϕ̂ ′ e

−jkR

R
dϕ ′. (10)

In the spherical coordinate system, A can be
expressed by the sum of the components in r, θ , and ϕ
directions, that is

A(r,θ ,ϕ) = Ar (r,θ ,ϕ) r̂+Aθ (r,θ ,ϕ) θ̂
+Aϕ (r,θ ,ϕ) ϕ̂. (11)

The vector potential is expressed as [13]⎧⎪⎪⎨⎪⎪⎩
Ar =

bμ0
4π sinθ

∫ Φ/2
−Φ/2 I (ϕ ′)sin(ϕ −ϕ ′) e−jkR

R dϕ ′

Aθ = bμ0
4π cosθ

∫ Φ/2
−Φ/2 I (ϕ ′)sin(ϕ −ϕ ′) e−jkR

R dϕ ′

Aϕ = bμ0
4π
∫ Φ/2
−Φ/2 I (ϕ ′)cos(ϕ −ϕ ′) e−jkR

R dϕ ′
. (12)

According to the far field approximation [14], R ≈
r− bsinθ cos(ϕ −ϕ ′), the magnetic potential A is then
transformed into⎧⎪⎪⎨⎪⎪⎩

Ar = bμ0e−jkr

4πr sinθ
∫ Φ/2
−Φ/2 I (ϕ ′)sin(ϕ −ϕ ′)ejkbsinθ cos(ϕ−ϕ ′)dϕ ′

Aθ = bμ0e−jkr

4πr cosθ
∫ Φ/2
−Φ/2 I (ϕ ′)sin(ϕ −ϕ ′)ejkbsinθ cos(ϕ−ϕ ′)dϕ ′

Aϕ = bμ0e−jkr

4πr
∫ Φ/2
−Φ/2 I (ϕ ′)cos(ϕ −ϕ ′)ejkbsinθ cos(ϕ−ϕ ′)dϕ ′

.

(13)
For a small circular arc antenna, the current distribu-

tion obtained by the MoM is shown in Fig. 2. Obviously,

Fig. 2. Circular arc antenna current when kb = 2π×10−4.

the current distribution is close to the triangular current
and can be written as

I (ϕ ′) = IA
(
1−2 |ϕ ′|/Φ

) −Φ
/
2≤ ϕ ′ ≤ Φ

/
2 , (14)

where IA is the peak value of current amplitude calcu-
lated with MoM.

With small arc approximation, ejkbsinθ cos(ϕ−ϕ ′) can
be expanded to 1 + jkbsinθ cos(ϕ −ϕ ′). Substituting
(14) into (13) as well as integrating them respectively
yields⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Ar =
bμ0e−jkr sinθ IA

4πrΦ

[
8sinϕ sin2 (Φ/4)
+jkbsinθ sin(2ϕ)sin2 (Φ/2)

]
Aθ = bμ0e−jkrIA

8πrΦ

[
16cosθ sinϕ sin2 (Φ/4)
+jkbsin(2θ)sin(2ϕ)sin2 (Φ/2)

]
Aϕ = bμ0e−jkrIA

16πrΦ

{
32cosϕ sin2 (Φ/4)
+jkbsinθ

[
Φ2+4cos(2ϕ)sin2 (Φ/2)]

} .

(15)
In the spherical coordinate system, the expression of

electric field ES in far field region is
ES =−jω

(
θ̂Aθ + ϕ̂Aϕ

)
(16)

with⎧⎪⎪⎨⎪⎪⎩
Eθ = −jωbμ0e−jkrIA

8πrΦ

[
16cosθ sinϕ sin2 (Φ/4)
+jkbsin(2θ)sin(2ϕ)sin2 (Φ/2)

]
Eϕ = −jωbμ0e−jkrIA

16πrΦ

{
32cosϕ sin2 (Φ/4)+ jkbsinθ[

Φ2+4cos(2ϕ)sin2 (Φ/2)]
} .

(17)
The small circular arc antenna can be characterized

by an electric dipole moment Iel and a magnetic dipole
moment Iml [15]. Next, we will discuss the radiation field
expressions of the electric dipole and magnetic dipole.

The position of the electric dipole along the y-
direction located at x = xe along x-axis is shown in
Fig. 3 (a). Then, the magnetic vector potential A is

A(r) = ŷ
μIel
4π

e−jkR

R
, (18)

where
R =

√
r2−2xer sinθ cosϕ + x2

e . (19)
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Considering r >> xe, R can be written as

R = r
√

1−2 xe
r sinθ cosϕ +

( xe
r

)2
≈ r− xe sinθ cosϕ,

(20)

thus,
e−jkR

R
≈ e−jk(r−xe sinθ cosϕ)

r
. (21)

Therefore, (18) can be simplified as

A(r) = ŷ
μIel
4πr

e−jk(r−xe sinθ cosϕ), (22)

where ŷ = r̂ sinθ sinϕ + θ̂ cosθ sinϕ + ϕ̂ cosϕ .
The radiation field expressions of the electric dipole

along the y-direction located at x = xe are then{
Ee

θ =−jη kIel cosθ sinϕ
4πr e−jk(r−xe sinθ cosϕ)

Ee
ϕ =−jη kIel cosϕ

4πr e−jk(r−xe sinθ cosϕ) . (23)

The position of the magnetic dipole along the z-
direction located at x = xm along the x-axis is shown
in Fig. 3 (b). Its radiation field expression that can be
derived in the same way is{

Em
θ = 0

Em
ϕ =− jkIml sinθ

4πr e−jk(r−xm sinθ cosϕ) . (24)

x

yo

z

r

x

yo

z

r

(a) (b)

Fig. 3. Schematic diagrams of (a) an electric dipole and
(b) a magnetic dipole.

By comparing the radiation field expression (17)
with (23) and (24), it is concluded that the small cir-
cular arc antenna can be equivalent to a superposition
of an electric dipole along the y direction located at
xe = bcos2

(
Φ
/
4
)
and a magnetic dipole along z direc-

tion located at xm = xe as shown in Fig. 4.
The electric dipole moment is expressed as

Iel =
[
8bIA sin2 (Φ/4)]/Φ, (25)

and the magnetic moment is given as

Iml =
jωμIAb2Φ

4

[
1− 4sin2 (Φ/2)

Φ2

]
. (26)

For a very small arc antenna with Φ << 1, we have

xe = xm = b, Iel =
IAb
2

Φ, Iml =
jωμIAb2

12
Φ3 → 0. (27)

For one half circular arc antenna with Φ = π ,

xe = xm =
b
2
, Iel =

4IAb
π

, Iml =
jωμIAπb2

4

(
1− 4

π2

)
.

(28)
Similarly, for a full loop with a gap,

xe = xm = 0, Iel =
4IAb

π
, Iml =

jωμIAπb2

2
. (29)

For a full loop without a gap, we have the well-
known results [16]

xe = xm = 0, Iel = 0, Iml = jωμIAπb2. (30)

x

y

z

o

x

yo

z

y

x

o

z

ex

eI l

mx

mI l

(a) (b) (c)

Fig. 4. Equivalent model of a circular arc antenna: (a)
Circular arc antenna with angle Φ, (b) electric dipole Iel,
and (c) magnetic dipole Iml.

C. Electric dipole and magnetic dipole

The normalized pattern of an antenna is defined as

F (θ ,ϕ) =
|E (θ ,ϕ)|

Emax
. (31)

According to the radiation field expressions (23) and
(24), the normalized pattern of an electric dipole and a
magnetic dipole are{

Fe
θ = cosθ sinϕ

Fe
ϕ = cosϕ , (32)

and {
Fm

θ = sinθ
Fm

ϕ = 0 , (33)

respectively, while their radiation patterns are shown in
Fig. 5.

From the patterns of the electric dipole and magnetic
dipole, their radiation intensity near the central axis is
very low or even zero, but these axes are not the same.
If the electric dipole and magnetic dipole are superim-
posed, the combined patterns can be complementary and
will have no direction where the normalized pattern is
zero.

Where the ratio of the electric dipole to magnetic
dipole Iel

/
Iml = ne

/
η (0 < ne < ∞) and where ne is the

normalized ratio, the electric field obtained by superpo-
sition of the electric dipole and magnetic dipole is{

Eθ = neEe
θ +Em

θ
Eϕ = neEe

ϕ +Em
ϕ

. (34)

According to equation (31), the normalized pattern
of the superposition of an electric dipole and a magnetic
dipole can be obtained, and the minimum can be found.
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(a) (b) 

 
(c) 

Fig. 5. Radiation patterns of (a) an electric dipole along
the y direction and (b) a magnetic dipole along the z
direction; (c) the color map.

III. NUMERICAL RESULTS AND ANALYSIS

The minimum value of the normalized pattern as
a function of ne is shown in Fig. 6. When ne = 1, that
is, Iel

/
Iml = 1

/
η , the minimum is

√
2
/

2, which is the
largest, and the pattern is the closest to 3D omnidirec-
tional, as shown in Fig. 7.

In Section II A, it is concluded that the small arc
antenna can be equivalent to the superposition of an elec-
tric dipole and a magnetic dipole. In Section II B, it is
shown that the superposition of an electric dipole and
magnetic dipole can realize quasi-isotropic radiation.
Therefore, it is predictable that the small arc antenna can
realize quasi-isotropic radiation.

In order to obtain the gain deviation, namely, the dif-
ference between the maximum gain and the minimum

Fig. 6. Minimum value of normalized pattern of super-
position of an electric dipole and a magnetic dipole.

Fig. 7. When Iel
/

Iml = 1
/

η , the radiation pattern of the
superposition of an electric dipole and a magnetic dipole.
The color map is the same as that in Fig. 5 (c).

gain, and the radius of the arc when the pattern of the
arc antenna with different angles Φ is the closest to 3D
omni-directional, the MoM and the electromagnetic sim-
ulation software CST [17] are used to build the simula-
tion model. The line radius of the arc is λ /1000 in both
methods.

The gain deviation, radius, and arc length calcu-
lated by the two methods are compared and verified.
Figure 8 shows the relationship between gain deviation
and arc antenna angle. The difference in results between
MoM and CST may be due to inconsistent meshing. In

Fig. 8. Gain deviation of circular arc antenna with dif-
ferent angles when the arc antenna is the closest to 3D
omnidirectional radiation.
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Fig. 9. The radiation pattern of 266-degree arc antenna
which is the closest to isotropic radiation. The radius is
0.1542 λ . The color map is the same as that in Fig. 5 (c).

the results calculated by the MoM, the 266-degree arc
antenna is the closest to 3D omnidirectional radiation,
and the gain deviation is only 0.33 dB. The radiation pat-
tern of the 266-degree arc antenna is shown in Fig. 9.

Figures 10 and 11 show the relationship between
arc radius and arc antenna angle, and the relationship
between arc length and arc antenna angle when the arc
antenna is the closest to 3D omnidirectional radiation. It
can be found that the arc radius and arc length decrease
monotonically with the increase of the arc antenna angle.

Fig. 10. Radius of circular arc antenna with different
angles when the arc antenna is the closest to 3D omni-
directional radiation.

Fig. 11. Length of circular arc antenna with differ-
ent angles when the arc antenna is the closest to near
isotropic radiation.

That is to say, under this condition, when the arc is closer
to a complete circle, the size is smaller. Although there
are some differences in the simulation results of the two
methods, the overall trend of change is consistent.

IV. SUMMARY

In this paper, the MoM is used to analyze the cir-
cular arc antenna. Firstly, the EFIE of the circular arc
antenna is derived and verified by the known results
of loop antennas. Secondly, the analytical approximate
expression of the radiation field of the small circular arc
antenna is derived by using the triangular current distri-
bution. And by comparing the radiation field of circu-
lar arc antenna with that of electric dipole and magnetic
dipole, it is concluded that the small circular arc antenna
can be equivalent to a superposition of an electric dipole
and a magnetic dipole. Thirdly, it is found that the super-
position of an electric dipole and a magnetic dipole can
realize quasi-3D omnidirectional radiation. Finally, by
using MoM and CST software, it is shown that the small
arc antenna can realize near isotropic radiation.

ACKNOWLEDGMENT

This work was supported in part by the National
Natural Science Foundation of China under Grant
61971384 and Grant 62071436.

REFERENCES

[1] S. M. Radha, M. Jung, P. Park, and I.-J. Yoon,
“Design of an electrically small planar quasi-
isotropic antenna for enhancement of wireless link
reliability under NLOS channels,” Appl. Sci., vol. 10,
no. 18, paper 6204, Sep. 2020.

[2] J. Kim, J. Park, A. A. Omar, and W. Hong, “A sym-
metrically stacked planar antenna concept exhibiting



715 ACES JOURNAL, Vol. 38, No. 9, September 2023

quasi-isotropic radiation coverage,” IEEE Antennas
Wireless Propag. Lett., vol. 19, no. 8, pp. 1390-1394,
Aug. 2020.

[3] P. F. Hu, Y. M. Pan, X. Y. Zhang, and B. J.
Hu, “A compact quasi-isotropic dielectric resonator
antenna with filtering response,” IEEE Trans. Anten-
nas Propag., vol. 67, no. 2, pp. 1294-1299, Feb.
2019.

[4] S. I. Hussain Shah, S. M. Radha, P. Park, and I.-
J. Yoon, “Recent advancements in quasi-isotropic
antennas: A review,” IEEE Access, vol. 9, pp.
146296-146317, 2021.

[5] J. Ouyang, Y. M. Pan, S. Y. Zheng, and P. F. Hu, “An
electrically small planar quasi-isotropic antenna,”
IEEE Antennas Wireless Propag. Lett., vol. 17, no.
2, pp. 303-306, Feb. 2018.

[6] Q. Li, W.-J. Lu, S.-G. Wang, and L. Zhu,
“Planar quasi-isotropic magnetic dipole antenna
using fractional-order circular sector cavity reso-
nant mode,” IEEE Access, vol. 5, pp. 8515-8525,
2017.

[7] S. M. Radha, G. Shin, P. Park, and I.-J. Yoon,
“Realization of electrically small low-profile quasi-
isotropic antenna using 3D printing technology,”
IEEE Access, vol. 8, pp. 27067-27073, 2020.

[8] Y. Wang, M.-C. Tang, D. Li, K.-Z. Hu, M. Li,
and X. Tan, “Low cost electrically small quasi-
isotropic antenna based on split ring resonator,”
Proc. Int. Appl. Comput. Electromagn. Soc. Symp.-
China (ACES), pp. 1-2, Aug. 2019.

[9] S. Li, System and Methodology of Look Ahead and
Look Around LWD Tool: U.S. Patent 10,605,073,
2020-3-31.

[10] R. F. Harrington, Field Computation by Moment
Methods, MacMillan, New York, 1968.

[11] X. X. Nie, H. L. Liu, J. B. Liu, and J. M.
Song, “Research on the small circular arc antenna
based on the method of moments,” 2022 Inter-
national Applied Computational Electromagnetics
Society (ACES-China) Symposium, 2022.

[12] L. Li, L. C. Wang, X. L. Yin, and S. F. Li, “Design
of an electrically small and near-3D omnidirectional
loop antenna for UHF band RFID tag,” 2013 IEEE
International Conference on Microwave Technology
& Computational Electromagnetics, pp. 246-248,
2013.

[13] C. A. Balanis, Antenna Theory: Analysis and
Design, John Wiley & Sons, New York, 2015.

[14] W. L. Stutzman and G. A. Thiele, Antenna The-
ory and Design, John Wiley & Sons, New York,
2012.

[15] J. G. Van Bladel, Electromagnetic Fields, John
Wiley & Sons, New York, 2007.

[16] J. M. Jin, Theory and Computation of Electro-
magnetic Fields, John Wiley & Sons, New York,
2010.

[17] CST Microwave Studio, ver. 2020, Computer Sim-
ulation Technology, Framingham, MA, 2020.

Hailong Liu received the B.S.
degree in communication engineer-
ing and the M.S. degree in elec-
tronic information from Communi-
cation University of China, Beijing,
China, in 2019 and 2023, respec-
tively.

His research interests include
computational electromagnetics and antenna design for
RFID tags.

Jinbo Liu received the B.S. degree
in electronic information engineer-
ing from Zhengzhou University,
Zhengzhou, China, in 2010, and the
Ph.D. degree in electronic science
and technology from Beijing Insti-
tute of Technology, Beijing, China,
in 2016.

He is currently an associate professor with the School
of Information and Communication Engineering, Com-
munication University of China, Beijing. His current
research interests include computational electromagnet-
ics and its applications, and frequency selective surfaces
design.

Xiaoxia Nie received the B.S.
degree in electronic information
engineering from Taiyuan Univer-
sity of Technology, Taiyuan, China,
in 2019, and the M.S. degree in elec-
tronic information from Communi-
cation University of China, Beijing,
China, in 2022.

Her research interests include computational electro-
magnetics and antenna theory and design.



LIU, LIU, NIE, SONG, LI: RESEARCH ON QUASI-ISOTROPIC RADIATION OF SMALL CIRCULAR ARC ANTENNA 716

Jiming Song received the Ph.D.
degree in electrical engineering from
Michigan State University in 1993.
From 1993 to 2000, he worked as
a postdoctoral research associate, a
research scientist and visiting assis-
tant professor at the University of
Illinois at Urbana-Champaign. From

1996 to 2000, he worked part-time as a research scientist
at SAIC-DEMACO. Dr. Song was the principal author of
the Fast Illinois Solver Code (FISC). He was a principal
staff engineer/scientist at Semiconductor Products Sec-
tor of Motorola in Tempe, Arizona, before he joined the
Department of Electrical and Computer Engineering at
Iowa State University as an assistant professor in 2002.

Dr. Song currently is a professor at Iowa State Univer-
sity’s Department of Electrical and Computer Engineer-
ing. His research has dealt with modeling and simula-
tions of electromagnetic, acoustic and elastic wave prop-
agation, scattering, and non-destructive evaluation, elec-
tromagnetic wave propagation in metamaterials and peri-
odic structures and applications, interconnects on lossy
silicon and radio frequency components, antenna radia-
tion and electromagnetic wave scattering using fast algo-
rithms, and transient electromagnetic fields. He received
the NSF Career Award in 2006 and is an IEEE Fellow
and ACES Fellow.

Zengrui Li received the B.S. degree
in communication and information
system from Beijing Jiaotong Uni-
versity, Beijing, China, in 1984, the
M.S. degree in electrical engineer-
ing from Beijing Broadcast Insti-
tute, Beijing, China, in 1987, and the
Ph.D. degree in electrical engineer-

ing from Beijing Jiaotong University, Beijing, China, in
2009.

He is currently a professor with the School of Informa-
tion and Communication Engineering, Communication
University of China, Beijing, China. He was a visiting
scholar at Yokohama National University, Yokohama,
Japan, from 2004 to January 2005. He also served as a
senior visiting fellow at Pennsylvania State University
from October 2010 to January 2011. His research inter-
ests include the areas of finite-difference time-domain
(FDTD) methods, electromagnetic scattering, metamate-
rials and antennas. He is a senior member of the Chinese
Institute of Electronics.



717 ACES JOURNAL, Vol. 38, No. 9, September 2023

A Sector Ring Shape UWB Antenna by Tightly Coupling

Ziqin Wang1, Zhihao Chen1, Zhengming Tang1, Lam Phav3, and Fangyuan Chen1,2

1School of Electronic Information Engineering, China West Normal University
Shida Rd, Nanchong, Sichuan Province, 637000, China

2Jinyichang Science and Technology Co. Ltd
398 Zhenye Rd., Jiaxing, Zhejiang Province, 314000, China

fangyuanscu@gmail.com

3Ministry of Post and Telecommunications of Cambodia
Building 13, Monivong Blvd, Sangkat Srah Chak, Khan Daun Penh, Phnom Penh, 120210, Cambodia

Abstract – In this paper, a sector ring shape UWB
microstrip antenna based on the tight coupling is pro-
posed. The continuous current and electric field dis-
tribution are formed by the coupling effect between
microstrip patches. This design expanded the bandwidth
of this antenna and realized a high-gain performance. To
achieve the miniaturization design, the ring microstrip
patches are staggered and the ground is removed to effec-
tively reduce the size of the antenna. The ring shaped
antenna has a 31 mm outside diameter and a 21 mm
inside diameter, with a 2 mm thick substrate.

Besides the excellent mechanical features, such
as being compact and easy to fabricate, the proposed
antenna also shows good characteristics in radiation pat-
terns and time-domain behaviors. The results show that
the antenna achieves the effect of S11 less than -10 dB in
the working frequency band of 2 GHz to 8 GHz, and the
simulated results are in good agreement with the mea-
sured ones. The antenna realizes low profile and broad-
band in a novel approach, and this antenna can be used
in V2X vehicle systems and IoT networks.

Index Terms – tightly coupling, UWB.

I. INTRODUCTION

The concept of tight coupling was first proposed by
Ben Munk in Wheeler’s theory of Continuous Current
Sheet Array (CCSA) [1], [2]. The novel interfingered
dipoles were applied to the design of the tightly cou-
pled array (TCA) antenna, the elements with coupling
capacitors to extend the bandwidth to 4.5:1, which is
widely used in antenna design. Volakis et al. used the
rectangular spiral structure to realize the tightly coupled
antenna with a bandwidth of 10:1; however, it has the
disadvantage of complicated antenna unit design [3]. Li
introduced a firmly coupled dipole structure with 1/10

wavelength to extend the frequency band [4]. In sub-
sequent studies, it was found that when the distance
between the array and the ground was half of the working
wavelength, a short circuit effect would be caused, limit-
ing the expansion of impedance bandwidth. Typically, a
single or multi-layer dielectric plate is loaded above the
array as a wide-angle matching layer, but this increases
the profile and quantity of the antennas, which is not con-
ducive to miniaturization design.

Traditional antennas transmit and receive electro-
magnetic waves through the radiation arm and the
ground, the principle of which is to reflect electromag-
netic waves through the ground. The general principle
is to meet the performance of the antenna, such as gain,
impedance matching, direction diagram, etc. As a novel
way, the tight coupling can not only achieve effective
radiation but also meet the effects of broadband antenna,
low profile and high radiation efficiency. In order to
avoid the coupling effect between the elements, the space
between the elements of the traditional multi-element
antenna is usually large. So the antenna size is large, and
it is difficult to integrate and conform, greatly limiting
the application scenarios of the antenna. In Luo’s study,
the size of the antenna reached a radius of 75 mm and
a thickness of 3 mm. The antenna only operates in the
dual-band Wi-Fi bands 2.37 GHz to 2.63 GHz and 5.52
GHz to 6.37 GHz [5]. Mohsen Gholamrezaei proposed a
ring sector slot antenna that can achieve ultra-wideband
characteristics of 3.48–5.5 GHz, 5.18–7.35 GHz, and
6.06–8.05 GHz on a floor of 32 × 35 mm2 by etching
a sector ring groove [6]. Moreover, a low-profile six-
port circular patch antenna achieves 3:1 voltage standing
wave ratio (VSWR) in the frequency band 5.8-7.5 GHz,
with a floor diameter of 45 mm. [7]

However, the antenna profile can be greatly reduced
while forming broadband by introducing the tightly cou-
pling effect between antenna elements. Contrary to the
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traditional antenna, the TCA uses the capacitive cou-
pling effect between the elements to form a continu-
ous current distribution and expand the antenna band-
width. Therefore, the antenna structure is compact and
the antenna size can be effectively reduced. It is more
easily integrated into key systems such as automobiles
and unmanned aerial vehicles. [8]

In this research, a novel design of a low-
profile broadband antenna is presented. Several fan-ring
microstrip patches are placed on the upper and lower
sides of a ring-shaped dielectric substrate. These two
layers of fan-ring microstrip patches are interspersed
with each other, and radiation is carried out through the
mutual coupling between the microstrip patches. Due to
the special nature of the tight coupling, the ground is
removed so that a circular cavity can be cut in the middle
of the antenna to facilitate the integration of the antenna
on different devices. The antenna proposed in this paper
can reach the bandwidth of 2 GHz to 8 GHz under the
condition that S11 is less than -10 dB.

In this design, the key parameters that influence the
performance of the antenna are studied: the area of over-
lap between the top and bottom sides of the antenna, the
radius of the ring, the spacing between the segments, and
the equivalent circuit with inductances and capacitances.
The proposed antenna presents advantages such as easy
manufacturing and good radiation efficiency characteris-
tics in the operating frequency band.

II. ANTENNA DESIGN AND ANALYSIS
A. UWB antenna design

According to the design of the annular antenna, a
ring-shaped microstrip structure is placed on a medium
substrate, and a ground is placed on the back. The
ring microstrip antenna is concentrically divided into
seven equal-angle fan rings, and the feeding position is
placed between the two fan rings. The ground was fur-
ther removed by coupling and replaced by five fan ring
microstrip patches on the lower layer. In this design,
two microstrip patch antennas connected to the feed port
form an equivalent dipole antenna. The bandwidth is
extended by coupling capacitors in the form of inter-
leaved upper and lower radiation patches. By adjusting
the different radius of the sector ring and the number of
layers, results can be optimized below -10 dB. In this
section, the evolution of the antenna and the optimiza-
tion process of key parameters are discussed. ANSYS
Electronics 2021R is used for the numerical simulation
of antennas.

Figure 1 (a) shows the structure of the proposed
antenna, and Fig. 1 (b) shows the geometric size of the
proposed antenna. Figures 1 (b) and (c) show the dimen-
sional parameters of the upper and lower elements of the
antenna, respectively. The dielectric substrate material is

(a)

(b) (c)

Fig. 1. Antenna geometry structure: (a) top view, (b)
upper layer, and (c) bottom layer.

FR4 (with 2 mm thickness, εr = 4.4), with an outer diam-
eter R1 = 39 mm and an inner diameter R2 = 13 mm. The
thickness of the copper layer on the microstrip patch is
0.018 mm, the outer diameter r1 of the upper fan ring is
31 mm, the inner diameter r2 is 21 mm, and the θ 1 is 51
degrees. Seven concentric copper fan rings patches are
printed on the top side of the FR4.

The inner and outer diameters of the five fan rings
at the bottom side have the same geometry size as the
upper layer. The five fan rings patches of the bottom layer
are interspersed with those of the upper layer. The cross-
placing layout of upper and lower copper layers is to
maximize the coupling effect between the patches. Four
asymmetric holes are made for positioning and adhesive
fixation. The coaxial feed is selected to ensure the 50 Ω
characteristic impedance at the antenna input. Recom-
mended antenna parameters are shown in Figure 1, and
the values are listed in Table 1.

Two adjacent microstrip patches on the upper
surface form an excitation drive unit; the remaining
microstrip patches are used as the coupled radiation

Table 1: Parameters of the proposed antenna
Parameter R1 R2 r1 r2

Dimension (mm) 39 13 31 21
Parameter θ1 θ2 θ3 θ4
Dimension 45◦ 51◦ 53◦ 50◦
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parasitic part of the excitation drive unit. The excitation
drive unit excites other microstrip patches on the sur-
rounding and bottom surface. The source of the exci-
tation signal is established in the space between two
adjacent microstrip patches that constitute the excita-
tion unit. As a result, the high-frequency resonance of
the microstrip patch is also constituting the excitation
drive unit. The parasitic unit receives the electromag-
netic wave generated by the high-frequency resonance
of the excitation drive unit through coupling radiation.
The microstrip patch that is not directly fed and does not
generate the high-frequency resonance is excited by the
adjacent patches. When the antenna is working, the exci-
tation drive unit provided with feeding lines can be con-
sidered as the network port of the whole antenna.

The overall parameters of the tightly coupled UWB
antenna unit are described by the normalized output
to input voltage ratio of the antenna. For the radiated
electromagnetic wave between the microstrip patches,
the incident electromagnetic wave on the corresponding
microstrip patch can be expressed as

ai(z) =
v+ioe−yz
√

zio
=

1
2

[
vi(z)√

zio
+
√

zioIi(z)
]
. (1)

The normalized reflected electromagnetic wave of
the corresponding microstrip patch on the microstrip
patch is expressed as

bi(z) =
v−ioe−yz
√

zio
=

1
2

[
vi(z)√

zio
−√

zioIi(z)
]
. (2)

Therefore, the ratio of output and input voltage at the
port of the matching network of tightly coupled UWB
antennas is expressed as:

bi (z)
ai (z)

=
Zi (z)−Zio

Zi (z)+Zio
= Γi (z) (3)

The overall S-parameter matrix of the matching net-
work of tightly coupled UWB antennas in the system is
shown as follows:⎛⎜⎜⎜⎝

b1
b2
...
bn

⎞⎟⎟⎟⎠=

⎛⎜⎝ S11 . . . S1n
...

. . .
...

Sn1 · · · Snn

⎞⎟⎠×

⎛⎜⎜⎜⎝
a1
a2
...
an

⎞⎟⎟⎟⎠ , (4)

where a1, a2, . . . . . . , an is used to represent the inci-
dent wave of N ports, b1, b2, . . . . . . , bn is used to rep-
resent its reflected wave, and Si j is used to represent that
when the incident wave a j is used to connect the corre-
sponding device port j, all ports except the device port
are terminated with matching load. Therefore, as long as
the reflected wave at the port i is measured, the corre-
sponding S-parameters can be measured. To character-
ize the impedance matching characteristics of microstrip
patches of different tightly coupled UWB antennas and
the coupling characteristics between different microstrip
patches the value range of i and j is 1 ∼ n, where n is the
total number of several microstrip patches.

If all ports terminate in reference loads, there will be
no reflections. A re-formation of the relationships allows
for an observation of how S-parameters define all volt-
ages reflected from any port i. The voltage port term Unhi

is the sum of the incident voltage and the reflected volt-
age. The coupling effect between the excitation-driven
microstrip patch and the parasitic microstrip patch in the
tightly coupled UWB antenna unit can be equivalent to
the mutual coupling effect between the multiple ports
[9]. The corresponding voltage Unhiof the port i between
different microstrip patches is

Unhi = Zinhi Inhi +∑
h j

Zhih j Inh j , (5)

where Zinhi is the input impedance of the microstrip patch
hi, Zhih j is the mutual impedance between the microstrip
patch i and microstrip patch j, Inhi is the corresponding
port i current between different microstrip patches, Inh j

and is the corresponding port j current between different
microstrip patches.

As for each microstrip patch of tightly coupled
antenna, its performance can be obtained.

The shape, size, and distance of each radiation patch
are adjusted to form different degrees of coupling, to
achieve inconsistent voltage, current, and peripheral field
intensity on the antenna patch.

B. Parameters Analysis

In this design, the coupling effect between the same
layer of fan ring microstrip patch units can be regarded as
a capacitor, as well as between the microstrip patch units
between different layers. Adjusting the distance between
them can achieve the effect of adjusting the capacitance
value. In order to achieve the desired coupling effect,
it is necessary to design and adjust the sweep angle of
each fan ring element, the gap between the same layer
of fan ring elements, and the interlocking angle between
the upper and lower layers.

Figure 2 shows the surface current at 2.45 GHz and
5.5 GHz. As can be seen from Fig. 3, adjusting the spac-
ing between patches θ 3 shows that the coupling effect
between patches has a vital effect on the full frequency
band. After optimization, it is concluded that the antenna
is well matched at θ 3 =53◦, and the whole frequency
band is below -10 dB. The difference θ 3 indicates that
the spacing between antenna elements also means that
the capacitance formed between antenna elements is not
the same, resulting in different coupling effects. Adjust-
ing its spacing can make reasonable use of the coupling
effect between antenna elements to achieve good match-
ing and bandwidth widening.

The width is r1 minus r2. As shown in Fig. 4, adjust-
ing the width will affect the matching of the antenna. To
achieve the target S11 and S22 at the same time, the length
with width=10 mm is selected.
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(a)

(b)

Fig. 2. Current distribution of the antenna: (a) 2.45 GHz
and (b) 5.5 GHz.

(a)

(b)

Fig. 3. The evolution of the proposed antenna: (a) S11
and (b) S22.

(a)

(b)

Fig. 4. The width evolution of the proposed antenna: (a)
S11 and (b) S22.

C. Equivalent Circuit

To demonstrate the working principle of the antenna
from the point of view of the circuit, the simplified equiv-
alent circuit model is used to analyze the antenna. The
Fig. 5 shows the equivalent circuit model of the fan-ring-
shaped antenna. It can be seen that a fan-ring microstrip
patch can be considered as a set of inductors, capaci-
tors and resistors in parallel. Therefore, the feed radia-
tion patch is represented by Lr, Cr, Rr and the parasitic
coupling patch is represented by Lp, Cp, Rp.

The equivalent circuit of a fan ring microstrip patch
antenna is simplified into a module. The equivalent cir-
cuit of the antenna is presented as shown in Fig. 6, where
A, B, C, D, E, F and G are the upper metal microstrip
patch, and H, I, J, K and L are the metal microstrip patch
staggered between the lower layer and the upper patch.
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In this analysis, the strongly coupled antenna element
is taken into consideration. The coupling between the
patches is represented by a capacitor. According to the
above analysis, to change θ 3, which means change the
capacitance between the two modules, has a great impact
on the coupling effect.

Fig. 5. Two loop antennas couple equivalent circuits.

Fig. 6. Antenna equivalent circuit.

III. RESULTS AND ANALYSIS

The antenna was manufactured and measured
according to the design concepts and dimensions indi-
cated above. As shown in Fig. 7, the scattering parame-
ter S11 and S22 of the antenna was measured using the
R&S ZNB40 vector network analyzer (the solid line),
versus to the simulated results (the dashed line). The
simulated curve and tested curved match well. It can be
seen that both (a) S11 and (b) S22 are below -10 dB and

(a)

(b)

(c)

Fig. 7. Simulated and measured S-parameters of the pro-
posed antenna: (a) S11, (b) S22, and (c)S12.

the isolation degree (c) S12 is below -20 dB. The whole
antenna has reached the ideal standard. The fabricated
prototype shows a wide operating band as indicated in
the simulation study.

Figure 8 (a) and 8 (b) show the simulated and
measured far-field radiation patterns in the xoz plane
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(a) xoz plane (E-plane) (b) yoz plane (H-plane)

Fig. 8. The radiation patterns of (a) E-plane and (b) H-
plane at 5.5 GHz.

(E plane) and yoz plane (H plane) at a frequency of 5.5
GHz, respectively. Figure 8 shows that this antenna has
a good omnidirectional radiation pattern in the E-plane
and in the H-plane. In the E plane, the simulated and
measured patterns are less consistent, this is due to the
deformation of the 3-D pattern in the xoz plane.

To verify the time-domain performance of the pro-
posed antenna, the group delay is also measured. In
Fig. 9 (a), the measurements were made by placing two
antennas facing each other at a distance of 30 cm.

(a) (b)

Fig. 9. (a) Measured group delay and (b) measured peak
gains.

The antenna gain is greater than 4 dBi within the
entire working frequency band, which shows good radi-
ation performance as an omnidirectional antenna. The
maximum gain of this antenna reaches 7.05 dBi at
3.5 GHz

Figure 10 shows the radiation efficiency and 3D pat-
tern of this antenna. The average radiation efficiency
reaches 79.5% from 2 GHz to 8 GHz, as tested in the ane-
choic chamber. The efficiency fluctuates as the frequency
changes. This is due to the variation of the current distri-
bution at different working frequencies. The current dis-
tribution led to a non-uniform electromagnetic field cou-
pling effect. As can be seen from Fig. 10 (a), the working
efficiency is higher at the starting working frequency at
2 GHz. The radiation efficiency decreases when the fre-
quency increases. This is because the EM wave coupling
effect is strong at low frequencies, and the effects are

(a) (b)

Fig. 10. (a) The radiation efficiency and (b) the 3D Pat-
tern in 5 GHz.

(a) (b)

Fig. 11. The antenna in anechoic chamber.

Table 2: Performance comparison with other works
Reference

Work

Bandwidth

(GHz)

Gain

(dBi)

Size

(mm)

Efficiency

[5] 2.37-2.63
5.52-6.37

6 Ø75 /

[6] 3.48-5.5
5.18-7.35

4.25 32×35 90%

[7] 5.8-7.5 / Ø45 63%
[8] 1.5-4.5 11.8 104×104 /
[10] 2.24-2.53

5.42-5.98
7.5 Ø170 80%

Proposed
work

2-8 7.05 Ø78
(outside)

Ø26
(inside)

79.5%

less strong when the wavelength is shortened in a higher
frequency range.

IV. CONCLUSION

In this research, a low-profile wideband antenna
tight coupling radiation is proposed. By placing the
etched radiation patch on the upper and lower lay-
ers, a 2GHz to 8GHz radiation band is achieved. The
ground structure is eliminated and the antenna minia-
turization is realized. The equivalent circuit is pro-
vided and discussed, and the key parameters are studied.
Then, the prototype of the proposed antenna is manu-



723 ACES JOURNAL, Vol. 38, No. 9, September 2023

factured and its performance is tested. S11 simulated and
measured. Radiation mode, group delay, and maximum
gain were compared, showing good agreement. All these
good properties make the proposed tightly coupling low-
profile broadband antenna a good candidate for the com-
munication system.
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Abstract – In this paper, an improved heuristic algorithm
based on the disturbance and somersault foraging grey
wolf optimizer (IDSFGWO) is proposed to optimize the
design of multilayer wideband microwave absorbers for
normal incidence. The multilayer absorber is designed
to reduce maximum reflection coefficient by choosing
suitable layers of materials from a predefined database.
Three improvement strategies are given to enhance the
performance of GWO, including tent map, nonlinear
perturbation, and somersault foraging. The optimization
results show that the reflection coefficients optimized by
IDSFGWO are better than those of other algorithms for
multilayer absorber design.

Index Terms – absorbing material, GWO, multilayer
microwave absorbers, reflection coefficient.

I. INTRODUCTION

Microwave absorbers have important applications
in stealth technology [1], wave anechoic chamber [2],
imp-roving electromagnetic environment, and protect-
ing daily safety [3–4]. Traditional single microwave
absorbers are limited by their low electromagnetic
parameters, narrow absorber band, and thick absorber
structure. Multilayer microwave absorbers can comple-
ment and correlate the absorbing properties of each
material and broaden the absorbing bandwidth to a cer-
tain extent [5]. Reasonable optimization of the absorb-
ing structure can improve the absorptivity of a multilayer
microwave absorber.

Over the years, primitive optimization algorithms
like simplex algorithms [6], penalty function method
[7], and multi-objective programming method [8] have
been used. Simplex method is often used to find the
optimal solution of objective function in linear con-
straint problems. Penalty function method is to trans-
form the constrained optimization problem into a series
of unconstrained optimization problems to solve. Multi-
objective programming is a mathematical method for

solving multi-objective decision-making problems based
on linear programming. Recently, nature-inspired heuris-
tic algorithms have been effectively applied to the design
of absorbers [9–10], most notably the particle swarm
optimization and the genetic algorithm [11–13]. They are
accepted by researchers due to their higher probability
of global optimal solution, higher robustness, and faster
convergence speed.

This paper proposes the improved grey wolf opti-
mizer (GWO) to design multilayer wideband microwave
absorbers. Three enhancement strategies are provided
to improve the performance of GWO. The tent map is
used to initialize the populations. The nonlinear pertur-
bation factor is adopted to balance mining and explo-
ration capabilities. The somersault foraging strategy is
introduced to prevent the algorithm from converging to
local optima during the later stage. The reflection coeffi-
cient of incident electromagnetic waves on the surface of
multilayer flat structures is calculated by the improved
GWO through simulation experiments. It is shown that
IDSFGWO has a certain advantage in designing multi-
layer microwave absorbers.

II. PHYSICAL MODEL OF MULTILAYER
ABSORBER

The physical model of a multilayer microwave
absorber is shown in Fig. 1. It is a multilayer system con-
sisting of N layers of different materials backed by a per-
fect electric conductor (PEC). The total reflection coeffi-
cient of the multilayer microwave absorber can be calcu-
lated by using the equivalent transmission line method
[14–15]. Each layer of media in Fig. 1 is considered
as a transmission line. The equivalent transmission line
model of the cascade of N different uniform transmission
lines is shown in Fig. 2.

The input impedance of the Nth transmission line
can be considered as the input impedance of the trans-
mission line with a terminal short, which is expressed as
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Fig. 1. Structure of multilayer microwave absorber.

Fig. 2. Equivalent circuit of multilayer microwave
absorber.

follows:
Zi = jZc tan(βd), (1)

where, Zc is the characteristic impedance, β is the
propagation constant, d is the length of transmission
line. Zc and β are calculated in the TE mode as
follows:

β = k0

√
εrμr − sin2 θ , (2)

Zc =
ωμ
β

, (3)

while in TM mode Zc and β are expressed as follows:

β = k0

√
εrμr − sin2 θ , (4)

Zc =
β

ωε
, (5)

where, εr and μr are the relative permittivity and relative
permeability of the materials, ε and μ are the permittivity
and permeability of the materials.

The input impedance of the left adjacent transmis-
sion line can be expressed as follows:

Zi = Zc
Z1+ jZc tan(βd)
Zc + jZ1 tan(βd)

, (6)

where, Z1 is the terminal load of the left adjacent trans-
mission line. It is also the input impedance of the Nth
transmission line represented by Eq. (1).

Repeat the above process from right to left in turn.
Then the reflection coefficient of the interface between
air and medium is expressed as

R =
Z10−Zc0

Z10+Zc0
, (7)

where, Zc0 is the characteristic impedance of the air
corresponding to the transmission line, Z10 is the load

impedance of the air corresponding to the transmission
line.

For TE mode, Zc0 is defined as follows:

Zc0 =
Z0

cosθ
. (8)

For TM mode, Zc0 is defined as

Zc0 = Z0 cosθ , (9)

where, Z0 is the wave impedance in vacuum.
Finally, the total reflection coefficient of the multila-

yer microwave absorber is obtained:

RL = 20log10

∣∣∣∣Z10−Zc0

Z10+Zc0

∣∣∣∣ . (10)

III. GREY WOLF OPTIMIZER
A. Basic grey wolf optimizer

GWO is a new heuristic algorithm based on the
predatory characteristics of grey wolves. It optimizes
the search by imitating the leadership level and hunt-
ing mechanism of grey wolves. The leadership hierar-
chy of the grey wolf population divides the wolves into
αβδω , and the mathematical model includes stalking,
encircling, and hunting [16]-[18].
1) Encircling prey

−→
X (t +1) =

−→
XP(t)−−→

A ·
∣∣∣−→C·−→XP(t)−−→

X (t)
∣∣∣ , (11)

where t indicates the current iteration,
−→
A and

−→
C are

coefficient vectors,
−→
XP(t) is the position vector of the

prey, and
−→
X (t) indicates the position vector of a grey

wolf.
The vectors

−→
A and

−→
C are calculated as follows:−→

A = 2−→a ·−→r 1−−→a , (12)
−→
C = 2−→r2 , (13)

where components of −→a are linearly decreased from 2
to 0 over the course of iterations, and −→r1 , −→r2 are random
vectors in [0,1].

The factor −→a is defined as follows:

a = 2(1− t/tmax) , (14)

where tmax is the maximum number of iterations.
2) Hunting

The first three best candidate solutions obtained so
far oblige the other search agents to update their posi-
tions according to the position of the best search agents.
So the updating equations for the wolves positions are
proposed as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

−→
X1 =

−→
Xα −−→

A1 ·
∣∣∣−→C1 ·−→Xa −−→

X
∣∣∣

−→
X2 =

−→
Xβ −−→

A2 ·
∣∣∣−→C2 ·−→Xβ −−→

X
∣∣∣

−→
X3 =

−→
Xδ −

−→
A3 ·
∣∣∣−→C3 ·−→Xδ −−→

X
∣∣∣
, (15)

−→
X (t +1) =

−→
X1+

−→
X2+

−→
X3

3
, (16)
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where,
−→
Xα

−→
Xβ

−→
Xδ are the first three best solutions in the

swarm at a given iteration t,
−→
A1

−→
A2

−→
A3 are defined as in

Eq. (12), and
−→
C1

−→
C2

−→
C3 are defined using Eq. (13).

B. Improved grey wolf optimizer

The basic grey wolf optimizer uses randomly gen-
erated data in the initial population stage, resulting in
poor population diversity and poor optimization results.
A chaotic map is used to generate a random chaotic
sequence generated by a simple deterministic system,
which has the characteristics of nonlinearity, ergodicity,
and randomness. When solving the optimization prob-
lem, chaotic maps can maintain the diversity of the pop-
ulation and improve the global search ability. The exist-
ing chaotic maps include Logistic map, Chebyshev map,
Tent map, etc. [19–20]. Tent map has better ergodic uni-
formity than other maps. So Tent map is selected to ini-
tialize the grey wolf population. The Tent map expres-
sion is defined as follows:

Xt+1 =

{ Xt
u Xt ∈ [0,u)
1−Xt
1−u Xt ∈ [0,u)

, (17)

where, the value of parameter u is 0 to 1. The obtained
chaotic sequence has uniform distribution when u is 0.5.

Due to the linear change of the convergence factor
a, the first half and the second half of the convergence
of the algorithm have the same decline. Thus, the grey
wolf optimizer cannot effectively complete both global
search in the early stage and local search in the late stage.
Adjusting linear to nonlinear is a general improvement
[21]. The improved nonlinear perturbation factor can bal-
ance the capability of local and global search effectively
[22]. The nonlinear perturbation factor E is defined as
follows:

E = randn · (sink(
π
2
· t

tmax
)+ cos(

π
2
· t

tmax
)−1), (18)

−→
A = (2−→a ·−→r 1−−→a )+E, (19)

where randn represents a random number subject to
Gaussian normal distribution, k represents a constant that
determines the peak value of the disturbance factor.

In order to avoid the situation that the basic GWO
is prone to fall into the local optimum in the later stage
of optimization, the somersault feeding strategy is intro-
duced. This strategy is inspired by the behavior of manta
rays that take the current optimal solution as the turning
fulcrum and roll to the other side of the mirror relation-
ship with their current position [23]. The mathematical
expression of somersault for aging strategy is defined as
follows:
Xd

i (t +1) = Xd
i (t)+S · (r1Xd

best − r2Xd
i (t)) i = 1, · · ·,N,

(20)
where, S is the flip factor, Xd

best is the location of prey, N
is the population number, d is a dimension, and r1,r2 are
random numbers in [0,1].

In each iteration of the GWO, the fitness value of
the current grey wolf is compared with the fitness value
of the grey wolf after jumping the fulcrum to determine
whether to carry out the somersault feeding strategy. If
the grey wolf has fallen into the local optimum at this
time, the optimization result will be replaced. As the grey
wolf optimizer iterates to the later stage, each wolf is get-
ting closer to the optimal solution. The effect of jumping
out of the local optimum is more obvious. The somer-
sault foraging bebavior of grey wolves is shown in Fig. 3.
The flow chart of improved GWO is shown in Fig. 4.

Fig. 3. Somersault foraging behavior of grey wolf.

Fig. 4. Flow chart of improved grey wolf optimizer.
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C. Objective function

Generally, the reflection coefficient is used to mea-
sure the absorbing effect. The reflection coefficient of
the electromagnetic wave is closely related to the elec-
tromagnetic parameters of each layer of materials, the
thickness of the layer, the arrangement of the layer and
the incident frequency of the electromagnetic wave [24–
25]. The optimization design is to optimize the selection
and arrangement of layer thickness and materials type of
each layer under the constraints of given number of lay-
ers, maximum thickness and band-width. The optimiza-
tion goal is to minimize the maximum value of reflection
coefficient.

Therefore, the maximum reflection coefficient in a
specific frequency band is taken as the objective fun-
ction. The objective function is represented as follows:

Fob j = 20log10(max |R|) (21)

IV. SIMULATION EXPERIMENT AND
RESULT ANALYSIS

A. Database of absorbing materials

Absorbing materials convert the incident electro-
magnetic wave into heat energy or other forms of energy
through various loss mechanisms, so as to absorb and
attenuate the electromagnetic wave.

The single absorption principle database selected by
many scholars limits the ability of the algorithm to search
the optimal solution. There are 16 kinds of materials
selected for this optimization design, which are divided
into 4 categories: lossless dielectric materials, lossy mag-
netic materials, lossy dielectric materials, and relaxation
magnetic materials, basically covering all types of elec-
tromagnetic materials. The database of absorbing mate-
rials is shown in Table 1.

Real and imaginary parts of permeability and per-
mittivity for corresponding materials can be calculated
using following equations.

For lossy magnetic materials:
μ ′ ( f ) = μ ′ (1GHz)/ f a, (22)

μ ′′ ( f ) = μ ′′ (1GHz)/ f b. (23)
For lossy dielectric materials:

ε ′ ( f ) = ε ′ (1GHz)/ f a, (24)

ε ′′ ( f ) = ε ′′ (1GHz)/ f b. (25)
For relaxation-type magnetic materials:

μ ′ ( f ) =
μm f 2

m

f 2+ f 2
m
, (26)

μ ′′ ( f ) =
μm fm f
f 2+ f 2

m
. (27)

Finally, the complex permittivity and permeability
can be calculated as

μ = μ ′ − jμ ′′, (28)
ε = ε ′ − jε ′′. (29)

Table 1: Database of absorbing materials
Lossless Dielectric Materials (μ ′ = 1,μ ′′ = 0)

# ε ′
1 10
2 50

Lossy Magnetic Materials (ε ′ = 15,ε ′′ = 0)
# μ ′(1GHz) a μ ′′(1GHz) b
3 5 0.974 10 0.961
4 3 1.000 15 0.957
5 7 1.000 12 1.000

Lossy Dielectric Materials (μ ′ = 1,μ ′′ = 0)
# ε ′(1GHz) a ε ′′(1GHz) b
6 5 0.861 8 0.569
7 8 0.778 10 0.682
8 10 0.778 16 0.861

Relaxation-type Magnetic Materials

(ε ′ = 15,ε ′′ = 0)
# μm fm
9 35 0.8
10 35 0.5
11 30 1.0
12 18 0.5
13 20 1.5
14 30 2.5
15 30 2.0
16 25 3.5

B. Results and analysis

The application of the IDSFGWO to optimize multi-
layer microwave absorber is discussed and analyzed with
the help of two design examples, including a 5-layer
microwave absorber and a 7-layer microwave absorber.
The simulation experiment considers the case of vertical
incidence of electromagnetic waves.

Particle swarm optimization (PSO) is a classic
heuristic intelligent algorithm which is based on the col-
laborative manner in which a swarm of insects, a herd of
animals, a flock of birds, or a school of fish search for
food [26]. The PSO algorithm is easy to execute and it
has been seen to perform well on the design of broad-
band microwave absorbers [27].

WOA is a heuristic intelligent optimization algo-
rithm that seeks the optimal solution by simulating
the behavior of whale populations [28]. Both WOA
and GWO can be used to solve nonlinear, noncon-
vex, and high-dimensional optimization problems. GWO
performs well when dealing with large-scale problems
or constrained optimization problems. WOA performs
well when rapid convergence and high precision are
required [29].

Example A: 5-layers microwave absorber

The design is a multilayer absorbing structure with
5 layers. The specified frequency range is 2-12 GHz,
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Table 2: The best optimization result of 5-layer microwave absorber
Algorithm IDSFGWO GWO PSO WOA

Layers Type and Thickness (mm)

1 16 0.1962 16 0.2220 8 1.5941 16 0.2826
2 8 1.9755 16 0.0671 9 0.3662 1 0.1906
3 7 1.8286 6 1.9910 8 1.2310 7 2.0000
4 13 0.7471 5 1.6768 7 1.1402 3 2.0000
5 7 1.3248 12 2.0000 12 1.2028 5 2.0000

Total thickness
(mm)

6.0722 5.9569 5.5343 6.4732

Maximum reflection
coefficient

(dB)

-34.2194 -28.0019 -14.7287 -23.1191

the frequency step is set to 0.1 GHz. The maximum
total thickness of the microwave absorber is limited
to 10 mm. Each algorithm is run 20 times indepen-
dently in the experiment. The maximum number of iter-
ations is 1000 times. The optimal design optimization
results of the four algorithms after 20 runs are shown in
Table 2.

The maximum reflection coefficient optimized by
the IDSFGWO is significantly better than the other three
algorithms. The maximum reflection coefficient result
of GWO is equivalent to WOA and better than PSO.
Although the total thickness optimized by the IDS-
FGWO is worse than the PSO algorithm, it is thin-
ner than the WOA algorithm. In addition, relaxation
materials appear most frequently in the optimization
results in Table 2. It indicates that the absorbing prop-
erties of relaxation materials are more likely to meet
the requirements of multilayer microwave absorbers.
The results of the selection of materials show that the
mixed composition of magnetic and dielectric multi-
layer structure is conducive to better absorption of elec-
tromagnetic waves. A reasonable combination of elec-
tromagnetic media is expected to achieve the perfor-
mance requirements of strong absorption of microwave
absorber.

The reflection coefficient curves corresponding to
the optimization results in Table 2 are shown in Fig. 5.
The optimized maximum reflection coefficient of the
IDSFGWO is -34.2194 dB. The peak value of -43.6407
dB is reached at 3.8 GHz. The numerical results show
that IDSFGWO achieves a better absorption effect. The
reflection coefficients optimized by both GWO and IDS-
FGWO are below -28 dB in the frequency range of
2-12 GHz. It reflects a better absorption performance
compared with the rest of the algorithms.

Figure 6 shows the convergence curves of the four
algorithms for the absorption optimization. It can be
found that the convergence accuracy of the IDSFGWO
is significantly higher than the other three algorithms.

Fig. 5. Convergence curve for 5-layer design.

Fig. 6. Convergence curve for 5-layers design.

IDSFGWO has a strong convergence performance
and eventually converges to a minimum after 1000 itera-
tions.
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Table 3: Comparison results of maximum reflection coefficient(in dB) of 5-layers design
Algorithm Best Worst Mean Standard Deviation

IDSFGWO -43.6407 -34.2194 -37.4532 1.4507
GWO -33.5502 -28.0019 -31.3174 1.7568
PSO -19.2381 -14.7287 -17.3531 2.8072
WOA -38.2401 -23.1191 -29.0179 4.6701

The statistical results of the optimal, worst, mean,
and standard deviation values of the maximum reflection
coefficient for each algorithm are given in Table 3. It can
be seen that the IDSFGWO obtains a small optimal value
of the reflection coefficient. The standard deviation value
of IDSFGWO is also smaller than the other three algo-
rithms. This indicates that the IDSFGWO obtains better
absorption performance and also has better stability.

Example B: 7-layers microwave absorber

The four algorithms above are still used to optimize
the design of the 7-layers microwave absorber. The max-
imum total thickness of microwave absorber is still lim-
ited to 10 mm. To observe the optimization results of
four optimization algorithms for multilayer microwave
absorber in a wider band range, the absorbing band width
is widened to 0.1-20 GHZ.

The best design results obtained after 20 indepen-
dent runs are also given, as well as the reflection coef-
ficient curve, convergence curve, and the comparative
results of maximum reflection coefficient. The optimiza-

Table 4: The best design result of 7-layers design
Algorithm IDSFGWO GWO PSO WOA

Layers Type and Thickness (mm)

1 16 0.1824 16 0.4331 16 0.3546 1 0.1420
2 8 1.3370 5 0.1995 1 0.3664 7 0.3073
3 6 1.2994 13 1.4285 7 0.3221 1 1.4285
4 4 0.0403 1 0.0130 16 1.4285 14 0.4135
5 16 0.4294 2 0.4031 12 0.8721 1 0.8741
6 1 0.6216 9 0.1387 7 0.4952 4 1.4285
7 3 0.3607 13 0.0322 6 1.2276 1 0.3201

Total thickness
(mm)

4.2708 2.6481 5.0665 4.9140

Maximum reflection
coefficient

(dB)

-30.4597 -21.5203 -19.7793 -17.7929

Table 5: Comparison results of maximum reflection coefficient(in dB) of 7-layers design
Algorithm Best Worst Mean Standard Deviation

IDSFGWO -35.0045 -30.4597 -33.1925 1.4287
GWO -38.2451 -21.5203 -28.4008 5.1299
PSO -23.2331 -19.7793 -21.9631 1.0417
WOA -20.6594 -17.7929 -19.5723 0.9028

tion results of 7-layers are analyzed in comparison with
the optimization results of 5-layers. According to the
refle-ction coefficient curves, the absorption bandwidth
of 7-layers is significantly better than 5-layers with the
same reflection coefficient. It shows that more layers
of microwave absorber has a good effect on broaden-
ing the absorbing bandwidth. However, it is also seen
that the absorption peak of the optimized absorption of
the IDSFGWO becomes smaller. The reflection coeffi-
cient curve is smoother than 5-layers. Therefore, mul-
tilayer microwave absorber broadening the absorbing
bandwidth will also weaken the absorbing performance
in part of the frequency band.

The best design results of the 7-layers microwave
absorber are shown in Table 4. The reflection coefficient
curve of the 7-layers microwave absorber is shown in
Fig. 7. The convergence curve of the 7-layers microwave
absorber is shown in Fig. 8. The comparative results
of the maximum reflection coefficient of the 7-layers
microwave absorber are shown in Table 5.
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Fig. 7. Reflective coefficient curve of 7-layers design.

Fig. 8. Convergence curve for 7-layers design.

V. CONCLUSION

In this paper, an improved grey wolf optimizer com-
bining three strategies is proposed to solve the problem
of multilayer wideband microwave absorber design in
the case of vertical incidence. Through this method, a set
of coatings with the smallest reflection coefficient and
thin thickness in a specific frequency range can be opti-
mized. The simulation results show that IDSFGWO has
better convergence accuracy, stronger optimization abil-
ity, and a more stable optimization process when solv-
ing the optimization problem of mul-tilayer wideband
microwave absorbers.
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Abstract – Future linear accelerators require klystrons
with higher radio frequency (RF) to drive higher gradi-
ent accelerating structure. An x-band accelerator struc-
ture was used to accelerate electrons at the Shanghai Soft
X-ray Free Electron Laser Facility (SXFEL) in Shang-
hai Advanced Research Institute, Chinese Academy of
Sciences (SARI-CAS). A pulse transformer is a crucial
device in an RF system. This study presents a high-
voltage pulse transformer used for a 50 MW x-band
pulsed klystron in SXFEL. Typical specifications of the
pulse transformer are peak pulse voltage 420 kV, peak
pulse current 300 A, 50 Hz repetition rate and 1.5 μs flat-
top pulse width. Design and optimization of pulse trans-
former are achieved by using equivalent circuit analytic
methods and computational aided simulation. The rele-
vant experiments show that this pulse transformer can
meet the requirements of 50MW x-band klystron.

Index Terms – flat-top, klystron, pulse modulator, pulse
transformer, rise time.

I. INTRODUCTION

X-ray free electron lasers (XFEL) are regarded as
a new generation of advanced light sources. Shanghai
Soft X-ray Free Electron Laser Facility, which is the first
coherent x-ray light source in China, started user opera-
tion in 2023 and opened to scientists both from home and
abroad [1]. The RF system of SXFEL’s main accelera-
tor adopts s-band, c-band and x-band technology, includ-
ing five s-band RF units, fifteen c-band RF units and
two x-band RF units. The RF unit is mainly composed
of a klystron amplifier, a low-level RF (LLRF) system,
a pulse modulator and a pulse transformer [2]. An X-
band RF unit is used to achieve higher gradients (80
MV/m) and more compact footprints for SXFEL’s main
accelerator, which is driven by a pulsed 50MW x-band
klystron. The pulse transformer which provides cathode
voltage for the klystron connects the pulse modulator and
klystron. Generally, a pulse transformer realizes voltage
converting, dc isolation, matching impedances, polarity
inversion and power delivery from the primary side to the
secondary side. Figure 1 shows a typical schematic of a

pulse transformer circuit. The x-band RF unit requires a
high-power pulse transformer to drive the 50 MW x-band
klystron [3–7]. A pulse transformer is a crucial device
in an RF unit. The specifications of the high-voltage
pulse transformer are listed in Table 1. Table 2 shows the
performance of the x-band pulse transformers in other
research institutions [8].

In this study, a high-power pulse transformer is
developed. The design needs to guarantee the trans-
former with a fast leading and falling time, a mini-
mum of overshoot and flat-top ringing. The optimized
design method of electromagnetic devices like this pulse
transformer can depend on an equivalent circuit model
and computational aided simulation. The pulse trans-
former’s design procedure, with all the basic stages, is
given. Spice circuit simulation software (LTspice) and
finite element analysis software (Comsol) are used to
verify the design. Test data and waveforms are provided.
The results indicate that the high-power pulse trans-
former meets requirements. The pulse transformer has
been continuously operated for over two years without
any failures.

Fig. 1. A typical pulse transformer circuit. V is the source
of the ideal pulse, r is resistance of pulse source, Cd1 and
Cd2 are winding line distribution capacity, Cw is stray
capacitance between primary and secondary windings,
Lp and Ls are primary and secondary inductance, R is
load.
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Table 1: Specifications of the pulse transformer
Items Value

Peak output power 126 MW
Primary nominal voltage 22 kV

Primary current 5700 A
Secondary voltage 420 kV
Secondary current 300 A

Pulse flat-top 1.5 μs
Pulse overshoot ¡ 1%

Pulse repetition rate 50 Hz
FWHM 3.5 μ

Insulating material breakdown
field

10 kV/mm

Relative permittivity of
insulating oil

3

Relative permeability of core
material

3500

Table 2: Performance of the x-band pulse transformers in
other research institution

Items KEK SLAC CECT

Pulse voltage
(kV)

500 464 446

Pulse current
(A)

301 190 187

Repetition rate
(Hz)

200 120 10

Flat-top (μs) 0.5 1.5 1.5

II. ELECTRICAL AND MECHANICAL
DESIGN

The role and function of pulse transformer is to step-
up pulse voltage from 22 kV to 420 kV with small flat-
top drop, small overshoot and low oscillations. The trans-
former is of rectangular type core and is constructed with
cool-rolled silicon steel sheets. In this section, electron-
ical design and relevant geometrical parameters of the
pulse transformer are provided and discussed.

A. Electrical circuit

A high-voltage pulse transformer is designed for
x-band modulator and klystron. In this design, a fila-
ment heating power supply and a pump power supply
are required for the x-band klystron cathode, so the pulse
transformer adopts a scheme of four secondary wind-
ings. Figure 2 shows the practical schematic of the pulse
transformer in the linear modulator. In pulse transformer,
magnetic flux swings in one direction only, not fully uti-
lizing the core. To avoid flux saturation, core reset cir-
cuits named bias power supply (PS)PS are used. The
primary winding receives the output pulse waveform of
pulse modulator. The filament heating power supply and

pump power supply use two secondary windings sep-
arately. The secondary winding generates an induced
high-voltage pulsed waveform.

Fig. 2. Detailed circuit of pulse transformer application.

B. Ratio of pulse transformer

In this high-voltage pulse transformer, the secondary
peak pulse voltage is 420 kV and the maximum primary
peak pulse voltage is 25 kV, which is equal to half of
the charging power supply. The minimum ratio of pulse
transformer can be calculated as follows:

n =
VS

Vp
, (1)

where n is transformer ratio, VS is the secondary peak
pulse voltage, and Vp is the primary peak pulse voltage.
The ratio of the pulse transformer is selected as 1:19 in
consideration of suitable margins.

C. Coil Turns and core cross-sectional area

The primary winding turns, the secondary winding
turns, and the minimum cross-sectional area of the core
are determined by the following equations:

Np =
VP TP

Acore ΔB
(2)

NS = nNP (3)

Acore =
1

NpΔB
(VPTP) (4)

where NP and NS are the primary and secondary winding
turns, Tp is the pulse width at full width at half maxi-
mum (FWHM), ΔB is increment of magnetic induction
intensity, Acore is the minimum cross-sectional area of
the core to avoid saturation. The primary coil is designed
as two 5-turn windings in parallel, and the secondary
coil is designed as four 95-turn windings in parallel.
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Fig. 3. The mechanical design of the pulse transformer.

Fig. 4. 3D view of the pulse transformer structure.

The cross-sectional area of the core is designed as 112
cm2. The geometric shape of the core is almost rectan-
gular, except for the corners which are rounded. High-
quality cool-rolled silicon steel sheets are chosen as the
core’s material.

D. Mechanical design

In order to ensure sufficient insulation distance,
a wedge with an inverted trapezoidal cross section is
designed as the secondary winding. The core is fixed
to a ground plane covered with a special glass fiber
layer. The secondary winding is supported by a fiber-
glass braced structure which surrounds the core. Creep-
age and clearance distances are the main considerations
in the design. The transformer, together with the protec-
tive circuit and measuring circuit is placed in a metallic
tank holding electric insulating oil which serves both as
insulator and coolant. The primary winding is separated
from secondary by a gap of 46 mm in case of electric
spark due to insufficient insulation distance. In the trans-
former operation, heat is generated due to losses in wind-
ings caused by Joule heating and the core caused by hys-
teresis, eddy and anomalous effects. An eficient cooling
system is necessary in order to minimize the risk of tem-
perature rise. Figure 3 shows the mechanical design of
the pulse transformer and Fig. 4 shows the 3D view of
the pulse transformer structure.

III. MODEL ANALYSIS
A. Equivalent circuit of pulse transformer

In transformers, the time variation of the magnetic
flux passing through the secondary coil depends on the
current change of the primary coil [9–11]. The primary
input of a pulse transformer is a pulse waveform gen-
erated by a pulse modulator. In fact, due to a finite fre-
quency band of pulse transformers, output waveforms in
the secondary side have a finite rise time, an overshoot, a
flat-top droop and a backswing at fall time [12]. The prin-
ciple of the pulse transformer is the same as an ordinary
transformer. However, pulse transformer handles not a
simple sine wave but a pulse waveform with complex
spectrum. In the case of an ideal rectangular pulse, there
is no rise time, no overshoot, a completely flat top and
also no backswing.

The pulse transformer’s equivalent circuit model
including a pulse generator and a load is presented in
Fig. 5.

B. Rise time

Generally, in the equivalent circuit of Fig. 4, it is
possible to ignore Re, Cd and CL when analyzing the
leading edge [13–15]. Then, the equivalent circuit for
leading edge analysis can be given as shown in Fig. 6.
We can obtain the leading edge by solving differential
equation of second order circuit, the leading edge is cal-
culated as follows:

Tr = 2πy(σ)
√

LeCd (5)
where Le denotes the leakage inductance, Cddenotes
the distributed capacitance, RL denotes the load
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Fig. 5. Equivalent circuit model of the pulse trans-
former. RG means the impedance of power supply, Le
indicates the leakage inductance, Re means equivalent
impedance of eddy current loss, LP is the primary coil
inductance, Cd is stray capacitance between coils and
grand,CLmeans the load stray capacitance, and RL means
impedance at primary side.

impedance. σ = ZT
2RL

, ZT=
√

Le
Cd

and y(σ) is a monotoni-
cally increasing function of the damping coefficient σ . It
is obvious that leading edge depends on the pulse trans-
former distribution capacitance and leakage inductance.
It is evident that small overshoot leads to short pulse rise
time.

Fig. 6. Equivalent circuit for leading edge analysis.

In the pulse transformer design, leakage inductance
is of considerable importance due to high insulation
distance between the primary and secondary winding
resulting in flux leakage [16]. For simulation of pulse
transformer to evaluate leakage inductance, Comsol
Multiphysics, which is a simulation tool for solving elec-
tromagnetic problems, is used. Magnetostatic simulation
is used for the evaluation of leakage inductance of pulse
transformer [17]. The model is specified in Comsol Mul-
tiphysics, together with material parameters, boundary
conditions and other needed input values such as excita-
tion current and frequency. Figure 7 shows the magnetic
flux density of the designed pulse transformer. The leak-

age inductance simulation result is 1.78 μH. From lead-
ing edge calculation formula, it can be seen that the
larger leakage inductance, the slower leading edge, and
the smaller the distributed capacitance, leading to faster
leading edge and smaller overcharge.

Fig. 7. Magnetic flux density of the designed pulse trans-
former.

C. Flat-top droop

In the flattop of the pulse waveform, pulse trans-
former behaves as a low-frequency equipment, due to
the invariant voltage over time [18–19]. Thus, elements
that are involved in the high-frequency component for
Le, Cd , CL and Re can be ignored. Then, the equivalent
circuit of Fig. 4 may be rewritten as in Fig. 8. According
to Kirchhoff’s voltage law, the voltage on the load RL can
be expressed as follows:

UL = αE e−
t

Td (6)

α=
RL

RL+RPFN
(7)

Td=
LP(RL+RPFN)

RLRPFN
(8)

where E is the voltage of the pulse, α is the pulse trans-
former primary to secondary transfer factor. Td is the
time constant of the pulse transformer. The flat-top droop
is denoted by D, which is defined as follows:

D= 1− e−
t

Td (9)
From Equations (6) to (9), the primary inductance of

the pulse transformer is related to the top drop as follows:
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Fig. 8. Equivalent circuit for flat-top droop analysis.

D ≈ ln
(

1
1−D

)
=

t RL RPFN

LP (RL +RPFN)
. (10)

The relationship between the primary inductance
and the flat-top drop in the pulse transformer is shown
as Fig. 9.

Fig. 9. The relationship between primary inductance and
flat-top droop.

IV. RESULTS AND DISCUSSION

Figure 10 shows a picture of the high-voltage pulse
transformer. The pulse transformer was installed inside
a cylinder filled with electric insulating oil. A precise
pulsed current sensor (0.1 V/A) installed in the sec-
ondary windings is used to convert pulse current to volt-
age for current measurement. A high-voltage divider
(10850:1) close to the secondary side is used to measure
the pulse voltage. Figure 11 shows output waveforms of
pulse transformer. Table 3 summarizes the test param-

Fig. 10. Picture of the pulse transformer.

Fig. 11. Output waveform of the pulse transformer.

eters of the typical measured waveforms of the x-band
high-power pulse transformer.

This paper presents the design process of the x-band
klystron pulse transformer. Equivalent circuit modeling
was used to analysis the leading edge and the fiat-top
droop. It was indicated by relevant experimental data that
the pulse transformer satisfied the requirements of the x-
band 50 MW klystron.

Table 3: Test parameters of the waveform
Items Value

Pulse voltage 432.8 kV
Pulse current 301 A
Leading edge 0.77 μs
Falling edge 1.56 μs

Flat-top 1.59 μs
FWHM 3.99 μs
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Abstract – In this paper, a miniaturized bandpass fil-
ter based on low temperature co-fired ceramic (LTCC)
technology is proposed. The miniaturization is achieved
by two double folded substrate integrated waveguide
(DFSIW) resonant cavities. By interconnecting LTCC
three-dimensional structure, the resonant cavities can be
stacked vertically. Compared with the conventional SIW
filter, the size is reduced by 75.6%. The experimental
results show that the low insertion loss and good selec-
tivity are achieved. The proposed miniaturized bandpass
filter is promising for 5G application.

Index Terms – Bandpass filter, double folded substrate
integrated waveguide, folded waveguide resonator, low
temperature co-fired ceramic (LTCC), resonant cavity.

I. INTRODUCTION

In modern satellite and mobile communication sys-
tems, there is a growing demand for low insertion loss,
compact and easy-to-integrate bandpass filters. However,
the conventional rectangular waveguide filter in C-Band
has the dimensional limitation, which is difficult to inte-
grate with planar circuits. A number of literatures have
been studied on the nature of substrate integrated waveg-
uide (SIW) cavities for the design of miniaturized fil-
ters [1–2], but the size reduction cannot satisfy the rapid
development of modern wireless communication sys-
tems.

Nowadays, low temperature co-fired ceramic
(LTCC) technology has been widely used in the design
of compact components because of its high-density
packaging and 3-D integration. It can be seen as the
further miniaturization for compact filter processing on
the basis of printed circuit board (PCB) technology [3].
In [4], a vertical LTCC rectangular waveguide bandpass
filter with compact size and 2.1 dB insertion loss is
proposed by using dielectric cavities. In [5], a multilayer
SIW filter based on LTCC technology is designed, which
uses a vertical structure to reduce the size. Although the
LTCC technology with building the resonant cavities
vertically can reduce its planar area, the size of the
cross-section is still quite large and the insertion loss
rises as the stacks increase.

To further reduce the cross-section of filters, the
folded substrate integrated waveguide (FSIW) technol-
ogy had been introduced [6]. The folding technology
could effectively apply to design the compact struc-
ture in LTCC. Some miniaturized bandpass LTCC fil-
ters were proposed [7–8], which used the FSIW cav-
ity to realize half the planar size of the structure. For
earing more miniaturization spaces, a double folding
substrate integrated waveguide (DFSIW) was applied to
design three-order Chebyshev bandpass filters [9]. How-
ever, the insertion losses were quite large for realistic
applications.

In the LTCC process, well-designed circuits and
materials are important parts of key issues to cut down
losses. For a single layer SIW cavity, the filtering cir-
cuits were optimized by etching different sizes of slots
[10], which formed three resonance cavities and led to
the minimum loss of 1.913 dB. In [11], a bandpass SIW
filter using U-shape slots is proposed, and an electro-
magnetic band gap (EBG) was put into the structure to
enhance the filtering performance and reduce the loss,
which was only 1.42 dB at the center frequency. The one-
layer structures are easily optimized to lower the loss, but
hybrid coupling effects occur between cells, which may
cause the loss difficult to control for a folding filter with
multiple layers.

In [12], a new type of H-plane FSIW filter is pre-
sented. Multi-layer FSIW resonators and I/O sections
were linked by the evanescent SIW sections, which elim-
inated the loss of extra vias. But the lowest insertion loss
was 2.6 dB. In the meantime, silver as the conductor was
used in the construction of SIW cavities, which had the
practical impacts on the loss control [13]. Although these
attempts on the loss reduction based on LTCC had a few
progresses, the passband loss was still relatively high and
there is few recent research combined with the folding
technology. Thus, it is quite a challenge to design a FSIW
bandpass filter using LTCC technology in C-Band with
compact size and very low loss.

In this paper, a compact bandpass filter with low
insertion loss is proposed. The filter is designed with
DFSIW resonant cavity, and achieved greater miniatur-
ization with the LTCC packaging process in C-Band.
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Based on the field distribution characteristics of SIW
T E101 mode, the magnetic coupling is adopted between
adjacent SIW resonators. In order to meet the test
requirement, the ground coplanar waveguide (GCPW) is
used to design the feed line. The fabricated and measured
results are well matched.

II. FILTER DESIGN
A. Filter geometry

The three-dimensional structure of the filter is
shown in Fig. 1 (a). The filter consists of metal layers,
substrate layers, and via arrays as vertical sidewalls. The
top and bottom metal layers connect the GCPW as feed-
ing lines of the filter, which is shown in Fig. 1 (b). The
input and output GCPWs are orthogonal to avoid inter-
actions. Two double-folded SIW resonators are vertically
placed, which are coupled through a slot in couple layer.
Figure 1 (c) shows the construction of this layer. The
metal layer 2 and metal layer 4 are coupling layers of the
DFSIW resonator, which are shown in Fig. 1 (d). There
is a right-angle slot in each metal layer, which is close to
the sidewall.

Ferro-A6 is used as substrates in the structure,
which has the dielectric constantεr = 5.9and loss tan-
gent tanθ = 0.002, respectively. The thickness of each

(a)

(b)

Fig. 1. Continued

(c)

(d)

Fig. 1. Design structure of the filter: (a) 3-D view, (b) the
top view of feed part, (c) couple layer, and (d) the top
view of a DFSIW resonator.

Table 1: Units for magnetic properties
Variable Value

(mm)

Variable Value (mm)

d 0.15 p 0.3
l1 8 w1 0.4
l2 6 w2 0.6
l3 5.15 w3 0.2
l4 1.74 w4 0.5

dielectric layer is 0.2 mm. The parameters of the filter
are shown in Table 1.

The coupling matrix of the designed filter operating
at 4.9 GHz is shown in Equation (1):

M =

⎡⎢⎢⎢⎢⎣
S 1 2 L

S 0.00 1.23 0.00 0.00
1 1.23 0.00 1.66 0.00
2
L

0.00
0.00

1.66
0.00

0.00
1.23

1.23
0.00

⎤⎥⎥⎥⎥⎦ . (1)
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B. DFSIW cavity design

The TE101 mode in the SIW cavity is similar to the
corresponding mode of conventional rectangular metal
waveguides. Therefore, the SIW cavity size can be deter-
mined by [14]

fm0n =
c0

2π
√

εr

√(
mπ
ae f f

)2

+

(
nπ

be f f

)2

, (2)

and

ae f f = a− d2

0.95p
be f f = b− d2

0.95p
, (3)

in which c0 is the speed of light. The ae f f and be f f are
the effective width and length of the SIW cavity, and its
value can be obtained by the formula (3). Here, d and
p represent the diameter of the metallized vias and the
distance of adjacent vias, a and b represent the actual
width and length of the SIW cavity, respectively. When
the resonant frequency of the SIW cavity is 4.9 GHz, the
conventional SIW cavity size is 17.82×17.82× 0.2 mm3.

In the conventional TE101 mode of the SIW res-
onator, the strongest electric field is distributed in the
center of cavity, and the magnetic field distribution
reaches maximum at the edge. Figure 2 shows the E-
field and M-field distributions in the TE101 mode of the
designed DFSIW resonator. It can be observed that the
electric field is the strongest along the right-angle slot,
and the magnetic field is centrally distributed at the end
of the slot. Through the folding technology, the positions
of field distributions are changed, but the TE101 mode is
still maintained by the DFSIW resonator. As the folding
structure is achieved through the SIW folded twice along
the right-angle slot, each side of the DFSIW resonator is
reduced by half. The thickness of one DFSIW resonator
is double that of the SIW cavity. Therefore, the size of
designed cavities is theoretically 8.91×8.91× 0.4 mm3.

C. DFSIW filter coupling structure

The magnetic coupling mode is adopted between the
folded resonant cavities. The slot in the coupling layer
is placed near the sidewall. Due to the manufacturing
limitations, the position of the coupling slot is 0.65 mm
from the vias. By adjusting the position and size of the
slot, the coupling strength can be controlled. In Fig. 3,
the relationship between the length of slot and coupling
coefficient is shown. When the length of the coupling
slot increases, the coupling coefficient rises. To meet the
requirement of the filter, the length of the coupling slot
is chosen as 6 mm.

The insertion loss in the passband mainly consists of
the dielectric and conductor loss. To reduce the conduc-
tor loss, silver is used to form the metal layer due to its
low conductivity. The excellent LTCC processes ensure
that each metal layer is only 0.008 mm, and the thickness
of the whole dielectric layer is 0.8 mm.

(a)

(b)

Fig. 2. Field plot: (a) Electric field distributions of a quar-
ter DFSIW cavity and (b) magnetic field distributions of
a quarter DFSIW cavity.

Fig. 3. Coupling coefficients and slot length.
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III. SIMULATION AND TESTING

The designed filter is simulated by high frequency
structure simulator (HFSS), and the actual size of the
structure is 8.8×8.8×0.816 mm3. The simulated values
of the DFSIW cavity are consistent with the theoretical
ones. The filter is fabricated by multi-layer LTCC tech-
nology, and the production is shown in Fig. 4 (a). The
experimental test was completed at the State Key Labo-
ratory of Millimeter Wave in Southeast University. The
sample was tested in an Agilent E8363B vector network
analyzer, and the platform is shown in Fig. 4 (b).

Figure 5 shows that the simulated and fabricated
results are well matched. The measured center frequency
is 4.95 GHz, with insertion loss of 1.17 dB. The 3 dB
passband ranges from 4.57 GHz to 5.12 GHz, with a
relative bandwidth of 11%. In addition, the return loss is
better than 10 dB over the range of 4.48-5.36 GHz. Com-
pared with the simulation, the test results have 0.05 GHz
center frequency shift, which may be caused by parasitic
inductance.

(a)

(b)

Fig. 4. (a) Fabricated filter and (b) test platform.

Fig. 5. Simulated and measured S parameters.

Table 2: Comparison of the proposed filter with other fil-
ters

Ref. f 0 (GHz) IL (dB) Size (λ 2
g)

[8] 5 3.48 0.72×0.37
[15] 4.97 2.2 1.28×1.30

This work 4.9 1.17 0.35×0.35

In Table 2, the performance of the designed filter is
compared with other SIW filters. From the comparison
results, the filter designed in this paper has a lower inser-
tion loss and a smaller size.

IV. CONCLUSION

In this paper, a novel DFSIW bandpass filter based
on LTCC technology is demonstrated. The structure and
the coupling principle of DFSIW resonators are well
described, which achieve 75.6% size reduction compar-
ing with the conventional SIW filters. Meanwhile, the
LTCC filter is fabricated and measured at C-band with
very low insertion loss. The great size reduction is real-
ized by the double folding resonators, and low-loss band-
pass performance is achieved by the well-designed cou-
pling position through LTCC technology. The proposed
filter has the extensive application in the sub-band of 5G
systems.
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Abstract – In order to meet the increasing demand for
adjustable devices in the modern wireless communi-
cation system, a compact bandpass filter with active
switchable passband is proposed. The filter is based on
the half mode substrate integrated waveguide (HMSIW),
and uses its cut-off characteristics to form the lower
stopband. The resonant characteristics of a quarter-
wavelength shorted stub generates a transmission zero
(TZ) at higher frequency, which forms the upper stop-
band. The active control of DC power supply determines
the biased states of PIN diodes to change the electrical
size of the filtering parts. When the diodes are reverse
biased, the filter works in C band with the passband of
3.9-5.2 GHz; when the diodes are forward biased, the
passband shifts to S band of 2.7-3.6 GHz. The 28.6%
relative bandwidth in both frequency bands remains con-
stant. The simple design realizes the active switching
between bands, providing a promising idea for active
adjustable devices.

Index Terms – Active, bandpass filter, half mode sub-
strate integrated waveguide, switchable.

I. INTRODUCTION

The bandpass filter is one of the most impor-
tant parts in satellite radar communication systems,
microwave communication systems, wireless transceiver
systems, and other electromagnetic devices, which can
effectively ensure the signal transmission in the target
frequency band and shield against interference. While
traditional filters can provide excellent bandpass perfor-
mance in the fixed frequency band with advantages of
simple structures and steady characteristics, they lack
the ability of the multiband selection and adjustment. As
the growing demand of high-integration and reconfig-
urable devices in wireless communication systems, the
technical need rises rapidly for compact active tunable
filters with multifunctional features, like wideband tun-
ing, easy implementation, low cost, etc. To meet these
requirements, DC controlled units are integrated into the
structure to dynamically change the distribution charac-
teristics of the electromagnetic field during propagation,

which can enable a single filter to efficiently process
multiple signals in different frequency bands [1–3].

Currently, most tuning studies mainly focus on
microstrip filters. By utilizing the on/off characteristics
of the classic PIN diode, the planar microstrip lines can
be easily accessed or disconnected from the filtering
part, which changes the resonant size. Thus, adjustment
of the center frequency, working frequency, or band-
width can be achieved. A reconfigurable bandpass fil-
ter was introduced that can generate passbands in mul-
tiple frequency bands by controlling different combi-
nations of the microstrip stubs [4]. A switchable filter
was constructed by a set of microstrip lines. The switch
between the ultra-wideband and wideband was deter-
mined by the connection of high impedance quarter-
wavelength shorted stubs or a shorted stepped impedance
resonator [5]. A reconfigurable dual-band bandpass filter
was designed, which can alter three bandwidths through
the control of PIN diodes without changing the center
frequency [6]. However, due to the multiple harmonic
effect of the microstrip line, it is difficult to achieve high
isolation and broadband regulation. Moreover, the active
feed network is relatively complex. Therefore, the stud-
ies turn to the active tuning of the substrate integrated
waveguide (SIW) filter.

The SIW structure has the advantages of low loss,
easy integration, and low cost [7]. The PIN diode works
as a microwave switch to shift between different com-
ponents in the guide-wave structure. The electrical con-
trol unit changes the combination or the values of the
distributed impedances in the cavity to alter the prop-
agation characteristics [8, 9]. An adjustable SIW filter
was demonstrated by using the PIN diode to connect the
different lengths of slot lines in the cavity. The center
frequency can be changed with a 30 MHz bandwidth
expansion [10]. But the overlap of each passband was a
bit high, and the introduction of additional parasitic ele-
ments led to the narrow adjustable band and bandwidth.
A switchable SIW filter realized the band and band-
width switching among three center frequencies through
the connections of corresponding metal vias in different
positions of the cavity [11]. However, the links and bias
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networks for inner vias increased the processing com-
plexity, and the parasitic inductance brought additional
insertion loss. Due to the high integration of the SIW
structure and the limitation of available parameter adjust-
ment, there is little research on the filter of the wide-
range and cross-band active switch by using PIN diodes.

This paper presents a compact switchable half
mode substrate integrated waveguide (HMSIW) filter,
which realizes the bandpass feature through the coupling
between the fundamental mode of HMSIW and the res-
onance of a quarter-wavelength shorted stub. The active
switching changes the electrical size of the filtering part
by utilizing the on/off status of PIN diodes in order to
switch the passband between the S band and C band with
constant relative bandwidth. When the diodes are reverse
biased, the passband is from 3.9 GHz to 5.2 GHz in the
C band, centers at 4.55 GHz with a relative bandwidth
of 28.6%. When the diodes are forward biased, the pass-
band shifts to 2.7-3.6 GHz in the S-band, centers at 3.15
GHz, without changing the relative bandwidth. The mea-
sured and simulated results show good agreement and
validate the feasibility of this technology for achieving
cross-band switching in SIW filters.

II. FILTER DESIGN
A. Structures

The structure of the proposed bandpass filter is
shown in Fig. 1, and the relative parameters are listed in
Table 1. The structure consists of an upper metal layer,
a middle dielectric layer, and a bottom ground plane.
The feedline section adopts the microstrip line to copla-
nar waveguide (CPW) construction and introduces trans-
verse slots at the terminal of the CPW to further reduce
port reflections. The functions of the bandpass filtering
and band switching are primarily accomplished by alter-
ing the configuration of the upper metal layer. The open
side of the middle substrate acts as an equivalent mag-
netic wall of HMSIW. A line of metal vias spaced much

Fig. 1. Top view of the filter.

Table 1: Parameters of the structure
Symbol a1 a2 l1 l2 l3
(mm) 2.75 14.9 3.97 6.44 3.97

Symbol b s d m w
(mm) 7.95 0.3 0.3 3.6 1.28

less than quarter-wavelength act as an equivalent elec-
tric wall on the other sidewall of the substrate; an extra
six metal vias are horizontally oriented very near to the
electric wall to enhance out-of-band suppression. Two
surface slots are arranged at a distance from the side of
the metal vias and connected longitudinally on the upper
metal layer, creating a quarter-wavelength shorted stub.
This part constitutes the filtering structure in the C band.

Three rectangular metal pads with the same width
are placed longitudinally at a very short distance from
the open end of the HMSIW. The gaps between the
metal sheets correspond to the slots of the shorted stub.
These three metal pads are connected to the upper metal
layer of the C-band structure via several MADP-000907-
14020X PIN diodes, and their welding polarities keep
the same directions. The filtering performance will have
significant interference by the number of diodes if the
two ends of pads are shorted. Therefore, the number of
diodes and their spacing have been optimized to ensure
minimum parasitic effects to the propagation and sur-
face current. This part constitutes the switching struc-
ture of the S band. The DC power supply drives the PIN
diodes through ferrite chokes, which can effectively filter
high-frequency signals with minimal interference to DC
signals. The forward or reverse biased states of the PIN
diodes determine whether the switching parts are con-
nected to the filtering structure. The Rogers RT/Duroid
5880 substrate has dielectric thickness of 0.5 mm, copper
foil thickness of 0.035 mm, εr= 2.2, and tanδ =0.0005
is used as the middle dielectric layer.

B. Active switch realization

The bandpass performance is mainly realized by
lower and upper stopbands. The lower stopband is cre-
ated by the high-pass characteristics of the HMSIW fun-
damental mode, and the upper stopband is created by the
resonance of the quarter-wavelength shorted stub, which
generates a transmission zero (TZ) at higher-frequency
[12]. The cutoff frequency fc of HMSIW TE1/2,0 mode
and the resonance frequency fr of the shorted stub are

fc=
c

2ae f f
√

εr
, fr=

c
λp

. (1)

Here c is the speed of light in vacuum, εr is the rel-
ative dielectric constant of the medium substrate, ae f f is
the equivalent width of HMSIW, and λp is the waveguide
wavelength of the shorted stub in the substrate.

When the PIN diodes are reverse biased, the equiv-
alent width of the waveguide a1 is 14.6 mm, and
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the cut-off frequency is 3.5 GHz; the length of the
shorted stub b is 7.9 mm, and the resonant frequency
is 7.3 GHz, where the upper TZ appears. Considering a
few transition bandwidths, the filter is under the C-band
bandpass working status.

When the PIN diodes are forward biased, three
metal sheets are connected to the HMSIW structure to
change the electrical size, internal impedance distribu-
tion, and the resonance characteristics of the filter. There-
fore, the equivalent width of the waveguide (a1+s+m)
increases to 18.5 mm, and the cut-off frequency moves
to 2.7 GHz; the length of the shorted stub (b1+s+m)
increases to 11.7 mm, and the upper TZ is generated at
5 GHz. The actual passband shifts to the S band. Three
activated metal sheets enhance the transverse electrical
lengths of the waveguide and the shorted stub simulta-
neously. It leads to a reduction of fc and fr respectively,
which switches the bandpass to S band. By controlling
the states of PIN diodes through the DC circuits, the
working status of the bandpass filter can be effectively
switched between S and C bands.

The transverse E field of HMSIW TE1/2,0 mode can
be expressed as [13]

Ey =
− jωμae f f

π
Asin

πx
ae f f

e− jβ z. (2)

Here, A is the random amplitude of the wave and μ
is the permeability of the dielectric. As ae f f is changed
by the bias of diodes, the maximum area of E-field will
shift in the TE1/2,0 mode. When the filter works at S
band, the extra capacitance created by the air gap is par-
alleled with the inductance of diodes, which could gen-
erate harmonic resonances in the passband. The behav-
ior of the E field can be analyzed by using FEM
methods.

Figure 2 shows the comparison of the electric field
distributions at different phases (0o and 90o) while work-
ing in C band and S band. The PIN diodes are off at C
band; thus, the surface electric field propagates as the
TE1/2,0 mode of HMSIW, which allows the electromag-
netic wave transmitting through the quarter-wavelength
shorted stub to produce a bandpass effect. There is lit-
tle energy coupling to three metal sheets, which have
very weak impacts on the performance. When the PIN
diodes are activated, the surface current spreads to the
metal sheets through the short circuits. Obviously, the
electromagnetic distribution still follows the rule of the
fundamental mode of HMSIW, but the altering structures
of the waveguide and shorted stub form a new bandpass
filtering in a lower frequency band. Although the excited
position of the feedline is moved to the middle of the
waveguide when diodes are active, the fundamental field
distributions have very little affection.

(a)

(b)

Fig. 2. Distributions of the electric field at different
phases: (a) Propagation in C band and (b) propagation
in S band.

III. SIMULATION AND TESTING

The filter’s structure was simulated using the high
frequency structure simulator (HFSS), and the compari-
son of the simulated and measured results are shown in
Fig. 3. The simulated results show that excellent band-
pass filtering is achieved in the 4-5.4 GHz band when
PIN diodes are reverse biased. The in-band insertion loss
is less than 0.3 dB, and the return loss is lower than -
15 dB. The upper TZ appears at 7.3 GHz, which greatly
improves the selectivity. When the PIN diodes are for-
ward biased, the passband of the filter is switched to the
2.9-3.9 GHz band. The in-band insertion loss is less than
0.5 dB, and the return loss is lower than -13 dB. The
upper TZ is moved to 5 GHz, and the out-of-band roll-
off is very steep. The relative bandwidth of each status is
about 29%, and the simulated results are consistent with
the theoretical analysis.

The filter was fabricated by using traditional single-
layer print circuit board (PCB) processing technology.
Two SMA-KFD0851 connectors work as input/output
ports to connect the E5063A network vector analyzer for
full-wave simulation testing. The solderless connectors
eliminate additional welding losses with only 0.2 dB in-
band loss. The fabricated product is shown in Fig. 4 (a).
To reduce the ferrite choke’s influence on the top metal
layer, this choke was welded on the bottom ground plane,
which links the positive pole of the DC power supply.
Each metal sheet was welded to one ferrite choke which
links the negative pole. Figures 4 (b) and (c) show the
testing environment and two working statuses of the fil-
ter when switching the biases.

The measured results in Fig. 3 show that the fil-
ter has a passband in C band from 3.9GHz to 5.2GHz
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(a)

(b)

Fig. 3. Comparisons between simulated and measured
results: (a) S21 parameters and (b) S11 parameters.

Fig. 4. Fabricated filter and test environment: (a) Product,
(b) passband in C band, and (c) passband in S band.

when PIN diodes are off. The in-band insertion loss
is less than 1 dB and return loss is lower than -18dB.
When PIN diodes are forward biased, the passband is
switched to S band of 2.7-3.6 GHz, with an insertion
loss less than 5 dB and a return loss lower than -10
dB. The relative bandwidth of these two passbands is
28.6%. The active network has a 2-3 ns switching speed.
However, the parasitic inductance made two passbands
shift to the lower frequency at about 0.3 GHz. Although
the in-band insertion loss is relatively larger than simu-

lated ones, the return loss keeps the good performance. It
means the additional measured losses are mainly caused
by the energy storage elements in the feeding network.
More diodes may reduce the in-band loss because bet-
ter impedance matching will be achieved. Moreover,
the welding process increases the surface roughness and
brings more losses. These drawbacks can be improved
by optimizing the processing technology and isolating
circuits. It illustrates that the designed filter can achieve
real-time bandpass switching between S and C bands
under active control, The passband response and over-
all trends in the measurement match well with simulated
results.

IV. CONCLUSION

This paper presents a HMSIW bandpass filter capa-
ble of switching passbands. Detailed theoretical analysis,
simulations, and the testing are accomplished. The mea-
sured passband can be switched between S band (2.7-
3.6 GHz) and C band (3.9-5.2 GHz) under the active
control while maintaining a constant relative bandwidth
of 28.6%. The designed filter has the advantages of
simple structure, low cost, easy realization, and com-
pact size, which is potentially applicable to the recon-
figurable filtering devices in microwave communication
systems.
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Abstract – Traditional off-axis injection becomes inad-
equate in diffraction limited storage ring (DLSR) for
its small dynamic aperture (DA). On-axis injection with
thin septum could solve the problem. This paper focuses
on the theoretical calculation, field simulation, and mea-
surement of thin septum magnets. The scheme of eddy-
current type thin septum magnets (the thinnest portion is
with the thickness of 0.9 mm) was adopted with lami-
nated silicon steel sheets as the magnet core. The simu-
lation of main field, stray field along the beam trajectory,
the leakage field decayed over 1 millisecond time was
carried out within Opera 2D/3D. Field measurement and
analysis of thin septum magnets also has been conducted
comprehensively. The results meet requirements, and the
work laid a foundation for injection technology of an ad-
vanced light source.

Index Terms – Diffraction limited storage ring (DLSR),
eddy current, injection and extraction, magnetic field
simulation, septum magnet, thermal analysis.

I. INTRODUCTION

Diffraction limited storage ring (DLSR) injection by
traditional off-axis methods is inadequate for its small
emittance aperture. Strip-line combined with a Lam-
bertson or thin septum could offer an on-axis injection
scheme, as shown in Fig. 1 [1]. This article focuses on the
magnetic field simulation, measurement, and analysis of
the thin septum. The eddy current type of septum magnet
had been adopted for its relatively low power consump-
tion and simple structure [2].

Fig. 1. Diagram of on-axis injection schematic.

II. CALCULATION OF KEY PARAMETERS

The eddy-current type of thin septum magnet is
mainly constructed from 4 parts: exciting coil, c-type
silicon steel core, septa, and supporting frame. The ex-
citing coil is just one turn oxygen-free copper, which
could be led out of the vacuum through feedthrough.
The core comprises more than 13,000 lamination silicon
steel sheets [3]. The septa part, which is the synthesis of
oxygen-free copper and shielding layer, is the most sig-
nificant assembly unit for the whole septum, and the sup-
porting frame is constructed by oxygen-free copper [4].

Ip = B∗ (Gm + lc
/
u)/(u0 ∗N). (1)

In equation (1), Gm is the magnet gap height, which
is 12 mm and lc is the length of core path, which is ap-
proximately 150 mm. Besides, N indicates the number of
turns on magnet. The peak of exciting current is 5322 A.

L=μ0 ∗Am∗ wm ∗N2/(Gm + lc
/
u). (2)

Similarly, Am and Wm represent the magnet gap
width 40 mm and the magnet gap height 12 mm respec-
tively. The equivalent inductance of the septum magnet
is 2.5 μH.

According to the requirements of physical design,
key parameters of the thin septum may be seen in
Table 1.

Table 1: Key parameters of the eddy-current septum
Parameters Value Unit

Beam energy 2 GeV
Deflection angle 50 mrad
Integral field 0.32 T*m
Peak field 5560 Gauss

Good field region 28*10 mm*mm
Mini. septum
Thickness

0.9 mm

Peak current 5322 A
Magnet inductance 2.5 μH

Leakage field 0.1% –
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III. MODELING ANALYSIS
A. 2D transient optimization

According to the magnet size setting, two-
dimensional static analysis could be conducted in
OPERA finite element analysis software by modeling the
magnet with clear boundary conditions. Specific analysis
shows that the magnetic field between the center of the
magnetic gap is approximately 5600 gauss.

The basic operation principle of thin septum is that
the pulsed magnetic field could induct eddy current on
oxygen-free copper septa, which could generate a field
to effectively offset the leakage part instantly. High-
permeability materials could deal with almost all of the
remaining overflow magnetic field.

Figure 2 shows some dynamic analysis results.
Transverse homogeneity of the main field in central area
is±0.45%, and the leakage field under different thick-
nesses of septa, which was decaying over 1 ms, was thor-
oughly recorded.

Fig. 2. Leakage magnet field with different septa.

B. 3D transient analysis

The key point of 3D transient analysis of the thin
eddy-current septum with OPERA lies in the technique
of 3D mesh generation [5]. Poor meshing could lead to
misconvergence output. In this project, the mechanical
length of the magnet is 660 mm, and the length of the
silicon steel core (laminated coefficient is 0.98) is 600
mm. Meanwhile, the thickness of the septa is as thin as
0.9 mm (0.6 mm oxygen-free copper plus 0.3 mm shield
layer). In order to achieve a balance between precision
outcomes and appropriate computational volume, the ra-
tio between the small-scale grids of the key parts and
the large scale grids of other parts should not be too dis-
parate during the process of meshing (Fig. 3). The max-
imum angle between elements and maximum deviation
from surface were set as 90◦and 0.2 mm. The maximum
element sizes are 1 mm, 0.8 mm, 0.5 mm, and 0.3 mm
for the silicon steel core, oxygen-free copper framework,
oxygen-free copper septa, and the shield layer, respec-
tively. Finally, more than a million regular tetrahedrons

Fig. 3. 3D model of the thin septum magnet.

Fig. 4. Results of three dimensional analysis.

had been divided with the opera-3D modeler. The sim-
ulation was conducted on an Intel(R) CoreTM i5@3.2
GHz, 4GB RAM desktop computer and took almost 30
hours for the result.

The line integrals of the main magnetic field and the
leakage field along the beam direction, just 2 mm away
from the septa, are shown in Fig. 4. The final result after
the ends shielding optimization is 0.09%, which could
satisfy the requirement of 0.1%.

Furthermore, the dynamic analysis of the single thin
sheet silicon steel of the magnet septum was conducted,
and the distribution of induced current could be clearly
seen, as shown in Fig. 5.

Fig. 5. Eddy current on single slice of silicon steel.
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C. Thermal analysis

Because the eddy current septum is designed as an
in-vacuum magnet, special attention should be paid to its
own heating power consumption and temperature distri-
bution. Heat conduction analysis of the septum magnet
should be conducted strictly.

According to the basic theory of steady-state heat
conduction [6], The temperature gradient grad(t) is de-
fined as the limit of the temperature increment Δt and
the ratio of the normal distance Δn along the isothermal
surface,

grad(t) = lim
Δn→0

Δt
Δn

=
∂ t
∂n

−→n . (3)

The heat flux
⇀
q is proportional to the temperature

gradient grad.

−→q =−λgrad(t) =−λ
∂ t
∂n

−→n (4)

where λ is the thermal conductivity of W/(mK).
According to the analysis, the sources of heating for

the septum are copper exciting coil, laminated silicon
steels, and oxygen free copper septa. After setting the
thermal conductivity of related materials (see Table 2),
the steady-state thermal analysis was carried out.

Table 2: Thermal conductivity of septum components

The initial temperature of all the components is 24
degrees Celsius . According to the power density results
at 0.5 Hz repetition rate, the highest temperature of the
whole magnet is about 28◦C (Fig. 6).

Figure 7 shows the temperature distribution on the
outer surface of the septa plate with eddy current septum,
which is 1∼2◦C higher than the base temperature. There-
fore, the excitation heating problem is not serious, hence
no need for water cooling and other special measures.
The magnet base and stainless steel adjustment platform
could conduct the heat to the outside of the vacuum box
for heat dissipation.

Fig. 6. Internal temperature distribution of the septum.

Fig. 7. Temperature distribution of the septa.

IV. Magnetic field measurement and analysis

After the thin septum magnet was assembled, the
capacitor charging and LC resonance discharge pulse
power (Fig. 8), which can output a stable peak of 5500
A with bottom width of 50 μS half-sine wave, could be
used to energize the magnet coil. The convenient and ac-
curate magnetic field measurement platform was built for
the analysis of magnetic field data related to the septum
magnet, too (Fig. 9). The automatic magnetic measure-
ment system, using carbon fiber to carry the magnetic
coil, works effectively in the lab.

Fig. 8. Layout of excitation pulse power supply.
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Fig. 9. Point coil for measuring the end field.

Figure 10 shows the measurement of distribution of
the main magnetic field along the beam direction using
a point coil with a diameter of 4 mm and 20 turns. Due
to the limitation of the length of the measurement probe,
only half of the length of the magnet has been tested.
The other half of the magnetic field can be measured in
the same way. The accuracy of the 12-bit oscilloscope
HDO 4104 with digital integrator is so high that the mag-
netic field test accuracy of half-length magnet is mainly
determined by the position accuracy of the moving plat-
form, and the position accuracy is 0.1 millimeter. The
other half of the field is measured by rotating the magnet
and then testing.

Fig. 10. Field distribution along beam direction.

Furthermore, the point coil (20 turns of ϕ4 mm) can
be used to test the data related to the magnet end field, in-
cluding the spatial distribution of the end field (Fig. 11)
and the decay of the leakage field outside the septa within
time and space (Fig. 12) [7]. The y-axis in Fig. 12 rep-
resents the spatial distribution of the leakage magnetic
field at the end region of the septum with 0,1 to 10.13
mm away from the septa .

In Fig. 13, the red waveform shows the excitation
current, which reaches 6000A at the peak. The green
waveform shows the induced voltage, which is mixed
with a certain amount of interference. Finally, the yel-
low waveform shows the integral of the induced voltage,
which is equal to leakage field.

Using the same long coil with a width of 6 mm and
a length of 900 mm, the integral value of the main mag-

Fig. 11. Color diagram of end field distribution.

Fig. 12. Leakage field varying with time and space.

Fig. 13. Induced voltage and integration of leakage field.

netic field against time and the integral value of the leak-
age magnetic field against time at 3 mm outside the septa
have been tested: 2.5 mVs and 1.985 μVs, respectively.
The integral ratio of the leakage against the main mag-
netic field is estimated to be 0.079%, better than the tech-
nical requirement of 0.1%.

Finally, the measured temperature distribution is
in good agreement with the theoretical calculation. as
shown in Fig. 14.
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Fig. 14. Temperature distribution at 0.5Hz.

V. CONCLUSION

This paper aims at 3D transient analysis and pro-
cessing optimization of the thin eddy-current septum for
beam injection of a diffraction limited storage ring, espe-
cially about simulation and field measurement analysis
of the septa. The magnetic excitation power source and
the magnetic measurement platform had also been con-
ducted. The results show that the key performance mea-
sures of the magnet could all meet the requirements. Fur-
thermore, the theoretical calculations are in good agree-
ment with the measured data in terms of magnetic field
and temperature distribution. The work lays a founda-
tion for the next generation of light-source injection
technology.
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