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A Rapid Single-view Radar Imaging Method with Window Functions
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Abstract – Monostatic rapid single-view radar imag-
ing technology is a technique that employs single inci-
dence angle and single frequency point information
to implement rapid monostatic radar imaging within a
small angular field. Owing to its analytical expression,
this technique can substitute the traditional frequency-
angle-scanning imaging in a small angular range, facil-
itating the rapid generation of highly realistic radar
imaging data slices for complex targets and environ-
ments. This technology has been significantly applied
in scatter hotspot diagnostics and target recognition.
In order to achieve the windowing effect equivalent
to that of frequency-angle-scanning imaging, and to
enhance the scattering feature of monostatic imaging
while controlling sidelobes, this paper derives analytic
windowed imaging formulas for monostatic radar. It
then obtains analytical expressions for various typical
monostatic windowing rapid radar imaging scenarios.
This enables the monostatic rapid imaging technology
to maintain high efficiency in its analytical expressions
while achieving the windowing effect equivalent to tradi-
tional imaging. The validity and correctness of the ana-
lytical formula and software implementation have been
confirmed through 1D, 2D, and 3D imaging verifica-
tions. This technology can provide a vast amount of
training data for modern radars.

Index Terms – Radar imaging, single-view, window
functions.

I. INTRODUCTION
Radar imaging can reconstruct target geometry and

material characteristics through echoes and has a wide
range of applications in geographic exploration, ocean
observation, disaster prediction and military recon-

naissance [1–5], etc. High-resolution one-dimensional
distance imaging is often utilized for determining det-
onation points, while two-dimensional radar imaging is
typically used for target recognition and remote sensing
data classification [6]. Three-dimensional radar imag-
ing is a crucial basis for radar feature identification in
the current field of autonomous driving. How to obtain
three-dimensional radar imaging data of the target and
the environment is one of the hot research topics in the
field of autonomous driving [7].

Traditional radar imaging technology is built upon
the Fourier transform relationship between the elec-
tromagnetic distribution of the antenna aperture and
far-field scattering, typically employing synthetic aper-
ture methods to enhance azimuth resolution. From one
dimension to two, and then to three, the utilization rate of
imaging information is increasingly high. Superior imag-
ing technologies, such as two-dimensional and three-
dimensional, are gradually becoming practical with the
advancement of hardware technology. In the field of
autonomous driving, due to the all-weather charac-
teristics of millimeter-wave radar, research on target
characteristics technology based on three-dimensional
millimeter-wave radar imaging is gaining increasing
attention.

Radar imaging technology, based on electromag-
netic scattering characteristic theory modeling, is a vital
means of obtaining data on the radar scattering charac-
teristics of targets and their environments. It has already
found applications in military target identification and
civilian remote sensing. Monostatic millimeter-wave
radar imaging, originating from electromagnetic simula-
tion technology, can significantly reduce the bandwidth
and angular sampling expenses required for single-
station imaging, enhancing the efficiency of obtaining
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imaging slice data. This technology was first applied to
time-domain simulation of radar target scattering char-
acteristics [8], rapidly obtaining time-domain echoes
through the convolution of the analytical expression of
target partition element time-domain responses with the
signal. Subsequently, this technology was used in two-
dimensional Inverse Synthetic Aperture Radar (ISAR)
imaging [9, 10], and in recent years, applied to auto-
matic target recognition [11–13] and urban remote sens-
ing electromagnetic feature extraction [14].

The windowing operation is a standard procedure
within radar imaging algorithms. Imaging represents the
comprehensive broadband and angular information from
the radar within the time and/or spatial domains. By
applying a non-uniform window function prior to the
Fourier transform, the spectral leakage effect of the Fast
Fourier Transform (FFT) is mitigated. Concurrently, the
windowing process is akin to executing a convolution
operation in the time or spatial domains, which results
in the broadening of the main lobe, thus reducing reso-
lution. Implementing a non-uniform window prior to the
Fourier transformation in the imaging of aperture data
can effectively lower the sidelobe levels in individual cell
imaging and enhance the visibility of target characteris-
tics [15, 16]. Monostatic rapid imaging is mainly used for
feature extraction and strong scattering diagnosis of tar-
gets. The literature [17] attempted to introduce a window
function into the rapid single-view imaging algorithm,
but it directly truncated the sinc function in time domain,
which could not reproduce the conventional process of
obtaining radar images through Fourier transformation
after window function weighting.

II. SINGLE–VIEW RADAR IMAGING
METHOD

For ease of understanding, this paper describes
the imaging principle of single-view millimeter-wave
radar using the most representative two-dimensional
imaging as an example. The definition of single-view
millimeter-wave imaging radar still adheres to the tra-
ditional frequency-angle-scanning radar imaging, that is,
the received field value of the radar and the radar image
constitute a Fourier transform pair [18]:

Γ(l,d) =
∫∫

Ese− j2π( fl l+ fdd)d fld fd . (1)

Here, Γ(l,d) represents the image or target function
in the image domain coordinates (l,d), fd is the spatial
frequency in the radar line of sight direction, and it sat-
isfies fd ≡ 2 f/c, so kd = π fd is the propagation con-
stant of the electromagnetic wave. fl is the spatial fre-
quency in the direction orthogonal to the line of sight l̂,
and kl = π fl . l̂ can be the direction indicated by azimuth
φ̂ or elevation angle θ̂ . Es is the received radar echo elec-
tric field value.

The process of sweep-frequency scanning radar
imaging is to use FFT to solve the above formula (1).
This process requires obtaining the target radar echo field
value Es. In commonly used monostatic radars, it is nec-
essary to implement monostatic wideband small-angle
scanning in simulation modeling, especially for two-
dimensional and three-dimensional imaging. To cover
the entire target or scene, the number of scanning sam-
ples can reach the order of 104 and 106, respectively.
Document [9] first gave the monostatic radar distance
imaging formula, greatly improving the imaging effi-
ciency. In order to keep the formula consistent with
the windowed imaging formula below, the following
simple derivation is given using the previous defini-
tion: Assume that any complex target is described by
a geometric model represented by triangle collection
{Si, i ∈ [0,N −1]}. The expression of the far-field scat-
tering field illuminated by a plane wave is as fol-
lows [19]:

Es =
e− jkr

4πr
jkE0

N−1

∑
i=0

f i (x,y) Ii. (2)

Here, f i (x,y) ≡ (k̂i × E i + k̂r × Er) × n̂′ + k̂s ×
[(E i +Er)× n̂′] represents the polarization term, where
k̂i and k̂r denote the wave vectors of incident and
reflected waves for any surface element with the nor-
mal vector n̂′, respectively, and k is the wave vector con-
stant. E0 is the amplitude of Es at source point. r is the
distance from observation point to the origin. The term
Ii ≡

∫
S e−2 jkk̂i·r′ds′ is the phase integral for a unit surface

element.

f i (x,y) Ii =

[
f i (x,y)

∫∫
S

e− jk(κsxx′+κsyy′)dx′dy′
]

·e− jkk̂i·Ri0 ≡W ie− jkk̂i·Ri0 ,

(3)

where Ri0 represents the position vector of a certain point
on the surface element Si, which serves as a phase refer-
ence point. The term e− jkk̂i·Ri0 represents the phase shift
of this surface element relative to the origin of the coordi-
nate system. W i ≡ f i(x,y)

∫∫
Si

e− jkκsxx′+κsyy′dx′dy′ repre-
sents the scattering shape factor of this surface element.
By substituting equation (2) into the imaging formula
(1), when r → ∞, the variation of e− jkr/(4πr) with k can
be ignored.

Γ(l,d) =
e− jkr

4πr
jkE0

N−1

∑
i=0

W i

·
∫∫

e−2 jkk̂i·Ri0e− j2π( fl l+ fdd)d fld fd .

(4)

Under the usual small-angle imaging assumption,
ignore the variation of k̂d with θ or φ , kk̂i = kk̂d +kl k̂l ≈
kk̂d + k0α k̂l , where k0 represents the wave number cor-
responding to the center frequency and α represents θ or
φ . Let D ≡ −k̂d ·Ri0 and L ≡ −k̂l ·Ri0, which represent
the line of sight distance and horizontal distance from
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each triangular reference point to the coordinate origin,
respectively.

Γ(l,d) =
e− jkr

4πr
jkE0

N−1

∑
i=0

W i

∫
e2 jkDe− j2π fddd fd

·
∫

e2 jk0αLe− j2π fl ld fl

=
e− jkr

4πr
jkE0

N−1

∑
i=0

W ie−2 jπ fd0(d−D/2)

·Bdsinc(πBd(d −D/2))Blsinc(πBl(l −L/2)).
When calculating the far field, let the amplitude dis-

tance r be 1, and the phase take r = 0, so:

Γ(l,d) =
jkE0

4π

N−1

∑
i=0

W ie−2 jπ fd0(d−D/2)

·Bdsinc(πBd(d −D/2))Blsinc(πBl(l −L/2)).
This equation indicates that the target radar image

or target function can be composed of the superposi-
tion of sinc functions centered on each triangular ele-
ment reference point. The terms sinc(πBd(d−D/2)) and
sinc(πBl(l − L/2)) are referred to as expansion func-
tions. Because the derivation process assumes a small
angle, it’s easy to understand: one-dimensional imaging
only uses sinc(πBd(d−D/2)) as an expansion function,
while three-dimensional imaging requires an additional
expansion function similar to sinc(πBl(l −L/2)).

Figure 1 provides a comparison between the three-
dimensional imaging of a single-view radar of an air-
craft and the three-dimensional imaging of a frequency
scanning angle radar. Combined with more experiments,
it shows that for complex targets, the rapid single-view
imaging, whether in terms of the position of strong scat-
tering points or the intensity of calibrated strong scat-
tering points, is the same as that of frequency scanning
angle. However, the former has much higher computa-
tional efficiency and is very suitable for strong scatter
diagnosis and target feature extraction.

Fig. 1. Comparison of rapid single-view imaging and
frequency-angle-scanning imaging.

III. WINDOWED SINGLE-VIEW RADAR
IMAGING TECHNIQUE

According to the definition of windowed normal-
ized radar imaging in Cartesian coordinates (l,d) [18],

we have:

Γ(l,d) =
1
A

∫∫
SVe− j2π( fl l+ fdd)d fld fd , (5)

where S ≡
√

4πREs/Ei represents the target scattering
function, R is the distance from the target center to
the observation point (in the far field, it is infinite),
and Es, Ei represent the scattered field and the inci-
dent field at the observation point, respectively. V is
the window function, and A ≡

∫∫
V d f ld f d is the ampli-

tude normalization factor [18]. After changing equation
(5) to one-dimensional and three-dimensional integrals,
we get the windowed normalized one-dimensional and
three-dimensional imaging. For small angle imaging,
we have:

fd =
2 f
c
, fl ≡ fdα =

2 f α

c
.

When V is a rectangular window, we have:

A =
∫∫ 4 f

c2 d f dα =
2∆α

c2

(
f 2
max − f 2

min
)
=

4 f0

c2 B∆α

Γ(l,d) =
1
A

∫∫
SVe− j4π f d/c 4 f

c2 d f dα

=
1

B∆α

∫∫
SVe− j4π f d/cd f dα.

For traditional frequency-angle-scanning imaging,
the aforementioned equation can be calculated through
FFT. For rapid single-view imaging, it needs to be
transformed into an analytical expression. Referring to
the derivation in section II, we can get the single-
view radar imaging formula weighted by a rectangular
window:

Γ(l,d) =
1

2
√

πE i

N−1

∑
i=0

(Ei0W i)e− j2π f0d̄

·Blsinc
[
πBl l̄

]
Bdsinc

[
πBd d̄

]
,

where Bl ≡ 2 f0∆α/c, Bd ≡ 2B/c, f0 is the center fre-
quency point of bandwidth B, B ≡ fmax − fmin, l̄ = l −
L/2, d̄ = d − D/2, and L and D are, respectively, the
projections of the triangular reference phase vectors that
make up the target in the l̂ and d̂ directions.

After similar derivation, Table 1 gives the key
parameters of Γ(l,d) corresponding to commonly used
window functions. For uniformity, all windowed single-
view radar imaging formulas in the table are written in
the following mode:

Γ(l,d) =
1
A

1
2
√

πE i

N−1

∑
i=0

(Ei0W i)e− j2π f0d̄EFdEFl ,

where the key variables EFl and EFd represent the expan-
sion functions in the l and d directions, respectively, and
1/A represents the weighting coefficient, specifics are
shown in Table 1. R represents real part of a variable.
erf is error function. Formulas of EFl can be obtained by
replacing d to l in EFd .
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Table 1: Key quantities for rapid single-view radar imaging with different window functions
Type 1/A EFd

Rectangle 1
BdBl

Bdsinc
(
πBd d̄

)
Triangle 4

BdBl

(1−cos(πBd d̄))
π2Bd d̄2

Welch 9
4BdBl

2sin(πBd d̄)−2πBd d̄cos(πBd d̄)
π3Bd

2d̄3

Sin π2

4BdBl

2Bd cos(πBd d̄)
π(1−4B2

d d̄2)

Hann 4
BdBl

sin(πBd d̄)
2π d̄(1−B2

d d̄2)

Hamming 46
25Bd

46
25Bl

( 2
23 B2

d d̄2− 25
46 )sin(πBd d̄)

π d̄(1−B2
d d̄2)

Blackman 9304
3919Bd

9304
3919Bl

(7B4
d d̄4−915B2

d d̄2+7838)sin(πBd d̄)
4652π d̄(B4

d d̄4−5B2
d d̄2+4)

Gauss 1
2πσ2erf2

(
1

2
√

2σ

)
BdBl

√
π

2 σBde−2π2σ2B2
d d̄2

R
{

erf
(

1
2
√

2σ
+ j

√
2πσBd d̄

)}

IV. NUMERICAL EXPERIMENTS
To verify the effect of windowed single-view radar

imaging, the windowing effect is demonstrated below
using the one-dimensional distance image of a dihedral
angle and two- and three-dimensional radar imaging of
a certain aircraft as examples. The results are shown in
Figs. 2, 3, 4, respectively.

For Fig. 2, the radar resolution is 0.01m, the inci-
dent pitch angle is 90 degrees, the azimuth angle is 0
degrees, and the center frequency is 13.5GHz. As shown
in Fig. 2, when a rectangular window is used, the sec-
ondary strong scatterers of the dihedral High Resolution
Range Profile (HRRP) are almost drowned out by the
sidelobes. After using a non-uniformly distributed win-
dow function, all the strong scatterers introduced by the
dihedral due to multipath are clearly displayed because
the sidelobes are suppressed. To clearly demonstrate the
effect, the upper part of Fig. 2 only shows a comparison
of the Blackman window and the Rectangular (RECT)
window. As can be seen from the figure, the peak posi-
tions and peak amplitudes of the two completely over-
lap where there is no sidelobe obstruction. This validates
the correctness of the weight coefficients A and EF in
the normalization formula. The main lobe of the Black-
man window result shown in the figure is widened, which
aligns with the characteristics of windowing in imaging.
The lower part of Fig. 2 shows a comparison between
all the window functions derived in this paper and the
rectangular window. The correctness of the derivation of
the weighting coefficients is validated through the degree
of overlap of the peak positions and peak amplitudes,
as well as the characteristics of the main lobe widening
of each window function. Besides, the co-polarized RCS
of this dihedral with the same excitation is 46.98 dBsm,
which is equivalent to that of the main beam amplitude in
HRRP. It also verifies the correctness of the normalized
rapid imaging formulations.

Fig. 2. Comparison of dihedral angle one-dimensional
distance images with rectangular and non-rectangular
windows.

Figures 3 and 4 give examples of two- and three-
dimensional radar images, the radar resolutions are both
0.3 m, the incident pitch angles are 45 degrees, the
azimuth angles are 45 degrees, and the center frequencies
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Fig. 3. Comparison of two-dimensional imaging with
rectangular and non-rectangular windows (using the
Blackman window as an example).

Fig. 4. Application of three-dimensional windowed fast
imaging.

are 10 GHz. Figures 3 and 4 simultaneously provide the
two-dimensional and three-dimensional radar imaging
results characterized by absolute (abs) and decibel (dB)
values. The dB representation can more clearly display
the distribution of the secondary strong scatterers. As can
be seen from the figures, the distribution of strong scat-
terers in the images obtained using non-uniform window
functions (taking the Blackman window as an example)
and the rectangular window (without windowing) are
consistent. Due to the sidelobe suppression, the strong

scatterers in non-rectangular window images are clearer,
but the resolution is slightly reduced, i.e., the radius of
the bright spot is slightly increased.

Owing to certain distinctive aspects of the high-
frequency asymptotic algorithm [20, 21], the single-
view one-dimensional distance image depicted in Fig.
2 demonstrates a slightly accelerated relative to a tradi-
tionally obtained sweep-frequency one-dimensional dis-
tance image. To be specific, the former technique pro-
cured the image in 0.013 s while the latter required 0.04
s for completion. However, the two-dimensional rapid
single-view radar imaging methodology demonstrates
markedly increased velocity compared to frequency-
angle-scanning approaches. As evidenced by Fig. 3, gen-
erating ISAR imagery via RECT and Blackman win-
dowing with the single-view method required approxi-
mately 6.7 s and 6.9 s, respectively. In stark contrast, the
frequency-angle-scanning technique necessitated 1162.8
s to complete the equivalent imaging task.

Similarly, Fig. 4 provides a comparison before and
after three-dimensional windowed imaging. Secondary
hotspots become significant after non-rectangle win-
dowed imaging.

To further validate the accuracy of two-dimensional
imaging, we deployed the proposed methodology for tar-
get radar imaging using MSTAR measurement outcomes
as a benchmark standard. Taking the T72 tank as an
example, Fig. 5 shows that both target outlines, shadow
outlines, and distributions of strong scatters correspond
remarkably well, regardless of technique used. Conse-
quently, the method advanced in this paper demonstrates
aptitude for generating training datasets well-suited for
target recognition algorithms.

Three-dimensional imaging has already become
an information perception and utilization method in
multiple input multiple output(MIMO) radar technology
for autonomous driving [7, 22]. Drawing on perception
training technology based on optical imaging, how to
quickly obtain massive three-dimensional imaging data
of terrestrial targets and environmental elements is one
of the key technologies for the development of radar
autonomous driving technology. The technology pro-

Fig. 5. Two-dimensional imaging comparision between
(a) simulated and (b) measured images.
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Fig. 6. Three-dimensional imaging of typical vehicles
and pedestrians at typical frequency bands.

vided in this paper can help acquire three-dimensional
imaging training data for autonomous driving
technology.

Figure 6 shows the three-dimensional imaging
results of two types of road elements, vehicles and pedes-
trians, respectively, under 24 GHz (bandwidth 250 MHz)
and 77 GHz (bandwidth 1 GHz), demonstrating differ-
ent radar features from different perspectives. By taking
them as typical scenes of panoramic streets and adding
various typical elements such as vegetation, street lights,
bicycles, etc. (as shown in Fig. 7), setting one of the vehi-
cles with an autonomous driving MIMO radar, and set-
ting the driving lane to constitute a typical autonomous
driving scenario, the method proposed in this paper is
used. The typical 3D imaging results under a working
frequency of 77 GHz (bandwidth 1 GHz) are shown in
Fig. 7. The left, middle, and right columns respectively
represent the imaging results of beams irradiating to the
left, middle, and right directions.

As can be seen from the figure, the method pro-
posed in this paper can provide three-dimensional

Fig. 7. Scenes and their three-dimensional radar imaging
during a vehicle’s journey.

imaging electromagnetic data under different radar
working conditions for typical road elements and
panoramic autonomous driving scenarios under different
assumed conditions, providing massive training data for
autonomous driving machine learning.

V. CONCLUSION
This paper derives and implements a windowed

rapid single-view radar imaging technique, providing the
analytical extension functions and normalized weight-
ing values when applying typical window functions in
single-view imaging. This technique retains the analyti-
cal form of rapid single-view radar imaging and, like tra-
ditional imaging techniques, can achieve window func-
tion filtering and sidelobe suppression effects. More-
over, its imaging efficiency is significantly higher than
that of traditional frequency-angle-scanning imaging. It
can provide a large number of simulation-based train-
ing samples for technologies such as target recognition,
remote sensing, and autonomous driving.
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