
The illustrations on the front cover have been obtained from the ARC research group at the Department of
Electrical Engineering, Colorado School of Mines

Published, sold and distributed by: River Publishers, Alsbjergvej 10, 9260 Gistrup, Denmark

APPLIED
COMPUTATIONAL
ELECTROMAGNETICS
SOCIETY
JOURNAL

 202
Vol. 3  No. 
ISSN 1054-4887

The  ACES Journal  is abstracted in INSPEC, in Engineering Index, DTIC, Science Citation Index Expanded, the 
Research Alert, and to Current Contents/Engineering, Computing & Technology.

 



THE APPLIED COMPUTATIONAL ELECTROMAGNETICS SOCIETY

http://aces-society.org

EDITORS-IN-CHIEF

Atef Elsherbeni Sami Barmada

Colorado School of Mines, EE Dept. University of Pisa, ESE Dept.
Golden, CO 80401, USA 56122 Pisa, Italy

ASSOCIATE EDITORS

Maokun Li Wei-Chung Weng Paolo Mezzanotte
Tsinghua University National Chi Nan University, EE Dept. University of Perugia

Beijing 100084, China Puli, Nantou 54561, Taiwan I-06125 Perugia, Italy

Mauro Parise Alessandro Formisano Luca Di Rienzo
University Campus Bio-Medico of Rome Seconda Universita di Napoli Politecnico di Milano

00128 Rome, Italy 81031 CE, Italy 20133 Milano, Italy

Yingsong Li Piotr Gas Lei Zhao
Harbin Engineering University AGH University of Science and Technology Jiangsu Normal University

Harbin 150001, China 30-059 Krakow, Poland Jiangsu 221116, China

Riyadh Mansoor Long Li Sima Noghanian
Al-Muthanna University Xidian University Commscope

Samawa, Al-Muthanna, Iraq Shaanxa, 710071, China Sunnyvale, CA 94089, USA

Lijun Jiang Steve J. Weiss Nunzia Fontana
University of Hong Kong, EEE Dept. US Army Research Laboratoy University of Pisa

Hong, Kong Adelphi Laboratory Center (RDRL-SER-M) 56122 Pisa, Italy
Adelphi, MD 20783, USA

Shinishiro Ohnuki Jiming Song Stefano Selleri
Nihon University Iowa State University, ECE Dept. DINFO - University of Florence

Tokyo, Japan Ames, IA 50011, USA 50139 Florence, Italy

Kubilay Sertel Toni Bjorninen Yu Mao Wu
The Ohio State University Tampere University Fudan University

Columbus, OH 43210, USA Tampere, 33100, Finland Shanghai 200433, China

Giulio Antonini Santanu Kumar Behera Fatih Kaburcuk
University of L Aquila National Institute of Technology Sivas Cumhuriyet University
67040 L Aquila, Italy Rourkela-769008, India Sivas 58140, Turkey

Antonio Musolino Daniele Romano Huseyin Savci
University of Pisa University of L Aquila Istanbul Medipol University
56126 Pisa, Italy 67100 L Aquila, Italy 34810 Beykoz, Istanbul

Abdul A. Arkadan Alireza Baghai-Wadji Zhixiang Huang
Colorado School of Mines, EE Dept. University of Cape Town Anhui University

Golden, CO 80401, USA Cape Town, 7701, South Africa China

Salvatore Campione Marco Arjona López Amin Kargar Behbahani
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Abstract – Monostatic rapid single-view radar imag-
ing technology is a technique that employs single inci-
dence angle and single frequency point information
to implement rapid monostatic radar imaging within a
small angular field. Owing to its analytical expression,
this technique can substitute the traditional frequency-
angle-scanning imaging in a small angular range, facil-
itating the rapid generation of highly realistic radar
imaging data slices for complex targets and environ-
ments. This technology has been significantly applied
in scatter hotspot diagnostics and target recognition.
In order to achieve the windowing effect equivalent
to that of frequency-angle-scanning imaging, and to
enhance the scattering feature of monostatic imaging
while controlling sidelobes, this paper derives analytic
windowed imaging formulas for monostatic radar. It
then obtains analytical expressions for various typical
monostatic windowing rapid radar imaging scenarios.
This enables the monostatic rapid imaging technology
to maintain high efficiency in its analytical expressions
while achieving the windowing effect equivalent to tradi-
tional imaging. The validity and correctness of the ana-
lytical formula and software implementation have been
confirmed through 1D, 2D, and 3D imaging verifica-
tions. This technology can provide a vast amount of
training data for modern radars.

Index Terms – Radar imaging, single-view, window
functions.

I. INTRODUCTION

Radar imaging can reconstruct target geometry and
material characteristics through echoes and has a wide
range of applications in geographic exploration, ocean
observation, disaster prediction and military recon-

naissance [1–5], etc. High-resolution one-dimensional
distance imaging is often utilized for determining det-
onation points, while two-dimensional radar imaging is
typically used for target recognition and remote sensing
data classification [6]. Three-dimensional radar imag-
ing is a crucial basis for radar feature identification in
the current field of autonomous driving. How to obtain
three-dimensional radar imaging data of the target and
the environment is one of the hot research topics in the
field of autonomous driving [7].

Traditional radar imaging technology is built upon
the Fourier transform relationship between the elec-
tromagnetic distribution of the antenna aperture and
far-field scattering, typically employing synthetic aper-
ture methods to enhance azimuth resolution. From one
dimension to two, and then to three, the utilization rate of
imaging information is increasingly high. Superior imag-
ing technologies, such as two-dimensional and three-
dimensional, are gradually becoming practical with the
advancement of hardware technology. In the field of
autonomous driving, due to the all-weather charac-
teristics of millimeter-wave radar, research on target
characteristics technology based on three-dimensional
millimeter-wave radar imaging is gaining increasing
attention.

Radar imaging technology, based on electromag-
netic scattering characteristic theory modeling, is a vital
means of obtaining data on the radar scattering charac-
teristics of targets and their environments. It has already
found applications in military target identification and
civilian remote sensing. Monostatic millimeter-wave
radar imaging, originating from electromagnetic simula-
tion technology, can significantly reduce the bandwidth
and angular sampling expenses required for single-
station imaging, enhancing the efficiency of obtaining
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imaging slice data. This technology was first applied to
time-domain simulation of radar target scattering char-
acteristics [8], rapidly obtaining time-domain echoes
through the convolution of the analytical expression of
target partition element time-domain responses with the
signal. Subsequently, this technology was used in two-
dimensional Inverse Synthetic Aperture Radar (ISAR)
imaging [9, 10], and in recent years, applied to auto-
matic target recognition [11–13] and urban remote sens-
ing electromagnetic feature extraction [14].

The windowing operation is a standard procedure
within radar imaging algorithms. Imaging represents the
comprehensive broadband and angular information from
the radar within the time and/or spatial domains. By
applying a non-uniform window function prior to the
Fourier transform, the spectral leakage effect of the Fast
Fourier Transform (FFT) is mitigated. Concurrently, the
windowing process is akin to executing a convolution
operation in the time or spatial domains, which results
in the broadening of the main lobe, thus reducing reso-
lution. Implementing a non-uniform window prior to the
Fourier transformation in the imaging of aperture data
can effectively lower the sidelobe levels in individual cell
imaging and enhance the visibility of target characteris-
tics [15, 16]. Monostatic rapid imaging is mainly used for
feature extraction and strong scattering diagnosis of tar-
gets. The literature [17] attempted to introduce a window
function into the rapid single-view imaging algorithm,
but it directly truncated the sinc function in time domain,
which could not reproduce the conventional process of
obtaining radar images through Fourier transformation
after window function weighting.

II. SINGLE–VIEW RADAR IMAGING
METHOD

For ease of understanding, this paper describes
the imaging principle of single-view millimeter-wave
radar using the most representative two-dimensional
imaging as an example. The definition of single-view
millimeter-wave imaging radar still adheres to the tra-
ditional frequency-angle-scanning radar imaging, that is,
the received field value of the radar and the radar image
constitute a Fourier transform pair [18]:

Γ(l,d) =
∫∫

Ese− j2π( fl l+ fdd)d fld fd . (1)

Here, Γ(l,d) represents the image or target function
in the image domain coordinates (l,d), fd is the spatial
frequency in the radar line of sight direction, and it sat-
isfies fd ≡ 2 f/c, so kd = π fd is the propagation con-
stant of the electromagnetic wave. fl is the spatial fre-
quency in the direction orthogonal to the line of sight l̂,
and kl = π fl . l̂ can be the direction indicated by azimuth
φ̂ or elevation angle θ̂ . Es is the received radar echo elec-
tric field value.

The process of sweep-frequency scanning radar
imaging is to use FFT to solve the above formula (1).
This process requires obtaining the target radar echo field
value Es. In commonly used monostatic radars, it is nec-
essary to implement monostatic wideband small-angle
scanning in simulation modeling, especially for two-
dimensional and three-dimensional imaging. To cover
the entire target or scene, the number of scanning sam-
ples can reach the order of 104 and 106, respectively.
Document [9] first gave the monostatic radar distance
imaging formula, greatly improving the imaging effi-
ciency. In order to keep the formula consistent with
the windowed imaging formula below, the following
simple derivation is given using the previous defini-
tion: Assume that any complex target is described by
a geometric model represented by triangle collection
{Si, i ∈ [0,N−1]}. The expression of the far-field scat-
tering field illuminated by a plane wave is as fol-
lows [19]:

Es =
e− jkr

4πr
jkE0

N−1

∑
i=0

f i (x,y) Ii. (2)

Here, f i (x,y) ≡ (k̂i × Ei + k̂r × Er) × n̂′ + k̂s ×
[(Ei +Er)× n̂′] represents the polarization term, where
k̂i and k̂r denote the wave vectors of incident and
reflected waves for any surface element with the nor-
mal vector n̂′, respectively, and k is the wave vector con-
stant. E0 is the amplitude of Es at source point. r is the
distance from observation point to the origin. The term
Ii ≡

∫
S e−2 jkk̂i·r′ds′ is the phase integral for a unit surface

element.

f i (x,y) Ii =

[
f i (x,y)

∫∫
S

e− jk(κsxx′+κsyy′)dx′dy′
]

·e− jkk̂i·Ri0 ≡W ie− jkk̂i·Ri0 ,

(3)

where Ri0 represents the position vector of a certain point
on the surface element Si, which serves as a phase refer-
ence point. The term e− jkk̂i·Ri0 represents the phase shift
of this surface element relative to the origin of the coordi-
nate system. W i ≡ f i(x,y)

∫∫
Si

e− jkκsxx′+κsyy′dx′dy′ repre-
sents the scattering shape factor of this surface element.
By substituting equation (2) into the imaging formula
(1), when r→∞, the variation of e− jkr/(4πr) with k can
be ignored.

Γ(l,d) =
e− jkr

4πr
jkE0

N−1

∑
i=0

W i

·
∫∫

e−2 jkk̂i·Ri0 e− j2π( fl l+ fdd)d fld fd .

(4)

Under the usual small-angle imaging assumption,
ignore the variation of k̂d with θ or φ , kk̂i = kk̂d +kl k̂l ≈
kk̂d + k0α k̂l , where k0 represents the wave number cor-
responding to the center frequency and α represents θ or
φ . Let D ≡ −k̂d ·Ri0 and L ≡ −k̂l ·Ri0, which represent
the line of sight distance and horizontal distance from
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each triangular reference point to the coordinate origin,
respectively.

Γ(l,d) =
e− jkr

4πr
jkE0

N−1

∑
i=0

W i

∫
e2 jkDe− j2π fddd fd

·
∫

e2 jk0αLe− j2π fl ld fl

=
e− jkr

4πr
jkE0

N−1

∑
i=0

W ie−2 jπ fd0(d−D/2)

·Bdsinc(πBd(d−D/2))Blsinc(πBl(l−L/2)).
When calculating the far field, let the amplitude dis-

tance r be 1, and the phase take r = 0, so:

Γ(l,d) =
jkE0

4π

N−1

∑
i=0

W ie−2 jπ fd0(d−D/2)

·Bdsinc(πBd(d−D/2))Blsinc(πBl(l−L/2)).
This equation indicates that the target radar image

or target function can be composed of the superposi-
tion of sinc functions centered on each triangular ele-
ment reference point. The terms sinc(πBd(d−D/2)) and
sinc(πBl(l − L/2)) are referred to as expansion func-
tions. Because the derivation process assumes a small
angle, it’s easy to understand: one-dimensional imaging
only uses sinc(πBd(d−D/2)) as an expansion function,
while three-dimensional imaging requires an additional
expansion function similar to sinc(πBl(l−L/2)).

Figure 1 provides a comparison between the three-
dimensional imaging of a single-view radar of an air-
craft and the three-dimensional imaging of a frequency
scanning angle radar. Combined with more experiments,
it shows that for complex targets, the rapid single-view
imaging, whether in terms of the position of strong scat-
tering points or the intensity of calibrated strong scat-
tering points, is the same as that of frequency scanning
angle. However, the former has much higher computa-
tional efficiency and is very suitable for strong scatter
diagnosis and target feature extraction.

Fig. 1. Comparison of rapid single-view imaging and
frequency-angle-scanning imaging.

III. WINDOWED SINGLE-VIEW RADAR
IMAGING TECHNIQUE

According to the definition of windowed normal-
ized radar imaging in Cartesian coordinates (l,d) [18],

we have:

Γ(l,d) =
1
A

∫∫
SVe− j2π( fl l+ fdd)d fld fd , (5)

where S ≡ √4πREs/Ei represents the target scattering
function, R is the distance from the target center to
the observation point (in the far field, it is infinite),
and Es, Ei represent the scattered field and the inci-
dent field at the observation point, respectively. V is
the window function, and A≡ ∫∫ V d f ld f d is the ampli-
tude normalization factor [18]. After changing equation
(5) to one-dimensional and three-dimensional integrals,
we get the windowed normalized one-dimensional and
three-dimensional imaging. For small angle imaging,
we have:

fd =
2 f
c
, fl ≡ fdα =

2 f α
c

.

When V is a rectangular window, we have:

A =
∫∫ 4 f

c2 d f dα =
2Δα

c2

(
f 2
max− f 2

min
)
=

4 f0

c2 BΔα

Γ(l,d) =
1
A

∫∫
SVe− j4π f d/c 4 f

c2 d f dα

=
1

BΔα

∫∫
SVe− j4π f d/cd f dα.

For traditional frequency-angle-scanning imaging,
the aforementioned equation can be calculated through
FFT. For rapid single-view imaging, it needs to be
transformed into an analytical expression. Referring to
the derivation in section II, we can get the single-
view radar imaging formula weighted by a rectangular
window:

Γ(l,d) =
1

2
√

πEi

N−1

∑
i=0

(Ei0W i)e− j2π f0d̄

·Blsinc
[
πBl l̄

]
Bdsinc

[
πBdd̄

]
,

where Bl ≡ 2 f0Δα/c, Bd ≡ 2B/c, f0 is the center fre-
quency point of bandwidth B, B ≡ fmax− fmin, l̄ = l−
L/2, d̄ = d −D/2, and L and D are, respectively, the
projections of the triangular reference phase vectors that
make up the target in the l̂ and d̂ directions.

After similar derivation, Table 1 gives the key
parameters of Γ(l,d) corresponding to commonly used
window functions. For uniformity, all windowed single-
view radar imaging formulas in the table are written in
the following mode:

Γ(l,d) =
1
A

1
2
√

πEi

N−1

∑
i=0

(Ei0W i)e− j2π f0d̄EFdEFl ,

where the key variables EFl and EFd represent the expan-
sion functions in the l and d directions, respectively, and
1/A represents the weighting coefficient, specifics are
shown in Table 1. R represents real part of a variable.
erf is error function. Formulas of EFl can be obtained by
replacing d to l in EFd .
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Table 1: Key quantities for rapid single-view radar imaging with different window functions
Type 1/A EFd

Rectangle 1
BdBl

Bdsinc
(
πBdd̄

)
Triangle 4

BdBl

(1−cos(πBdd̄))
π2Bdd̄2

Welch 9
4BdBl

2sin(πBdd̄)−2πBdd̄cos(πBdd̄)
π3Bd

2d̄3

Sin π2

4BdBl

2Bd cos(πBdd̄)
π(1−4B2

d d̄2)

Hann 4
BdBl

sin(πBdd̄)
2π d̄(1−B2

d d̄2)

Hamming 46
25Bd

46
25Bl

( 2
23 B2

d d̄2− 25
46 )sin(πBdd̄)

π d̄(1−B2
d d̄2)

Blackman 9304
3919Bd

9304
3919Bl

(7B4
d d̄4−915B2

d d̄2+7838)sin(πBdd̄)
4652π d̄(B4

d d̄4−5B2
d d̄2+4)

Gauss 1
2πσ2erf2

(
1

2
√

2σ

)
BdBl

√π
2 σBde−2π2σ2B2

d d̄2
R
{

erf
(

1
2
√

2σ
+ j
√

2πσBdd̄
)}

IV. NUMERICAL EXPERIMENTS

To verify the effect of windowed single-view radar
imaging, the windowing effect is demonstrated below
using the one-dimensional distance image of a dihedral
angle and two- and three-dimensional radar imaging of
a certain aircraft as examples. The results are shown in
Figs. 2, 3, 4, respectively.

For Fig. 2, the radar resolution is 0.01m, the inci-
dent pitch angle is 90 degrees, the azimuth angle is 0
degrees, and the center frequency is 13.5GHz. As shown
in Fig. 2, when a rectangular window is used, the sec-
ondary strong scatterers of the dihedral High Resolution
Range Profile (HRRP) are almost drowned out by the
sidelobes. After using a non-uniformly distributed win-
dow function, all the strong scatterers introduced by the
dihedral due to multipath are clearly displayed because
the sidelobes are suppressed. To clearly demonstrate the
effect, the upper part of Fig. 2 only shows a comparison
of the Blackman window and the Rectangular (RECT)
window. As can be seen from the figure, the peak posi-
tions and peak amplitudes of the two completely over-
lap where there is no sidelobe obstruction. This validates
the correctness of the weight coefficients A and EF in
the normalization formula. The main lobe of the Black-
man window result shown in the figure is widened, which
aligns with the characteristics of windowing in imaging.
The lower part of Fig. 2 shows a comparison between
all the window functions derived in this paper and the
rectangular window. The correctness of the derivation of
the weighting coefficients is validated through the degree
of overlap of the peak positions and peak amplitudes,
as well as the characteristics of the main lobe widening
of each window function. Besides, the co-polarized RCS
of this dihedral with the same excitation is 46.98 dBsm,
which is equivalent to that of the main beam amplitude in
HRRP. It also verifies the correctness of the normalized
rapid imaging formulations.

Fig. 2. Comparison of dihedral angle one-dimensional
distance images with rectangular and non-rectangular
windows.

Figures 3 and 4 give examples of two- and three-
dimensional radar images, the radar resolutions are both
0.3 m, the incident pitch angles are 45 degrees, the
azimuth angles are 45 degrees, and the center frequencies
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Fig. 3. Comparison of two-dimensional imaging with
rectangular and non-rectangular windows (using the
Blackman window as an example).

Fig. 4. Application of three-dimensional windowed fast
imaging.

are 10 GHz. Figures 3 and 4 simultaneously provide the
two-dimensional and three-dimensional radar imaging
results characterized by absolute (abs) and decibel (dB)
values. The dB representation can more clearly display
the distribution of the secondary strong scatterers. As can
be seen from the figures, the distribution of strong scat-
terers in the images obtained using non-uniform window
functions (taking the Blackman window as an example)
and the rectangular window (without windowing) are
consistent. Due to the sidelobe suppression, the strong

scatterers in non-rectangular window images are clearer,
but the resolution is slightly reduced, i.e., the radius of
the bright spot is slightly increased.

Owing to certain distinctive aspects of the high-
frequency asymptotic algorithm [20, 21], the single-
view one-dimensional distance image depicted in Fig.
2 demonstrates a slightly accelerated relative to a tradi-
tionally obtained sweep-frequency one-dimensional dis-
tance image. To be specific, the former technique pro-
cured the image in 0.013 s while the latter required 0.04
s for completion. However, the two-dimensional rapid
single-view radar imaging methodology demonstrates
markedly increased velocity compared to frequency-
angle-scanning approaches. As evidenced by Fig. 3, gen-
erating ISAR imagery via RECT and Blackman win-
dowing with the single-view method required approxi-
mately 6.7 s and 6.9 s, respectively. In stark contrast, the
frequency-angle-scanning technique necessitated 1162.8
s to complete the equivalent imaging task.

Similarly, Fig. 4 provides a comparison before and
after three-dimensional windowed imaging. Secondary
hotspots become significant after non-rectangle win-
dowed imaging.

To further validate the accuracy of two-dimensional
imaging, we deployed the proposed methodology for tar-
get radar imaging using MSTAR measurement outcomes
as a benchmark standard. Taking the T72 tank as an
example, Fig. 5 shows that both target outlines, shadow
outlines, and distributions of strong scatters correspond
remarkably well, regardless of technique used. Conse-
quently, the method advanced in this paper demonstrates
aptitude for generating training datasets well-suited for
target recognition algorithms.

Three-dimensional imaging has already become
an information perception and utilization method in
multiple input multiple output(MIMO) radar technology
for autonomous driving [7, 22]. Drawing on perception
training technology based on optical imaging, how to
quickly obtain massive three-dimensional imaging data
of terrestrial targets and environmental elements is one
of the key technologies for the development of radar
autonomous driving technology. The technology pro-

Fig. 5. Two-dimensional imaging comparision between
(a) simulated and (b) measured images.



YU, YANG, LU, YANG, CHEN, CUI: A RAPID SINGLE-VIEW RADAR IMAGING METHOD WITH WINDOW FUNCTIONS 6

Fig. 6. Three-dimensional imaging of typical vehicles
and pedestrians at typical frequency bands.

vided in this paper can help acquire three-dimensional
imaging training data for autonomous driving
technology.

Figure 6 shows the three-dimensional imaging
results of two types of road elements, vehicles and pedes-
trians, respectively, under 24 GHz (bandwidth 250 MHz)
and 77 GHz (bandwidth 1 GHz), demonstrating differ-
ent radar features from different perspectives. By taking
them as typical scenes of panoramic streets and adding
various typical elements such as vegetation, street lights,
bicycles, etc. (as shown in Fig. 7), setting one of the vehi-
cles with an autonomous driving MIMO radar, and set-
ting the driving lane to constitute a typical autonomous
driving scenario, the method proposed in this paper is
used. The typical 3D imaging results under a working
frequency of 77 GHz (bandwidth 1 GHz) are shown in
Fig. 7. The left, middle, and right columns respectively
represent the imaging results of beams irradiating to the
left, middle, and right directions.

As can be seen from the figure, the method pro-
posed in this paper can provide three-dimensional

Fig. 7. Scenes and their three-dimensional radar imaging
during a vehicle’s journey.

imaging electromagnetic data under different radar
working conditions for typical road elements and
panoramic autonomous driving scenarios under different
assumed conditions, providing massive training data for
autonomous driving machine learning.

V. CONCLUSION

This paper derives and implements a windowed
rapid single-view radar imaging technique, providing the
analytical extension functions and normalized weight-
ing values when applying typical window functions in
single-view imaging. This technique retains the analyti-
cal form of rapid single-view radar imaging and, like tra-
ditional imaging techniques, can achieve window func-
tion filtering and sidelobe suppression effects. More-
over, its imaging efficiency is significantly higher than
that of traditional frequency-angle-scanning imaging. It
can provide a large number of simulation-based train-
ing samples for technologies such as target recognition,
remote sensing, and autonomous driving.
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Abstract – A miniaturized double stop-band FSS for
WLAN was proposed based on the structure of a ring
patch with internal branches and a cross zigzag loaded
line. This construction is obtained by using the multi-
layer connection method to paint the two layers of the
patch that we designed on the top and bottom of the
dielectric substrate to simulate the designed construc-
tion by using HFSS simulation. Analyzing the frequency
response characteristics of the FSS indicates that the con-
struction can generate two transmission band gaps at
1.92-2.17 GHz and 4.94-5.99 GHz in the WLAN wave.
This construction has stronger polarization stability
and angle stability when the incident electromagnetic
wave is 0-60◦. It also has a simple construction,
small size, and significant engineering application
value.

Index Terms – Double stop-band, frequency selective
surface (FSS), miniaturization, wireless local area net-
work (WLAN).

I. INTRODUCTION

The typical frequency selective surface (FSS) is
either a single layer or multilayer formed by coating a
certain shape of metal patch (bandstop) or metal aperture
(bandpass) on a dielectric substrate in a two-dimensional
periodic array structure [1–5], which is essentially a spa-
tial filter that has frequency selection characteristics for
electromagnetic waves with different operating frequen-
cies, polarization states, and incident angles, and does
not absorb radio frequency energy [6]. The frequency
response of FSS is mainly affected by the shape, size,
and arrangement of the unit structure, the dielectric con-
stant, and the thickness of the dielectric substrate. Its fil-
tering characteristics can be controlled by adjusting its
structural parameters. According to its filtering perfor-
mance, FSS is mainly divided into four types: low pass,
high pass, bandpass, and bandstop. It has been widely

used in communications [7, 8], electromagnetic shield-
ing [9–11], and radar stealth fields [12–14]

A series of studies on frequency selective sur-
faces originated from Francis Hopkinson [15] in 1785,
who observed the diffraction spot phenomenon. Sub-
sequently, American scientists Hopkinson and Ritten-
house [16] found through experiments that white light
is decomposed into monochrome light when passed
through thin ribbons. Since then, a series of studies on
frequency selective surfaces have been developed. In the
19th century, Fraunhofer and Hertz further explained the
phenomenon through experiments. In the 1970s, Munk
[17] and Luebbrs completed basic theoretical research
on typical FSSs. In recent years, with the improvement
of channel capacity and communication quality, single
frequency FSSs can no longer meet the requirements
of high communication capacity, and the multifrequency
design of FSSs has become a popular topic of research.
At present, the design of a multiband FSS can be realized
by multilayer cascade [18, 19], the multiple resonant ele-
ment method [20], composite technology [21, 22], frac-
tal structure [23, 24], and other methods. Much work
has been performed on the design of multiband FSSs.
In 2015, Majidzadeh [25] and others devised a com-
bined FSS, based on the angle of the fractal and com-
bined units, which can realize multiband filtering. In
2016, Gao [26] and others, based on the multi-resonance
unit method, proposed a double-pass band FSS with a
square grid and hybrid resonant structure. In the same
year, Palange [27] and others designed a triple band-
stop FSS with a fractal structure. In 2017, Zhou Yulong
and others designed a windmill-type double stop-band
FSS through electric dipole resonance and windmill FSS
high-order mode resonance, which can realize -35 dB
electromagnetic shielding in the band. In 2018, based
on the multilayer cascade method, Malone and others
applied a quadrilateral ring dual bandpass FSS for the
X-band and K-band. In 2019, based on the square ring
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structure, Zhou Ruicheng and others designed a three-
way band FSS by using the multilayer cascade method,
with a pass-band reflection coefficient of -30 dB.

There are few reports on the miniaturized band-stop
FSS design of the wireless local area network (WLAN)
frequency band. Based on previous studies, this paper
proposes a new miniaturized dual stop-band frequency
selective surface for WLAN. The structure is formed by
coating different shapes of metal patches on the upper
and lower sides of the dielectric substrate. This proposed
structure achieves a strong shielding effect on electro-
magnetic waves in the WLAN frequency band and has
strong polarization, angular stability, a simple structure,
and easy processing.

II. STRUCTURE DESIGN

The resonant frequency of any FSS mainly depends
on the size of the unit. For a specific structure, when
the size and wavelength have a definite relationship, total
reflection or total transmission of electromagnetic waves
will occur on the FSS structure. Based on this, a dual-band
blocking FSS applied to WLAN is proposed. As shown
in Fig. 1 (a), this structure is divided into two layers: the
ring patch [28] and the zigzag line structure based on the
shape of a cross. These shapes are coated separately and
are on the upper and lower sides of a square dielectric sub-
strate with a side length P and thickness h respectively.
The upper and lower structures of the designed FSS are
shown in Figs. 1 (b) and (c). The double-band miniatur-
ization design of the FSS is realized by loading branches
inside the upper ring and twisting the lower cross-shaped
structure. The dielectric substrate is tp-2, the dielectric
constant is 6.55, and the loss tangent is 0.001. Table 1
shows the structural parameters of the FSS unit.

(a) (b) (c)

Fig. 1. Evolution of our FSS design: (a) ring patch struc-
ture loaded with internal branches, (b) zigzag line struc-
ture based on cross, and (c) evolved final shape of our
FSS.

Table 1: FSS unit structure parameters
Parameter P R L e T

Value(mm) 7.3 3.06 1.82 0.5 2.7
Parameter S W M b H
Value (mm) 2.2 4.4 5.39 0.5 1.5

III. SIMULATION ANALYSIS AND
OPTIMIZATION

A. FSS design process analysis

The electromagnetic simulation software HFSS is
used for simulation calculation. Periodic boundary con-
ditions are set along the x-axis and y-axis, and the Flo-
quet excitation port is set on the z-axis to make the plane
electromagnetic wave incident perpendicular to the FSS
surface along the z-axis.

Figure 2 shows the frequency response characteris-
tic curve of the single layer ring loaded branch structure.
Figures 2 (a) and (b) show the influence that the curves
of the ring outer radius R and the branch length L have
on the FSS frequency response S21, respectively. When
the value of R is increased from 3 mm to 3.2 mm, and
L is increased from 1.5 mm to 1.9 mm, the resonance
points of the single-layer ring-loaded branch structure
FSS all move in the low-frequency direction, and the
stop-band bandwidth becomes slightly wider. When R is
3 mm and L is 1.5 mm, the stop-band range of the FSS is
3.37-6.99 GHz, and the in-band resonance point is 5.51
GHz, which can shield the electromagnetic wave in the
5 GHz (5.030-5.835 GHz) frequency band of the WLAN
by -68 dB.

(a) (b)

Fig. 2. Frequency response characteristic curve 3 of the
ring-loaded branch structure: (a) the influence of the ring
outer radius R on the FSS frequency response and (b)
the influence of the stub length L on the FSS frequency
response.

Figure 3 shows the influence curve of the outermost
line of the single-layer cross meander line structure (m)
on the frequency response of the FSS. In the process
of increasing m from 3.8 mm to 5.4 mm, the resonance
point of the cross meander line structure FSS moves in
the low-frequency direction from 2.81 GHz to 2.38 GHz,
and the stop-band bandwidth is basically unchanged.
When m is 4.8 mm, the FSS stop-band range of the struc-
ture is 1.94-2.87 GHz, and the resonance point is 2.46
GHz, which can shield the electromagnetic wave in the
2.4 GHz (2.4-2.4835 GHz) frequency band of the WLAN
with -62 dB.
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Fig. 3. The influence of the outer line length m of the
cross zigzag line structure on the frequency response of
FSS.

The research shows that the multiband design of
FSSs can be realized through the multilayer cascade
method. Based on this, this research cascades the ring-
loaded branch structure and the cross zigzag structure in
Section A and uses the parameter optimization function
of HFSS to complete it. The frequency response charac-
teristic curve of the new double-layer FSS after the wave
simulation optimization design is shown in Fig. 4, and
the optimized structural parameters are shown in Table 1.
These show that the new FSS exhibits dual stop-band
characteristics. Two transmission bands are formed at
1.92-2.71 GHz and 4.94-5.99 GHz. The resonance fre-
quencies are f 1=2.45 GHz and f 2=5.80 GHz. The work-
ing frequency ranges of WLAN are 2.4-2.4835 GHz and
5.030-5.835 GHz. The designed FSS stop-band rejection
is -60 dB and -45 dB, respectively. This structure has an
excellent ability to suppress electromagnetic waves in the
WLAN frequency band. The size of the designed FSS
unit is 7.3 mm×7.3 mm. It is known that the resonance
frequency in the 2.4 GHz frequency range is f 1=2.45
GHz, c0=3×108 m/s, and the wavelength of the first reso-
nance frequency in vacuum is λ 0 =122.45 mm. Through
analysis, it can be seen that the size of the designed FSS
unit is 0.0596λ 1×0.0596λ 1, which meets the miniatur-

Fig. 4. Frequency response characteristic curve of the
dual-frequency FSS.

ization design requirements and can be used in actual
projects.

B. Analysis of the surface current distribution

When the electromagnetic wave is incident on the
FSS, the surface of the FSS will excite the surface cur-
rent, and the scattered field that is generated will affect
the transmittance of the electromagnetic wave. The filter-
ing mechanism of the designed structure in the WLAN
frequency range can be investigated by analyzing the
surface current distribution of the FSS at the transmis-
sion zero point. By using the J-Surf function in HFSS
to view the surface current distribution of the designed
FSS, Figs. 5 (a) and (b) show the surface current distri-
bution of the designed FSS when electromagnetic waves
are perpendicular to 2.45 GHz and 5.9 GHz, respectively.
Figure 5 (a) shows that the current when electromagnetic
waves are incident at 2.45 GHz is mainly distributed
in the lower structure of the FSS, which indicates that
f 1 is mainly generated by the lower cross zigzag line
structure. Figure 5 (b) shows that the current is mainly
distributed in the upper structure when electromagnetic
waves are incident at 5.6 GHz perpendicularly. It shows
that f 2 is mainly produced by the upper ring-loaded
branch structure. Obviously, the FSS filter characteristics
can be controlled by adjusting the structural parameters
of the upper and lower units.

(a) (b)

(c) (d)

Fig. 5. FSS surface current distribution: (a) on the upper
surface of the FSS when the frequency is 2.4 GHz, (b)
on the lower surface of the FSS when the frequency is
2.4 GHz, (c) on the upper surface of the FSS when the
frequency is 5.6 GHz, and (d) on the lower surface of the
FSS when the frequency is 5.6 GHz.
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C. Analysis of the relationship between the structure
size and frequency response characteristics

Figures 6–8 show the influence curves of m, L, and R
on the frequency response characteristics of the designed
FSS. With increasing m, the transmission zero frequency
of the 2.45 GHz band of the dual-frequency FSS shifts
to the left, and the bandwidth is basically unchanged.
The transmission zero frequency of the 5 GHz band is
maintained at 5.8 GHz. With increasing L and R, the 5
GHz transmission zero frequency of the dual-band FSS
shifts to the left, and the stop-band bandwidth increases
slightly. The transmission zero point of the 2.4 GHz
frequency band is basically unchanged. The frequency
response in the 2.4 GHz frequency band is only affected
by m, while L and R mainly regulate the frequency
response in the 5 GHz frequency band.

In engineering applications, most of the time, elec-
tromagnetic waves are incident to an FSS at a certain
angle, and the polarization modes of incident waves are
diverse. To study the influence of the incident angle
and polarization mode of the incident wave on the FSS
designed in this paper, the FSS is irradiated with 0◦, 15◦,
30◦, 45◦, and 60◦ plane electromagnetic waves. The rela-

Fig. 6. The influence of m on the frequency response of
the dual-band FSS.

Fig. 7. The influence of L on the frequency response of
the dual-band FSS.

Fig. 8. The influence of R on the frequency response of
the dual-band FSS.

tionship between its frequency response curve and inci-
dent angle is obtained through an HFSS simulation cal-
culation. Figure 9 (a) shows the S21 curve of the FSS
under transverse electric (TE) polarizations, transverse
magnetic (TM) polarizations, and full wave simulation.
Figures 9 (b), (c), and (d) show the S21 curve of the full

(a) (b)

(c) (d)

Fig. 9. Frequency response characteristic curve of the
FSS when different polarized waves are incident at dif-
ferent angles: (a) polarization characteristics of the dual-
band FSS, (b) S21 curve of FSS when the electromag-
netic wave is incident at different angles in full wave
mode, (c) S21 curve of FSS when the electromagnetic
wave is incident at different angles in transverse electric
(TE) polarizations wave mode, and (d) S21 curve of the
FSS when the electromagnetic wave is incident at differ-
ent angles in the transverse magnetic (TM) polarizations
wave mode.
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wave mode, transverse electric (TE) polarizations wave
mode, and transverse magnetic (TM) polarizations wave
mode when the electromagnetic wave is incident on the
FSS at 0-60◦. We find that the polarization mode of the
incident wave does not affect the frequency response
of the FSS in the 5 GHz frequency band. The trans-
mission zero point within the 2.4 GHz frequency band
is offset to the low frequency by 0.06 GHz when the
transverse electric (TE) polarizations wave is incident.
When the transverse magnetic (TM) polarizations wave
is incident, it is offset to high frequency by 0.04 GHz,
and the offset is small. Under different incident wave
modes, when the incident angle of the designed FSS
increases from 0-60◦, the bandwidth of the two transmis-
sion stop-bands in the WLAN frequency band increases,
the transmission zero point is basically maintained at
approximately 2.45 GHz and 5.8 GHz, and the offset
is very small. It shows that when different polarization
waves are incident on the FSS at different angles, the
FSS can show a better double stop-band function, and
the structure has strong polarization stability and angle
stability.

IV. EXPERIMENTAL VERIFICATION

To better verify the performance of the proposed
FSS, a 190×190 mm FSS model was machined on tp-
2 substrate with a thickness of 1.5 mm using printed
circuit board technology, which is composed of 26×26
small unit structures, as shown in Fig. 10. The mate-
rial of the medium substrate is tp-2 and its rela-
tive dielectric constant is 6.55 with the loss tangent
of 0.001.

The frequency responses of the proposed FSS are
measured by the free-space method [29], and its mea-
surement environment is given in Fig. 11. There are
two horn antennas (operating from 2 to 8 GHz), the
FSS prototype, and turntable (can be used to adjust
the angle of the incident wave). The FSS prototype is
placed on the turntable for measurement of incident sta-

(a) (b)

Fig. 10. Photographs of the fabricated prototypes: (a)
upper surface and (b) lower surface.

Fig. 11. Measurement setup.

bility. A pair of horn antennas are located about 0.35 m
apart from each side of the centered rotatable screen, so
that a uniform plane wave striking upon the FSS. The
two horn antennas are connected by the vector network
analyzer.

The measured results under different polarizations
are demonstrated in Fig. 12 compared with the sim-
ulated ones. The measurement results under different
incident angles are shown in Fig. 13. It is clear that
the transmission coefficients keep very stable for trans-
verse electric (TE) and transverse magnetic (TM) polar-
izations. It is clear from the Fig. 13 that the proposed
double layer FSS provides closely spaced dual stop-
band response with highly stable angular independency.
The frequency response characteristic curve of the FSS
tested very closely resembles the simulation results.
The operating frequency bands are 2-2.8 GHz and
4.9-6 GHz.

Fig. 12. Frequency response characteristic curve com-
parison between full-wave simulation and the transverse
electric (TE) and transverse magnetic (TM) polarizations
measurement data.
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Fig. 13. Measurement results at different incident angles
conditions.

V. CONCLUSION

Based on the traditional cross and ring structures,
this paper proposes a miniaturized dual stop-band FSS
applied to WLAN using the multilayer cascade method.
In this structure, the designed two layers of patches
are coated on the upper and lower layers of the dielec-
tric substrate, and independent control of the transmis-
sion zero point can be realized by adjusting the geo-
metric parameters of the upper and lower patch units.
This structure produces two transmission band gaps in
the WLAN frequency band, and the structure has better
polarization stability and angle stability in the working
frequency band. Both the simulation results and the mea-
sured results show that the FSS has good performance
and can be applied to practical projects.
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Abstract – A dual-polarized broadband coupled feed
dipole antenna loaded with artificial magnetic conduc-
tor (AMC) structure is proposed. The proposed AMC
structure with 4×4 elements shown in this paper con-
sists of four perfect electrical conductor (PEC) rectan-
gular strips and a ring to reduce the profile height of
the dual-polarized dipole antenna. In addition, the dual-
polarization antenna adopts coupling feed microstrip to
excite two pairs of bow-tie patch. The overall size of the
coupling feed dipole antenna is 1.1λ 0×1.1λ 0×0.09λ 0 at
5.5 GHz. Measured results shows that the proposed dual-
polarization antenna loaded AMC exhibit a 25.2% com-
mon working bandwidth (4.75-6.12 GHz). The isolation
is less than -14 dB, and the peak gain is 10.6 dBi. This
dipole antenna with AMC structure has the virtues of low
profile, wide band, and good radiation performance and
it has the potential to be used in C-band communication.

Index Terms – artificial magnetic conductor, coupled
feed, dual-polarization, low profile.

I. INTRODUCTION

With the evolution of wireless technology in the
field of personal communications and military applica-
tions, under the limited spectrum resources, there are
increasingly more requirements for the design of anten-
nas in communication systems. In order to reduce the
influence of multipath effect on wireless communication
system, dual-polarized antennas are designed and have
been widely used [1–3]. So as to achieve directional radi-
ation and maximum gain, the patch of a traditional dipole
is kept away from the metal floor about λ 0/4 [4]. This
results in a higher profile of the antenna, but the AMC
structure solves this problem well.

Two independent ports are often used to feed across
dipole antenna to obtain vertical and horizontal polar-
ization [5–7]. Reference [8] designed a dual-polarized
cross slot antenna using two orthogonal slot radiators.
The common impedance bandwidth of the antenna at

Ports 1 and 2 is 1.56-2.73 GHz (54.5%), the isolation
is greater than -26 dB, and the profile height is about
0.27λ 0. In [9], there is a pair of printed dipoles with a
reflective ground to obtain two linear polarizations. The
cross polarization of the dual-polarized dipole antenna is
less than -30 dB within 575-722 MHz (22.7%), the port
isolation is more than -35 dB, and the profile height is
about 0.27λ 0 at 575 MHz. Although the antenna in [8]
and [9] has good performance, it is difficult to integrate
with microwave circuit due to its complex structure and
high profile.

In this paper, a broadband dual-polarized coupled
feed dipole antenna loaded with AMC is presented. The
antenna adopts coupling feed to excite two pairs of
bow-tie patch, which realizes horizontal polarization and
vertical polarization, respectively. The measured results
show that the common impedance bandwidth of this
antenna is 4.75-6.12 GHz (25.2%). The coupling feed
structure adopted in this paper provides a new design
idea for the double polarized dipole antenna loaded with
the AMC structure.

II. DUAL-POLARIZATION DIPOLE DESIGN

The geometry of the bow-tie dual-polarized cross
dipole antenna is shown in Fig. 1. The antenna is com-
posed of a pair of bow-tie radiation structures, strip cou-
pling microstrip line, coaxial feed structure, dielectric
cylinder and PEC reflector plate. The patch is printed on
a square Rogers 5880 substrate with a thickness of 1.016
mm. The bow-tie shaped radiation structure is printed on
the lower surface of the dielectric substrate as a dual-
polarized radiator. Port 1 is connected to a 0◦ dipole
to induce 0◦ polarization, and Port 2 is connected to
a 90◦ dipole to induce 90◦ polarization. At the center
frequency of 5.5 GHz, the theoretical value should be
a quarter wavelength, that is, 13.6 mm. After simula-
tion and optimization, the overall design of the dipole is
W1+W2+W3=10.1 mm, which is slightly different from
the theoretical value. The width of the microstrip line
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(a) (b)

Fig. 1. Geometry of the proposed dipole antenna: (a) top
view and (b) side view.

is calculated according to 50 ohms, and the calculated
result is 3.1 mm, and the actual value is 3 mm. Com-
mercial simulation software High Frequency Structural
Simulator (HFSS) was used for simulation calculation.
The optimization algorithm is a quasi-Newton method,
whose basic idea is to find the estimated value of the min-
imum point by quadratic expansion of the objective func-
tion near the minimum point. Figure 2 shows the simu-
lation results of the reflection coefficients for the dual-
polarized antenna. Due to the difference between the two
strip coupled microstrip lines, the reflection coefficients
of Port 1 and Port 2 are slightly different. The working
bandwidths of Port 1 and Port 2 are 5.36-5.67 GHz and
5.25-5.52 GHz, respectively. The common bandwidth is
5.36-5.52 GHz. The port isolation within the working
bandwidth is less than -11 dB.

By introducing an AMC structure instead of a PEC
reflector, we can improve the performance of crossed
dipole dual-polarization antennas, such as reducing the
profile, increasing the operating bandwidth, increasing
the isolation, and improving the radiation characteris-
tics. Figure 3 shows the designed AMC structure and the
corresponding simulation of reflection coefficient curve.
The patch unit is printed on the Arlon 880 dielectric
substrate, with a thickness of 2 mm. The bottom of the
dielectric substrate is a PEC layer. The optimized dimen-
sions of AMC are as follows: S=15 mm, Ra=5.5 mm,
Rb=7.4 mm, a=1.7 mm, and hamc=2 mm.

(a) (b)

Fig. 2. Simulation results of reflection coefficient (a) S11
and (b) S21.

Fig. 3. Geometry of the proposed AMC and simulation
results of reflection coefficient.

III. AMC UNIT DESIGN

It can be seen from Fig. 3 that the in-phase reflec-
tion bandwidth of AMC proposed in this section is 5-
6.08 GHz, and the relative bandwidth is 19.5%. The fre-
quency corresponding to the 0◦ reflection phase is close
to the central frequency of 5.5 GHz, and the reflection
coefficient modulus curve is above -0.06 dB, which basi-
cally shows the characteristics of total reflection.

In order to more intuitively explain the design idea
of the AMC structure, Fig. 4 shows the two different
AMC structures and the corresponding reflection char-
acteristic curves. The initial AMC is a ring structure,
and the in-phase reflection bandwidth is 4.16-4.6 GHz
(10%). The reflection coefficient modulus is greater than
-0.12 dB. In order to adjust the offset 0◦ reflection phase
to the designed center frequency point of 5.5 GHz, it
is necessary to move the reflection phase curve to the
high frequency. Therefore, four rectangular structures
are loaded on the initial AMC. It can be seen that the
ring AMC loaded with rectangular branches not only
has larger in-phase reflection bandwidth, but also has
lower reflection loss, which proves the effectiveness of
the design structure.

Figure 5 establishes the simple circuit model of the
proposed AMC [10]. The gap between adjacent peri-
odic patches and the slot gap in the patch together pro-
vide a slot capacitance Ca, the radius Ra of each circular
patch and the width a of the rectangular branch will pro-
duce an inductance La, and Cd represents the capacitance
between the dielectric substrate and the metal ground.
The resonant frequency can be calculated by the follow-
ing formula [11]:

fr =
1

2π

√
1
La

(
1

Ca
+

1
Cd

)
. (1)

Obviously, the resonant frequency points of the
designed AMC structure are mainly related to the equiv-
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(a) (b)

Fig. 4. Reflection phase results of the proposed two AMC
structures: (a) reflection phase and (b) reflection coeffi-
cient.

(a) (b)

Fig. 5. Circuit model of the AMC.

alent inductance of the patch, the capacitance by the
patch slot and the parallel capacitance generated between
the dielectric substrate and the ground. By adjusting the
parameters of AMC, the ideal in-phase reflection band-
width can be generated.

Figure 6 (a) shows the curve of AMC reflection
phase changing with the thickness of medium layer
hamc. It can be seen that with the increase of the dielec-
tric plate height, the slope of the reflection phase curve
becomes smaller, and the central resonant frequency
moves to the low frequency. This is because the height of
the dielectric plate increases, and the equivalent capaci-
tance increases, that is, Cd becomes larger, so the reso-
nant frequency decreases. Figure 6 (b) shows the curve of
AMC reflection phase changing with rectangular branch
width parameter a. With the increase of a, the resonant
frequency point moves to high frequency, and the slope
of the reflection phase curve slowly increases. Figure 6
(c) shows the variation curve of the AMC reflection
phase with the radius Ra of the small ring. With the
increase of Ra, the equivalent inductance La of the patch
itself increases, the resonant frequency decreases, and
the slope decreases slowly. When Ra=5.5 mm, the res-
onant frequency is closest to the center frequency, and
the reflection phase bandwidth is larger. Figure 6 (d)
shows the curve of the AMC reflection phase with the
radius Rb of the large ring. With the increase of Rb,
the equivalent gap capacitance Ca increases, the resonant
frequency decreases and the in-phase reflection phase
bandwidth decreases. When Rb=7.4 mm, the frequency

(a) (b)

(a) (b)

Fig. 6. The influence of different parameters on AMC
reflection phase.

corresponding to the 0◦ reflection phase appears at 5.5
GHz, so the value of the parameter Rb is finally chosen
to be 7.4 mm. Thus, the resonant frequency of this AMC
can be adjusted by changing the values of hamc, Ra, Rb,
and a.

Figure 7 shows the overall structure of the dipole
antenna loaded with AMC. The AMC is located 2 mm
below the crossed dipole antenna, the total height of the
antenna is 5.016 mm, and it is about 0.09λ 0 at 5.5 GHz.
After simulation and optimization, the final dimensions
of the proposed dipole antenna are listed in Table 1.

(a)

(b)

Fig. 7. The overall structure of the antenna: (a) top view
and (b) side view.
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Table 1: Dimension of the proposed dipole antenna (unit:
mm)
Parameter Value Parameter Value Parameter Value

L 50 R1 2.4 S 15
W1 6 L1 7.2 Ra 4.5
W2 0.6 L2 14 Rb 7
W3 3.5 L3 5.4 a 1.8
W4 3 L4 3 H 4

hamc 2

IV. CROSS DIPOLE ANTENNA WITH AMC

In order to verify the performance of the antenna,
a low profile dual-polarized antenna loaded with AMC
is fabricated, as shown in Fig. 8. Figure 9 is the simula-
tion and measured S-parameter diagram, and the mea-
sured results are in good agreement with the simula-
tion results. The common impedance bandwidth is 4.75-
6.12 GHz (25.2%), and the isolation is less than -14 dB.
Figure 10 shows the simulation and measured gain and
radiation efficiency of the antenna. The radiation effi-
ciency exceeds 83% in the frequency band, and the max-
imum peak gain reaches 10.6 dB. At the central fre-
quency, the gain of 5.5 GHz reaches 9.46 dBi. Good
radiation characteristics are maintained in the whole fre-
quency.

In order to verify the effectiveness of the AMC
structure, the cross dipole antenna Ant-AMC loaded with
AMC is compared with the cross dipole antenna Ant-
PEC loaded with PEC. PEC reflector and AMC reflec-
tor have the same size, both of which are 60 × 60 mm,
and the distance from both to the cross dipole radiator
is 2 mm. The vertical and horizontal polarized radia-
tion patterns of this antenna at 4.8 GHz, 5.5 GHz and
6 GHz are given in Fig. 11. From the figure, it can be
seen that the antenna achieves good forward radiation
with both the back lobe less than -10 dB and the cross-
polarisation less than -20 dB. The spatial radiation pat-
terns are slightly asymmetric, which is mainly due to
the asymmetric placement of the feed position and the

(a) (b)

Fig. 8. Fabricated antenna loaded with AMC: (a) overall
structure drawing and (b) dipole patch layer.

Fig. 9. Simulated and measured result of S-parameters.

Fig. 10. Simulated and measured result of gain and radi-
ation efficiency.

current imbalance between the two arms of the dipole
caused by the coaxial feed. Figure 12 shows the com-
parison results of different antennas in S11, S22, gain
and radiation efficiency (Port 1). The specific values are
listed in Table 2.

At the central frequency point, the antenna is
improved from PEC loaded structure to AMC loaded
structure, and the section size of the antenna is reduced
from 0.13 to 0.09. With the profile height is reduced to
0.09λ 0, the S-parameter curve deteriorates sharply in the
required frequency band, and the gain and radiation effi-
ciency under horizontal polarization mode also decrease
accordingly.

It can be seen from Table 2 that the peak gain of the
three antennas when excited at Port 1 has little change.
After the introduction of AMC structure, it can be seen
from Fig. 12 (c) that the antenna gain is significantly
improved in the whole operating frequency band. At the
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(a) (b)

(c) (d)

(e) (f)

Fig. 11. Measured radiation patterns: (a) Port 1 -4.8 GHz,
(b) Port 1 -5.5 GHz, (c) Port 1 -6 GHz, (d) Port 2 -4.8
GHz, (e) Port 2 -5.5 GHz, and (f) Port 2 -6 GHz.

(a) (b)

(c) (d)

Fig. 12. Performance comparison results: (a) S11, (b) S22,
(c) gain total, and (d) radiation efficiency.

Table 2: Comparison results of different antennas
Antenna Port 1

BW/GHz

Port 1

BW/GHz

Port 1

Peak

Gain/dBi

Efficiency

(%)

0.13λ 0
Ant-
PEC

5.36-5.67 5.25-5.52 10 60-94

0.09λ 0
Ant-
PEC

- - 8 35-65

0.09λ 0
Ant-
AMC

4.77-6.23 4.66-6.16 10.3 80-99

same time, the radiation efficiency curve of the antenna
loaded with AMC is also above the others. Through per-
formance comparison, it is found that the AMC struc-
ture proposed in this paper can significantly reduce the
profile height of the antenna, improve the working band-
width of the antenna, and enhance the gain and radiation
efficiency of the antenna.

Table 3 shows the comparison results of the work-
ing bandwidth and profile height between the antenna
designed in this paper and the existing AMC based dual-
polarized antenna. Compared with [6], [12] and [13], the
proposed dual-polarized antenna has wider bandwidth,
but the profile is higher than that of [13]. Compared with
[6], [12], [13], and [14], the dual-polarized antenna pro-
posed in this paper has higher gain.

Table 3: Comparison of the antenna with some existing
work

Ref. Bandwidth Height

(λ 0)

Peak Gain

(dBi)

[6] 11.4% 0.21 7
[12] 15.6% 0.09 7.2
[13] 11.7% 0.06 7.2
[14] 20.5% 0.056 4.25
Pro. 25.2% 0.09 10.6

V. CONCLUSION

In this paper, a broadband dual-polarized coupling
feed dipole antenna based on artificial magnetic con-
ductor is designed, optimized and analyzed. The pro-
file height of the proposed dual-polarized dipole antenna
is 0.09λ 0, and the antenna uses coupling feed to excite
the dipole radiation patch, and the impedance bandwidth
reaches 25.2%. The proposed antenna has the advantages
of dual-polarization, low profile, broadband. It has great
application potential in C-band radar communication and
satellite communication.
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Abstract – In this paper, we present a dual-polarized
broadband low side lobe array designed for operation in
the Ku-band. The antenna array operates within the fre-
quency range of 14.0 GHz to 15.2 GHz, covering a band-
width of over 8%. To realize this wide operational fre-
quency, we have selected broadband microstrip antenna
elements as the units of the array. In order to fulfill the
demanding criteria of broadband performance and low
sidelobe characteristics, we introduce a broadband low-
sidelobe feeding network based on a directional coupler
design. This feeding network ensures connectivity with
the antenna units, resulting in a voltage standing wave
ratio (VSWR) < 2 within the 14.0 GHz to 15.2 GHz fre-
quency range. Furthermore, our antenna array achieves
an array gain exceeding 21 dBi and keeps array side-
lobes below -20 dB across the entire operating frequency
band. Our research breakthrough addresses the critical
design challenge of creating large-scale array antennas
that combine broadband capabilities with high gain and
minimal sidelobe interference.

Index Terms – broadband low sidelobe, dual-
polarization, high-isolation, multi-layer.

I. INTRODUCTION

In recent years, the rapid advancement of elec-
tronic information technology has ushered in a com-
pelling demand for enhanced antenna performance.
Conventional single antennas are often inadequate in
meeting the evolving requirements of modern electronic
systems, which necessitate higher gain and broader
bandwidth coverage. To address these challenges, array
antennas have emerged as a prominent solution due
to their ability to deliver increased gain. In addition
to heightened gain, array antennas possess the distinct
advantage of offering reduced sidelobes. The reduction
in sidelobe radiation is of paramount importance in con-
temporary electronic systems, especially in the face of
ever-growing electromagnetic complexity. Lower side-
lobes equate to improved anti-interference capabilities,
which are increasingly critical in ensuring the reliable
operation of electronic systems within our intricate and
crowded electromagnetic environment.

In the realm of synthetic array networks, there exist
two predominant feeding configurations: series feed and
parallel feed. Both configurations can achieve low side-
lobe distributions through differential amplitude power
divisions [1–2]. Arrays that utilize a series feed configu-
ration present notable advantages such as high efficiency
and structural simplicity. Nonetheless, intrinsic limita-
tions in their feed structures typically confine them to
a working bandwidth of less than 3% [3–7]. For appli-
cations necessitating broader bandwidths, it becomes
imperative to employ a composite network that utilizes
parallel feeding mechanisms [8–12]. Yet, as the scale of
the array expands and sidelobe constraints become more
stringent, the imperative to meet specified power ratios
demands the use of T-type power dividers with larger
power divisions. Notably, these T-type power dividers,
when designed for larger power ratios, inherently possess
wider microstrip line widths. This presents a significant
design challenge and often results in compromised sta-
bility. Consequently, the realization of a wideband, high-
gain, low-sidelobe array remains an intricate task.

Aside from the synthesis network with low side
lobes for broadband, the broadband antenna unit has also
become a key device. As resonant antennas, microstrip
antennas inherently lack broadband characteristics due
to their physical features. Traditional methods to widen
the bandwidth, such as increasing thickness, coupling
feed, and adding parasitic units, have proven effective.
However, with the recent in-depth research on the reso-
nant technology of microstrip antennas, multi-mode has
emerged as a new method to effectively widen the band-
width [12–18]. This approach can achieve various novel
effects, such as achieving broader characteristics at a
lower profile and manipulating radiation patterns.

In this paper, we introduce a high-power spe-
cific power divider designed around a directional cou-
pler. This novel design attains a directional bandwidth
exceeding 8%, maintains a sidelobe suppression of less
than -25 dB within the operational frequency range, and
exhibits an array gain surpassing 21 dB. Consequently,
it enables the realization of a wideband, low-sidelobe,
high-gain array, holding significant importance.
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II. GEOMETRY AND WORING PRINCIPLE

The schematic representation of the antenna’s over-
all structure is presented in Fig. 1. This high-gain, wide-
band, and low-sidelobe antenna array comprises a dual-
polarized antenna array integrated with a wideband, low-
sidelobe synthesis network. The inter-element separation
in the array is set at 14 mm, resulting in a compact array
with overall dimensions measuring 220×62 mm.

In order to extend the operational bandwidth of
the microstrip antenna, a coupling feeding technique is
employed within the antenna’s radiation layer. Fabri-
cation of the antenna, as well as the dual-polarization
wideband, low-sidelobe array feed network, is achieved
through the utilization of multilayer media printing tech-
nology. The antenna is printed on two layers of Rogers
4350B substrate, each with distinct thicknesses of 0.724
mm and 0.508 mm, respectively. Additionally, two lay-
ers of Rogers 4450F substrate, each 0.1 mm thick, are
utilized for adhesion purposes.

Antenna front radiating 
element layer

Vertically polarize
circuit

Horizontally polarized 
feeder networkUnit:mm

14

62 220

Y

X

Fig. 1. Configuration of the proposed dual-polarized
broadband low-sidelobe array antenna.

FR28

Rogers 3003

Rogers 4450F

Rogers 4350B

Network

Ground

Network

Radiation patch

Ground

Copper

Fig. 2. Schematic diagram of multilayer laminated struc-
ture.

To optimize gain performance, the vertically polar-
ized wideband low sidelobe feed network is fabricated
on a 0.254 mm Rogers 3003 substrate, securely affixed
between two layers of 0.1 mm FR28 substrate. In addi-
tion, the horizontally polarized wideband network is
manufactured on a 0.127 mm Rogers’s 3003 substrate,
firmly attached to a single layer of 0.1 mm FR28 sub-
strate.

In line with this construction methodology, the over-
all configuration of the wideband, high-gain, and low-
sidelobe antenna, as proposed in this paper, can be
segmented from top to bottom into distinct layers: the

antenna radiation layer, a metallic base plate, the verti-
cally polarized feed network, another metallic base plate,
and the horizontally polarized feed network. The strat-
ified composition of this multilayer board is visually
depicted in Fig. 2.

A. Analysis of wideband antenna unit

Square patches serve as radiators, and their overall
side length is illustrated in Fig. 3. Coupled feeders are
employed to expand the operational bandwidth, and feed
probes are utilized to connect the antenna radiation ele-
ments with the feed network. In order to validate the
antenna element design, simulations are conducted on
the wideband array antenna element. The simulated S-
parameters and the radiation pattern of the broadband
antenna unit are depicted in Figs. 4 and 5, respectively.

4.1

Port 1

Port 2

0.9

2.
13

0.7

Unit:mm

Fig. 3. Schematic diagram of the 2D structure antenna
unit.

B. Analysis of wideband low sidelobe network

The wideband low sidelobe synthesis network is
configured for parallel feeding, employing the Taylor
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Fig. 4. (a) Antenna unit VSWR and (b) isolation between
the dual-polarized ports.
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(a)

(b)

Fig. 5. The radiation patterns of the antenna unit at the
center frequency points: (a) Vertical polarization 14.0
GHz E plan antenna pattern and (b) horizontal polariza-
tion 14.0 GHz E plan antenna pattern.

low sidelobe distribution. To attain ultra-low side-
lobes and a heightened power ratio, the conven-
tional T-junction power splitter’s impedance conversion
section necessitates an exceedingly fine high-impedance
microstrip line, which may pose practical challenges. As
delineated in Fig. 6, we introduce a novel 16-unit wide-
band low-sidelobe synthesis network based on a two-
stage directional coupler.

To further optimize the performance of the wide-
band low sidelobe feed network and mitigate coupling
effects between transmission lines, we implement a cou-
pling elimination strategy using metal holes. The inter-
face diagram for the feed network, catering to both ver-
tical and horizontal polarizations, is presented below.
Short-circuit pins are precisely positioned at a distance
of 0.31 mm from the signal transmission lines, and the
surrounding dimensions around the feed position are also
provided.

Additionally, due to spatial constraints, feed synthe-
sis networks with differing polarizations are segregated
into distinct layers. Concurrently, the vertical polariza-
tion wideband low sidelobe feed network is positioned
as a strip line beneath the antenna array radiation layer,
while the horizontal polarization wideband low sidelobe
feed network is located as a microstrip line at the lower-
most layer.

Port 1 Port 2 Port 3 Port 4 Port 5 Port 6 Port 7 Port 8

Directional Couple

L1

W1 W2 W3 W4 W5

W12

W6 W7 W8 W9

W10 W11  
(a)

Probe Probe

Directional coupler

0.48

1.1
0.85

0.3

1.3

1.1 0.1

Rf port pad

Unit:mm

(b)

Fig. 6. Schematic diagram of half of a 16-unit syn-
thetic horizontal polarization network based on direc-
tional coupler.

Drawing upon the principles of unequal ampli-
tude power splitting and directional coupling, we have
devised a wideband low sidelobe feed network tailored
for horizontal and vertical polarization. The specific
dimensional parameters are meticulously documented in
Tables 1 and 2. It’s noteworthy that the vertical polariza-
tion feed network exhibits a comparable topology to its
horizontal polarization counterpart, albeit with distinct
width specifications, meticulously delineated in Table 2

Table 1: Value of the corresponding parameter in the hor-
izontal polarization feed network
Parameter Value (mm) Parameter Value (mm)

L1 6.28 W7 0.16
W1 0.48 W8 0.29
W2 0.27 W9 0.18
W3 0.21 W10 0.28
W4 0.29 W11 0.18
W5 0.19 W12 0.1
W6 0.31

Table 2: Value of the corresponding parameter in the hor-
izontal polarization feed network
Parameter Value (mm) Parameter Value (mm)

L1 6.28 W7 0.16
W1 0.48 W8 0.29
W2 0.27 W9 0.18
W3 0.21 W10 0.28
W4 0.29 W11 0.18
W5 0.19 W12 0.1
W6 0.31
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In pursuit of the design’s validation for the compre-
hensive low sidelobe feed network, we have undertaken
simulation and verification efforts, focusing on half of
the 16-unit low sidelobe composite network. The result-
ing S-parameter data is visually represented in Figs. 7
and 8.
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Fig. 7. Power distribution ratio of half of a 16-unit syn-
thetic horizontal polarization network based on direc-
tional coupler.
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Fig. 8. Power distribution ratio of half of a 16-unit syn-
thetic horizontal polarization network based on direc-
tional coupler.

The wideband low sidelobe feed network, utiliz-
ing a directional coupler, exhibits consistent and stable
power distribution ratios across a broad bandwidth. This
facilitates the realization of high-gain, wideband, low
sidelobe technology. Notably, the achieved power distri-
bution ratio effectively adheres to the amplitude distribu-
tion specifications prescribed by the Taylor distribution.
Moreover, it maintains consistent phase characteristics

over the wide frequency spectrum, highlighting its poten-
tial for broadband low sidelobe performance. It’s worth
noting that the design principles governing the verti-
cal polarization wideband feed network closely parallel
those of the horizontal polarization network.

C. Analysis of wideband low sidelobe network

By analyzing both the microstrip radiation unit and
the broadband low sidelobe feed network, the combined
effect of the distributed amplitude-phase characteristics
of the broadband low sidelobe feed network enables
the microstrip radiation unit to exhibit high-gain, broad-
band, low sidelobe characteristics within the specified
frequency band.

III. RESULTS AND EXPERIMENTAL
VALIDATION

Based on the operational principles of the antenna
unit and the low sidelobe feed synthesis network, the
connection of the antenna to the feed network via the
feed probe yields a synthesized beam for the array. This
beam exhibits a low sidelobe direction pattern across
a broad spectrum. To rigorously validate the aforemen-
tioned design, comprehensive simulations and process-
ing of the array antenna are performed.

Figure 9 shows a photograph of the prepared
antenna, while Fig. 10 illustrates the measurement envi-
ronment utilized during the antenna testing process. The
initial evaluation of the proposed antenna involves both
simulation and voltage standing wave measurements,
as presented in Fig. 11. Notably, the simulation results
closely align with the measured data, demonstrating
good agreement.

       

Fig. 9. Photograph of the fabricated antenna in Fig. 1.

Fig. 10. Photograph of measuring the fabricated antenna
in Fig. 1.
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Fig. 11. Simulation and measurement of wideband low
side lobe array antenna voltage standing wave ratio.

Furthermore, the measured results indicate that the
antenna possesses an impedance bandwidth (VSWR <2)
of approximately 8%, spanning the frequency range from
14 GHz to 15.2 GHz. Within this frequency band, side-
lobes are effectively suppressed to levels lower than -
25 dB. The radiation patterns of the proposed wideband,
low sidelobe array antenna are visualized in Fig. 12. In

(a) (b)

(c) (d)

(e) (f)

Fig. 12. Continued.

(g) (h)

Fig. 12. (a) horizontal polarization radiation pattern of
the antenna array at 14.0 GHz in XOY plane, (b) hori-
zontal polarization radiation pattern of the antenna array
at 15.2 GHz in XOY plane, (c) horizontal polarization
radiation pattern of the antenna array at 14.0 GHz in
XOZ plane, (d) horizontal polarization radiation pattern
of the antenna array at 15.2 GHz in XOZ plane, (e) ver-
tical polarization radiation pattern of the antenna array
at 14.0 GHz in XOY plane, (f) polarization the radiation
patterns of the antenna array at 15.2 GHz in XOY plane,
(g) vertical polarization radiation pattern of the antenna
array at 14.0 GHz in XOZ plane, and (h) vertical polar-
ization radiation pattern of the antenna array at 15.2 GHz
in XOZ plane.

this figure, subfigures (a) and (b) depict the 14 GHz ver-
tical polarization YOZ-plane radiation pattern, (c) and
(d) illustrate the 14GHz vertical polarization XOZ-plane
radiation pattern, while (e) and (f) portray the horizontal
polarization YOZ-plane radiation pattern at 15.2 GHz.
Additionally, (g) and (h) exhibit the horizontal polariza-
tion XOZ-plane radiation pattern. These visualizations
underscore the antenna array’s capacity to maintain ultra-
low sidelobes over a broad bandwidth, with high consis-
tency observed between antenna testing and simulation
results.

Moreover, it’s important to note that the antenna
achieves a maximum gain exceeding 21 dB within this
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Fig. 13. Simulation and measurement gain of proposed
array antenna.
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operational frequency band, and this gain behavior in
both simulation and testing is depicted in Fig. 12.

In addition, the array antenna exhibits a gain of over
20 dB within the 14 GHz-15.2 GHz frequency range.
The measurement results closely align with the simula-
tion outcomes, demonstrating a strong correspondence
between them.

Finally, Table 3 presents a comprehensive summary
of performance metrics for various antenna arrays. The
data reveals that this antenna configuration attains a
broader bandwidth while operating at a high-gain con-
dition compared to previous research efforts.

Table 3: Comparison with previous
Ref. Gain

(dB)

Sidelobe

Level

(dB)

Bandwidth Feed

Network

Mode

Radiation

Efficiency

Array

Size

[1] 16.0 -24.2 1% Series 67.0% 1×26
[2] 9.0 -26.0 13% Parallel Less than

50%
1×6

[3] 20.0 -28.0 1% Series Unknown 16×8
[4] 13.0 -28.0 < 1% Series 75% 3×3
[5] 19.0 -23.0 < 1% Series Unknown 8×8
[6] 23.0 -20.0 < 1% Series 85% 2×24
[7] 22.0 -20.0 2% Series Unknown 6×8
[8] 14.0 -20.0 22% Parallel 45.1% 1×8
[9] 15.4 -18.0 23% Parallel 50.0% 1×8

[10] 15.5 -18.6 18% Parallel Unknown 1×8
[11] 15.3 -30.0 14% Parallel Unknown 4×4
[12] 15.2 -19.2 46% Parallel Unknown 1×8
Prop. 21.0 -25.0 8% Parallel >72% 16×4

IV. CONCLUSION

In this paper, a novel dual-polarized broadband
low-sidelobe array antenna is proposed, in which the
antenna elements are integrated with a novel direc-
tional coupler-based broadband low-sidelobe synthesis
network through a multilayer board process. Over 21 dB
of gain and less than 25 dB of side lobes can be achieved
in over 8% of the bandwidth.
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Abstract – This work proposes a spiral filter-based
diplexer antenna for dual-band full-duplex 5G appli-
cation in C-band. The shared radiator is formed by
a cross-shape Yagi-Uda antenna. The dual-band full-
duplex characteristic is obtained by applying a diplexer
with two different band-stop filters (BSFs) based on
a high-order rectangular spiral-shaped open-stub filter.
The proposed diplexer antenna is suitable for mod-
ern 5G full-duplex communication system applications
with a small frequency ratio and high isolation between
two ports by applying a Wilkinson power divider. The
diplexer antenna is designed, fabricated, and measured,
showing good performance of channel isolations of 27
dB/23 dB and the antenna gain of 4.7 dBi/4.2 dBi at two
operation bands from 3.56 GHz to 3.68 GHz and from
3.72 GHz to 3.83 GHz covering the required 100 MHz
maximum bandwidth in C-band while its frequency ratio
is only 1.04.

Index Terms – Bandstop filter, diplexer antenna, dual-
band antenna, full duplex, small frequency ratio.

I. INTRODUCTION

Full-duplex communication allows a device to trans-
mit and receive signals at the same time. It can poten-
tially increase capacity of the system and contribute to
minimize the latency [1]. In the terminal devices, the
full-duplex antenna enables transmitting and receiving
signals using a shared radiator-based antenna. However,
the main challenge in the full-duplex antenna is the inter-
ference between the transmitter (Tx) and receiver (Rx)
when they operate at the same time on the same fre-
quency band or close frequency bands [2, 3]. It has
been receiving many studies to solve this problem [4–
9]. In [4], a duplexing antenna is developed and denoted
based on a dual-band slot antenna. The bandwidths are
6.2% and 11%, with a frequency ratio of 1.48, defined

by the high band’s center frequency divided by the low
band’s center frequency. The isolation between Tx and
Rx is higher than 20 dB. A dual-port dual-band antenna
with an integrated duplexer and filter working at 4.3
GHz and 6 GHz was proposed in [5]. The proposed
antenna showed a high isolation of 30 dB with a fre-
quency ratio of 1.39. However, it required three sub-
strates, leading to a complex design process. In [6],
the dual-band patch antenna is achieved by coupling a
square patch with a hairpin resonator through a slot in
the ground, and the frequency ratio is just 1.14. How-
ever, these structures are complex, with high insertion
loss because they used the resonators for higher-order
filters. In addition, multi-substrates lead to high-cost fab-
rication processes. In [8], a highly integrated dual-band
duplex antenna for the base station was proposed using a
cross-dipole antenna. The diplexer with a band-pass fil-
ter was integrated with a balun, which coupled a quarter-
wavelength resonator operating at 3.5 GHz and 4.9 GHz,
respectively. However, the isolation between two fre-
quency bands is just 20 dB with a frequency ratio of 1.4.
In [9], a low-profile single-layer duplex-filter antenna
using a SIW-based cavity resonator was presented. Dual-
band characteristics can be controlled by the slot-cum-
loaded vias that half-mode SIW realized. Although it
realized a small frequency ratio of 1.08, the isolation is
just 21 dB. In most existing literature, the antenna and
diplexer are integrated into a single inseparable module,
namely a duplex antenna for more compact with small
dimensions and high selectivity [5, 6, 10, 11]. However,
they use high-cost substrates and multi-layers. Besides,
these structures are more suitable for patch antenna
applications.

One band that has proven particularly highly con-
tested is the C-band, parts of which have been iden-
tified by the International Telecommunications Union
for International Mobile Telecommunications (IMT)
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services, more commonly called 5G in the 3.6 GHz band
and fixed satellite service (FSS) earth stations operating
in an adjacent frequency band of 3.8 GHz [12]. These
two close bands may cause significant interference in
designing a dual-band antenna for C-band full-duplex
applications.

To overcome all these limitations, in this work, we
propose a novel planar diplexer antenna with a minimal
frequency ratio of 1.04 for dual-band full-duplex applica-
tion in C-band. The diplexer antenna combines a diplexer
and a wideband antenna element in a single layer for low-
cost fabrication. Firstly, we design a wideband dipole
antenna. Then, a diplexer is proposed using a Wilkin-
son power divider with two high-order spiral open stub
filters to obtain high isolation between two close fre-
quency bands. Note that using a diplexer will decrease
the operating bandwidth, but the proposed antenna still
covers the required 100 MHz bandwidth in C-band [13].
The contribution of the proposed work is as follows: (i)
The Tx and Rx channels share a single Yagi-Uda antenna
structure, making them more compact and flatter than
separate radiation parts. (ii) The bent diplexer is pre-
sented with a compact size, adjustable frequency ratio by
changing the stub length, and high Tx/Rx isolation. To
the best of our knowledge, no dual-band antenna struc-
ture for complete duplex application in the open litera-
ture has a smaller frequency ratio than this work.

II. DIPLEXER ANTENNA DESIGN
A. Antenna element design

The initial dipole antenna is designed at the cen-
tral frequency of 3.7 GHz, as antenna 1 in Fig. 1. The
antenna evolution using V-arms dipole is shown in Fig. 1.
To extend the bandwidth, the second dipole is added
and rotated at an angle of 90

◦
with the first two arms

of the initial dipole, namely V-arms. The proposed V-
arms-shaped dipole antenna uses an integrated J-shaped
balun. The gap between the two lines and the length of
the balun’s shorted line are critical factors in adjusting
impedance matching between a V-arms-shaped dipole
and a J-shaped balun as antenna 3.

Fig. 1. Evaluation process of the antenna design.

The bandwidth expansion ability of the proposed
structure is described through the reflection coefficient

Fig. 2. Simulated S11 of three design steps.

(a) (b)

Fig. 3. Electric field distribution of the proposed antenna
at the metal-dielectric interface: (a) 3.5 GHz and (b) 3.9
GHz.

in Fig. 2. As can be seen, the bandwidth increases 10%
from 13.2% to 23.2%.

As shown in Fig. 3, the E-Field of the lower band is
mostly determined by the two upper arms and the lower
right arm. On the other hand, the E-Field distribution of
higher frequencies is mainly created by the left V-arm
and the gap between two V-arms.

To enhance the antenna’s gain up to 6 dBi, two
directors are placed above the V-arms according to
the Yagi-Uda antenna principle. The geometry of the
printed dipole antenna using Roger 4003C substrate
(h= 0.8 mm, εr= 3.55, and tanδ = 0.0027) is shown in
Fig. 4. Figure 5 (a) shows the simulated and measured
results of the proposed printed V-arms dipole antenna
and the gain simulation and measured result. It was
found that there is an agreement between the simu-
lated and the measured reflection coefficient. The simu-
lated bandwidth of the proposed V-arms shaped dipole is
17.7% (3.45-4.12 GHz), and the measured result is 19%
(3.41-4.13 GHz), respectively, fully cover the sub-6 5G
frequencies band. The simulated gain of the proposed
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Fig. 4. Proposed antenna element (all dimensions are in
mm).

(a)

(b)

Fig. 5. (a) The simulated and measured S11 result of a V-
arms dipole antenna and antenna gain and (b) radiation
pattern at 3.7 GHz.

antenna is 5.64-6.64 dBi, while the measured value is
4.9-6 dBi over the operating bandwidth. The simulated
radiation pattern is well matched with the measured one
at the center frequency of 3.7 GHz, which indicates a

directional radiation like a traditional Yagi Uda antenna,
as in Fig. 5 (b). The half-power beam widths (HPBWs)
are 122

◦
and 75

◦
in the E- and H-plane, respectively.

B. Diplexer design

A diplexer typically comprises two microwave
bandpass filters (BPFs) at distinct center frequencies, and
it was studied in the early 1960s by Matthaei et al. [14].
The desired diplexers are compact, low-cost, high iso-
lation, planar and easily integrated into transceiver cir-
cuits [15–19]. In [15], a hairpin line diplexer with two
wideband band-pass filters and high isolation was pro-
posed. It comprises a T-junction connecting with two
5th-order hairpin line wideband band-pass filters oper-
ating at two bands of 3.1-4.9 GHz and 6.2-9.7 GHz.
However, the isolation between the two channels is just
20 dB and poor S11 of -10 dB in the lower band. The
hairpin line diplexer has considerable size and complex-
ity limitations in design. In [17], a novel diplexer was
proposed, which comprises two pairs of open-loop ring
resonators with different resonant frequencies to couple
with three microstrip lines of different lengths. However,
its insertion loss is 2.73/3.68 dB, leading to low diplexer
efficiency. Although numerous diplexers have been pro-
posed, most focus on a large frequency ratio. However,
for most modern 5G terminal devices, the TX and RX
bands are incredibly close to each other. Thus, high iso-
lation is challenging. This section proposes a compact,
simple, high isolation design with a frequency ratio of
nearly 1.0.

The proposed diplexer consists of two spiral-shaped
filters working at two center frequencies of 3.6 GHz and
3.8 GHz, as shown in Fig. 6 (a). Because these two fre-
quencies are close, applying BSFs instead of band-pass
filters is more appropriate. The desired diplexer requires
two narrow-operating bands to let the 3.6 GHz center fre-
quency pass through and block the 3.8 GHz frequency
and vice versa to other ports. Therefore, we use two high-
order rectangular spiral-shaped open stubs for BSFs. The
equivalent circuit of BSFs is shown in Fig. 6 (b). The
open stub is equivalent to a serial Ls−Cs circuit. Ls and
Cs represent the inductance and the capacitance of the
open stub, respectively. The ohmic loss is represented
by a serial resistor Rs that is inserted next to the induc-
tor since the conductive material is non-ideal. The center
stop-band frequencies fg are calculated by the inductor
and the capacitor of the open stub, which can be adjusted
by stub length. When the size of the open stub increases,
the inductance Ls and the capacitance Cs become larger,
resulting in a decrease in fg. The stub width is an essen-
tial factor to adjust the impedance matching of Port 3’ to
Port 3.

BSF is formed by Lsp= (2n+1)λs/4 open stub hav-
ing narrow bandwidth and excellent selectivity (Lsp is
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(a)

(b)

Fig. 6. (a) Proposed diplexer (all dimensions are in mm)
and (b) equivalent circuit of an m-order rectangular spiral
shape open-stub.

the stub length). The filter’s bandwidth can be obtained
as follows [20]:

BW =
Δ f
fs

=
1

2n+1
, (1)

where λs is the wavelength of the stopband fs in the
dielectric substrate. n is a natural number represent-
ing the filter level. When n gets higher, the bandwidth
becomes narrower. The stub length is carefully chosen
depending on n and λs. To the best transmittance of ft ,
the desired transmission frequency, and the best reflec-
tion of the stopband fs, the best chosen n is calculated as
follows:

n =
1
4

(
fs + ft
| fs− ft | −1

)
. (2)

The operating frequency of the diplexer depends on
n, as shown in Fig. 7. For instance, if the blocked fre-
quency is 3.6 GHz and the desired transmission fre-
quency is 3.2 GHz, n and the stub length, according to (2)
will be 4 and 9λ s/4 for the best performance (as shown

(a)

(b)

Fig. 7. Simulated S-parameters of diplexer at different
values of n: (a) S11 and (b) S21.

in Fig. 4, solid black line). This type of diplexer can con-
trol the frequency ratio between ft and fs, even if the fre-
quency ratio is very close to 1, and it can be suitable for
controllable dual-band transceiver or dual-band antenna
applications and full-duplex applications. In this work,
the diplexer operates at 3.6 GHz and 3.8 GHz, so n is
selected as 9 and each stub length is chosen Lsp= 19λ s/4
for the best selectivity and rejection. With two long stubs,
the overall size of the diplexer is bulky. It is crucial to
miniaturize the stub size for a more compact diplexer.

Many previous works proposed various methods to
miniaturize the size of the RF circuit [21, 22]. In this
work, to reduce the total size, we proposed a bending
method to turn the stubs into a rectangular spiral shape,
as shown in Fig. 3 (a). The length of the rectangular spi-
ral stub is calculated based on the arithmetic progression
as follows:

Lsp = 8md +4m2w+4m(m−1)gap, (3)
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where m is the number of turns, w is the width of the
stub, and gap is the distance of two turns. d is the length
of starting coil as shown in Fig. 6 (a).

The dimensions of the rectangular stub are cho-
sen with m= 4 for compactness and good matching. w,
d, and gap are optimized by numerical optimization.
After completing the design of two filters based on 4-
order open spiral stubs, they are connected to the V-
arms dipole antenna through a Wilkinson power divider
to form a diplexer. A Wilkinson power divider whose
resistor is 100Ω is used to enhance the isolation between
two ports. As shown in Fig. 6 (a), a diplexer prototype is
fabricated with the dimension of 1.3λ0×1.9λ0 which is
19 times smaller than the original stubs, where λ0 is the
wavelength of the center frequency in the substrate.

Figure 8 illustrates the simulated and measured S-
parameters of the proposed diplexer. The diplexer shows
a good filtering performance in the operating frequency

(a)

(b)

Fig. 8. Simulated and measured S-parameters of the pro-
posed diplexer: (a) S12 and S13 and (b) S23.

bands. Port 2 shows the S21 at 3.6 GHz with -20 dB and
3.8 GHz with -1.9 dB of insertion loss, whereas Port 3
shows the S31 at 3.8 GHz with -21 dB and 3.6 GHz
with -1.75 dB of insertion loss, respectively. The agree-
ment of the simulation and measurement indicates that
the diplexer has good band rejection and in-band trans-
mission, except for a little frequency shift due to the fab-
rication tolerances and soldering technique. It also has
good isolation of less than -20 dB in the 3.6-3.8 GHz
band. The highest isolation reaches -30 dB at 3.64 GHz
and -27 dB at 3.78 GHz. To our knowledge, this is
the first time a diplexer with a frequency ratio below
1.05 has been proposed. The above results prove that
the diplexer has a good performance and is suitable for
full-duplex applications with two close frequency bands.
The diplexer and antenna are then integrated to form the
diplexer antenna. Because the bandwidth of the V-arms
dipole antenna fully covers the bandwidth of the pro-
posed diplexer, the proposed antenna has no extra 50 Ω
connector or transmission line, which avoids additional
insertion loss due to the imperfect connection, as shown
in Fig. 9.

Fig. 9. Fabricated proposed antenna.

III. RESULTS AND DISCUSSION

Figure 10 presents the simulated and measured S-
parameter of the proposed diplexer antenna. The antenna
has two operating bands excited by two corresponding
ports (or two channels). The measured results agree well
with the simulated results showing a bandwidth of 3%
(3.72-3.83 GHz) in measurement and 3.3% (3.78-3.86
GHz) in simulation for channel-1 and a bandwidth of
3.3% (3.563.68 GHz) in measurement and 3.3% (3.57-
3.7 GHz) in simulation for channel-2, covering the C-
band for 5G and satellites, respectively. The achieved
frequency ratio is 1.04. The two operating bandwidths
are narrow because of two BSFs with higher order mode
according to equation (1).
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(a)

(b)

Fig. 10. Simulated and measured S-parameter of the
diplexer antenna: (a) S11 and S22 and (b) S21.

As shown in Fig. 10 (b), the antenna exhibits
high isolation with the measured S21 up to -27 dB at
3.61 GHz and -23 dB at 3.8 GHz. It also has good isola-
tion of less than -20 dB in the operation band. Figure 11
shows the radiation patterns at 3.6 GHz and 3.8 GHz
with a good agreement between simulation and measure-
ment. At 3.6 GHz, the half-power beam widths (HPBWs)
are 125

◦
and 55

◦
in the E-plane and H-plane, respec-

tively. The patterns also maintain slightly similar shapes
within the operating bandwidth, when HPBWs of 72

◦

and 65
◦

are yielded at 3.8 GHz.
To provide a clearer understanding of the ability of

frequency selectivity in two adjacent frequency bands of
the antenna, the antenna gain is simulated and measured,
as shown in Fig. 12. The results show that the antenna
maintains high gains in the transmission bands and
achieves near-null radiation at the stopbands. Although
the gain of the diplexer antenna decreases compared
to the antenna element, it maintains a small difference
between the measured gain of 4.2-4.7 dBi and the simu-
lated gain of 4.6–5.7 dBi.

(a) (b)

Fig. 11. Simulated and measured radiation pattern of
diplexer antenna: (a) 3.6 GHz and (b) 3.8 GHz..

Fig. 12. Simulated and measured gain of proposed
diplexer antenna.

The related diplexer antennas are summarized in
Table 1. In [4], the proposed duplexing antenna has high
gain and compact compared to other works, but a high
frequency ratio (FR) and lower isolation are reported.
[6, 7] proposed a compact duplexing antenna and low
frequency ratio, but using a two-layer substrate can lead
to a high-cost and complex fabrication process. In addi-
tion, the proposed antenna in [6] can change the fre-
quency ratio by modifying the foam thickness between
two substrates, which results in a bulky system if the
frequency ratio comes to 1. In [9], a low-profile single-
layered duplex-filtenna scheme was proposed by using
two feeds, and a common substrate integrated waveg-
uide (SIW) cavity. Although the antenna used a high-
cost substrate and SIW technique, the proposed antenna
has the same results as our proposed antenna. Compared
with the related works, the proposed solution is signif-
icant in terms of high isolation at the lowest frequency
ratio (1.04). Note that the smaller the frequency ratio, the
more challenged the high isolation level. Our diplexer
antenna uses a single layer of Roger 4003C substrate,
which is low-cost for fabrication, while all related works
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Table 1: Comparison between this work and related
works

Ref. Freq./FR Subs. Gain Iso.

[4] 3.5/5.2,
1.48

RT/Duroid
5880 single

4.67/6.3 20.3

[6] 1.8/2.045,
1.14

Roger 4003C
double

7/7.2 21/35

[7] 4.1/4.9,
1.19

RT/Duroid
5880 double

4.3/4.8 25/23

[9] 8.75/9.4,
1.08

RT/Duroid
5880 single

4.48/4.6 21.5/29.7

This
work

3.6/3.8,
1.04

Roger 4003C
Single

4.6/4.1 27/23

use double layers or a high-cost substrate of Duroid
5880. Moreover, the proposed diplexer can easily change
the frequency ratio by modifying the stub length. In addi-
tion, the two ports are close to each other and enable easy
connection to the transceiver in most terminal devices.

IV. CONCLUSION

In this paper, we propose a spiral filter-based
diplexer antenna with low-cost, small frequency ratio,
high isolation, and high selectivity advantages. The dual-
band characteristics with a frequency ratio of 1.04 are
achieved using a single printed V-arms dipole antenna
integrated with the diplexer based on high-order rect-
angular spiral-shaped open-stub filters. The proposed
diplexer exhibits good filtering performance, which
could be used in an integrated RF front-end with reduced
complexity, cost, and size with a small and flexible fre-
quency ratio. By changing the length of the stub, the fre-
quency ratio of the diplexer and the proposed antenna is
easily adjustable, and the bandwidth of the in-band fre-
quency selectivity and out-of-band rejection is adjusted.
In addition, our proposed model may find potential uses
in C-band full-duplex applications for 5G and satellites.
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Abstract – With the development of highly integrated
technology, a large number of satellites have been
launched into synchronous orbit, saturating the number
of satellites in these orbits. As a result, there has been
a substantial increase in demand for near-Earth orbit
satellites. However, due to their proximity to Earth, the
location of these satellites rapidly drifts in free space.
To maintain the received and transmitted signals within
range, the ground antenna must track the satellites imme-
diately. Therefore, near-Earth orbit satellite tracking has
become a key technology in satellite communication
research. In order to further improvement, we propose
a new type of electronic beam squinting (EBS) tracking
feed. In this paper, we will conduct both theoretical and
experimental analyses of this EBS feed.

Index Terms – electronic beam squinting(EBS) system,
near earth orbit satellites tracking technology, reconfig-
urable EBS feed.

I. INTRODUCTION

The electronic beam squinting (EBS) technique [1]
was investigated in the 1980s. By applying electronic
switching technology, the EBS tracking system [2] could
effectively perform real-time spatial measurements of
the tracking signal [3]. This pseudo-real-time amplitude
sensing system enables almost real-time derivation of the
tracking error, and its accuracy is comparable to that
of a single-pulse system. Additionally, only a simple
single-channel tracking receiver is required to receive the
signal.

In this work, we propose a reflective reconfigurable
EBS feed to replace the traditional feed in the EBS sys-
tem. The reflective EBS feed is a type of TE21 mode cou-
pler typically employed in precision tracking [4-10]. To
ensure the tracking sensitivity and accuracy, it is essen-
tial to extract the TE21 mode signal as efficiently as pos-
sible while suppressing the TE11 mode by at least 40
dB. A common design for achieving this is the applica-
tion of a 48-holes or 32-holes Bessel distribution cou-
pler. In our work, we select the 32-holes coupler to
excite a porous coupling in the reflective reconfigurable
EBS feed.

The theory of waveguide coupling was extensively
researched by Miller in the 1950s [11, 12]. Choung and
colleagues [13] analyzed the TE21 mode using the loose
and tight coupling mode coupler theory, providing an
empirical determination of the coupling aperture in the
Ku band equation. In the original EBS system, a slot
coupling technique was applied to excite the TE21 mode
in the primary waveguide. This slot was positioned per-
pendicular to the primary waveguide, between the pri-
mary and secondary waveguides. By adjusting the width
of the slot, the TE21 mode could be coupled from the
secondary waveguide to the primary waveguide. How-
ever, in the reflective reconfigurable EBS feed, the slot
coupler is replaced by a porous coupler, which allows
for stronger coupling while minimizing the coupling of
higher order modes. This adjustment simplifies the filter
design and improves port isolation. In consideration of
structure, the secondary waveguide is located along the
primary waveguide, effectively reducing the feed’s hor-
izontal size. This miniaturization greatly simplifies the
system.

The reflective reconfigurable EBS feed utilizes a
reconfigurable secondary waveguide at the reflective sur-
face to control the phase of the transmitted TE10 mode in
the secondary waveguide [14, 15]. As a result, the phase
of the TE21 mode in the primary waveguide changes,
thus modifying the phase distribution over the aperture.
So, beam direction could be changed in both the azimuth
and elevation directions, meeting the requirements of the
EBS system.

II. DESIGN OF REFLECTIVE
RECONFIGURABLE EBS FEED

In the reflective reconfigurable EBS feed, a circular
waveguide is applied as the primary waveguide, while
four rectangular waveguides are applied as the secondary
waveguides (shown in Fig. 1). By selecting appropri-
ate dimensions for the primary and secondary waveg-
uides, the equivalent phase constants of the TE21 mode
in primary waveguide and the TE10 mode in the sec-
ondary waveguide are equal. The phases of the two
modes are precisely aligned, resulting in wave superpo-
sition and achieving strong coupling as close as possible
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to 0 dB. For other modes in primary waveguide which
have different equivalent phase constants compared to
the TE10 mode, the energy cancels each other out when
coupled to the secondary waveguide. However, there is
a slight difference in the reflection coefficients between
these two modes. This is because the TE21 mode in the
circular waveguide is reflected by a smaller diameter,
while the TE10 mode in the rectangular waveguide is
reflected by reflective surface. To reduce these differ-
ences, it is necessary to adjust the size of each circular
and rectangular waveguide. Additionally, if curved fad-
ing or step transformation is used for the circular waveg-
uide aperture transformation, the length of the transfor-
mation section can be further reduced.

Primary 
waveguide Secondary 

waveguideSecondary 
waveguide

Reflective
 surface

Fig. 1. Structure of feed.

Under the reciprocity theorem of transmission and
reception, the feed can be considered as a transmission
antenna. To generate phase differences for the purpose of
shifting the phase center, a pair of coupling waveguides
and primary waveguides can be utilized. The phase dis-
tributions of the TE11 mode and the TE21 mode along
the Y-axis play a crucial role in achieving the desired
phase center shifting. In Fig. 2, a pair of coupling waveg-
uides and primary waveguides are applied to demonstrate
how phase differences are generated to make phase cen-
ter shifting.

When observing the phase distribution along the Y-
axis for the TE11 mode (shown in Fig. 3), there is no
difference in phase along the Y-axis. On the other hand,
when observing the phase distribution along the Y-axis

Port2

Port1

Port3

TE10
TE11/TE21

H
ybrid m

ode in m
ain 

w
abeguide

TE10

Fig. 2. Workflow of EBS feed.
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TE10

Primary waveguide

TE10

Secondary 
waveguide

Secondary 
waveguide

 

Fig. 3. Schematic of fields in both main/secondary
waveguide (TE11).

for the TE21 mode (shown in Fig. 4), it becomes appar-
ent that the phase is exactly opposite along the Y-axis.
This characteristic of the TE21 mode plays a critical role
in achieving the necessary phase differences required for
the phase center shifting. By using these phase differ-
ences in the TE21 mode, the phase center shifting can be
effectively realized.

In primary waveguide, the mode is mixed with TE11
and TE21 which are from port 1 and port 2/3, respec-
tively. In this hybrid mode, the direction of the beam
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TE21

TE10

Primary waveguide

TE10

Secondary 
waveguide

Secondary 
waveguide

Fig. 4. Schematic of fields in both main/secondary
waveguide (TE21).

corresponds to the phase center. Therefore, if the phase
center squints, the beam direction will also squint pro-
portionally.

To control the phase differences between the TE10
modes in a pair of secondary coupling waveguides,
different reflective surfaces are applied in each sec-
ondary waveguide. By adjusting the reflective surfaces,
the phase distribution over the aperture can be adjusted
to achieve desired phase center. After applying diodes in
different reflective surfaces, the position of these reflec-
tive surfaces is reconfigurable, allowing for precise con-
trol of the phase differences. When the phase difference
between the two secondary waveguides is 0◦, the phase
center over the aperture will be located at its geometric
center, and the TE21 modes from both secondary cou-
pling waveguides will cancel each other out. However,
when the phase difference is±180◦, the phase center will
be located at the maximum offset position, thus generat-
ing the desired beam squinting.

In 2010, Satish K. Sharma and Ashish Tuteja
designed a 3-mode feed using slot coupling. This feed
achieved a gain of about 14 dBi at the center frequency of
7.73 GHz, a maximum beam shift of±24◦ in the azimuth
and elevation direction, and a bandwidth of about 7.48-8
GHz for S11�-10 dB. However, in this work, a porous
coupling is applied to replace the slot coupling. In this
way, we could improve the isolation between each port
and accuracy of phase center control. S-parameters are
shown in Fig. 5.

From Fig. 5 we observed that significant improve-
ments have been achieved compared to the 3-mode feed
developed by Satish K. Sharma in terms of S11 and port
isolation. The S11 parameter being less than -20 dB over
the bandwidth range indicates good matching, while the
port isolation exceeding 45 dB around the center fre-
quency of 12.5 GHz demonstrates strong suppression
of the reflected TE11 mode. The port isolation improve-
ment is attributed to the strong coupling utilized in this
antenna.
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For a comprehensive analysis of the hybrid mode in
the transmission antenna, it is essential to quantitatively
analyse the magnitudes in both coupling waveguides. By
ensuring that the magnitudes in both coupling waveg-
uides are the same, the beam direction and gain can be
calculated separately for different hybrid mode ratios.
The beam direction and gain are calculated separately
in different hybrid mode ratios (shown in Fig. 6). By
systematically evaluating the influence of varying hybrid
mode ratios on these parameters, a thorough understand-
ing of the antenna’s performance under different config-
urations can be obtained.

As shown in Fig. 6, there is a direct relationship
between the difference in mode ratio, beam direction,
and gain. Specifically, the greater the difference in mode
ratio, the greater the beam direction and the greater the
drop in gain. This accentuates the importance of select-
ing an appropriate mode ratio to achieve a desirable bal-
ance between beam direction and gain. Since the beam
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Fig. 7. Simulated radiation pattern in 0◦ phase difference.

Fig. 8. Simulated radiation pattern in 180◦ phase differ-
ence.

direction corresponds to the phase center, when the beam
direction is at its maximum degree, the phase center
shifts to the maximum position. Therefore, it is critical
to carefully consider the impact of different mode ratios
on the phase center to avoid undesirable beam squinting.

In this work, in case the gain is too low, it is advis-
able to select a mode ratio of 6:4. Additionally, the sim-
ulated radiation patterns in different phases are shown in
Figs. 7–9 in the horizontal plane.

Figure 7 shows the results of 0◦ phase difference
in both E and H plane with cross-polarization. It can
be observed from Fig. 7, E plane and H are equalized
well. Figure 8 also shows the results of 180◦ phase dif-
ference in E and H plane with cross-polarization. The
main beam in H plane is 14◦. Figure 9 shows the results
of -180◦ phase difference in E and H plane with cross-
polarization. The main beam in H plane is −14◦.

Fig. 9. Simulated radiation pattern in -180◦ phase differ-
ence.

The cross-polarization isolation is greater than 40
dB in all three radiation patterns shown in Figs. 7–9, indi-
cating that cross-polarization has minimal influence on
tracking accuracy.

Furthermore, it is evident from the results that by
controlling the phase of the reflective reconfigurable
EBS feed, electronic beam shifting within ±14◦ can be
achieved. However, to achieve a larger beam shift degree,
a larger aperture may be needed, which could lead to a
decrease in aperture efficiency.

Under the reciprocity theorem of transmission and
reception, if the transmission antenna can achieve a cer-
tain angle of beam squinting, it can also receive sig-
nals within ±14◦. Table 1 provides information on other
phase differences that result in beam squinting.

Table 1: Phase difference and beam squinting
Phase

Difference

Beam

Squinting

Phase

Difference

Beam

Squinting

30◦ 4◦ 30◦ −4◦
60◦ 8◦ 60◦ −8◦
90◦ 12◦ 90◦ −12◦

180◦ 14◦ 180◦ −14◦

III. RESULTS AND EXPERIMENTAL
VALIDATION OF REFLECTIVE
RECONFIGURABLE EBS FEED

After the simulation, it is necessary to validate the
performance of the reflective reconfigurable EBS feed.
To accomplish this, the Voltage Standing Wave Ratio
(VSWR) of the antenna is measured using a vector net-
work analyzer. Additionally, the radiation patterns of the
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antenna at ±180◦ phase differences are measured in a
microwave measurement darkroom at Xi’an University
of Electronic Science and Technology. The antenna far
field measurement system used for this purpose was XD-
2. For reference, a photograph of the reflective reconfig-
urable EBS feed is shown below. The photograph of the
processed antenna and the measurement environment are
shown in Figs. 10 and 11, respectively.

The results shown in Fig. 12 indicate that the S-
parameter measurements of the feed are close to the sim-
ulation results. The reflection coefficient for port 1 (S11)
is less than -20 dB across the bandwidth. Moreover, the
port isolation (S21 and S31) is measured to be greater than
-40 dB, indicating effective isolation between port 1 and
port 2, as well as between port 1 and port 3. It is noted
that the porous coupler has a positive impact on improv-
ing the port isolation, which is an important factor in
ensuring minimal interference and efficient functioning
of the feed. These results validated the effectiveness of

 
h h f d

Fig. 10. Photograph of processed antenna.

 

Fig. 11. Photograph of measuring the processed antenna.

Fig. 12. Measured S-parameter.

the feed design and its ability to maintain good match-
ing and isolation characteristics, as verified through the
S-parameter measurements.

For the accuracy of the main and cross-polarization,
phase center of both measure and measured antenna
should be aligned. The measured radiation patterns of
reflective reconfigurable EBS feed are shown in Figs. 13
and 14.

In Fig. 13, with a 180◦ phase difference, the results
show the cross-polarization and beam squinting in both
the E and H planes. The maximum beam squinting is 13◦.
Similarly, Fig. 14 shows -180◦ phase difference results in
both planes. Notably, the main beam is -13◦.

In this case, the beam squint is from -13◦ to 13◦
and the cross-polarization isolation is larger than 30 dB.
Table 2 provides further details on the measured radia-
tion patterns under various phase differences.

Fig. 13. Measured radiation pattern in 180◦ phase
difference.
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Fig. 14. Measured radiation pattern in -180◦ phase dif-
ference.

Table 2: Experiment result of phase difference and beam
squinting

Phase

Difference

Beam

Squinting

Phase

Difference

Beam

Squinting

30◦ 3◦ 30◦ -3◦
60◦ 6◦ 60◦ -6◦
90◦ 9◦ 90◦ -9◦
180◦ 13◦ 180◦ -13◦

Considering the measurement errors, when com-
pared with the simulation results, the experiment results
are close to simulation results. This agreement between
the measured and simulated results further strengthens
the dependability of the experimental results.

By validating the experiment against the simula-
tion, it verifies that the antenna’s performance matches
the anticipated performance. This enhances our confi-
dence in the reliability and accuracy of the experimen-
tally obtained radiation patterns and the overall perfor-
mance evaluation of the reflective reconfigurable EBS
feed.

IV. CONCLUSION

In this paper, reflective reconfigurable EBS feed is
proposed. The application of porous coupling improves
the port isolation, demonstrating an effective way to
improve the antenna’s performance. Furthermore, the
separation of the primary and secondary waveguides
enables control of the phase and manipulation of the
main beam direction.

To ensure accurate phase control in the secondary
waveguide, minimizing the leakage from the primary
waveguide is crucial. As such, the authors have simpli-
fied the structure by removing corrugations or chokes

and applying the porous coupler to increase port
isolation.

This EBS feed could achieve beam squinting in hor-
izontal plane within ±14◦ without reflector and higher
aperture efficiency (85%). By adjusting reflective surface
with diodes, the reaction time is reduced, enabling faster
adjustments to meet changing requirements. Moreover,
the application of the secondary waveguide located along
the main waveguide enables miniaturization of the feed,
making it more compact and easier to integrate into var-
ious systems.

Overall, the proposed reflective reconfigurable EBS
feed offers several advantages over traditional designs,
including improved port isolation, accurate phase con-
trol, and high aperture efficiency. These character-
istics make it a valuable addition to satellite com-
munication that require accurate tracking and rapid
response.
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Abstract – Magnetorquers are a very suitable solu-
tion for the nanosatellite’s attitude and orbital control
of low Earth orbit (LEO) given its constraints: small
available volume, limited power consumption, and max-
imum weight limitation. In this work, an optimized
ferromagnetic core magnetorquer is designed for LEO
nanosatellites, considering the geometrical, electrical,
and magnetic parameters in an electromagnetic finite ele-
ment analysis (FEA). The final design dimensions are
10.9 mm diameter and 100 mm in length, with a ferro-
magnetic core made of high performance soft magnetic
alloy Vacoflux50 measuring 5 mm diameter and 100 mm
in length. Magnetorquer geometry has been optimized
to achieve a very high compactness, reaching an opti-
mal combination of high specific magnetic moment and
magnetic moment-input power ratio at the same time.
It shows a maximum magnetic moment of 1.42 Am2,
a magnetic moment-input power ratio of 2.52 Am2/W,
and a specific magnetic moment of 22.5 Am2/kg, with
a power consumption of 0.565 W and 0.5 A. Such a
combination of high-performance values has not been
previously found. Furthermore, it has displayed higher
magnetic moment and specific magnetic moment than
previous prototypes in literature. The simulated model
is validated with the experimental testing of a manufac-
tured prototype, by measuring the magnetic and electric
variables.

Index Terms – attitude control, magnetic devices, mag-
netic rod, magnetorquer.

I. INTRODUCTION

Attitude control, stabilization and detumbling are
some problems related to the position of any spacecraft
in space around Earth [1]–[3]. For space applications,
mechanical components with active moving parts can be
used for attitude and vibration control [4]–[11]. How-

ever, they may suffer from reduced reliability as friction
and wear may appear. On the other hand, magnetorquers
are cheap, compact, reliable, and lightweight mechanical
actuators without moving parts to control the orientation
of the spacecraft [12].

Nanosatellites are constructed by only a 10 cm cube
module or the junction of several cube modules, never
exceeding 10 kg of total mass. In recent years, the
development of this type of satellite has been increasing
for commercial and military applications [13], includ-
ing small satellite constellations [14]–[15]. This is due
to plenty of new applications achievable with lower bud-
gets and shorter development periods than those required
for larger satellites.

A magnetorquer mainly consists of an electromag-
net which produces a dipolar magnetic moment m when
an electrical current flows through the winding. The
magnitude of magnetic moment generated is mainly
determined by the geometry, the magnetic properties of
the materials and the circulating current. The square of
the circulating current multiplied by the electrical resis-
tance of the coil gives the power consumption of a mag-
netorquer, which is a significant performance parame-
ter of this type of device. Depending on the size of the
satellite, larger or smaller magnetic moment amounts are
desired, and the smaller and lighter the magnetorquer is,
the better for its integration in the satellite [16].

Magnetorquers interact with the Earth’s magnetic
field B producing a magnetic torque τ (Nm). It allows
the satellite to rotate around its own center of mass.
This relation is a vectorial product between B (T) and
m (Am2), as defined in equation (1):

�τ = �m×�B = |�m| · |�B| · sinθ . (1)

Satellites located in low Earth orbit are subject to
a more intense and uniform magnetic field compared to
further away orbits. This is a requirement for the proper
working of the magnetorquer, and it limits the use of
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magnetorquers to LEO missions where the orbit has an
altitude ranging from 200-300 km and up to 1600 km
[17]. Hence, a magnetorquer designed for bigger satel-
lites on further away orbits would have a lower torque-
power ratio, given that the magnetic torque achievable
with the same power consumption is lower.

The winding is made of low electrical resistivity
materials such as copper or aluminum. Different coils
can be manufactured depending on the size of the
winding, from macro to micro size [18]–[19]. Its shape
can vary from planar coreless square coils [20] to
slender round iron-cored coils [21]. PCB printed planar
coils are also used. The volume occupied by this kind
of magnetorquer is very small and it also benefits the
integration with its electronics [22]–[23]. Typically,
different types of magnetorquer actuators are combined
in an attitude control system for a suitable coordinated
operation. In addition, systems like Helmholtz cages
are used to test the mentioned system under controlled
magnetic fields [24].

Iron-cored magnetorquers are especially interesting.
The presence of a soft magnetic material core with a
very high magnetic permeability increases the amount
of magnetic moment generated [25]. Moreover, its low
coercivity allows it to reduce the remanent magnetic
moment when the coils are off. With these characteris-
tics, more efficient designs are achievable. Nevertheless,
the cylinder of the core tends to be very thin to mini-
mize the demagnetization factor effects. The exact rela-
tion between the length of the core and its radius depends
on the total size, and it can also be optimized.

The proposed iron-core magnetorquer in this work
must fit in the nanosatellites volume, therefore, a maxi-
mum length of 100 mm for the magnetorquer is defined.
The proposed design in this work, as it is optimized,
reaches a combination of both high specific moment and
magnetic moment-input power ratio, while maintaining
a high magnetic moment and low power consumption.
This combination of high values is not found in any pre-
vious magnetorquers found in literature.

In Table 1, some commercial and research magne-
torquers with similar sizes are listed and compared. The
total magnetic moment and relative specific and input
power ratios are shown, giving some values of the goal
performance.

In this paper an optimized iron-cored magnetorquer
design is presented. In the following sections the theoret-
ical model and its equations are defined. An electromag-
netic parametric model in FEA software used for opti-
mization is displayed. After the optimization, a detailed
design is presented.

Finally, a prototype is manufactured, and a test setup
is assembled to validate the FEA model with the present
measurements.

Table 1: State-of-the-art of small magnetorquers
Length

x Ø

(mm x

mm)

m
(Am2)

m/Power

(Am2/W)

m/I

(Am2/A)

m/Mass

(Am2/kg)

Ref

40x10.6 0.018 0.267 0.360 1.200 [26]-
[27]

70x9 0.200 1.000 5.000 6.667 [28]
94x13 1.190 1.488 7.438 22.453 [29]

140x16 1.000 2.5 - 5 [30]
75x10 0.394 3.71 9.38 11.588 [31]

II. MAGNETORQUER DESIGN

The design of the magnetorquer is shown in Fig. 1. It
consists of an inner cylindrical ferromagnetic core, fully
winded with several overlapped layers of copper wire.
The geometrical, electrical, and magnetic parameters are
shown in Table 2. These parameters will be modified to
find the optimal solution.

The materials properties also affect the performance,
since the electrical power depends on the electrical resis-
tivity of conductor, and the magnetic moment depends on
the relative magnetic permeability of the core. In ferro-
magnetic materials, the desired properties are low coer-
civity (opposition to external field), high relative mag-

(a)

(b)

Fig. 1. (a) Magnetorquer elements and dimensional
parameters and (b) 3D cross-section of the magnetor-
quer.
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Table 2: Magnetorquer parameters
Symbol Quantity

Rint Core radius
Rext External winding radius
L Length of the magnetorquer

Dcable Wire diameter
mass Device mass

I Current
j Current density
R Electrical resistance
P Power consumption
m Magnetic moment

netic permeability (multiplication of external field), and
high magnetic saturation (maximum field that can be
stored inside the material). Among ferromagnetic mate-
rials, Fe-Co alloys present higher magnetic saturation
than other alloys like Fe-Si or Ni-Fe. This means that
a higher magnetic moment in less material is possible.

The material selected for the inner core
is Vacoflux50� from the company VACUUM-
SCHMELZE GmbH & Co, Hanau, Germany.
Vacoflux50 showed one of the highest magnetic
saturations on a machinable bar shape. According to the
manufacturer, this material is composed of 49% Fe, 49%
Co, 2% V + Nb. This material has been selected for its
low coercivity (HC = 100 A/m), high permeability (μr =
7000) and high saturation (Bsat = 2.3 T) [32].

To simplify the variable sweeping for the optimiza-
tion in the design process, a solid copper body is consid-
ered instead of the series of layers of winding wire, as
shown in Fig. 2. This simplification is possible, due to
the fact that the magnetic field contribution to the core
of a bare copper cylinder and a compact winding of wire
copper is almost the same, because the conductor cross-
section is nearly the same.

This simplification drives to equation 2, which cor-
relates the total consumed power with the geometrical
design parameters, the material conductivity and the cur-
rent density applied. Equation 3 is included in the para-
metric FEA model to change the amount of copper of
the magnetorquer depending on the electrical parameters

Fig. 2. Magnetorquer simplified parametric model.

(current density and power) and geometrical parameters
of the core (radius and length). The mass is calculated by
using the density and the bulk of copper and iron core:

P = I2 ·R = j2 ·S2 ·ρ · L
S

= j2 · (Rext −Rint ) ·L ·ρ ·π · (Rext + Rint ) , (2)

Rext =

√
P

L ·ρ ·π · j2 +Rint
2, (3)

mass = L ·π ·(ρcopper ·
(
Rext

2−Rint
2)+ρalloy49 ·Rint

2) .
(4)

III. FINITE ELEMENT MODEL AND
MAGNETIC MODEL CALCULATION

All calculations have been done using Ansys Elec-
tronics, a finite element model (FEM) software for simu-
lation of electromagnetic fields. The magnetostatic field
solution verifies Maxwell’s equations:

∇×−→H =
−→
J , (5)

∇ ·−→B = 0, (6)
with the following relationship applicable to each mate-
rial: −→

B = μ0(
−→
H +

−→
M) = μ0 ·μr ·−→H +μ0 ·−→M p, (7)

where H is the magnetic field intensity, B is the magnetic
field density, J is the conduction current density, Mp is
the permanent magnetization, μ0 is the permeability of
vacuum, and μr is the relative permeability of the core
material [33].

The magnetostatic solver calculates the magnetic
field distribution produced by combination of a known
DC current density vector distribution and a spatial dis-
tribution of objects with magnetic properties. It is also
needed to apply boundary conditions to the model, defin-
ing the limits of the environment of the simulation.

The design of the preliminary model for the FEM is
shown in Fig. 3. It is an axisymmetric 2D model where
the Z-axis is the axial symmetry axis. In this model,
the geometrical parameters L and Rint can be modified

(a) (b)

Fig. 3. (a) 2D axil-symmetrical model of the magnetor-
quer and (b) detail of the inner core and coil mesh.
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parametrized. Mesh model size is proportional to the
main geometrical parameters Rint , being finer in the sur-
rounding interfaces. Triangular 2D elements have been
considered.

A “Balloon” type boundary condition has been
applied in the external edges. The Balloon condition
models the region outside of the model space as being
“infinitely” large. Moreover, an axisymmetric condition
on the Z-axis has been imposed.

The external excitation of the model is a constant
current density uniformly distributed in the copper coil
cross-section, pointing perpendicularly towards the out-
side of the XZ plane. The value for this current density
is j = 4 A/mm2, common value for copper wires. The
cross-section area corresponding with the coils is auto-
matically modified by parametric modelling to adjust
the specific power consumption. This is calculated using
equation 3.

Materials considered in the simulation are the fol-
lowing: Vacoflux50, vacuum and copper. The defined
properties for each of these materials are: magnetic
permeability of vacuum, μ0 = 4π · 10−7H/m; relative
permeability of copper, μrCu = 0.99991; conductiv-
ity of copper at 20◦C, σCu = 5.8 · 107 S/m; satura-
tion of Vacoflux50 = 2.3 T; magnetic permeability of
Vacoflux50 = 15000; and finally the B-H curve retrieved
from the datasheet.

The main electromagnetic parameter that defines the
behavior of the magnetorquer is the magnetic moment,
m. The term magnetic moment normally refers to a sys-
tem’s magnetic dipole moment [34], the component of
the magnetic moment that can be represented by an
equivalent magnetic dipole: a magnetic north and south
pole separated by a very small distance. In this article,
we obtain the magnetic moment by postprocessing of the
field density B measured in the axis of the magnetorquer
at a certain distance from its center.

Two theoretical approximations have been used:
uniformly magnetized core expression and magnetic
dipole approximation. The expression to describe the
magnetic field generated along the rotation axis by an
uniformly magnetized core of length L is [25]:

Bz=
m μ0
4π

⎡
⎢⎣ z

L− 1
2(

z2−zL+ L2

4

)3/2−
z
L+

1
2(

z2+zL+ L2

4

)3/2

⎤
⎥⎦ ,

(8)
where z is the distance from the center of the core
along the longitudinal Z-axis and m is the magnetic
moment. Therefore, by using this expression, the mag-
netic moment can be determined if the simulation cal-
culates the magnetic field Bz. This expression is useful
since it does not require simulating and/or measuring the
magnetic field far from the source. However, it assumes

that the cylinder is uniformly magnetized which is not
the case where the core is not fully saturated.

The magnetic dipole approximation correlates the
generated magnetic field with the magnetic moment as:

Bz =
μ0

4π

[
2m
z3

]
. (9)

The magnetic dipole approximation is valid, pro-
vided that the considered magnetic field is far from the
magnetic field source. As a rule of thumb, it is required to
measure/simulate magnetic field at a distance more than
10 times the length of the magnetorquer.

In post-processing, we have calculated the mag-
netic moment simultaneously at different distances and
with two different methods. The value of the magnetic
moment used for the study is the average between the
two methods at z = 0.75 m. This distance is enough to
consider that the average value is stabilized for the max-
imum length of 10 cm with a tolerable error.

IV. GEOMETRY OPTIMIZATION FOR
MAXIMUM PERFORMANCE

A geometry optimization process to define the best
performing geometric combination has been carried out.
The electromagnetic simulation is performed for steady
state conditions. Dynamic behavior is not considered,
nevertheless, non-linearities on Earth’s magnetic field,
changes on orientation commands, and detumbling prob-
lems need to be considered during operation. Several
techniques have been developed using inertial measure-
ment units [35].

The objective of the optimization is to maximize
specific magnetic moment and magnetic moment-input
power ratio at the same time. The output variables are
total magnetic moment, specific magnetic moment (mag-
netic moment/mass) and magnetic moment-input power
ratio (magnetic moment/power). In the first optimiza-
tion step, input variables are length L and radius of the
core Rint .

The dimensions have been limited to ranges from
10 to 100 mm in length and from 1 to 15 mm in radius,
which are typical values of commercial magnetorquers.
We have performed the simulation for 0.3 and 3 W,
typical available power levels in satellites. Having the
power as a constraint, and fixing a maximum current den-
sity, equation (3) returns a value of Rext by selecting L
and Rint .

Figure 4 shows the total magnetic moment for dif-
ferent combinations of length and core radius applying
a power of 0.3 W. It can be observed that the total mag-
netic moment is larger for longer magnetorquers and for
smaller core radius. This makes sense since demagne-
tizing factors are more severe for larger R/L ratios, i.e.,
thicker cylinders, than for slim cylinders. In any case,
the longer the cylinder is, the larger its total magnetized
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Fig. 4. Magnetic moment for different length and core
radius, power P=0.3 W.

Fig. 5. Specific magnetic moment for different length and
core radius, power P=0.3 W.

mass will be, and thus the larger its magnetic moment,
even for the same power applied.

Figure 5 shows the specific magnetic moment for
different combinations of length and core radius. The
effect of the demagnetizing factor is even more pro-
nounced for this parameter. The longer and thinner
the magnetorquer, the more optimized in compactness
(m/mass) it is.

The same analysis has been done for a power of 3 W,
with similar results, as shown in Figs. 6 and 7. After this
first optimization analysis, we determined that L = 100
mm is the optimal length in terms of specific magnetic
moment for both levels of power.

To fix the core radius, different comparisons have
been done from previous simulation results for L = 100
mm. Figure 8 shows a comparison of the total magnetic
moment values for the two levels of power.

As expected, the magnetic moment is larger for a
higher power, since more power also implies a larger cur-
rent, and thus more magnetization is achieved in the vol-

Fig. 6. Magnetic moment for different length and core
radius, power P=3 W.

Fig. 7. Specific magnetic moment for different length and
core radius, power P=3 W.

Fig. 8. Magnetic moment comparison for power 0.3 and
3 W with a fixed length of 100 mm.

ume. But it can be observed that the maximum of the
magnetic moment is achieved in different core radius
values for each power level. More specifically, for a
power of 0.3 W, the maximum is achieved at around



51 ACES JOURNAL, Vol. 39, No. 01, January 2024

2 mm of radius; for 3 W, this maximum is achieved
at 4 mm.

Regarding the compactness of the magnetorquer, the
behavior reverses. As shown in Fig. 9, the magnetorquer
provides a larger specific magnetic moment for a lower
level of power. This can be explained by the fact that,
for larger power, there are some areas of the magnetor-
quer that get saturated, so they do not proportionally con-
tribute for larger magnetic fields. Again, maximums are
found at between 2 and 4 mm.

The last analyzed parameter is the ratio between
the magnetic moment and the corresponding power con-
sumption to obtain it. Figure 10 shows the ratio for both
levels of power and for different core radius. It is more
efficient when operating at 0.3 W than at 3 W, getting the
maximum value again at 2 mm for 0.3 W and at 4 mm
for 3 W. It shows that maximum achievable magnetic
moment-input power ratio is reduced when the applied
electric power increases for any size of core diameter in
the evaluated range of 0.3-3 W, contrary to the magnetic
moment generation.

Therefore, for an operation ranging between 0.3 and
3 W, an optimal value for the core radius will be located

Fig. 9. Specific magnetic moment comparison for power
0.3 and 3 W with a fixed length of 100 mm.

Fig. 10. Magnetic moment/power ratio comparison for
power 0.3 and 3 W with a fixed length of 100 mm.

Table 3: Magnetorquer design for several power levels
Power

(W)

Rext
(mm)

m
(Am2)

m/Power

(Am2/W)

m/Mass

(Am2/kg)

0.1 2.72 0.24 2.35 12.00
0.3 3.12 0.65 2.18 25.24
0.75 3.87 1.44 1.92 35.55

1 4.23 1.81 1.81 37.16
3 6.42 2.97 0.99 25.97
10 11.07 3.75 0.38 10.92

between 2 and 4 mm. From this optimization analysis,
we have set the core radius to be Rint = 2.5 mm, as
a tradeoff between 0.3 and 3 W of power. This value
optimizes both specific moment (m/mass) and magnetic
moment/power ratio (m/power) giving a unique combi-
nation of high compactness never found previously in
literature.

The value of the external radius Rext is related to
the amount of power that the magnetorquer is thought
to handle. Table 3 shows the different values of external
radius needed to handle several levels of power, main-
taining a current density value of 4 A/mm2, and the
specific and magnetic moment-input power ratio perfor-
mance variables obtained. Between 3.87 mm and 6.42
mm of external radius high magnetic moment and max-
imum specific moment in mass and power have been
found. Finally, a value of 5 mm has been selected since
it allows higher levels of moment while reaching maxi-
mum values of specific magnetic moment.

V. FINAL DESIGN DESCRIPTION AND FEM
ANALYSIS

Once the dimensional parameters of the simpli-
fied model are fixed, several wire diameter configura-
tions have been simulated for a constant current den-
sity of 4 A/mm2. An analytical expression has been used
to predict the total length of the wire considering an
overlapping configuration between layers. This led to a
more realistic resistance calculus, which depends on wire
geometry:

LCable = f (L,n,DCable ) =
L

DCable
2π ·ni·

(Rint +DCable (0.866 ·ni−0.366))

+

(
L

DCable
−1
)

2π ·np.

(Rint +DCable (0.866 ·np +0.5))) .

(10)

In terms of total consumed power, generated mag-
netic moment, and transient time constant, there are no
significant changes when the diameter of the wire varies.
In Fig. 11, a comparative of the simulation for differ-
ent wire diameters is shown, where the impact of the
filling factor of the winding is visible. Nevertheless, the
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Fig. 11. Simulation of field density in the core for differ-
ent bare wire diameters.

resistance and the voltage increase as the wire gets thin-
ner, as well as the flowing current decreases. Another
consideration that must be taken account is the dynamic
behavior of the device. It is adjustable by varying the
number of layers and wire diameter, without altering
the steady state value. Calculations show that the induc-
tance and resistance of the design ranges from 0.94 uH
and 0.0092 Ω (for 2 layers) to 440 uH and 4.865 Ω
(for 6 layers). Electronic elements as resistors, induc-
tors or capacitors can be added to adjust the dynamic
response too.

The selection of the wire is a compromise between
manufacturing feasibility and electrical compatibility.
Use of larger wires results in an easier manufacturing
process, since for very small wires the control of the lay-
ers is more complex. In addition, the electronic systems
mounted on the satellite are cheaper and easier to inte-
grate when lower levels of current are needed.

The selected diameter has been a compromise
between appropriate levels of current and feasibility on
manufacturing, choosing 6 layers for 0.5 mm of wire
diameter and 200 turns per layer. Considering the pro-
tecting varnish of the real cable the number of turns is
corrected to 180, and the external radius to 5.45 mm. In
Table 4, the configuration and the operation ranges of the
detailed final design are shown.

The detailed model has been simulated varying the
input current. The results show the average magnetic sat-
uration level inside the ferromagnetic core. In Fig. 12
it can be observed that, between 0.75 A and 1 A, there
is a value of current from which the core starts satu-
rating. It means that the magnetic moment gained from
that point is mostly due to vacuum magnetic permeabil-
ity rather than the permeability of the core material, the
moment-current ratio drops from a constant value and
stars decreasing, as Fig. 13 shows.

Table 4: Magnetorquer final design parameters
Rint (mm) 2.5
Rext (mm) 5.45
L (mm) 100

Dcable (mm) 0.5
Mass (g) 63.26
R (ohm) 2.26

I (A)
P (W)

1.15
0.3-3

Rint (mm) 2.5

Fig. 12. Magnetic moment as function of the applied cur-
rent.

Fig. 13. Magnetic moment sensitivity with current as
function of the applied current.

Fig. 14. Magnetic moment as function of the applied
power.

In the case of the power, rapidly the saturation point
is reached near to 4 W, as shown in Fig. 14, because
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power is function to the square of the current. The best
operation range for the device in terms of magnetic
moment-input power ratio is the 0.3-3 W range. How-
ever, increasing the power when the core is close to sat-
uration worsens this ratio, but it still gives more absolute
magnetic moment.

Table 5: Magnetorquer operation working points
P (w) 0.3 0.565 3
I (A) 0.36 0.5 1.15

m (Am2) 1.02 1.42 2.76
m/Power (Am2/W) 3.4 2.52 0.92

m/I (Am2/A) 2.83 2.85 2.4
m/Mass (Am2/kg) 16.12 22.5 43.63

In Table 5, values of magnetic moment, magnetic
moment-input power ratio, and specific moment are
shown for various operation working points, including
operation limits. Compared with Table 1, for the lower
power limit of operation, the magnetic moment-input
power ratio is higher than commercial products, but the
specific moment is low. In contrast, the upper power limit
of operation presents a higher specific moment than the
commercial products, but the magnetic moment-input
power ratio is low. A trade-off operation point of 0.565
W and 0.5 A is selected. It presents higher values of mag-
netic moment and specific moment than all the state-of-
the-art (SOA) magnetorquers presented in Section I. If
the input power is reduced to 0.3 the magnetic moment-
power ratio reaches more than 91% of the maximum
power found in literature. The comparison between SOA
and this work is shown in Table 6.

Electromagnetic contamination of the magnetorquer
at any point in space can be directly obtained by using
the magnetic dipolar moment approximation once it is
known the effective magnetic moment. Requirements for
EMC shielding can be designed from these calculations.

Table 6: Comparison between magnetorquers of SOA
and this work

Length

x Ø

(mm x

mm)

m
(Am2)

m/Power

(Am2/W)

m/I

(Am2/A)

m/Mass

(Am2/kg)

Ref.

40x10.6 0.018 0.267 0.360 1.200 [26]-
[27]

70x9 0.200 1.000 5.000 6.667 [28]
94x13 1.190 1.488 7.438 22.453 [29]
140x16 1.000 2.5 - 5 [30]
75x10 0.394 3.71 9.38 11.588 [31]

100x10.9 1.42 2.52 2.85 22.5 This
work

VI. PROTOTYPE MANUFACTURING AND
EXPERIMENTAL SET-UP

A prototype has been manufactured to validate the
FEA electromagnetic model of the design. A 5 mm
diameter and 100 mm long core of Vacoflux50 was
machined in a lathe. The rod was made with small holes
on its ends for assembling the retainers. These remov-
able glued support parts allow a correct axial align-
ment between the Hall-effect probe and the magnetor-
quer in the measurements. In addition, it helps to ensure
a correct compactness between turns during the winding
process.

A 0.5 mm diameter enameled copper wire has been
used for making the windings. Due to the thickness of
the protective layer of wires, the filling factor has been
reduced from 200 turns per layer to 180 turns per layer as
predicted. Through the length of wire used and the uni-
tary resistance of the wire, the resistance of the winding
can be predicted. Furthermore, the resistance of the final
winding was measured with an LRC impedance measur-
ing device, showing a value of 2.291 Ω. This ensures
that the number of turns in the winding, its disposition
and resistance accomplish the predicted values. The final
prototype is shown in Fig. 15.

Fig. 15. Manufactured prototype.

The connections between layers were made in series
so that it was possible to apply the same current through
all the layers. For that purpose, a connection PCB board
with neglectable resistance was made through micro-
CNC machining process. Afterwards, the terminals were
welded to the board.

The experimental set up assembled for the measure-
ments consists of a voltage supply (EX355P-USB from
AIM-TTI INSTRUMENTS) and a magnetic field Hall-
effect sensor (GM08 from Hirst Magnetics) which mea-
sures the axial magnetic field density with an axial probe.
The voltage source also measures consumed current.

The magnetorquer is fixed to an aluminum base
through aluminum brackets, keeping it away from any
magnetic material so as to not contaminate the measure-
ment space. The probe is set in the aluminum retainer and
fixed with another backet. The final assembly is shown in
Fig. 16. The probe the magnetorquer keeps aligned, with
a controlled distance of 5 mm to the end of the magne-
torquer.
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Fig. 16. Magnetorquer and probe assembly set up.

Once the setup is mounted, several measurements
at different voltage points have been done. The compar-
ison has been made through the magnetic field-current
curve, considering the measurement distance. The dis-
tance between the center of the magnetorquer to the Hall-
effect transducer of the probe is 55.5 mm. That is the dis-
tance to be considered for the validation of the prototype
and the later calculation of the magnetic moment.

The measurement must be done as close as possible
to the end of the magnetorquer, since with increasing dis-
tances the field intensity gets lower, and misalignment or
distance errors are more likely to occur.

VII. TEST RESULTS AND DISCUSSION

The validation of the prototype has been achieved
through the magnetic field density measurement in the
FEA electromagnetic model, measured at the same axial
distance. After validation, the magnetic moment can be
calculated at a further distance measuring the field in the
simulation model.

In Fig. 17, the comparison between testing measure-
ments and simulation for two configurations is presented.
At lower magnetic field levels, such as a 3-layer configu-

Fig. 17. Generated magnetic field as function of current.

ration, in the mostly linear behavior, the simulation curve
perfectly fits the experimental measures. The difference
between the two curves in the 6-layer case is caused by
a change in the magnetic properties of the ferromagnetic
material. This change at higher magnetic field levels can
be produced by the effect of the heat generation during
operation while measuring. However, the model is val-
idated and it is demonstrated that the prototype has the
expected specifications of the design and the electromag-
netic model.

VIII. CONCLUSION

A magnetorquer, as any other spacecraft subsystem,
has very strict constraints in terms of mass, volume, and
power consumption. An optimized iron-core magnetor-
quer prototype for LEO nanosatellites is presented in this
work.

The design process starts with the definition of a
conceptual design with its own variables. A simplified
design, with a context of parameters, equations and limi-
tations, is established. Through an electromagnetic finite
element analysis (FEA) model, the parametric optimiza-
tion has been done. Using both the electrical and geo-
metrical parameters, the optimization had the objective
of achieving values as high as possible of magnetic
moment, specific moment, and moment.

After the simplified model is optimized, a detailed
design is presented. The design achieves a combina-
tion of magnetic moment, magnetic moment-input power
ratio and specific moment values not found in the state of
the art. The magnetorquer proposed in this work has 100
mm length and 10.9 mm diameter, with a ferromagnetic
core made of Vacoflux50 with 5 mm diameter. The wire
is an enameled copper wire with 0.5 mm bare copper
diameter.

The operation condition range studied for the device
is from 0.3 W (0.36 A) to 3 W (1.15 A). The opti-
mized working point has been found to be at 0.565 W
(0.5 A). At this point the values reached are: 1.42 Am2,
2.52 Am2/W, and 22.5 Am2/kg. Magnetorquer geom-
etry has been optimized to achieve a very high com-
pactness, reaching an optimal combination of high mag-
netic moment, specific magnetic moment, and magnetic
moment-input power ratio at the same time. Such a com-
bination of high-performance values has not been found
in the literature before with iron-cored magnetorquers.
The value of magnetic moment and specific magnetic
moment is higher than found on earlier prototypes in the
literature.

Finally, to validate the model, a prototype has been
manufactured, as well as a test setup. In the test setup,
measurements of magnetic field density, voltage, current
and resistance have been done without considering ther-
mal effects, which will have to be evaluated in a relevant
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environment in future work. As the simulated and exper-
imental values were in good agreement, the FE model of
the prototype is validated.
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Abstract – A polarization agile patch antenna resonat-
ing at 2.4 GHz ISM band is presented. The antenna
is based on a rectangular radiating element along with
reconfigurable parasitic patches located at its periph-
ery of the radiating element. Two switching diodes are
used to reconfigure the geometry of the radiating ele-
ment. Upon proper biasing of the switching diodes the
antenna attains linear or circular (LHCP/RHCP) polar-
ization states. The entire antenna is modelled using a
high-frequency structure simulator and is validated using
an Agilent network analyser (N9925A) and antenna test
systems for measuring impedance and radiation char-
acteristics. Over the entire operating band, the antenna
shows better impedance matching and achieves −10 dB
impedance bandwidth of 100 MHz (2.40-2.5 GHz) in
linear state and 85 MHz (2.41-2.495 GHz) in the circu-
larly polarization states along with peak gain of 5.61 dBi
for LP state and 4.98 dBi for CP state in the operating
range.

Index Terms – impedance matching, microstrip patch,
polarization reconfiguration, radiation pattern.

I. INTRODUCTION

Patch antennas play a crucial role in biomedical
communications with external devices for monitoring

patients due to their miniaturization and low weight.
These antennas come with various geometries and mate-
rials according to the requirement of monitoring patients.
In order to have a better signal link, orientation between
transmitter and receiver antenna must be maintained.
However, it is always possible for both the antennas to
maintain line of sight orientation. Hence the need for
circular polarized antennas replacing traditional anten-
nas becomes important [1–2]. These on-body wearable
antennas for monitoring patients health issues must have
low back radiation with reduced specific absorption rate
(SAR) values and also must perform well on mov-
ing bodies [3]. A wideband circularly polarized patch
antenna for bio telemetric application is presented in
[4]. The antenna utilizes 2×2 multiple-input multiple-
output (MIMO) radiating patches with defected ground
structures which leads to back radiation towards patients
tissue. Moreover, these MIMO antennas are densely
packed which increases the mutual coupling between
the antenna elements. The isolation can be improved
by placing adjacent radiating elements perpendicular to
each other [5]. In order to improve the antenna perfor-
mances, different structures, including electromagnetic
band-gap (EBG) and high impedance surfaces, are uti-
lized. A compact monopole based on EBG structure for
wearable applications [6] and a high impedance surface-
based patch [7] are presented. However, these structures
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require complexity of the antenna design and also a
number of substrate layers required for the antenna. In
order to reduce cross talks between the antenna, a fil-
tering antenna is incorporated along with traditional cir-
cularly polarized antennas [8], which requires additional
design space for a filtering antenna and also increases
the complexity of the design. A 3D printed ultraw-
ideband antenna system with stable impedance match-
ing has been proposed in [9]. Polarization reconfig-
urable antennas are widely used due to their ability
to switch polarization in real time [10]. The reconfig-
urable antennas have better cross polarization isolation
and mitigate the multipath reception of signals, which
improves signal quality. This reconfiguration can also be
achieved by means of MEMS switches [11] with better
miniaturization.

Most of the literature utilizes fixed circularly polar-
ized state patch antennas with increased number of
switching elements for switching polarization states.
This reduces efficiency of the antenna greatly. In this
paper, a polarization agile patch with reduced number
of switching elements modelled on single layer sub-
strate is designed. The bottom side of the antenna is
fully grounded to arrest the undesired back radiation.
The antenna is operating at 2.4 GHz ISM band, and
its impedance and radiation characteristics are validated
through measured results.

II. GEOMETRY OF THE PROPOSED
ANTENNA

The geometry of the proposed patch is shown in
Fig. 1. The rectangular patch is taken for its simplic-

Fig. 1. Antenna geometry.

ity and better control over its dimensions on design per-
formances. Moreover, the geometry is symmetrical and
hence avoids undesired frequency shifts between the fre-
quencies between polarizations states, which makes it
ideal for biomedical applications. The antenna is mod-
elled on low-cost fire-retardant substrate with permittiv-
ity of 4.4 and loss tangent of 0.02. The overall antenna
is modelled on single lay substrate having a dimension
of 50×50 mm with thickness of 1.6 mm. Two para-
sitic patches are placed on either side of the antenna
geometry in order to reconfigure the antenna structure,
thereby modifying the surface current distribution over
the antenna radiating element. A shorting via is made in
the parasitic patch to complete the DC bias path. Two
switching diodes are placed between the parasitic ele-
ment and the radiating element. Upon proper biasing,
the diodes bridge the parasitic element with radiating
patch and thereby makes the path for the surface current
to flow through parasitic elements, which leads to addi-
tional phases for achieving different polarization recon-
figuration.

The feed position is chosen in such a way that
it matches the impedance of the radiating element by
means of using a quarter-wave transformer between the
radiating elements and the feed point.

III. PRINCIPLE OF OPERATION

Polarization reconfiguration is achieved by prop-
erly biasing the pin diodes (NXP BAP50-03, 50 mA,
50 V). The resistance of the diodes during its opera-
tion plays a crucial role in the radiation efficiency of
the antenna. The pin diodes are chosen in such a way
that it must have a minimum forward resistance dur-
ing ON condition. The pin diodes used in the model
will have a series resistance and inductance of 5 Ω
and 1.8 nH during ON state and shunt capacitance 0.35
pF with the reverse resistance of 500 kΩ during OFF
state. The equivalent circuit model of the pin diode
used is given in Fig. 2. Figures 2 (a), (b) show the
diode equivalent circuit model during ON and OFF state.
Figure 2 (c) shows the equivalent circuit corresponding
to the biasing circuit. It comprises a DC block capac-
itor and RF choke inductor for isolating the bias net-
work from the antenna elements and hence avoids direct
coupling.

The diodes are placed in such a way that the cath-
ode of the diode D1 points towards the radiating patch
while the anode points towards the parasitic patch, which
has shorting vias with the ground for the DC path.
Similarly, the anode of the diode D2 points towards
the radiating patch while the cathode points towards
the parasitic patch, which has shorting vias with the
ground for the DC path. A Tee- Bias network is used for
properly biasing the pin diodes to achieve polarization
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(a) (b) (c)

Fig. 2. Equivalent circuit model of the pin diode and bias-
ing circuit.

reconfiguration. Table 1 shows the different operating
modes of the proposed antenna model.

Table 1: Different operating modes
S. No. DC Bias

Voltage

Diode D1 Diode

D2

Polarization

State

1 0 V OFF OFF LP
2 +2 V OFF ON RHCP
3 -2 V ON OFF LHCP

When no bias voltage (0 V) is given, both diodes
are in OFF state, and the geometry resembles a sim-
ple rectangular patch antenna and gives a linear polar-
ization state that resonates at center frequency. When
DC bias voltage of +2 V is given, diode D2 turns
into ON state as the anode of the diode D2 points
towards the radiating patch while the cathode points
towards the parasitic patch, which has shorting vias
with the ground and hence closes the DC path. Thus,
the length of the patch in the right symmetry increases
slightly, which introduces additional phase shift between
the electric currents (Ex and Ey) . This generates two
orthogonal modes with same amplitude with −900

phase difference and hence attains right-hand circular
polarization.

Similarly, when DC bias voltage of -2 V is given,
diode D1 turns into ON state as the cathode of the
diode D2 points towards the radiating patch while the
cathode points towards the parasitic patch, which has
shorting vias with the ground and hence closes the DC
path. Thus, the length of the patch in the left symme-
try increases slightly, which introduces additional phase
shift between the electric currents (Ex and Ey) . This gen-
erates two orthogonal modes with the same amplitude
with +90◦ phase difference and hence attains left-hand
circular polarization. The surface current distribution
corresponding to different polarization states are shown
in Fig. 3.
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Fig. 3. Surface current distribution.

IV. RESULTS AND DISCUSSION

The performance of the proposed antenna is vali-
dated by measuring its impedance and its radiation char-
acteristics. The antennas are fabricated on FR4 substrate
and are connected with 50 ω SMA connector, as shown
in Fig. 4. The diodes are placed to bridge the radiating
patch with the outer parasitic elements. A standard T bias
switch is coupled with SMA connector input for biasing
the RF switch to switch its polarization characteristics.
The shorting pin is punched at its radiating patch center
for providing a DC path during biasing of the diodes.

The impedance characteristics are measured with
Agilent network analyzer (N9925A) and are compared
with simulated results, as shown in Fig. 5. From Fig. 5 it
is inferred that the antenna attains a −10 dB impedance
bandwidth of 100 MHz (2.40-2.5 GHz) in linear state and
85 MHz (2.41-2.495 GHz) in the circularly polarization
states respectively.

The radiation measurement setup used to analyze
the radiation characteristics of the antenna is shown in
Fig. 6.

Figure 7 shows the radiation characteristics of the
antenna, which are measured using an antenna test sys-
tem that comprises a pyramidal horn antenna having
a standard gain of 9 dB placed inside the anechoic
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Fig. 4. Fabricated prototype.
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Fig. 5. Reflection Coefficient (dB).

chamber. The test antenna is placed at a far-field dis-
tance of 2D2/λ from the transmitter antenna, and the
gain of the test is calculated based on the Friis transmis-
sion equation:

Pr=PtGrGt

(
λ

4πR

)2

. (1)

The relative gain corresponding to the fabricated
prototype is measured for both the planes. The antenna

 

Fig. 6. Measurement setup environment for test antenna.

(a) Linear polarized state

(b) Circularly Polarized (RHCP) State

(c) Circularly Polarized (LHCP) State

Fig. 7. Radiation characteristics of the proposed antenna.

attains symmetrical radiation pattern in the direction of
propagation. The antenna attains maximum gain of 5.61
dBi for the LP state and 4.98 dBi for the LHCP/RHCP
state.

The axial ratio bandwidth corresponding to the pro-
posed model for LHCP and RHCP modes is given Fig. 8.
It is inferred that compared to impedance bandwidth, the
axial ratio bandwidth is lesser, since the tangential com-
ponents of the electric fields are attenuated closed to the
ground surface. The model attains axial ratio bandwidth
of 2.42-2.51 GHz in the operating band.

Specific absorption rate (SAR) is used to quantify
the electromagnetic radiation over human tissues, and
SAR is calculated by
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SAR =
σ
∣∣E2
∣∣

ρ
, (2)

where σ and ρ are thermal conductivity, (S/m) mass
density (kg/m3) of the tissue medium, and E is the elec-
tric field intensity (V/m), which is calculated from the
power input using the relation given here:

Power
(
W/m2)= (E (V/m))2

377
. (3)

An agar based homogenous tissue model is prepared
to mimic human tissue (palm) having a permittivity of
26.47 [12] to measure the SAR value of the proposed
model. The model achieves a minimum SAR value of
0.385 W/kg at its operating bands.

Performance comparison of the proposed model
with other conventional models is given in Table 2. Most
of the traditional antennas utilize linear polarization or
fixed circular polarization techniques, which limits their
application. The proposed model utilizes reconfigurable

Table 2: Performance comparison of the proposed
antenna

Ref Size

(mm3)
Operating

Freq.

Polariz

ation

Axial Ratio

Bandwidth

SAR

(W/kg)

[13] 25 × 20
× 0.07

2.45 GHz Linear 1.22% 1.0

[14] 14 × 14
× 05

2.45 GHz Circular 6.93% 0.494

[15] 24 × 22
× 0.7

2.45 GHz Linear 24.4% 0.719

[16] 21 ×
13.5 ×
0.254

2.45 GHz Circular 53.8% 0.78

Proposed 50 × 50
× 1.6

2.45 GHz Circular 44.8% 0.385

polarization characteristics with a minimum number of
electronically controlled switching diodes without sac-
rificing the impedance and radiation characteristics of
the antenna in its operating band. In addition to that,
the antenna attains minimum SAR value at the operat-
ing band, which makes it suitable for biomedical appli-
cations.

V. CONCLUSION

A polarization reconfigurable antenna based on
switching pin diodes is presented. The antenna is
designed at the 2.45 GHZ ISM band and attains three
different polarization states upon proper biasing of the
switching diodes. The model is validated by fabricating
on single FR4 substrate, and the measured results are
compared with simulated results. The antenna achieves -
10 dB impedance bandwidth of 100 MHz (2.40-2.5 GHz)
in linear state and 85 MHz (2.41-2.495 GHz) in the cir-
cularly polarization states along with a peak gain of 5.61
dBi for LP state and 4.98 dBi for CP state in the operating
range. The antenna attains maximum axial ratio band-
width of 44.8% in the operating band with a SAR value
of 0.385 W/kg.
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M. Nikolić Stevanović, and P. Vryonides, “Com-
pact EBG-backed planar monopole for BAN wear-
able applications,” IEEE Transactions on Antennas
and Propagation, vol. 65, no. 2, pp. 453-463, Feb.
2017. doi: 10.1109/TAP.2016.2635588.

[7] Y. Chen and T. Ku, “A low-profile wearable
antenna using a miniature high impedance surface
for smartwatch applications,” IEEE Antennas and
Wireless Propagation Letters, vol. 15, pp. 1144-
1147, 2016. doi: 10.1109/LAWP.2015.2496366.

[8] Z. H. Jiang, M. D. Gregory, and D. H. Werner,
“Design and experimental investigation of a
compact circularly polarized integrated filtering
antenna for wearable biotelemetric devices,” IEEE
Transactions on Biomedical Circuits and Systems,
vol. 10, no. 2, pp. 328-338, Apr. 2016. doi:
10.1109/TBCAS.2015.2438551.

[9] A. Basir and H. Yoo, “A stable impedance-matched
ultrawideband antenna system mitigating detun-
ing effects for multiple biotelemetric applications,”
IEEE Transactions on Antennas and Propagation,
vol. 67, no. 5, pp. 3416-3421, May 2019. doi:
10.1109/TAP.2019.2905891.

[10] M. Saravanan and M. J. S. Rangachar, “Circu-
lar ring-shaped polarization reconfigurable antenna
for wireless communications,” Progress In Electro-
magnetics Research M, vol. 74, pp. 105-113, 2018.
doi:10.2528/PIERM18081608.

[11] A. Priya, S. K. Mohideen, and M. Saravanan,
“Design of polarization reconfigurable patch
antenna for wireless communications,” Applied
Computational Electromagnetics Society (ACES)
Journal, vol. 35, no. 8, pp. 893-893, 2020.

[12] D. K. Ghodgaonkar, O. P. Gandhi, and M. F. Iskan-
der, “Complex permittivity of human skin in vivo
in the frequency band 26.5-60 GHz,” IEEE Anten-
nas and Propagation Society International Sympo-
sium. Transmitting Waves of Progress to the Next
Millennium. 2000 Digest, vol. 2, pp. 1100-1103,
2002.

[13] K. Kumar Naik, S. Chaithanya Teja, B. V. Sailaja,
and P. Amala Sri, “Design of flexible parasitic ele-
ment patch antenna for biomedical application,”

Progress in Electromagnetics Research M, vol. 94,
pp. 143-153, 2020.

[14] G. V. Kumar and T. Deepali, “Design and per-
formance analysis of a CPW-fed circularly polar-
ized implantable antenna for 2.45 GHz ISM band,”
Microwave and Optical Technology Letters, vol.
62, no. 12, pp. 3952-3959, 2020.

[15] K. Kumar Naik, G. Dattatreya, and S. Sand-
hya Rani, “In-vitro test of miniaturized CPW fed
implantable conformal patch antenna at ISM band
for biomedical applications,” IEEE Access, vol. 7,
pp. 43547-43554, 2019.

[16] A. D. Butt, J. Khan, S. Ahmad, A. Ghaf-
far, A. J. Abdullah Al-Gburi, and M. Hussein,
“Single-fed broadband CPW-fed circularly polar-
ized implantable antenna for sensing medical appli-
cations,” PLoS ONE, vol. 18, no. 4, e0280042,
2023.

Saravanan Manavalan received
his master of engineering degree
(comm. system) from Anna Univ.,
Coimbatore, India in 2012. He did
his Ph.D. degree in electronics and
comm. engineering at the Hindustan
University, India. He had 2 years of
teaching experience and more than

5 years of research experience in the field of antennas.
Currently he is working as assistant professor at Vel tech
University. His area of research includes reconfigurable
antennas, metamaterials, and SIW based antennas.

Balraj Shankarlal received his
Ph.D. degree in electronics and
comm. engineering at Annamalai
University, Chidambaram, India. His
area of research includes digital
image processing.

Veeraswamy Radhakrishnan

Prakash faculty in the Department
of Electronics and Comm. Engi-
neering, in Hindustan Institute of
Technology and science, Chennai,
India. His major research work is
on video processing and real time
image processing. He is an active

IEEE member and has published papers in Scopus and
Web of science.



63 ACES JOURNAL, Vol. 39, No. 01, January 2024

Sathish Eswaramoorthy received
Ph.D. degree in electronics and
comm. engineering at National Insti-
tute of Technology, Tiruchirappalli.
Currently he is working as assis-
tant professor at Vellore Institute of
Technology, India.

Rajmohan Madasamy received
his B.E. degree in electronics and
comm. engineering from Govt.
College of Engineering, Tirunelveli,
in 2001. He obtained his M.Tech.
degree in VLSI from Dr. M.G.R.
Educational and Research Institute,
Chennai, in 2005. He obtained his

Ph.D. in software defined radio from Hindustan Institute
of Technology and Science, Chennai, in 2021. He has
around 2 years of industry experience and 14 years of
teaching experience. Currently he is an assistant profes-
sor in the department of Electronics and Communication
Engineering at Hindustan Institute of Technology and
Science, Chennai. His research interests include digital
circuits and logic design, reversible logic and synthesis,
and software defined radio.



ACES JOURNAL, Vol. 39, No. 01, January 2024 64

Optimization of PMSM for EV based on Vibration and Noise Suppression

Mingwei Zhao1,2, Xiangyu Wang2, Lijun Liu1,2*, Xiaowei Tu1, and Qinghua Yang1*

1School of Electromechanical Engineering and Automation
Shanghai University, Shanghai, 200444, China

xznu zmw@163.com, xznu llj@163.com, yqh lw@163.com

2School of Electrical Engineering and Automation
Jiangsu Normal University, Xuzhou, 221116, China

wxyinjsnu@163.com, tuxiaowei@shu.edu.cn
*Corresponding Author

Abstract – The key to the suppression of vibration and
noise for PMSM is the optimization of electromagnetic
excitation force. The method of motor body optimiza-
tion can effectively reduce the radial excitation force of
the motor, so as to suppress the vibration and noise of
the motor. Firstly, the stator structure of the motor is
optimized with V-shape skew slot based on the analyt-
ical modeling of the radial electromagnetic excitation
force of the motor. Then, the structural parameters of
the motor that affect the electromagnetic excitation force
of the motor are determined, and the average torque,
torque ripple and radial electromagnetic excitation force
generated by tangential electromagnetic excitation force
are taken as the optimization objectives. The sensitivity
analysis and classification of the structural parameters
of the motor are carried out. The multi-objective genetic
algorithm and response surface method are combined to
optimize the structural parameters of the motor. Finally,
the finite element analysis, modal analysis, multi-speed
vibration and noise analysis of the optimized motor are
done. The performance comparisons before and after
optimization have proved that the peak of equivalent
sound power level have decreased by 8.65% after the
optimization of V-shaped skewed slot structure. After the
optimization of structural parameters, the power level of
permanent magnet synchronous motor has been reduced
by 9.22%. For the vibration noise caused by resonance
and the main frequency of vibration noise harmonics,
the suppression effects are also better than those of V-
shape skewed slots optimization, and the ERPL values
are reduced by 9.22% and 10.12%, respectively, in two
cases. The results show that the vibration and noise of
permanent magnet synchronous motor are effectively
suppressed.

Index Terms – genetic optimization algorithm, multi-
objective hierarchical optimization, PMSM, skewed slots
optimization, vibration and noise suppression.

I. INTRODUCTION

The problem of Noise, Vibration, Harshness (NVH)
of vehicles is one of the issues of great concern to major
new energy vehicle manufacturers. The NVH problem
involves all parts of the vehicle, but as a new energy
electric vehicle, the motor is the core component of the
power system and the most important incentive source
of NVH. The interior permanent magnet synchronous
motor (IPMSM) has the advantages of small size, light
weight, high efficiency and high power density, and the
electric drive system with it as the core has the charac-
teristics of excellent comprehensive performance indica-
tors. Therefore, vibration and noise suppression of the
IPMSM is one of the hot spots in the field of electric
vehicle research at present [1].

Electromagnetic stress and modal parameters are
two key factors affecting electromagnetic vibration noise
of motor. Electromagnetic waves include tangential and
radial electromagnetic waves, and tangential force waves
can cause torque pulsation, resulting in vibration noise
[2]. The radial electromagnetic wave will cause periodic
deformation of the motor core and cause vibration, which
is the main source of vibration noise [3]. The influence
of motor mode and radial electromagnetic force on noise
was studied in [4–5], showing that larger vibration noise
would be caused when the frequency of radial electro-
magnetic wave was close to the mode frequency.

The main method to suppress the electromagnetic
vibration noise of PMSM is to optimize the motor body
at present. It can be divided into two categories. One is
to suppress the noise by optimizing the air gap shape,
permanent magnet structure and structure of stator and
rotor. In [6], segmented skew pole optimization was
carried out for the motor, but only for a step skew
pole optimization, and no further optimization was car-
ried out. The IPMSM using single and double perma-
nent magnet rotors was analyzed, which showed that the
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electromagnetic noise performance of double permanent
magnet yoke was better in [7]. In [8], a virtual tooth
structure between poles was used to weaken the six fre-
quency vibration noise of the surface mounted perma-
nent magnet motor, and the third, fifth and seventh har-
monics were weakened at the same time, but the weaken-
ing effect on other harmonics was missing. NVH could
be optimized by means of stator tooth chamfering [9]. In
[10], a method was proposed to cut auxiliary slots in the
top of the stator teeth and to optimize the parameters of
the slots. In [11], the magnetic amplitude was reduced to
near the resonant frequency by optimizing the slot width.
However, only the optimization of radial electromagnetic
excitation force was considered, and the tangential elec-
tromagnetic torque was not analyzed in [7–11].

The other is to reduce the vibration noise of
PMSM from the structural parameters. In [12], a three-
dimensional finite element analysis method was pro-
posed to analyze the influence of parameters of stator
and rotor on the resonant frequencies of reducing the
total sound power, so as to avoid the occurrence of res-
onance phenomenon. However, only single-stage opti-
mization of structural parameters was carried out, which
was inferior to hierarchical optimization in terms of opti-
mization efficiency and optimization fitness. In [13], the
electromagnetic force density of the air gap is analyzed
and derived, and the minimum peak value of the elec-
tromagnetic force density distributed along the air gap
circumference of the motor was taken as the optimiza-
tion objective, and the optimization values of the sta-
tor skew-slot shape, magnetic steel size and air gap size
were determined based on the sensitivity analysis results,
but only a single objective optimization was carried out
without comprehensive analysis of multiple objectives.
As the complexity of motor structure increases, it is pro-
posed that the randomness and global nature of multiple
samples in optimization have a great impact on the global
nature of optimization results, so a multi-objective opti-
mization algorithm is adopted to comprehensively con-
sider the optimization effect of multiple objectives [14].
In [15], the multi-objective optimization of the torque
ripple and the peak value of radial electromagnetic force
distributed along the circumference of the air gap was
carried out for the structural parameters of the motor,
and the parameters were graded according to the sensitiv-
ity analysis results, so as to obtain a better optimization
effect. However, only the angle of the step skewed slots
was optimized as a structural parameter.

A 40 kW 48-slot 8-pole IPMSM are taken as an
example in this paper. Two aspects of optimization are
adopted at the same time based on the analytical model-
ing of the radial electromagnetic force of the motor. On
the one hand, the skewed slot structure optimization is
carried out, and the effects of various skewed slot opti-
mization structures are compared and analyzed, and the

best skewed slots structure scheme is selected. On the
other hand, multi-objective optimization of motor struc-
ture parameters affecting electromagnetic vibration noise
is carried out with the objectives of minimum radial
electromagnetic force peak, minimum torque ripple and
maximum average torque. Based on the sensitivity anal-
ysis of motor structure parameters, the motor structure
parameters are divided into three levels: high sensitiv-
ity parameters, low sensitivity parameters and irrelevant
parameters. The multi-objective genetic algorithm and
response surface method are combined to optimize the
high and low structural parameters of the motor. The
effectiveness of the proposed method is verified by com-
paring the radial electromagnetic force space harmon-
ics, torque pulsation and equivalent radiated power level
(ERPL) of the IPMSM before and after optimization.

II. RADIAL ELECTROMAGNETIC FORCE
THEORY OF IPMSM

A. Radial electromagnetic excitation stress model of
IPMSM

The radial electromagnetic force, the main source
of electromagnetic vibration and noise, is mainly
generated by a series of stator and rotor magnetic
field harmonics [16]. The magnetic field established by
synchronous motor armature reaction magnetomotive
force is:

b1(θ , t) = ∑
υ

Bυ cos[ω1t−υθ − (ψ +90◦)], (1)

where ψ + 90◦ is the initial phase, ω1 is the frequency
of three-phase current in the stator winding, and Bυ
is the υ-order harmonic magnetic density amplitude
of the armature reaction magnetic field, and can be
expressed as:

Bυ =
p
υ

∣∣∣∣kdpυ

kdp1

∣∣∣∣X∗adBδ I∗, (2)

where Bδ is the air gap magnetic density for no load,
considering the salient pole effect of the rotor, X∗ad is the
per-unit value of direct axis armature reaction reactance,
I∗ is per-unit value of load current, p is the number of
pole pairs of the fundamental wave of the stator magne-
tomotive force (number of motor rotor pole pairs), and
the order of harmonics υ = (6k+1)p, k = 0,±1,±2 · · · .

The magnetic field established by the rotor magne-
tomotive force of the synchronous motor, that is, the no-
load airgap magnetic field is:

b2(θ , t) = ∑μ Bμ Λ0 cos[μ ω1
p t−μθ ]

+∑μ ∑k(−1)k+1 1
2 Bμ Λk cos[μ ω1

p t− (μ± kZ1)θ ]
, (3)

where Bμ is the magnetic density amplitude of the μ-
order harmonic of the main pole magnetic field under
load.

Bμ =
μ0Fμ

δ
=

p
υ

∣∣∣∣∣
sin μ

p • απ
2

sin απ
2

∣∣∣∣∣B1, (4)

where B1 is the magnetic density amplitude of the funda-
mental wave, α is the polar arc coefficient, and Z1 is the
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number of stator slots. The first term in (3) is the mag-
netic field generated by the rotor magnetomotive force
in the uniform air gap, the second term is the additional
magnetic field caused by the stator slots.

When the synchronous motor is running under load,
the air gap magnetic field is the sum of the armature reac-
tion magnetic field and the rotor magnetomotive force
magnetic field, that is:

b(θ , t) = b1(θ , t)+b2(θ , t)
= ∑

v
Bv cos [ω1t− vθ − (ψ +90◦)]

+∑
μ

Bμ Λ̄0 cos
[

μ
ω1

p
t−μθ

]

+∑
μ

∑
k
(−1)k+1 1

2
Bμ Λ̄k cos

[
μ ω1

p t
−(μ± kZ1)θ

]
.

(5)

According to Maxwell stress tensor, the radial force
under load is:

pn ≈ 1
2μ0

b2(θ , t)

=
1

2μ0

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑v Bv cos [ω1t− vθ − (ψ +90◦)]

+∑μ Bμ Λ̄0 cos
[
μ ω1

p t−μθ
]

+∑μk(−1)k+1 1
2 Bμ Λ̄k cos

[
μ ω1

p t− (μ± kZ1)θ
]

⎤
⎥⎥⎥⎥⎥⎥⎦

2

.

(6)
After expansion of (6), the term that has a greater

impact on electromagnetic noise is retained, so (6) can
be simplified as:

pn ≈ 1
2μ0

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∑μ
1
2 Bμ

2Λ̄0
2 cos

[
2μ ω1

p t−2μθ
]

+∑μ1 ∑μ2 ∑k
1
2 Bμ1Bμ2Λ̄0Λ̄k cos

{
(μ2±μ1)

ω1
p t− [(μ2±μ1)± kZ1]θ

}
+∑v ∑μ BvBμ Λ̄0 cos

[
(μ± p)ω1

p t− (μ± v)θ − (±ψ±90◦)
]

+∑v ∑μ ∑k(−1)k+1 1
2 BvBμ Λ̄k cos

{
(μ± p)ω1

p t− [(μ± kZ1)± v]θ − (±ψ±90◦)
}

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭
. (7)

The orders of each force wave are 2μ , (μ2± μ1)±
kZ1, (μ ± υ) and (μ ± kZ1)± υ . μ , μ1 and μ2 can be
expressed as:

μ = (2r+1) p
μ1 = (2r1 +1) p
μ2 = (2r2 +1) p

⎫⎬
⎭ , (8)

where r, r1, r2 = 0,1,2,3 · · · .
The first item in (7) is the force waves generated by

the alone action of the same order harmonics of the rotor
magnetic field itself. The second term is the force waves
generated by the combined modulation of different order
harmonics of the rotor magnetic field itself. The third and
fourth terms are the force waves generated by the inter-
action between the stator and rotor harmonic magnetic
fields.

B. Force waves that may cause strong vibration noise
of the motor

When the motor is running under load, whether a
series of force waves included by radial force can cause
strong vibration and noise of the motor depends on the
three elements of force wave, including size, order and
change frequency [17]. It can be seen from (8) that the
frequency of radial force wave during load operation of
synchronous motor is an integer multiple of twice the
frequency of power supply, that is:

f = 2r f1, (9)
where f1 is the power supply frequency, and r =
1,2,3 · · · .

Accordingly, the vibration frequency caused by
radial force wave is also an integer multiple of twice the
power supply frequency f1. Relative to the rotor rotation
frequency, the frequency of the radial force wave is the
2rp times the rotor rotation frequency, that is, the time
order of the radial force wave is 2rp order, namely, the
number of vibrations of the rotor rotating a full circle
is an integer multiple of the number of poles. In addi-
tion, according to each order of radial force wave in (6),
the lowest non-zero order of spatial force wave of syn-
chronous motor is 2p during load operation.

The radial force waves that need to be paid attention
to when the synchronous motor is loaded are as follows:

(1) Radial force waves with frequency 2 f1 produced

by the main wave magnetic field

Namely, the first force wave in (7), when r = 1, cor-
responds to the radial force wave caused by the main
wave magnetic field (harmonic order p) with the pole
pairs p.

(2) Lower order force wave generated by the inter-

action between the first order tooth-harmonic mag-

netic field of stator and the μ-order harmonic mag-

netic field of rotor

When the synchronous motor is running without
load, the radial force wave generated by the interaction
between the μ-order harmonic of the rotor main pole
magnetic field with the pole number μ and frequency
μ •ω1/p and the first order tooth-harmonic of the rotor
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main wave with the pole number p± Z1 and frequency
ω1, is the main source of electromagnetic vibration noise
which corresponds to the radial force wave of the 2nd
term of (7) when μ2 = μμ1 = pk = 1.

When r or r+ 1 is the integer closest to Z1/2p, the
number of slots per pole, the orders of two lower order
dangerous force waves, i.e., n = 2rp−Z1 or n = 2(r +
1)p−Z1, appears as a minimum.

In the case of the synchronous motor load opera-
tion, the radial force wave generated by the interaction
between the stator first order teeth harmonic magnetic
field of the armature winding and the μ-order harmonic
magnetic field of the rotor is the 3rd term of (7) when
υ = p±Z1.

When r or r+ 1 is the integer closest to Z1/2p, the
number of slots per pole, the 3rd term in (7) contains two
low-order dangerous force waves. The minimum value
of the orders of these two force waves, i.e., n = 2rp−Z1
or n= 2(r+1)p−Z1, is most likely to cause electromag-
netic vibration noise of synchronous motor load.

(3) Radial force wave generated by the interaction

between the stator and the rotor harmonic magnetic

field

When the synchronous motor is running under
load, the radial force wave generated by the interaction
between the stator υ-order harmonic magnetic field and
the rotor μ-order harmonic magnetic field is the 3rd term
of (7), and the orders of dangerous force waves with
lower order are:

n = μ−υ=
{
(2r−6k) p Integer slot winding
(2r− 6k

d )p Fractional slot winding
,

(10)
where d is the denominator of the number of slots of per
pole per phase.

When r is closest to 3k or 3k/d, the minimum value
of n appears, and the generated force wave is most
likely to cause electromagnetic vibration noise of the
synchronous motor load.

(4) Radial force waves generated by interaction

between stator tooth-harmonic magnetic field and

permanent magnet rotor field

The 4th term of (7) contains the lower order dan-
gerous force waves generated by interaction between sta-
tor tooth-harmonic magnetic field and permanent magnet
rotor field and the orders of dangerous force waves are,
respectively:

n =

{
(2r−6k)p+ kZ1 Integer slot winding
(2r− 6k

d )p+ kZ1 Fractional slot winding
, (11)

and

n =

{
(2r+6k+2)p− kZ1 Integer slot winding
(2r+ 6k

d +2)p− kZ1 Fractional slot winding
.

(12)
For the integer slot winding, when r and−kZ1/2p+

3k are closest, or r and kZ1/2p− 3k− 1 are closest,
n appears the minimum value, and the generated force
wave is most likely to cause the electromagnetic vibra-
tion noise of the synchronous motor load.

III. NUMERICAL ANALYSIS OF RADIAL
ELECTROMAGNETIC FORCE

A. Initialization design of IPMSM

In order to reduce the electromagnetic noise of the
motor, a 48-slot 8-pole IPMSM is selected. The working
parameters of the motor are shown in Table 1, includ-
ing rated power, rated speed and rated voltage. Motor
structure parameters are shown in Table 2. They are sta-
tor outer diameter Dso, stator inner diameter Dsi, slot
Angle Ske, slot height Hs0, slot shoulder height Hs1,
slot width height Hs2, slot width Bs0, slot center width
Bs1, slot bottom width Bs2, rotor outer diameterDro,
rotor inner diameter Dri, pole arc coefficient Emb, mag-
netic bridge thickness Bridge, cross axis magnetic path
width rib, cross axis magnetic path height Hrib, mag-
netic steel thickness T hi, core length Length, and the
distance between rotating shaft and magnetic steel o2,
respectively. The motor model is established based on
the parameters above, and the cross section and main
structural parameters of the motor are shown in Fig. 1.

Table 1: Operating parameters of motor
Parameters Value Parameters Value

Rated power
/kW

40 Rated speed/
Maximum
speed/ rpm

3000/6000

Rated
torque/

Maximum
torque/N.m

127.3/318.3 Efficiency (at
rated speed)

>85%

Rated
voltage/V

126 Operating
temperature

/cel

120

Material of
iron core

DW310 35 Material of
magnetic steel

NdFe35

Table 2: Structure parameter of motor
Parameters Value Parameters Value

Dso/mm 220 Dro/mm 142
Dsi/mm 144 Dri/mm 48
Ske/deg 7.5 Emb 0.73
Hs0/mm 0.5 Bridge/mm 1.5
Hs1/mm 0.5 Rib/mm 10
Hs2/mm 23 Thi/mm 5
Bs0/mm 2.5 Length/mm 149
Bs1/mm 5.2 Hrib/mm 4.6466
Bs2/mm 7.5 o2/mm 37.6638
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Fig. 1. Cross-section of the motor model.

Hs1 Hs0Hs2

Bs0Bs2 Bs1

Fig. 2. Stator groove structure of motor.

 
Fig. 3. Maxwell 2D finite element model of motor with
mesh division.

The stator slot adopts a pear-shaped slot, and its struc-
ture and main parameters are shown in Fig. 2.

The 2D finite element model of the motor is shown
in Fig. 3. The rotation region and boundary of the model

Fig. 4. Distribution of magnetic induction intensity and
field line of motor.

are set, respectively. In order to improve the running
accuracy of the model, the model is discretized by mesh
generation and the finite element solution is carried out.
The current source excitation of the motor finite element
model is 275.0076sin(2π×200t).

The distribution of magnetic induction intensity and
magnetic field line of the motor are shown in Fig. 4,
which shows the density of magnetic field line A at each
position of the stator and rotor and the magnetic induc-
tion intensity B at different positions at a certain time. It
can be seen more intuitively that the magnetic field line
always passes along the path with small magnetoresis-
tance.

B. Calculation and analysis of radial excitation force

The Cartesian coordinate system is used to simu-
late and solve the motor, and then the field calculator is
adopted to post-process the results. The radial magnetic
induction intensity Br is converted according to the fol-
lowing formula:

Br = Bx cosϕ +By sinϕ, (13)

where ϕ is the angle between the x axis and the column
coordinate, Bx and By are the components of the mag-
netic induction intensity B in the direction of x axis and
y axis, respectively.

The variation of radial electromagnetic waves along
the air gap circumference of the motor model with time
and space is shown in Fig. 5. Due to the influence of
stator teeth and slots, the radial electromagnetic force
changes periodically with the space position, and it is
also a periodic function of time. Therefore, the harmonic
response analysis of the radial electromagnetic force
can further analyze its influence on electromagnetic
vibration.
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Fig. 5. 3D diagram of radial electromagnetic stress with
time and space.

IV. OPTIMIZATION OF SKEWED SLOTS
STRUCTURE OF IPMSM

A. Skewed slots optimization method

(1) Step skewed slots

When the stator slots are skewed, the tooth-
harmonics of the stator and rotor magnetic fields are
weakened, and the radial force wave has phase displace-
ment along the axial direction. Therefore, the average
radial force along the axial direction is reduced, reducing
the electromagnetic vibration and noise of the motor
effectively [18]. The skewed slots structure of stator is
shown in Fig. 6. The relevant parameters are identified
in the figure, where Z is the identification of the stator
axial direction, bsk = θsk ·R is the skewed slots distance,
i.e., arc length, R is the outer radius of the stator, θsk is
the angle of the skewed slots, and l is the length of stator
core.

When the stator slots are skewed, and the rotor slots
are straight, the radial exciting force pn generated by the

skb

R

l

Zsk

Fig. 6. Schematic diagram of skewed slot structure of
stator.

interaction between the stator υ-order harmonic mag-
netic field and the μ-order harmonic magnetic field gen-
erated by the fundamental wave current of the rotor is
integrated along the direction of core length l and then
the average radial force, that is, the axial zero-order
vibration radial force pn0, can be expressed as:

pn0 =
1
l

1/2∫
−1/2

pndZ

=
1
l

1/2∫
−1/2

Pnm cos
(

ωnt−nθ −ϕn− v
bsk

R
Z
l

)
dZ, (14)

= Pnm
sin(vbsk/2R)

vbsk/2R
cos(ωnt−nθ −ϕn)

where Pnm refers to the amplitude of 0-order radial force
when no skewed slots.

The skewed slots coefficient is defined as:

Ksk =
sin(υbsk/2R)

υbsk/2R
=

sin(υπbsk/Z1t1)
υπbsk/Z1t1

, (15)

where t1 is the slot distance of stator.
The theoretical analysis shows that the average

amplitude of the 0-order radial force wave along the axial
direction is:

Pn0 = Pnm ·Ksk. (16)
In addition, due to the role of the skewed slots,

the skewed slots coefficient of the tooth-harmonics, that
is, the most important magnetic field harmonics in the
motor, is very small or even 0, which greatly reduces the
vibration noise caused by tooth-harmonics.

(2) V-shape skewed slot

Although the unidirectional skewed slots can reduce
the vibration noise caused by tooth-harmonics, it will
cause transverse current and torsional moment, thus
increasing the additional loss, generating additional axial
force and torsional vibration [18]. In order to avoid the
above side effects, V-shape skewed slots measures can
also be used. Its structure is characterized by dividing
the stator into two halves along the axial length, each half
is equivalent to a skewed slots stator, and two parts are
twisted in the opposite directions, forming a ”V” shape,
as shown in Fig. 7. The relative tooth-harmonics of the
two parts of the stator are just in reverse phase, and the
harmonic torque generated by the first-order and odd-
order tooth-harmonics in the two stator segments can-
cels each other, which is more conducive to reducing the
vibration and noise of the motor.

B. Motor skewed slots optimization design

The skewed slots are set based on the initial design
of motor model. The structure of the segment skewed
slots are adopted, the motor stator is divided into five
sections, and two skewed slots schemes of step and
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Fig. 7. Diagram of V-shape skewed slots structure.

V-shape are used, respectively. The parameter settings of
each scheme are shown in Table 3.

Table 3: Parameters settings of skewed slots
Mode of Skewed Slots Step Skewed

Slots

V-shape

Skewed

Slots

Number of segments 5 5
Best equivalent skewed

slots angle
7.5 7.5

Angle set actually 6 5
Twist angle of segment 1 - 3 2
Twist angle of segment 2 1.5 0.5
Twist angle of segment 3 0 - 3
Twist angle of segment 4 1.5 0.5
Twist angle of segment 5 3 2

C. Evaluation index of motor skewed slots optimiza-
tion scheme

The peak value Pnm of radial electromagnetic stress
pn distributed along the circumference of air gap under
different skewed slots schemes is taken as the evalua-
tion index. The smaller Pnm is, the smaller vibration noise
caused by the radial force is, and the better the optimiza-
tion effect.

The expression of radial electromagnetic stress dis-
tribution Pn along the arc of the center of the air gap is:

Pn =
∫

2πRairgap

pndr, (17)

where Rairgap is the arc radius of the center of the air gap,
which can be expressed as:

Rairgap =
Dis−dr

2
, (18)

where Dis is the inner diameter of the stator and dr is the
length of the air gap.

So the peak value of Pn can be denoted by:
Pnm = max{Pn}. (19)

Fig. 8. Distribution diagram of radial force peak
Pnmunder different schemes.

D. Optimization effect comparison of different
skewed slots schemes

Figure 8 shows the Pnm distribution of stator in dif-
ferent segments of the motor under different skewed slots
schemes. When the stator has no skewed slots, Pnm is
567578.7660N, and the average Pnm of the five-segment
stator with step slots is 565186.2524N, which decreases
2392.5136N compared with that without skewed slots.
The average Pnm of the five-segment stator with a V-
shaped skewed slots is 552646.8741N, which decreases
14931.8919N compared with that without skewed slots.
Therefore, the improvement degree of electromagnetic
noise of IPMSM with stator V-shaped skewed slots struc-
ture is higher than that of the step skewed slots.

V. MULTI-OBJECTIVE HIERARCHICAL
OPTIMIZATION OF IPMSM STRUCTURE

PARAMETERS

The optimization principle of this paper is as fol-
lows: on the premise of not changing the external struc-
ture of the motor and not affecting other performance
of the motor, the structural parameters of the motor are
optimized based on V-shaped skewed slots optimization
to reduce the radial electromagnetic force and electro-
magnetic torque ripple of the motor, so as to suppress
the electromagnetic noise.

A. Determination of optimization objectives

The basis of optimization objectives selection is:
(i) The peak value of radial electromagnetic force

and tangential electromagnetic torque ripple are related
to the magnitude of vibration and noise directly, and
the suppression of these two targets can produce better
results;

(ii) Since the direct suppression process of vibra-
tion noise is coupled to multiple physical fields, there is
a high demand for computer processors and hard disks,
so the indirect suppression process of independent mag-
netic field calculation with higher efficiency under the
same computing power is adopted.
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Therefore, the indirect suppression of electromag-
netic noise method has been adopted in this paper, and
tangential electromagnetic torque has been taken into
account to suppress electromagnetic noise. The opti-
mization objective has been determined as follows.

(i) The peak value Pnm of radial electromagnetic
stress distribution along the circumference of the air gap
is the smallest, that is:

ob j1 = min(Pnm). (20)
(ii) The torque ripple Tripple is minimal, that is:

ob j2 = min(Tripple). (21)
Tripple is indicated as:

Tripple =
Tmax−Tmin

Tavg
×100%, (22)

where Tmax, Tmin and Tavg are the maximum, the mini-
mum and the average of the output torque, respectively.

(iii) The average of tangential electromagnetic
torque is maximal, that is:

ob j3 = max(Tavg). (23)
Tavg is denoted by:

Tavg =
1
τ

∫ τ

0
T (t)dt, (24)

where τ is the time of one cycle of the output torque
waveform of the motor. T (t) is the output electromag-
netic torque of the motor.

B. Determination of optimization variables

The magnitude of the radial excitation force har-
monics (especially tooth-harmonics) is closely related to
the size and shape of the pole arc, the length of the air gap
and the size of the magnetic permeability wave caused by
the slot of the stator and rotor. Therefore, these effective
methods, i.e., optimizing the size and shape of the pole
arc of IPMSM to make the radial excitation force density
waveform close to sine as much as possible and opti-
mizing the size of the stator and rotor slots (especially
the notch), so as to reduce the electromagnetic vibration
noise caused by the tooth and slot, can be used to reduce
the electromagnetic noise of the motor. Table 4 shows
the selected optimization variables and their correspond-
ing value ranges.

C. Sensitivity analysis and parameter classification

OptiSLang software is used to analyze the sensi-
tivity of structural parameters, and screen and grade
structural parameters based on the prediction coefficient.
IPMSM is analyzed and optimized under the V-shaped
skewed slots scheme, and Advanced Latin Hypercube
Sampling (ALHS) based on Monte Carlo sampling is
adopted for sampling. A total of 100 samples were col-
lected for the sample space composed of 10 structural
parameters and their variation ranges. This method can
not only ensure the accuracy of sensitivity analysis but
also reduce the amount of calculation, and is suitable

Table 4: Initial value and variation range of optimization
parameters
Optimization

Parameters

Initial

Value

Value Range

Hs0/mm 0.5 0.35 ∼ 0.7
Hs1/mm 0.5 0.35 ∼ 0.7
Hs2/mm 23 20 ∼ 25
Bs0/mm 2.5 1.9 ∼ 4.1
Bs1/mm 5.2 4 ∼ 6
Bs2/mm 7.5 6-8.6
dr/mm 1 0.7 ∼ 1.3

Thi/mm 5 2 ∼ 8
o2/mm 37.6638 37.0136 ∼ 38.1787

Hrib/mm 4.6466 4.0892 ∼ 5.3504

for sensitivity analysis when the number of parameters
is less than 50. Furthermore, the influence of the irrele-
vant relationship between parameters on the subsequent
sensitivity analysis results is minimized by introducing
a random evolutionary strategy, so that relatively accu-
rate results can still be obtained in the case of small
samples [15].

In order to calculate more efficiently, the Coefficient
of Prognosis (CoP), based on polynomial fitting, is used
to evaluate the sensitivity of the target. Based on the col-
lected samples and the corresponding solution results,
the polynomial regression equation fitting the objective
function y(Xi) to the analysis parameter Xi is:

y(Xi) = pT(Xi)β + εi, (25)

where β is the determinant of the polynomial coefficient,
εi is the fitting error, and pT(Xi) is the polynomial about
the structural parameters, which can be denoted by:
pT(Xi) = [1 X1 X2 X3 · · · X2

1 X2
2 X2

3 · · · X1X2 X1X3 · · · ]T.
(26)

We define the total variation of the output as:

SST =
M

∑
i=1

(yi−μy)
2, (27)

where yi is the actual value of the sample target, μy is
the average of the sample target, and M is the number of
samples.

We define the sum of squares of all prediction errors as:

SSE =
M

∑
i=1

(yi− ŷi)
2, (28)

where ŷi is the corresponding calculated value for the
y(Xi).

The prediction quality evaluation index CoP is:

CoP = 1− SSE

SST
. (29)

The larger the value of CoP, the greater the influence
of structural parameters Xi on optimization objective yi,
and the higher the sensitivity.
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Table 5: Sensitivity analysis results of structural param-
eters

The optimization design of IPMSM can be simpli-
fied to the multi-stage and multi-physical field optimiza-
tion through sensitivity analysis [19]. The sensitivity of
each parameter to each optimization target and the over-
all sensitivity results are shown in Table 5 after the sensi-
tivity calculation of structural parameters. The following
conclusions can be drawn from Table 5:

(i) The values of CoP of overall structural param-
eters of the three optimization objectives are all above
75%, indicating that the determined structural parame-
ters have high sensitivity to the three optimization objec-
tives;

(ii) High sensitivity parameters: Bs0, Bs1, Hs2 and
Thi have a high influence on one or more of the three opti-
mization objectives. The values of CoP of them are bigger
than 20%, so they are set as high sensitivity parameters.

(iii) Low sensitivity parameters: o2 and dr only
affect two objectives and the values of CoP are below
20%, and the sensitivity of Bs2 to the three optimiza-
tion objectives is all below 20%, so these three structural
parameters are set as low sensitivity parameters.

(iv) Irrelevant parameters: Hs0, Hs1and Hrib don’t
have corresponding CoP value, so they do not partici-
pate in the optimization in the next stage. The number of
structural parameters to be optimized is reduced to 7.

D. Process of hierarchical optimization

The appropriate optimization method is adopted for
each level of parameters to reduce the calculation amount
and to improve the accuracy of optimization for each

First level 
optimization 

(MOGA)

Second level 
optimization 

(RSM)

Second level 
optimization 

(RSM)

Participate optimization

Send parameters

Initial value of high 
sensitivity 
parameters

Initial value of low 
sensitivity 
parameters

Optimized value of 
high sensitivity 

parameters

Initial value of low 
sensitivity 
parameters

Optimized value of 
high sensitivity 

parameters

Optimized value of 
low sensitivity 

parameters

Fig. 9. Optimization flow of structure parameter hierar-
chical optimization.

parameter based on the results of sensitivity classifica-
tion [20]. The process of hierarchical optimization of
structural parameters is shown in Fig. 9.

ALHS is used to sample in the optimization space
and determine the initial samples of all levels of opti-
mization, and an adaptive strategy is introduced to deter-
mine the samples of each iteration, so as to improve the
randomness and global character of the initial samples
and iterations and reduce their global influence on the
optimization results [15].

After a round of hierarchical optimization being
completed, the global nature of the optimization results
under a given optimization environment is judged, and
the optimized structural parameters are imported into
the optimization process as initial values for the sec-
ond round of optimization. If the difference between
the value of the multi-objective optimization function
Wmax(xi) after the second round optimization and the
result of the first round is less than 2%, the first round
result is judged to meet the global requirements, and the
first round result is output as the final optimization result
of the structural parameters. Otherwise, the next round of
optimization is carried out based on the results of the sec-
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the optimization result

Yes
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Fig. 10. Global judgment process of optimization.

ond round of hierarchical optimization until the global
demand is met. The overall judgment process of hierar-
chical optimization results is shown in Fig. 10.

The optimal solution of Pareto solution set obtained
by all levels of optimization in the optimization process
can be selected by normalized weighting function, and
the weighting function can be expressed as:

Wmax(xi) = λ1
Tavg(xi)
T o

avg(xi)
+λ2

Po
nm(xi)

Pnm(xi)
+λ3

T o
ripple(xi)

Tripple(xi)

λ1 +λ2 +λ3 = 1
, (30)

where T o
avg(xi), Po

nm(xi) and T o
ripple(xi) are the maximum

value of the optimized tangential electromagnetic torque
mean value, the optimized radial electromagnetic force
peak value and the minimum value of torque ripple,
respectively. xi is the ith solution in the Pareto solution
set. Tavg(xi), Pnm(xi) and Tripple(xi) are result of each opti-
mization scheme. λ1, λ2 and λ3 are the weight coeffi-
cients of three optimization objectives [21]. Because the
main purpose of this optimization is to suppress electro-
magnetic noise, the radial electromagnetic force density
and torque ripple weight coefficient are higher, and the
values of λ1, λ2andλ3 are set to 0.2, 0.4 and 0.4, respec-
tively.

E. First round optimization of highly sensitive param-
eters

The highly sensitive parameter optimization
includes four structural parameters and three opti-
mization objectives, which belongs to multi-parameter
and multi-objective optimization, and it is difficult
to construct a direct functional relationship between
structural parameters and optimization objectives. The
four structural parameters have a great influence on
the optimization objectives, which requires deep opti-

mization and a large amount of calculation. The three
optimization objectives of Pnm, Tripple and Tavg are con-
tradictory and need to be considered in a compromise.
Multi-objective genetic algorithm (MOGA) is used for
global optimization. For multi-objective optimization
and tradeoff among optimization objectives, the optimal
solution set is given by using Pareto frontier.

The sample size is set to 200, the initial population
is 20, the crossover probability is 50%, and the muta-
tion probability is 14%. The generated Pareto frontier is
shown in Fig. 11. The first round of optimization results
obtained after selecting Pareto solution sets of high sen-
sitivity parameters by using the normalized weighting
function is shown in Table 6.

Fig. 11. Pareto front surface of multi-objective optimiza-
tion.

Table 6: Results of high sensitivity optimization
Parameters/
Objectives

Pre-optimization
Value

Post-optimization
Value

Bs0/mm 2.5 2.012727
Bs1/mm 5.2 5.851049
Hs2/mm 23 21.34658
Thi/mm 5 5.49087

Pnm 552646.9 433154.7
Tripple 2.8476 2.424988
Tavg 103.83 104.3193

It can be seen from Table 6 that each optimiza-
tion index of high sensitivity parameters has improved
to some extent after optimization by MOGA. The peak
Pnm of radial electromagnetic force density has decreased
by 27.59%, the mean Tavg of tangential electromagnetic
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torque has increased by 0.47%, and the torque ripple
Tripple has decreased by 17.43%. The values of the four
highly sensitive parameters are modified to the optimized
values after the optimization is completed, which are
used as fixed values to participate in the subsequent opti-
mization.

F. First round of optimization of low sensitivity
parameters

The low sensitivity parameter optimization includes
three structural parameters and three optimization objec-
tives, which belongs to multi-parameter multi-objective
optimization. The influence of the three parameters on
the optimization objectives is smaller than that of the
highly sensitive parameters, so it is unnecessary to
collect many samples. Therefore, the response surface
method is used to optimize the low sensitivity parame-
ters. The low sensitivity optimization results can also be
evaluated based on the multi-objective normalized opti-
mization function Wmax(xi) in the optimization process.
Table 7 shows the changes of parameters and target val-
ues after optimization of low sensitivity parameters.

It can be seen that after the low sensitivity parame-
ters optimization, the peak Pnm of radial electromagnetic
density has been reduced by 13.45%, the torque ripple
Tripple has been reduced by 7.37%, but the mean Tavg of
tangential electromagnetic torque has been reduced by
8.1%. The comprehensive optimization index has been
improved to some extent.

Table 7: Results of low sensitivity optimization
Parameters/

Objectives

First Level

Optimization

Value

Second Level

Optimization

Value

o2/mm 37.6638 37.016
Bs2/mm 7.5 8.4408
dr/mm 1 1.2984

Pnm 433154.7 374870
Tripple 2.424988 2.6218
Tavg 104.3193 96.634

G. Global judgement of hierarchical optimization
results

The optimized results of Tables 6 and 7 are imported
into the hierarchical optimization process again as the
results of the first round of optimization, and the sec-
ond round of hierarchical optimization is carried out. The
comparison of the two rounds of optimization results is
shown in Table 8. The multi-objective optimization func-
tion Wmax(xi) is reduced by 0.29%, and the improvement
degree is less than 2% after the second round of opti-
mization. According to the global judgment process, the
final output is the optimization result of the first round.

Table 8: Comparison of two rounds of hierarchical opti-
mization results

Parameters/

Objectives

First Round

Results

Second Round

Results

Bs0/mm 2.012727 2.169249
Bs1/mm 5.851049 5.838322
Bs2/mm 8.4408 8.5995
Hs2/mm 21.34658 21.94714
Thi/mm 5.49087 5.596182
dr/mm 1.2984 1.2988
o2/mm 37.016 37.67575

Pnm 374870 373730
Tripple 2.6218 2.6313
Tavg 96.634 96.411

This shows that the results obtained by hierarchical opti-
mization of the seven structural parameters have better
global performance in the optimization space composed
of the given initial optimization value and optimization
range [15].

VI. VERIFICATION OF OPTIMIZATION
EFFECT OF IPMSM

A. Finite element verification of hierarchical opti-
mization results

Figure 12 shows the comparison of the distribu-
tion of electromagnetic excited force before and after
the optimization of structural parameters. It can be seen
that the peak value of radial force Pnm is 373534.2742N
after the optimization of structural parameters, which
decreases by 34.19% compared with that without skewed
slots and 28.79% compared with the V-shaped skewed
slots.

 

Fig. 12. Comparison of radial force distribution before
and after optimization of structural parameters.

Many radial electromagnetic force harmonics of dif-
ferent orders and frequencies will be generated in the air
gap of PMSM when the electromagnetic fields of the sta-
tor and rotor interact, which are the main factors leading
to radial vibration of the stator core of the motor. The har-
monic optimization of the radial electromagnetic force
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Fig. 13. Harmonic optimization of radial electromagnetic
waves.

wave is shown in Fig. 13. m0 ∼ m18 list the spatial dis-
tance X and amplitude Y of force waves with different
orders, and the relationship between force wave order n
and spatial distance X is expressed as:

n =
2πRaX
1000

, (31)

where Ra is the radius of the air gap circumference.
The major orders of space harmonics of radial

electromagnetic waves converted by (31) are shown in
Table 9. The 8th order force wave is the radial force
wave with frequency 2 f1, which is mainly generated by
the magnetic field of the main wave. The 0th and 8th
order force waves are also lower order force waves mod-
ulated by the first order tooth-harmonic magnetic field of
the stator and the harmonic magnetic field of the rotor.
The 48th, 96th and 144th order force waves are the radial
force waves generated by the interaction between the sta-
tor and the rotor harmonic magnetic field, and also the
radial force waves generated by the interaction between
the stator tooth-harmonic magnetic field and the perma-
nent magnet rotor magnetic field.

Table 9: Optimization of the main spatial harmonic order
of radial electromagnetic waves
Point X/mm r Initial

Force

/N

V-shape

Force

/N

Optimized

Force

/N

m0 0.0000 0 216912.80 214192.01165369.22
m1 17.7627 8 170873.21 166385.01121907.56
m6 106.5762 48 77168.65 87619.53 51467.84

m12 213.1524 96 47800.92 42057.04 23221.42
m18 319.7286 144 25985.30 22815.83 21879.61

From Fig. 13 and Table 9, it can be seen that the
fundamental, the 8th, 48th, and 96th order harmonics
after the optimization of structural parameters are fur-
ther reduced on the basis of the V-shaped skewed slots
optimization, indicating that the electromagnetic vibra-
tion noise is effectively suppressed.

 

Fig. 14. Ripple torque before and after optimization.

The comparison between torque ripple Tripple and
average torque Tavg before and after optimization of
structural parameters is shown in Fig. 14. After the com-
promise of multiple optimization objectives, the torque
ripple after optimization is 2.8691, which is 41.44%
lower than that before optimization and basically equiv-
alent to the effect of V-shape skewed slots optimization.
The average torque after optimization is significantly
lower than the initial value and the V-shaped skewed
slots, but the average torque in the V-shaped skewed slots
is basically the same as the initial value.

B. Modal optimization analysis of IPMSM stator
structure

Motor vibration not only depends on the stress of
exciting vibration of motor, but also relates to the natural
vibration characteristics of the motor structure, including
the natural vibration mode and natural frequency of the
motor structure itself. The motor stator is a circular struc-
ture, and the radial electromagnetic force directly acts on
the teeth and magnetic poles of the stator. The natural
vibration modes of this stator ring model are mainly the
radial modes of different orders, and the order r of the
vibration mode of corresponding shape of the stator is
usually defined by the order n of the force wave, that is,
r = n [22].

The resonance effect will occur, making the motor
produce larger vibration and noise, when the frequency
and order of the radial electromagnetic excited force
wave are close to or consistent with the corresponding
natural frequency and natural vibration mode order of
the motor stator.

The specific relationship between the natural fre-
quency of each vibration mode and the motor structure
can be summarized as follows:

(i) The natural frequency is closely related to the
average radius Rc of the stator yoke. The natural fre-
quency is approximately inversely proportional to Rc for
breathing mode (r = 0). The natural frequency is approx-
imately inversely proportional to the square of Rc and,
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the larger the radius, the lower the natural frequency for
the other mode (r �= 0).

(ii) The natural frequency is also closely related to
the order r of the mode and is approximately propor-
tional to the square of r.

(iii) The natural frequency is also related to the yoke
thickness h, mainly the ratio of the thickness of the sta-
tor yoke to its average radius, i.e., h/Rc. A large h/Rc
indicates that the stiffness of stator is large, and the natu-
ral frequency will be high. Small h/Rc indicates that the
stiffness of stator is small, and the natural frequency will
be low.

The inherent modes of a certain order can be under-
stood and the actual modes of each order can be pre-
dicted through modal analysis of IPMSM [7]. The nat-
ural vibration modes of the stator model corresponding
to the 1st to 4th order are shown in Fig. 15.

(a) (b)

(c) (d)

Fig. 15. Stator natural vibration modes of each order: (a)
r = 1, (b) r = 2, (c) r = 3, and (d) r = 4.

The comparison of natural frequencies of each order
for stator skew slots optimization and structural param-
eter optimization is shown in Table 10. After the stator
skew slots is used, the natural frequency is improved,
and the natural frequency is slightly reduced after the
structural parameter optimization, which proves that the
optimization of motor body structure parameters can
improve the natural frequency of motor stator structure
and effectively reduce the resonance risk.

Table 10: Comparison of motor natural frequency before
and after optimizationp

Frequency/Hz

Optimization

Orders

 
1r  2r  3r  4r  

Initial 397.78 676.12 978.05 1503.9 
V-shaped 404.29 706.49 992.45 1557.5 
Optimized 403.64 705.9 992.09 1558.4 

C. Optimization verification of vibration and noise
suppression of IPMSM

The stator will produce a continuous steady state
harmonic response when the periodic electromagnetic
excitation force is applied to the stator of the motor, and
the dynamic balance equation of the stator is expressed
as:

mẍ(t)+ rmẋ(t)+ kx(t) = F(t), (32)
where m, rm, and k are the mass, mechanical damping
coefficient, and stiffness of the stator vibration system,
respectively, F(t) is simple harmonic exciting force, and
F(t) = Pnm cosωt. ẍ(t) is the vibration acceleration of
the stator vibration system, ẋ(t) is vibration speed and
x(t) is vibration displacement.

Let the solution of (32) be:
x(t) = Xm cos(ωt−ϕ). (33)

Substitute (33) into (32) to get:

Xm =
Pnm

ω
√

rm2 +(ωm− k
ω )2

. (34)

According to equation (34), when ωm− 1
ωλ = 0, the

system will resonate, and the square of the resonant fre-
quency is:

ω0
2 =

1
mλ

. (35)

When the excitation frequency is far away from the
resonance frequency, the damping coefficient rm is much
less than (ωm−k/ω), which is ignored, and (35) substi-
tuted into (34) obtains:

Xm =
Pnm

ω( k
ω −ωm)

=
Pnm

k(1− ω2

ω02 )
. (36)

For the r-order vibration mode (r ≥ 2), the equiv-
alent distributed stiffness of the stator core is approxi-
mately proportional to (r2−1)2, that is:

k ∝ (r2−1)2. (37)
Substitute (37) into (36) and take into account ω =

2π f to get:

Xm ∝
Pnm

1− f 2

f02

1
(r2−1)2 . (38)

According to (38), the response of motor vibration
system under simple harmonic excitation is still har-
monic. The vibration amplitude Xm is directly propor-
tional to the excitation force Pnm. The response frequency
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is equal to the excitation force frequency. The system
will resonate and produce a large amplitude when the
exciting frequency f of the exciting force is close to the
natural frequency f0 of the motor vibration system. In
addition, Xm is approximately inversely proportional to
(r2−1)2, so the smaller order r should be focused on.

(1) Vibration and noise evaluation criteria

Since the vibration frequency of the motor is mostly
in the mid-frequency band (f=10∼1000 Hz), the harm of
mid-frequency vibration is mainly reflected in the trans-
mission scale of vibration energy, such as the noise gen-
erated by vibration and fatigue damage of vibration com-
ponents, and the vibration energy is proportional to the
square of the vibration speed, so the vibration speed is
used as the characteristic quantity in the vibration test.

The motor is regarded as a spherical radiator, and
the radiation sound intensity is:

I = 2ρCπ2 f 2Xm
2 · I∗, (39)

where I∗is the relative radiated sound intensity of the
spherical radiator, which can be obtained by the curve
shown in Fig. 16, sound velocity C is an inherent param-
eter of the medium, which depends on the density ρ
and elastic modulus E of the medium, and can be
expressed as:

C =

√
E
ρ
. (40)

The sound power W radiated by the motor hous-
ing is:

W = I ·2πDL
= 2ρCπ2 f 2Ym

2 ·2πDL · I∗ , (41)

where D is the radius of the housing and L is the length
of the housing.

Fig. 16. Relative radiated sound intensity of a spherical
radiator.

According to (41), the equivalent radiated power of
the motor is proportional to the square of the ampli-

tude of vibration velocity of the motor stator housing.
The amplitude of the vibration density can be expressed
as the product of the vibration displacement amplitude
and vibration frequency. ERPL is used to characterize
the harmonic response of the motor [23], and the expres-
sion is:

ERPL = 10lg
W
W0

, (42)

where W0 is the reference equivalent radiated power, gen-
erally taken as 10−12W .

(2) Vibration and noise suppression optimization

results

The air-gap electromagnetic stress of the stator
housing after the structural parameter optimization is
shown in Fig. 17. The red part is the imported electro-
magnetic excitation force, including radial electromag-
netic force and tangential torque.

Tangential 
torque

Radial 
electromagnetic 

force

Fig. 17. Radial electromagnetic force and torsional force
model after optimization of structural parameters.

The chassis base is set as a fixed constraint, and
the frequency band is considered as 601 segments. The
modal superposition method is used to solve the multi-
speed EPRL waterfall diagram of IPMSM, and the speed
range is from 1000 rpm to 6000 rpm. The ERPL waterfall
diagram of IPMSM is obtained in Fig. 18 after harmonic
response analysis.

As can be seen from Fig. 18 corresponding to 6000
rpm, that is, at mark point 1, the color is the dark-
est and the ERPL value is the largest, reaching 129.16
dB. According to the electromagnetic force theory, this
is because the vibration frequency of the motor hous-
ing is close to the natural frequency, it causes a large
vibration noise. Another darker point corresponding to
3000 rpm, namely, mark point 2, has an ERPL value
of 117.4 dB, which is generated by the interaction of
the stator magnetomotive force harmonics themselves,
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Fig. 18. ERPL waterfall diagram of the initial motor
model.

(a)

(b)

Fig. 19. Line diagram comparison of ERPL before and
after optimization: (a) line diagram comparison of ERPL
on 6000 rpm and (b) line diagram comparison of ERPL
on 3000 rpm

and the vibration frequency is twice the fundamental fre-
quency.

Figure 19 shows the ERPL line chart comparison of
the motor before and after optimization. It can be seen
from Fig. 19 (a) that the maximum value of ERPL is at
the vibration frequency of 400 Hz at 6000 rpm, which
is equal to the natural frequency at the vibration order.
Moreover, the ERPL value is reduced from 129.16 dB to
117.98 dB to 117.25 dB from initial model to V-shaped
skewed slots to structural parameter optimization. Com-
pared with that of initial model, the optimized ERPL
is reduced by 8.65% and 9.22%, respectively, indicat-
ing that the natural frequency of the stator housing of
the motor can be changed through structural optimiza-
tion and structural parameter optimization, so that the
vibration and noise suppression caused by resonance is
better. Figure 19 (b) shows that the maximum value of
ERPL corresponding to 3000 rpm is also at the vibra-
tion frequency of 400 Hz, and the ERPL value decreases
from 117.40 dB to 106.03 dB and then to 105.52 dB
from initial model to V-shaped skewed slots and then
to structural parameter optimization. After optimization,
the ERPL is reduced by 9.68% and 10.12%, respectively,
which proves that the harmonic components in the vibra-
tion response of the motor can be effectively reduced by
optimization, so as to obtain better vibration noise sup-
pression effect.

VII. CONCLUSION

The vibration and noise of 48-slot 8-pole IPMSM
suitable for new energy vehicles are suppressed by com-
bining structural optimization and structural parameter
optimization, and the following conclusions are drawn:

(1) The radial force wave causing electromagnetic
vibration noise is a spatiotemporal harmonic function,
the main orders of the space harmonics are an integer
multiple of the order 8 of main wave magnetic field, and
the frequency of the time harmonics are an integer mul-
tiple of the power supply frequency twice.

(2) Compared with the step skewed slots optimiza-
tion, the V-shape stator skewed slots structure is a better
scheme for skewed slots structure optimization, and the
radial force is reduced by 2.62%.

(3) The sensitivity of the motor structure parame-
ters to the optimization objective has been calculated by
the evaluation index of CoP, and the structure param-
eters have been classified into high sensitive parame-
ters, including Bs0, Bs1, Hs2 and Thi, and low sensi-
tive parameters, covering o2, dr, and Bs2, and irrelevant
parameters, involving Hs0, Hs1 and Hrib.

(4) MOGA and RSM have been integrated to opti-
mize the structural parameters of the motor hierar-
chically, and global verification has been carried out.
Considering the compromise of the three optimization
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objectives, the torque ripple increases slightly on the
basis of the V-shaped skewed slots optimization, but
decreases 41.44% compared with the initial value. The
continuous reduction of the average torque results in the
reduction of the peak value of the radial electromagnetic
force by 28.79% on the basis of V-shaped skewed slots
optimization, and significant reduction of the peak value
of the major orders spatial harmonics of the electromag-
netic force, which is in line with the expected optimiza-
tion goal.

(5) The results of vibration and noise suppression
optimization show that the optimization method pro-
posed has obvious suppression effect on the larger ampli-
tude of the vibration noise caused by resonance and
the main order vibration and noise harmonics, and the
ERPL values in the two cases are reduced by 9.22% and
10.12%, respectively, which is better than the vibration
and noise suppression effect of V-shaped skewed slots
optimization.
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Abstract – Conducted electromagnetic interference
(EMI) has always been a challenge for designers of
switched-mode power supplies. Flyback converters are
used in various applications. However, as the switch-
ing frequency of these converters increases, the issue
of electromagnetic interference becomes progressively
more severe. In light of this, this paper presents a predic-
tive method for conducted interference in flyback con-
verters, based on a high-frequency transformer model.
A high-frequency transformer model topology is pro-
posed, integrating traditional inductance models with a
three-capacitor model. Subsequently, a self-organizing
migrating algorithm (SOMA) is employed for the extrac-
tion of parameters from the high-frequency transformer
model, and a high-frequency model is established for a
transformer. Finally, the high-frequency model is applied
to the prediction of conducted interference in flyback
converters. The results demonstrate that the proposed
predictive method can effectively forecast the actual con-
ducted interference, thereby providing a reference for
suppression of conducted electromagnetic interference.

Index Terms – Conducted interference, high-frequency
model, interference prediction, self-organizing migrating
algorithm (SOMA), transformer.

I. INTRODUCTION

With the continuous development of power elec-
tronics technology, the issue of electromagnetic interfer-
ence (EMI) in flyback converters is becoming increas-
ingly severe. Additionally, transformers in flyback con-
verters have a significant impact on EMI. First, the fly-
back converter transformer occupies a large volume and
weight, and its parameter characteristics have a consider-
able impact on the performance of the flyback converter

and EMI characteristics. In addition, the transformer is
mostly designed independently, and their high-frequency
characteristics are affected by factors such as design,
production process, and installation location [1]. There-
fore, a reasonable study and design of transformer can
ensure a better parameter fit between components, which
can significantly improve the EMI problems of flyback
converters.

There have been many studies related to the low-
frequency characteristics of transformers, and most of
them are relatively mature [2–6]. Although there has
been some research into the high-frequency character-
istics of transformers, the proposed transformer models
were relatively complex in computation [7–11].

In the study of disturbances in flyback converters,
Ferber et al. used MATLAB to model the flyback con-
verters, but their flyback converters model is relatively
simple and has no feedback circuit, so it is not good at
predicting the conducted disturbance waveform of the
switching power supply in actual operation [12]. Chen
and Liu investigated methods to reduce the conducted
interference in flyback converters. The computational
model for the equivalent common-mode capacitance in
transformers was established. However, the comprehen-
sive high-frequency model for transformers model has
not yet been established [13].

In Section II, a high-frequency transformer topol-
ogy combining the conventional inductor model and the
three-capacitor model is proposed. The equivalent cir-
cuit topology for each parameter in the high-frequency
transformer model is obtained in Section III, and the
parameters are extracted using self-organizing migrat-
ing algorithm (SOMA). In Section IV, a transformer is
selected for high-frequency modeling. In Section V, the
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developed high-frequency model of the transformer is
applied to the conducted disturbance prediction of the
flyback converter, and the modeling method of the high-
frequency model of the transformer is verified.

II. HIGH-FREQUENCY TRANSFORMER
MODEL

A. Inductance characteristics

At low frequencies, the primary and secondary sides
of the transformer are mainly coupled magnetically,
and the primary and secondary inductors are linked by
mutual inductance. However, this model can only be
used to reflect the principle and basic topology of the
transformer and ignores the transformer losses, so it is
not suitable for circuit simulation. The model considered
in terms of the magnetic field inside the transformer is
shown in Fig. 1, where the excitation branch corresponds
to the excitation inductance Lm and the leakage path cor-
responds to the leakage inductances Ls1 and Ls2.

Considering that transformers are inevitably accom-
panied by iron and copper losses in operation, the effect
of adding resistances to equate transformer losses on the
basis of Fig. 1 is shown in Fig. 2. As can be seen from
Fig. 2, the parallel resistance Rm of the excitation branch
of the inductance model is equivalent to the iron loss of
the transformer; the series resistances Rs1 and Rs2 of the
leakage branch are equivalent to the copper losses of the
primary and secondary of the transformer, respectively.

Although some improvements have been made to
the equivalent model, it still only represents the relevant
characteristics of the transformer in the lower frequency
range. Because the model does not reflect the effect of
transformer distributed parameters at high frequencies, it

Lm

1:n

Ls1 Ls2

Ls1 Ls2

 

Fig. 1. Transformer excitation inductance and leakage
inductance model.

Lm

1:n

Ls1 Ls2

Ls1 Ls2

Rs1

Rs1

Rs2

Rs2

Rm  

Fig. 2. Transformer low frequency loss inductance equiv-
alent model.

is not suitable for studying the conducted disturbances
in switched-mode power supplies. Therefore, the dis-
tributed parameters of the transformer at high frequen-
cies will be analyzed in order to facilitate the subsequent
study of conductor disturbances.

B. Capacitance characteristics

The distributed capacitance of the transformer is
generally considered not to change with frequency [14].
The transformer triple capacitance model is shown in
Fig. 3 (a) where C1 represents the equivalent self-
capacitance of the primary side of the transformer, C2
is the equivalent self-capacitance of the secondary side,
and C12 is the capacitance between the primary and sec-
ondary sides. However, in order to facilitate the interfer-
ence path analysis of conducted disturbances, the equiva-
lent model of the transformer is improved. The improved
transformer distributed capacitance model, shown in
Fig. 3 (b), adds a capacitor below the transformer, mak-
ing the model more convenient for the analysis of con-
ducted disturbances in flyback converters.

1:nC1 C2

C12

(a)

1:nCp Cs

Cps

Cps

 

(b)

Fig. 3. Transformer (a) three-capacitor model and (b)
four-capacitor model.

C. High-frequency equivalent model

Combining the low-frequency loss inductance
model of the transformer with the four-capacitance
equivalent model, a high-frequency equivalent model of
the transformer is obtained, as shown in Fig. 4. Zs1 and
Zs2 are the combined equivalent impedances of the cop-
per loss and leakage inductance of the first and second
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Fig. 4. Transformer high-frequency equivalent model.

sides of the transformer, respectively. Zm is the combined
equivalent impedance of the core iron loss Rm, the exci-
tation inductance Lm, and the primary side winding self-
variable capacitance Cp. Cs is the secondary side wind-
ing self-capacitance and Cps is a secondary side capaci-
tance between the windings.

III. PARAMETER EXTRACTION FOR THE
HIGH-FREQUENCY TRANSFORMER

MODEL

In parameter extraction for transformers in this
paper, SOMA is used to process the transformer-related
impedance data to obtain the RLC parameters in the
high-frequency model [15]. The high-frequency model-
ing of transformers is accomplished by using SOMA,
which essentially processes the impedance measurement
data of transformers in order to solve for the relevant
RLC parameters in their equivalent circuits in order
to obtain the optimal solutions for the above param-
eters. The steps in SOMA for processing transformer
impedance data are as follows [16]:

Step 1: Impedance extraction for high-frequency
model parameters of transformers.

In the process of measuring the inter-winding capac-
itance of a transformer, its primary and secondary sides
are short-circuited, respectively. Then, using a vector
network analyzer (VNA), the impedance curve is mea-
sured, as shown in Fig. 5 (a). To measure the trans-
former’s excitation impedance, Zm, the secondary side
of the transformer is left open-circuited. The impedance
of the primary side is then measured with a VNA, as
depicted in Fig. 5 (b). For measuring the transformer’s
leakage inductance impedances, Zs1 and Zs2, the sec-
ondary side is short-circuited, and the primary side
impedance is measured using a VNA, as illustrated in
Fig. 5 (c).

Step 2: Equivalent circuit topology and expressions.
After obtaining the measured inter-winding

impedance of the transformer, for ease of calculation,
the inter-winding capacitance in the transformer’s
high-frequency model is considered in parallel. The
high-frequency model of the capacitance is used for
equivalence, with the equivalent circuit topology
as shown in Fig. 6 (a). Hence, the expression for

Transformer
1

1'

2

2'

(a)

Transformer
1

1'

2

2'

(b)

Transformer
1

1'

2

2'

(c)

Fig. 5. Measurement methods for transformer high-
frequency model parameters: (a) inter-winding
impedance, (b) excitation impedance, and (c) leak-
age inductance impedance.

inter-winding impedance is:

ZC =
jωRC−ω2LC+1

jωC
. (1)

The transformer’s excitation impedance is signifi-
cantly larger than the leakage magnetic impedance Zs1,
thus the effect of leakage magnetic impedance on exci-
tation impedance is neglected. The equivalent circuit
topology for excitation impedance is shown in Fig. 6 (b).
The derived expression for excitation impedance at this
stage is:

Zm =
jωRmLm

Rm + jωLm−ω2RmLmCeq
. (2)

The impedance measured represents the total leak-
age inductance of the transformer’s primary and sec-
ondary sides. For ease of analysis, the leakage induc-
tances of the primary and secondary sides are distributed
according to the square of the transformation ratio. For
the transformer’s leakage inductance impedances Zs1
and Zs2, considering the frequency-dependent effect of
the leakage inductance, Rs1 and Rs2 were modified to
Rs1−eq and Rs2−eq, respectively. The right-side inductors
Ls1 and Ls2 use a high-frequency equivalent model. The
final high-frequency equivalent model for leakage induc-
tance is shown in Fig. 6 (c), with its impedance expres-
sion as follows:

Zs·eq = Rs·eq +
jωRsLs

Rs + jωLs−ω2RsLsCs
. (3)

Normalization results in the following high-
frequency model of the transformer. The high-frequency
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Fig. 6. Equivalent circuit topology of parameters

models for magnetizing and leakage inductance are
composed of ‘i’ serially connected modules, where
‘i’ is the number of segments used during impedance
measurement.

Step 3: Transformation of the optimal parameter
problem.

The impedance expression obtained from the trans-
former equivalent circuit topology is transformed into an
expression for the impedance amplitude Zx, and then Zx
is used as the original function of the RLC parameters
to be optimized, and the measured frequency-dependent
impedance data Zm is the sample. Let the expression
of the impedance amplitude Zx of the transformer-
equivalent circuit model be:

Zx = φ ( f ;x1,x2,x3, . . . ,xD) , (4)
where D represents the number of circuit parameters, ƒ is
the independent variable (frequency), Zx is the dependent
variable (impedance), and x1,x2,x3,. . . ,xD are the param-
eters to be determined, which in this paper correspond to
the RLC parameters of the impedance equivalent model.

The optimization criterion function can be estab-
lished based on the least squares sum of the residuals
of the system model, as follows:

minQ =
N

∑
a=1

∣∣φ ( fi)−φ ( fi)
′∣∣2 , (5)

where ϕ(fi) represents the measured impedance magni-
tude values of the transformer and ϕ(fi)’ is the calculated

1:n
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Fig. 7. Transformed high-frequency equivalent model of
the transformer.

impedance magnitude value of the impedance equivalent
circuit. When the variable Q is minimized, the corre-
sponding RLC parameters are considered as the optimal
parameters.

Step 4: Define the parameters.
Population size, NP; Step size, Step; Path length,

PathLength; Perturbation, PRT; and Migration loop
count, ML.

Step 5: Initialization parameters.
Randomly generated for the initial population{

xm(0) | xL
n,m ≤ xn,m(0)≤ xU

n,m,m = 1,2,3, . . . ,NP;n = 1,2,3, . . . ,D
}

:

xn,m(0) = xL
n,m + rand

(
xU

n,m− xL
n,m
)
, (6)

where NP is the population size, xm(0) refers to the mth
individual of the 0th generation in the total, xn,m(0) refers
to the nth gene of the mth individual of the 0th gen-
eration, andxL

n,mandxU
n,mare the minimum and maximum

values of the nth gene of the mth individual, respec-
tively. The rand function generates pseudo-random num-
bers uniformly distributed between 0 and 1.

Step 6: Migration process.
The migration action formula is:

xML+1
u,v = xML

u,v,START +
(
xML

L,v − xML
u,v,START

) · t ·PRTVectorv,
(7)

where xML+1
u,v is the value of u individuals after ML+1

migration; xML
u,v,START is the position of u individuals at the

beginning of migration; xML
L,v is the leader position at the

time of migration; v is the dimension; t∈(0, PathLength),
t is the interval length in steps, and the maximum is taken
as PathLength; PRTVector is a vector that depends on
PRT; if the random number at (0, 1) is smaller than PRT,
then PRTVector is set to 1, otherwise it is set to 0.

Step 7: End of algorithm.
The termination criteria are met when the error

between particles reaches the set value of MinDiv, or
when the number of migration loops reaches the ML.
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The end condition is assessed to determine if it has been
achieved. If the termination criteria are not met, the pro-
cess returns to Step 6. If the termination criteria are
met, the process concludes. As a result, the optimal val-
ues of RLC parameters in each impedance formula are
obtained.

IV. TRANSFORMER HIGH-FREQUENCY
MODEL TEST VERIFICATION

In this paper, the high-frequency characteristics of
the transformer in the flyback converter prototype are
modeled. The core material is ferrite, the model is
EC28/34, the winding method is sandwich winding, and
the ratio of primary to secondary turns is 37:3. In the
modeling of the transformer, the impedance curve is also
divided into frequency bands. In this way, it is possible
to process the measured impedance data with SOMA and
obtain highly accurate RLC values, even without using a
professional workstation computer.

The capacitive characteristics of transformers indi-
cate that the distributed capacitance of transformers does
not vary with frequency. Therefore, when modeling the
inter-winding capacitance, only the impedance curve
between transformer windings in the frequency range
of 1-50 MHz is measured using VNA for easy pro-
cessing and saving computational resources. In the pro-
cess of measuring the inter-winding capacitance of a
transformer, its primary and secondary sides are short-
circuited, respectively. The impedance data is fitted using
SOMA and (1) to obtain the RLC parameter in (1). The
final obtained parameters are shown in Table 1.

Table 1: RLC values for the high-frequency model of
inter-winding impedance

R L C
4.13 Ω 0.20 μH 118.96 pF

In modeling the high-frequency characteristics of
the excitation impedance, the secondary side of the
transformer is open-circuited, and then the excitation
impedance curve in the frequency range of 9 kHz-200
MHz on the primary side of the transformer is measured
using a VNA. Then the impedance data are divided into
three frequency bands based on the number of valleys in
the impedance curve obtained from the measurements.
Finally, SOMA and (2) are used to fit the impedance
data, and then the RLC parameters in the excitation
impedance high-frequency model are obtained. The RLC
parameters of the excitation impedance high-frequency
model are shown in Table 2.

The leakage inductance of the transformer was mea-
sured by shorting the secondary side of the transformer
and then measuring the impedance data and waveforms

Table 2: RLC values for the high-frequency model of
excitation impedance

i=1

(150 kHz-96
MHz)

i=2

(96-186 MHz)
i=3

(186-200 MHz)

Rmi 64.14 kΩ 910.16 Ω 346.93 Ω
Lmi 0.33 mH 0.13 μH 15.02 nH
Cmi 9.43 pF 13.88 pF 40.96 pF

Table 3: RLC values for the high-frequency leakage
inductance model

i=1

(150 kHz-96
MHz)

i=2

(96-186
MHz)

i=3

(186-200
MHz)

Rsi 7.92 kΩ 871.03 Ω 373.64 Ω
Lsi 4.54 μH 0.12 μH 14.36 nH
Csi 8.84 pF 14.88 pF 42.69 pF

in the frequency range of 9 kHz-200 MHz on the pri-
mary side of the transformer using a VNA. Then the
impedance data was divided into three frequency bands
according to the characteristics of the leakage induc-
tance waveform. Finally, the excitation impedance data
are processed using SOMA and (3) to obtain the RLC
parameters, as shown in Table 3, where Rs−eq is 10 nΩ,
which is obtained by connecting the resistors of the three
frequency bands in series.

The transformation of primary and secondary
impedances in a transformer is governed by the follow-
ing relationship:

Zs1i = n2Zs2i, (8)
where Zs1i is the primary impedance of the transformer,
Zs2i is the secondary impedance, and n is the transforma-
tion ratio of the transformer.

For the high-frequency equivalent circuit topology
of the leakage inductance, there is:

Zs1i +n2Zs2i = Zsi, (9)
where Zsi represents the impedance values before apply-
ing the transformer’s transformation ratio.

Using (8) and (9), the transformed values of the pri-
mary and secondary leakage impedances of the trans-
former can be obtained, as shown in Table 4 [17]. Among
them, Rs1·eq and Rs2·eq are 2.50 nΩ and 16.40 pΩ, respec-
tively.

According to the calculated parameters, the models
of inter-winding impedance, excitation impedance, and
leakage impedance are built in the simulation software,
and then the simulated and measured impedance charac-
teristic curves are compared, respectively. The obtained
results are shown in Fig. 8.

Based on the comparison results of simulated and
measured impedance in Fig. 9, the established model
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(a)

(b)

(c)

Fig. 8. Comparison between simulated and measured
impedance curves of transformer parameters: (a) inter-
winding impedance, (b) excitation impedance, and (c)
leakage impedance.

adequately reflects the high-frequency characteristics of
each parameter. However, due to simplifications and
equivalent processing, some errors are inevitably present
in the high-frequency model. In Figs. 8 (a-c), the

Table 4: RLC values for the high-frequency model of pri-
mary and secondary side leakage inductance

i=1

(150 kHz-96
MHz)

i=2

(96-186
MHz)

i=3

(186-200
MHz)

Rs1i 1.98 kΩ 217.76 Ω 93.41 Ω
Ls1i 1.14 μH 0.03 μH 3.59 nH
Cs1i 35.36 pF 59.52 pF 170.76 pF
Rs2i 13.02 Ω 1.43 Ω 0.61 Ω
Ls2i 4.46 nH 0.20 nH 0.02 nH
Cs2i 5.38 nF 9.05 pF 2.60 nF

maximum impedance errors are 46 Ω, 178 Ω, and 153
Ω, respectively. If the impedance range measured by the
three parameters is taken as the baseline, the maximum
errors for the three parameters are 2.3%, 0.37%, and
1.9%, respectively.

The high-frequency model of this transformer can
be obtained by substituting the parameters into the high-
frequency model topology shown in Fig. 7. The excita-
tion impedance high-frequency model consists of three
Rmi Lmi Cmi parallel modules in series when i=1, 2,
3, corresponding to the corresponding RLC values in
Table 3. The leakage inductance high-frequency model
also consists of Rs1i, Ls1i, Cs1i (Rs2i, Ls2i, Cs2i) parallel
modules in series, when i = 1, 2, 3, respectively, corre-
sponding to the corresponding RLC values in Table 4.
The value of Cps is 118.96 pF.

V. APPLICATION OF THE
HIGH-FREQUENCY TRANSFORMER

MODEL IN PREDICTING CONDUCTED
INTERFERENCE OF FLYBACK

CONVERTERS
A. Flyback converters conducted interference
analysis

The common mode noise in flyback converters is
primarily generated by the switching actions of the
switching transistor and the freewheeling diode dur-
ing operation [18]. When they operate, they will gen-
erate a large amount of interference noise because they
are always in forward and reverse bias. The loop of
common-mode interference generated by the switching
transistor is shown as the red line in Fig. 9, while the loop
of common-mode interference generated by the rever-
sal diode is shown as the green line in Fig. 9 [19]. The
red and green dashed lines in Fig. 9 are the common-
mode interference loop and the direction of the interfer-
ence signal, where VQ and VD denote the common-mode
interference voltage generated by the switching transis-
tor and the current-continuing diode, respectively. Cps is
the capacitance between the transformer windings. C3 is
the capacitance of the secondary side of the transformer
to the ground. C4 and C5 are the parasitic capacitance



87 ACES JOURNAL, Vol. 39, No. 01, January 2024

C2 Ro
D5

Q

+

-
Vo

D1 D2

D3 D4

C1

L

N

LL

CL1 CL1 CL2 CL2

LL

RL RL

Cps
Cps

LISN

C4

C3

C5

VQ

VD

Fig. 9. Schematic diagram of interference loops of dif-
ferent noise sources in flyback converters.

between the switching transistor, the current-continuing
diode, and the heat sink, respectively.

The differential mode interference noise is mainly
caused by the current ripple in the loop where the switch-
ing transistor is located in the flyback converter, which
forms a voltage drop on the leakage inductance of the
transformer. The differential mode interference circuit
of the flyback converter is shown as the orange line in
Fig. 9. The orange dashed line in Fig. 9 shows the differ-
ential mode interference circuit and the direction of the
interference signal.

In the common mode interference loop and differ-
ential mode interference loop of the flyback converter,
it can be seen that both the path of differential mode
interference and the path of common mode interfer-
ence will flow through the transformer, and the path of
common mode interference will flow through the par-
asitic capacitance between the primary and secondary
sides of the transformer, so the high-frequency model of
the transformer can be accurately established to effec-
tively predict the conducted interference of the flyback
converter.

B. Experimental platform construction

In this paper, a flyback converter is designed using
the above-mentioned transformer, and then the simulated
noise of the conducted disturbance is compared with the
measured noise of the prototype to verify the effective-
ness of the proposed transformer high-frequency mod-
eling method and the optimization of the conducted
disturbance prediction method for the conventional fly-
back converter. The topology of the prototype circuit is
shown in Fig. 10 (a), which consists of a rectifier, con-
trol, and feedback circuits and replaces the transformer
model with the high-frequency model established earlier.
The fabricated flyback converter prototype is shown in
Fig. 10 (b), with an input voltage of 220 V/50 Hz and an
output voltage of 12 V. The main component parameters
are shown in Table 5.

The flyback converter circuit shown in Fig. 10 (a)
is built in the simulation software. After implementing
the basic functions of flyback converter simulation, the
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Fig. 10. (a) Flyback converter circuit topology and (b)
flyback converter prototype.

Table 5: Prototype main components parameters
Component Parameters

Rectifier bridge: GBU808
PWM control chip: UC3843

MOSFET: 10N60
Optocoupler: PC817

Shunt regulator: TL431
Transformer primary inductance: 332 uF

Transformer ratio: 37:3

conducted interference of flyback converters will be sim-
ulated next.

C. Circuit simulation and interference waveform
analysis

In this paper, we designed a flyback converter using
the above transformer and then compared the simulated
noise of conducted disturbances with the measured noise
of the prototype. The test site layout of the conducted
interference is shown in Fig. 11, where the signal line of
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Fig. 11. Conducted interference measurement layout.

Fig. 12. Comparison of measured and simulated wave-
forms for conducted interference.

LISN is connected to the spectrum analyzer, the model
used for LISN is the R&S ENV216, and the test standard
is CISPR 22 Class B. The simulation software employed
is PSpice. The simulations are carried out with the ideal
model of the transformer and the high-frequency model,
and the simulated and measured conducted interference
noise waveforms are shown in Fig. 12.

From Fig. 12 it can be seen that the simulation
results of the transformer high-frequency model are
significantly better than the simulation results of the
ideal model in the frequency range of 150 kHz-30
MHz. Although the conducted interference will appear
as spikes at the same frequency, the difference in the
amplitude of the spikes is large, and this difference will
increase with the increase in frequency. The maximum
difference is greater than 80 dBuV, and it is obvious that
this degree of error in the interference prediction is large.
It is obvious that this level of error is not allowed in
interference prediction. This shows that the transformer
model greatly affects the prediction results of conducted
EMI in flyback converters. A comparison between the
predicted conducted interference results with the trans-
former high-frequency model and the prototype shows

that the simulated conducted interference waveform in
the frequency range of 150 kHz-5 MHz can better reflect
the actual interference waveform of the flyback converter
with an error within 10 dBuv, while the frequency after 5
MHz has a larger difference in the interference waveform
but still reflects the actual interference waveform above
the limit value. Since there is no high-frequency mod-
eling of the switching transistor and current-continuing
diodes in this paper, and there may also be crosstalk in
the circuit, coupled with the limits of the measurement
instruments and experimental conditions, this inevitably
leads to errors between the measured and simulated con-
ducted interference waveforms. However, the flyback
converter simulation circuit using the transformer high-
frequency model is better able to predict the actual con-
ducted disturbance waveform over the entire frequency
range. Thus, the design and optimization of flyback con-
verters can be facilitated, especially in terms of reducing
the amount of labor and resources required for EMI cor-
rection.

VI. CONCLUSION

This paper presents a method for predicting con-
ducted disturbances in flyback converters based on the
high-frequency transformer model. Through the analy-
sis of the conducted disturbance of the flyback converter,
it is known that the transformer model has a great influ-
ence on the prediction of conducted disturbance. In order
to accurately predict the conduction interference of a fly-
back converter, this paper proposes a new transformer
model topology based on the traditional inductor model
and the three-capacitor model and extracts the parame-
ters of the transformer model using SOMA. The high-
frequency transformer model is used instead of the ideal
model for the optimization of the conduction interference
prediction method of flyback converters. The predic-
tions based on the conventional and optimized conduc-
tion interference prediction methods are carried out, and
the prediction results are compared with the measured
results of the prototype to verify the effectiveness of the
proposed transformer high-frequency modeling method
and the conduction interference prediction method of the
flyback converter. The results show that the optimized
prediction results are significantly better than the tra-
ditional prediction and can accurately reflect the actual
interference level of the flyback converter. The proposed
method is also applicable to other high-frequency trans-
former modeling and the interference prediction of fly-
back converters with transformers.
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