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Abstract – In this paper, a local transition adaptive struc-
tured mesh generation method is proposed for finite dif-
ference time domain (FDTD) simulation. This innova-
tive approach can automatically identify the location
of the medium interfaces and boundaries based on the
triangular facet of the target, and subsequently divide
the entire computational domain into numerous subre-
gions. In the subregions, uniform mesh lines are initially
placed in accordance with the numerical requirement of
FDTD method. Subsequently, part of these meshes are
refined based on target structure. Finally, local transi-
tion processing is performed for meshes with large vari-
ations at the boundaries of neighboring subregions, so
that there is no rapid change in mesh size in the bound-
ary position. Different from the existing automatic non-
uniform mesh generation methods, the method proposed
only adds transition meshes at the medium interfaces and
boundaries instead of placing global gradient meshes,
so it can greatly reduce the mesh quantity and sim-
plify the mesh generation process. Two classical models
of inverted-F antenna and cross-slot frequency selective
surface are employed as examples to verify the validity
of our method. Simulation results demonstrate that this
generation method can achieve nearly equivalent simu-
lation accuracy as the global gradient mesh generation
method with a markedly reduced number of meshes.

Index Terms – Finite difference time domain (FDTD),
local transition adaptive mesh, structured mesh.

I. INTRODUCTION

The finite difference time domain (FDTD) method is
one of the mainstream methods in electromagnetic com-
puting. The essence of the FDTD method is to simulate
the propagation process of electromagnetic wave through
discretized spatial and temporal meshes, in which the
spatial mesh is also known as the Yee cell [1]. Figure 1

shows a Yee cell, which contains both electric and mag-
netic field components. Specifically, the E-components
are located at the middle of the edges and the H-
components are located at the center of the faces.

It is well known that the quality of the generated
mesh has an important influence on the computational
accuracy and efficiency of FDTD simulation. Generally,
a higher mesh density typically results in a more accurate
representation of physical phenomena. However, if the
meshes are excessively fine, it can significantly increase
computational demands, thereby lengthening simulation
time and escalating resource consumption. Therefore,
conducting in-depth research on the FDTD mesh gener-
ation algorithm and exploring an optimized mesh gener-
ation method that can balance the number and quality of
meshes is of great significance for promoting the further
development of FDTD technology.

In the early stage of the FDTD method, the uni-
form mesh is mainly used for calculation. However, with

Fig. 1. The Yee cell.
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increasing demand for electromagnetic simulation and
the increasing complexity of target structures, uniform
meshes show obvious limitations in dealing with com-
plex geometries and non-uniform media. Therefore, non-
uniform mesh generation methods are gradually being
introduced to better adapt to these complex situations.
The non-uniform mesh generation method allows for the
placement of fine mesh in areas with intricate structures
and significant field changes, while using coarser mesh
in other parts. This approach can ensure calculation accu-
racy while reducing the total number of meshes, thereby
accelerating the overall calculation speed [2–20].

Sun et al. [2] presented a program to generate au-
tomatically a three-dimensional surface FDTD mesh
for a complex object enclosed by conducting and thin-
dielectric surfaces in 1993. Yang and Chen [3] came
up with a three-dimensional, automatically adjustable,
non-uniform orthogonal-mesh generator in 1999. In this
paper, the mesh sizes must smoothly and gradually in-
crease or decrease, because a rapid change in mesh size
could result in a significant phase error. Fernandes [11]
presented a new software package for antenna analy-
sis and design using the FDTD method in 2007. This
software package limits the ratio between the sizes of
two adjacent meshes between 0.77 and 1.3. Similar set-
ting is also shown in [12, 13]. Kim et al. [14] proposed
a non-uniform sub-grid mesh configuration to increase
the stability margin by separating interpolation-error and
dislocation-error planes in 2012. The author also applied
an adaptive interpolation technique to increase the sim-
ulation accuracy. Zhu et al. [15] adopted the intersec-
tion parity method for mesh generation in the same year.
Their paper introduces the parity of intersections num-
ber method for meshing and uses the method of wind-
ing numbers to determine the position of intersections
relative to triangular facets. Chen et al. [20], in 2024,
presented an adaptive mesh generation method which
can effectively balance simulation accuracy, and compu-
tational resource usage to a certain extent, by increas-
ing the mesh density in areas requiring high precision
and reducing the mesh density in other areas. That pa-
per doesn’t limit the ratio of the sizes of two adjacent
meshes.

Previous non-uniform mesh generation methods
usually impose limitations on the size ratio between ad-
jacent meshes. Applying this restriction to all meshes
in the model not only complicates the mesh generation
process but also significantly increases the overall mesh
quantity. In this paper, a local transition adaptive struc-
tured mesh generation method is proposed on the basis
of the adaptive structured mesh generation method in
[20]. The proposed mesh generation method only adds
transition meshes at the media interfaces and boundaries,
which can greatly reduce the mesh quantity and simplify

the mesh generation process. The detailed operations are
as follows. Firstly, find the locations of media interfaces
and boundaries of the model and divide the entire com-
putational domain into numerous subregions. Then, the
subregions are divided according to numerical require-
ment of the FDTD method and the target geometry struc-
ture. Finally, judge whether the ratio of the mesh size on
both sides of adjacent subregions exceeds a certain value.
If the ratio exceeds the limit value, add some transition
meshes at this location. Two classical models of inverted-
F antenna and cross-slot frequency selective surface are
simulated as examples. The S11 and radiation pattern of
the inverted-F antenna excited by a discrete port are cal-
culated, and the radar cross section (RCS) of the cross-
slot frequency selective surface excited by plane wave
is calculated. The results show that, compared with the
adaptive generation method, the proposed method can
achieve considerable improvement in simulation accu-
racy at the cost of increasing the mesh quantity by a small
amount.

II. METHOD

The proposed mesh generation method consists of
three steps:

(1) Identify the target boundaries and medium inter-
faces and place mesh lines at these locations, so that
the entire calculation area will be divided into sev-
eral sub-areas.

(2) In the subregions, non-uniform mesh lines are
placed according to the numerical requirements of
FDTD method and the target structure.

(3) Local transition processing is carried out on the
meshes with large changes at the boundaries of
adjacent subregions, so that the mesh size of the
boundary region will not change rapidly.

In step 1, the media interfaces and target boundaries
are obtained according to the triangle element in the stl
file of the model. Figure 2 shows the format of a triangle
element in the stl file. Each triangle element is described
with its facet normal vector and vertex coordinates and
ends with “endfacet”. Based on the vertex coordinates,
we can easily get the vectors where the three sides of

Fig. 2. Format of a triangle element in a stl file.
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the triangle elements are located, as shown in Fig. 3. We
determine the intersection relationship between the sides
of the triangular element and the coordinate axes through
dot product operation. We find the sides parallel to any
coordinate axis, and the positions of these sides are me-
dia interfaces or target boundaries.

Fig. 3. Triangular element and the vectors.

Subsequently, the meshes on both sides of the media
interfaces and target boundaries are transacted. Assume
the ratio of mesh sizes on both sides of the interface is ri.
If ri meets the following conditions:

1
R2

< ri <
1

R1
or R1 < ri < R2, (1)

then the larger mesh will be divided equally into two
meshes. If ri meets the following conditions:

ri <
1

R2
or R2 < ri, (2)

then the larger mesh is divided into two meshes, one of
which is equal to the size of the smaller mesh. Both R1
and R2 are constants and can be adjusted according to the
need, here taking R1 as 1.5 and R2 as 2.

Let us choose inverted-F antenna as an example. Its
model is shown in Fig. 4. The inverted-F antenna has
three layers. The first layer is an inverted-F shaped pec
patch with a thickness of 0.262 mm and width of 2.4 mm.
The second layer is a substrate with a dielectric constant

Fig. 4. Geometry of the inverted-F antenna.

of 2.2 and thickness 0.786 mm. The third layer is the
ground with a thickness of 0.262 mm, and its material
is pec. The ground is connected to the patch with a pec
piece, and the width of the piece is 0.4 mm. The simula-
tion frequency is set to 1-4 GHz.

Firstly, the antenna is preliminarily discretized ac-
cording to step 1 and step 2. Since the minimum wave-
length λmin1 in the simulation frequency band is 50 mm,
the maximum mesh size of the entire space is set to one
in twenty-five of the minimum wavelength 2 mm, and
the minimum mesh size is set to 0.1 mm. The generation
result in the YOZ plane is shown in Fig. 5. The yellow
mesh represents the pec patch, and the blue mesh repre-
sents the medium substrate.

Firstly, we can find from Fig. 5 that, at some bound-
aries of the pec patch, the ratio of mesh sizes on both
sides exceeds 1.5 or 2. Therefore, according to the pro-
posed mesh generation method in this paper, we need to
add transition meshes at these positions. The new meshes
of the antenna are shown in Fig. 6. The red mesh lines in
Fig. 6 are the new mesh lines. The meshes in the XOY
plane are shown in Fig. 7.

It can be seen that in the X direction, which is also
the thickness direction, we add transition meshes at the
interface between the medium substrate and the ground,
and the interface between the pec patch and the medium
substrate, respectively. In the Y and Z direction, there are
very few mesh lines added. The addition of these transi-
tional grids ensures that there is no rapid change in mesh
size in the boundary region, which increases the preci-
sion of mesh generation to some extent.

Fig. 5. Meshes in YOZ plane of the inverted-F antenna
obtained with the method in [20].
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Fig. 6. Meshes in YOZ plane of the inverted-F antenna
obtained with the proposed method.

Fig. 7. Meshes in XOY plane of the inverted-F an-
tenna obtained with the method in [20] and the proposed
method.

III. NUMERICAL EXAMPLES

The inverted-F antenna shown in Fig. 4 is simulated
with the FDTD method and it is excited with a discrete
port. Figure 8 shows the S11 curves of the inverted-F an-
tenna obtained by the uniform mesh generation method,
the adaptive mesh generation method in [20], and the
proposed mesh generation method in this paper. The size
of the uniform mesh is 0.4 mm in the Y and Z direc-
tion and 0.262 mm in the X direction. This set of uni-
form meshes is finer and has a larger mesh quantity,
so its simulation result can be considered as a reliable
standard. The S11 curve simulated by CST Studio Suite
(CST) software is also given in Fig. 8. CST’s maximum
mesh size is set to 2 mm, and the minimum mesh size is
set to 0.1 mm. The ratio of the two adjacent meshes is
between 0.77 and 1.3.

The results show that, the value of S11 at 2.46 GHz
obtained by the adaptive mesh generation method in [20]
is −7 dB, which is quite different from the values ob-
tained by the uniform mesh generation method and CST
software. However, the S11-curve calculated by the pro-
posed method are in good agreement with those ob-
tained by the uniform grid generation method and CST
software.

Fig. 8. S11 of the inverted-F antenna simulated by FDTD
based on three mesh generation methods and CST.

Figure 9 shows the radiation pattern calculated at
2.46 GHz on the XOZ plane. The FDTD simulation re-
sult based on the proposed method is between the results
of the uniform mesh generation method and the adap-
tive mesh generation method, and the simulation result
is more accurate without increasing the mesh quantity
by a big amount.

Mesh quantity and FDTD simulation time based on
different generation methods are shown in Table 1.

Table 1 shows that, based on the adaptive mesh gen-
eration method, the proposed mesh generation method
increases the mesh quantity and simulation time by just a
small amount. If we limit the ratio of all adjacent meshes,
the mesh quantity would increase largely.

Let us select the cross-slot frequency selective sur-
face as an example. Its model is shown in Fig. 10. The
cross-slot frequency selective surface model has two lay-
ers. The first layer is a pec patch with four cross-shaped
slots. Its thickness is 1.5 mm and the width of the cross-

Fig. 9. Radiation pattern of the inverted-F antenna simu-
lated by FDTD based on three mesh generation methods
and CST.
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Table 1: Mesh quantity and simulation time of inverted-F
antenna based on different generation methods

Generation Method Mesh

Quantity

Simulation

Time

Adaptive generation 7830 29 min 46 s
Local transition

generation
13888 33 min 11 s

Uniform generation 97344 1 h 26 min
30 s

CST 44548 /

Fig. 10. Geometry of the cross-slot frequency selective
surface.

slot is 2 mm. The second layer is a medium substrate
with a thickness of 3 mm and its dielectric constant is
4.4. The simulation frequency is set to 0-4 GHz.

Since the minimum wavelength λmin2 in the simula-
tion frequency band is 35.8 mm, the maximum mesh size
of the entire space is set to one-tenth of the minimum
wavelength at 3.58 mm, and the minimum mesh size is
set to 0.1 mm. The results in the YOZ plane of the mesh
generation method in [20] and the proposed generation
method in this paper are shown in Figs. 11 (a) and (b),
respectively. In Fig. 11, the yellow mesh represents the
pec patch, while the blue mesh represents the medium

(a) (b)

Fig. 11. Meshes in YOZ plane of the cross-slot frequency
selective surface obtained with (a) the method in [20] and
(b) the proposed method.

substrate. The red mesh lines in Fig. 11 (b) are the new
added transition mesh lines. The mesh generation results
in the XOY plane are shown in Fig. 12.

Fig. 12. Meshes in XOY plane of the cross-slot frequency
selective surface obtained with the method in [20] and
the proposed method.

The cross-slot frequency selective surface is excited
by a plane wave propagating in the positive direction
of the X-axis and polarizing in the positive direction of
the Z-axis. A near-field probe is placed one wavelength
away from the medium substrate on the X-axis. Figure 13
shows the time-domain waveform of the probe simulated
by FDTD based on the two groups of meshes and CST.
CST’s maximum mesh size is set to 3.58 mm, and the
minimum mesh size is set to 0.1 mm. The ratio of two
adjacent meshes is between 0.77 and 1.3.

Fig. 13. Time-domain waveform of the near-field probe
of the cross-dipole frequency selective surface simulated
by FDTD based on two groups of meshes and CST.

Figure 13 shows that the result based on the local
transition adaptive mesh data is in good agreement with
the CST simulation result, especially at the position of
the main peak.

We then calculate the RCS in 2 GHz by using the
FDTD algorithm based on the two groups of meshes. The
results are shown in Fig. 14 and are compared with the
result obtained with CST.

Figure 14 shows that, compared with the adaptive
mesh data, RCS based on local transition adaptive mesh
data is in better agreement with the CST results.

Mesh quantity and FDTD simulation time obtained
by different generation methods are shown in Table 2.

Table 2 shows that, based on the adaptive mesh gen-
eration method, the proposed mesh generation method
increases far less mesh quantity, which limits the ratio of
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(a)

(b)

Fig. 14. RCS of the cross-slot frequency selective sur-
face simulated by FDTD based on two mesh generation
methods and CST: (a) Phi=90 and (b) Theta=90.

Table 2: Mesh quantity and simulation time of cross-slot
frequency selective surface based on different generation
methods

Generation Method Mesh

Quantity

Simulation

Time

Adaptive generation 7620 18 min 49 s
Local transition

generation
16810 22 min 3 s

CST 38808 /

all the adjacent meshes. Simulation time also increases
by a small amount.

All the results of inverted-F antenna and cross-slot
frequency selective surface verify from the side that the
transition adaptive structured mesh generation method
proposed in this paper has higher computational accu-
racy than the method proposed in [20].

In addition, in order to prove the accuracy of the
mesh generation method proposed in this paper, we cal-
culate the RCS of a metal sphere excited by plane wave.
This sphere’s radius is 1 m. The plane wave propagates
in the negative direction of the Z-axis and polarizes in
the positive direction of the Y-axis. The simulation fre-
quency is set to 0-0.4 GHz. Comparison between the
FDTD simulation result based on the proposed genera-

tion method and Mie analytical result [21] is shown in
Fig. 15. The comparison shows that the proposed gener-
ation method has good accuracy.

Fig. 15. RCS of the sphere.

IV. CONCLUSION

In this paper, a new method of local transition adap-
tive structured mesh generation for FDTD simulation is
proposed. By only adding transition meshes at media in-
terfaces and boundaries, where the mesh sizes on both
sides are significantly different, this method increases
the simulation accuracy. Through FDTD simulation of
inverted-F antenna and cross-slot frequency selective
surface, it is found that the local transition adaptive mesh
generation method can achieve considerable improve-
ment in simulation accuracy at the cost of increasing a
small number of meshes, compared with the adaptive
mesh generation method. Compared with previous non-
uniform mesh generation methods, this method could re-
duce mesh quantity and the complexity of mesh genera-
tion on the premise of ensuring simulation accuracy.
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Abstract – In scattering analysis of layered media using
the finite-difference time-domain (FDTD) method, con-
ventional total-field/scattered-field (TF/SF) technique
cannot inject the plane wave source. To overcome
this limitation, this paper extends a generalized TF/SF
(G-TF/SF) technique that embeds the TF/SF bound-
ary within the convolutional perfectly matched layer
(CPML), thus facilitating the handling of 3D electro-
magnetic scattering from layered media. The G-TF/SF
method effectively mitigates edge effects in numerical
calculations for infinite layered media. Numerical simu-
lations validate the effectiveness of the G-TF/SF method.
The method is expected to be helpful in scattering mod-
els of rough surfaces.

Index Terms – Electromagnetic wave, finite-difference
time-domain (FDTD), generalized total-field/scattered-
field (G-TF/SF), layered media.

I. INTRODUCTION

Electromagnetic wave interactions with layered
media are pivotal in numerous disciplines, including
remote sensing, earth science, and object recognition [1–
3]. The finite-difference time-domain (FDTD) method is
a potent tool for numerically solving problems related
to electromagnetic propagation and scattering based on
Maxwell’s equations [4–6]. The key advantages of the
FDTD method over other techniques such as the method
of moment, finite element method, or integral equa-
tion method include: (1) avoidance of matrix inversion,
(2) immediate availability of time-domain response, and
(3) ability to obtain different frequency responses from
a single simulation. A crucial aspect of FDTD analy-
sis for layered media is the successful introduction of
electromagnetic waves. While the conventional total-
field/scattered-field (TF/SF) technique performs ade-
quately in free space, it confines scatterers within the
TF/SF boundary, causing complications for infinite lay-
ered media. For the conventional TF/SF technique, lay-
ered media must stop immediately inside the TF/SF or

perfectly matched layer boundary, leading to spurious
internal reflections if care is not taken to minimize trun-
cation artifacts. Of the several approaches devised to
alleviate spurious edge reflections, none appear simple
to implement, sufficiently general, or fully effective. To
address this issue, this paper adopts a generalized total-
field/scattered-field (G-TF/SF) technique to handle 3D
electromagnetic scattering from layered media.

The three-wave FDTD method [7], a prevalent
approach for solving half-space scattering, necessitates
the computation of incident, reflected, and transmitted
fields at the TF/SF boundary. Winton et al. introduced a
1D modified Maxwell’s equation (1D MME) to obtain
the exciting field at the TF/SF boundary for 2D lay-
ered media [8]. However, this method limits the treat-
ment for TE waves to the modulated pulse of narrow-
band. Capoglu and Smith [9] enhanced the 1D MME by
incorporating a magnetic auxiliary variable, permitting
the handling of wideband plane waves. Nonetheless, in
conditions of total internal reflection, the leap-frog algo-
rithm for solving the 1D MME exhibits inherent insta-
bility. Drawing from the literature [9], Capoglu et al.
developed a software tool named Angora [10], which
is a powerful tool to address the electromagnetic issues
of layered media. However, Angora fails to capture the
reflected field of the medium within the scattered field
region. Further, Angora solves the 1D MME assuming
that both the uppermost and lowermost layers are loss-
less. Jiang et al. proposed a scheme characterized by an
unclosed Π-shape TF/SF boundary [11], this is imperfect
for near-to-far-field transform, which relies on a closed
TF/SF boundary. Chen and Xu [12] presented a novel
configuration of an auxiliary 1D FDTD grid for provid-
ing the incident waves at the TF/SF boundary, where
the incident waves are directly obtained from eight 1D
FDTD simulations. As per the phase matching theory,
twelve auxiliary 1D propagators are utilized to com-
pute the excited field values at the TF/SF boundary for
the analysis of layered magnetized plasma [13]. While
this method was originally developed for magnetized
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plasma, its adaptation to other anisotropic dispersive lay-
ered media is relatively straightforward. The above meth-
ods can not obtain reflected field of layered media in
the scattered field area of FDTD grids, and the reflected
field is necessary for the scattering problem and the com-
putation of specific quantities of interest, such as the
radar cross section. Zhang et al. formulated a 3D FDTD
method for fully anisotropic periodic media, incorporat-
ing the Bloch–Floquet periodic boundary condition [14].
The issue under study exhibits Bloch–Floquet periodic-
ity in the horizontal dimensions, yet remains finite in the
vertical dimension.

Anantha and Taflove [15] initially introduced a G-
TF/SF FDTD algorithm, combined with Berenger’s split
perfectly matched layer (BPML) [16] absorbing bound-
ary condition (ABC), for modeling 2D infinite wedges.
The present work marks the first application of the G-
TF/SF technique for 3D electromagnetic scattering from
layered media. The convolutional perfectly matched
layer (CPML) [17], known for its superior absorption, is
employed to terminate the FDTD grids. The 3D G-TF/SF
technique’s formulation within the CPML region differs
from that in the BPML region, and we derive the formula
required to model the G-TF/SF in the CPML region.
Unlike the conventional TF/SF, the G-TF/SF algorithm
incorporates boundaries within the CPML region(Fig. 1).
A truncated layered media, partially embedded in the
CPML, is encompassed by the G-TF/SF boundary. Sim-
ilar to the conventional TF/SF technique, the G-TF/SF
boundary requires only the calculation of the incident
field. The primary benefits of the G-TF/SF technique for
processing layered media are: (1) mitigating edge effects
in numerical calculations for infinite layered media, (2)
unrestricted waveform selection for the incident wave,
and (3) being independent of layered media, facilitat-
ing extension to rough layered media. It is important to
note that the truncated layered media artificially intro-
duces edges and corners absent in the actual infinite
media. Nonetheless, it is anticipated that the scattering
field, originating from the CPML-embedded edges and
corners of the truncated media, will be negligible, as it
must pass through the CPML region before reaching the
FDTD grid’s interior.

In this paper, we develop a 3D FDTD method for
layered media based on the G-TF/SF technique. The new
contributions of this work have two aspects. (1) The
present work is the first to extend the G-TF/SF technique
of the FDTD method to model 3D electromagnetic scat-
tering from the layered media. (2) In the simulation of
infinite layered media, plane waves can be introduced
through CPML region. The reflected field of the medium
can be obtained in the scattered field region.

CPML

TF/SFX
Z

r1, 1  

r2, 2  

rN, N  

…

(a)

CPML

G-TF/SFX
Z

r1, 1  

r2, 2  

rN, N  

…

(b)

Fig. 1. Conventional TF/SF and G-TF/SF boundary con-
figuration of electromagnetic scattering from layered
media: (a) conventional TF/SF and (b) G-TF/SF.

II. G-TF/SF TECHNIQUE
A. Formulation of G-TF/SF technique

In this section, we derive the G-TF/SF formulation
for generating plane waves in the 3D FDTD grid, with
G-TF/SF boundary configured for electromagnetic scat-
tering from layered media, as depicted in Fig. 1 (b). A
discrete spatial point on a uniform rectangular lattice is
denoted as (i, j,k) = (iΔx, jΔy,kΔz). Here, Δx, Δy and
Δz signify incremental spacings in the x, y and z coordi-
nate directions, respectively, with i, j and k as integers.
Assume that the total field region is defined by i0≤ i≤ i1,
j0 ≤ j ≤ j1, k0 ≤ k ≤ k1. Note that the faces i0, i1, j0, j1
and k0 lie entirely within the CPML region, whereas a
portion of the k1 face resides within the CPML region.

Like the conventional TF/SF approach, the G-TF/SF
boundary partitions the spatial lattice into two distinct
regions: the total field region and the scattered field
region. Therefore, the G-TF/SF approach requires that
the incident field should be either subtracted or added
to update equations for adjacent field nodes tangential
to the boundary. In free space, the G-TF/SF algorithm
is treated identically to the conventional TF/SF tech-
nique [18]. For field nodes located along the G-TF/SF
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boundary and situated in the CPML region, specific
update equations need to be applied. We first review the
standard explicit update equations for fields in the CPML
region. As an illustration, the update equation for Ey is:

En+1
y (i, j+

1
2
,k) =Ca(m)En

y (i, j+
1
2
,k)+Cb(m)

·
[H

n+ 1
2

x (i, j+ 1
2 ,k+

1
2 )−H

n+ 1
2

x (i, j+ 1
2 ,k− 1

2 )

κz(m)Δz

− H
n+ 1

2
z (i+ 1

2 , j+ 1
2 ,k)−H

n+ 1
2

z (i− 1
2 , j+ 1

2 ,k)
κx(m)Δx

]

+Cb(m)
[
Ψn+ 1

2
Eyz (i, j+

1
2
,k)−Ψn+ 1

2
Eyx (i, j+

1
2
,k)
]
, (1)

where:

Ψn+ 1
2

Eyz (i, j+
1
2
,k) = bzΨ

n− 1
2

Eyz (i, j+
1
2
,k)+ cz(m)

· H
n+ 1

2
x (i, j+ 1
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1
2 )−H

n+ 1
2

x (i, j+ 1
2 ,k− 1

2 )

Δz
, (2)

Ψn+ 1
2

Eyx (i, j+
1
2
,k) = bxΨn− 1

2
Eyx (i, j+

1
2
,k)+ cx(m)

· H
n+ 1

2
z (i+ 1

2 , j+ 1
2 ,k)−H

n+ 1
2

z (i− 1
2 , j+ 1

2 ,k)
Δx

. (3)

The medium-related coefficients (Ca, Cb) and the
CPML-related coefficients (κw, bw, and cw, w = x,y or z)
can be found in pertinent literature[18]. Here n signifies
the discrete time point which is an integer. The update
equations for Ex, Ez, Hx, Hy and Hz can be found in the
literature [18].

Equations (1), (2), and (3) hold true exclusively
when all the field components (Ey,Hx,Hz) are either
entirely total fields or scattering fields. Given that the
field component within the G-TF/SF boundary (inclu-
sive of the boundary itself) constitutes the total field (the
sum of the incident field and the scattered field), the field
component beyond the G-TF/SF boundary is the scat-
tered field. For field nodes positioned along the G-TF/SF
boundary and situated within the CPML region, the
application of specific update equations is required. Let
us consider the update equation for Ey at the i0 face of the
G-TF/SF boundary within the CPML region, Equations
(1) and (3) involve both total and scattered fields. Specif-
ically, Ey at (i0, j+ 1

2 ,k) and Hx at (i0, j+ 1
2 ,k± 1

2 ) are
treated as total fields, analogous to Hz at (i0+ 1

2 , j+ 1
2 ,k).

However, Hz at (i0− 1
2 , j + 1

2 ,k) is treated as scattered
field, rendering equations (1) and (3) invalid for this con-
figuration. To derive the appropriate update equation for
Ey at the i0 face, it is essential to incorporate the relevant
incident field Hz,inc into equations (1) and (3). In other
words, Hz(i0− 1

2 , j+ 1
2 ,k)+Hz,inc(i0− 1

2 , j+ 1
2 ,k) needs

to be substituted for Hz(i0− 1
2 , j+ 1

2 ,k) in equations (1)

and (3). The formula for updating En+1
y at the i0 face is:
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By rearranging equation (4) in a more convenient
form:

En+1
y (i0, j+

1
2
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⌊
En+1
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1
2
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⌋

CPML

+Cb(m)
H
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2
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Similarly, the equation for updating ΨEyx is:
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where
⌊

En+1
y (i, j + 1
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⌋

CPML
and

⌊
Ψn+ 1

2
Eyx (i, j +

1
2 ,k)
⌋

CPML
are the updated fields obtained by equations

(1) and (3), respectively. The equation for updating

Ψn+ 1
2

Eyz (i0, j+ 1
2 ,k) is identical to equation (2).

The remaining special update equations for the G-
TF/SF boundary inside the CPML region can be derived
similarly. Consequently, these equations, coupled with
the conventional update equations for the TF/SF algo-
rithm in free space, constitute the complete set of special
field update equations required for the G-TF/SF method.
The implementation of these special update equations is
straightforward, on condition that the appropriate inci-

dent fields, such as H
n+ 1

2
z,inc (i0− 1

2 , j + 1
2 ,k) in equations

(5) and (6), are known. There is no need to calculate the
reflected and transmitted fields.

B. Incident fields for G-TF/SF boundary

The incident electric and magnetic fields, which are
essential in the convenient update equations for the G-
TF/SF boundary in free space, can be acquired using a
table look-up procedure [18]. For nodes adjacent to the
G-TF/SF boundary in the CPML, the incident field com-
ponents in the update equations necessitate a multiplica-
tive factor, which is determined by the attenuation within
the CPML.

Here, we elucidate the process to ascertain the
incident electric and magnetic fields within the CPML
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region. These fields act as inputs to the G-TF/SF algo-
rithm, as denoted by equations (5) and (6). Owing to
the reflections originating from the vacuum-CPML or
CPML-CPML interface, the amplitude of the electro-
magnetic wave does not exhibit a perfect exponential
decay within CPML region. To ensure accuracy, it’s
imperative to obtain the incident electric and magnetic
fields within the relevant CPML region via FDTD cal-
ibration. For a specified CPML geometry, a calibration
is required only once, but it is incident angle-dependent.
Therefore, if the incident angle alters, an additional cali-
bration is necessary.

Figure 2 illustrates the FDTD calibration where the
measured nodes are embedded in the CPML. The TF/SF
boundary has only one side, resulting in some spurious
radiation from this boundary’s termination. The compu-
tational domain must be adequately large to ensure the
incoming field reaches the measured nodes before this
spurious radiation, thereby enabling the time-gating of
the spurious radiation from the measured data. The dis-
tance between the TF/SF boundary and the CPML on the
lower or upper side of the domain (Fig. 2) is unimportant
— it can be as minimal as a single cell.

CPML

TF/SF

Observation points

Fig. 2. Geometry of preliminary CPML calibration runs
used to measure attenuation of plane waves.

III. NUMERICAL RESULTS

In the succeeding illustration, if not specified, the
incident wave is denoted by E(t) = sin(2π f t) with the
frequency of f = 300 MHz, the wavelength of λ = 1 m.
The FDTD grid consists of cubic cells with a side length
of Δ = λ/40. The CPML region exhibits a thickness
of 20Δ. The G-TF/SF boundary in CPML extends 17Δ
into the CPML absorbing boundary region. A polyno-
mial grading exponent of m = 3, κ = 1 and α = 0 is
used for the CPML implementation.

A. Single-layer media

We use the G-TF/SF technique to simulate the
single-layer medium. The inner discrete points of CPML
are iP0 = jP

0 = −40, iP1 = jP
1 = 40, kP

0 = −10, kP
1 = 85.

Specifically, the k = 0 face is treated as the interface
between the free space above and the ground below,
the latter being characterized by the dielectric constant
εr = 10 and the conductivity of σ = 0.001 S/m. The ele-
vation and azimuthal angles of the incidence wave are

θi = 150◦, φi = 0◦, respectively. The polarization angle is
0◦. Given that the incident wave exhibits time harmonic-
ity, the total field environment above the medium also
presents this characteristic. In this context, we solely dis-
play the amplitude of the total field above the medium.

We expect that scattering from vertices, edges, and
sides, caused by the truncation of the media inside the
CPML region, can be attenuated. This is attributed to
the CPML region’s inherent ability to absorb electromag-
netic energy. Figure 3 illustrates the amplitude of electric
field components Ex and Ez at various heights above the
single-layer lossy medium. These amplitudes are com-
puted using both analytical and G-TF/SF methods. The
analytical value is calculated by Fresnel reflection law
[19]. Given that the incident wave includes a component
propagating in the −z direction, and the reflected wave
contains a component advancing in the z direction, both
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Fig. 3. The amplitude of electric field at different heights
above single-layer medium.
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sharing the same frequency, a stationary wave conse-
quently materializes in the z direction above the medium.
Figure 4 shows the relative error between the G-TF/SF
method and the theoretical method. The G-TF/SF results
for the single-layer medium show good agreement with
the analytical method, thereby affirming the effective-
ness of the G-TF/SF method. Figure 5 presents the elec-
tric field amplitude on the j = 0 face above the single-
layered medium. Given the medium’s planarity, the elec-
tric field amplitude is independent of the horizontal posi-
tion. The results obtained via the G-TF/SF technique
adhere to physical laws.
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Fig. 5. The electric field amplitude on j = 0 face above
the single-layer medium: (a) Ex and (b) Ez.

B. Two-layer media

The G-TF/SF technique is utilized to model a two-
layered medium scenario. The inner discrete points of
the CPML are iP0 = jP

0 = −40, iP1 = jP
1 = 40, kP

0 = −25,
and kP

1 = 85. The thickness of the upper medium is

quantified as a quarter-wavelength (λ/4). For the upper
layer, the electrical parameters are specified as εr1 =
10,σ1 = 0.001 S/m, whereas for the lower layer, they
are εr2 = 20,σ2 = 0.01 S/m.

Figure 6 depicts the amplitude of electric field above
a two-layer medium with θi = 180◦, φi = 0◦ and a polar-
ization angle of 0◦, calculated by analytical [19] and
G-TF/SF methods. Good agreement observed between
the two methods validates the effectiveness of the G-
TF/SF method. Figure 7 presents the electric field ampli-
tude on the j = 0 face above the two-layer medium. The
results are computed using both conventional TF/SF and
G-TF/SF methods. For the conventional TF/SF method,
the associated parameters are established as follows. The
region of the truncated two-layer medium is defined by
−40 ≤ i ≤ 40, −40 ≤ j ≤ 40, −20 ≤ k ≤ 0. The con-
ventional TF/SF boundaries are set as i0 = j0 = −45,
i1 = j1 = 45, k0 = −25, k1 = 40. The interior discrete
points within the CPML are denoted by iP0 = jP

0 = −50,
iP1 = jP

1 = 50, kP
0 = −30, kP

1 = 45. Given the medium’s
planarity, the electric field amplitude should be inde-
pendent of the horizontal position. In the conventional
TF/SF method (Fig. 7 (a)), the artificial introduction of
edges and corners in the truncated layered media leads
to non-physical diffraction, severely compromising the
method’s accuracy. However, with the G-TF/SF method
(Fig. 7 (b)), the non-physical field — originating from
the CPML-embedded edges and corners of the trun-
cated media — becomes negligible. This is because it
undergoes attenuation while traversing the CPML region
before it reaches the interior of the FDTD grid. The
results obtained via the G-TF/SF technique adhere to
physical laws.
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Fig. 6. The amplitude of electric field at different heights
above two-layer medium.

The electrical properties of media are significant
determinants of the electric field environment. Maintain-
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Fig. 7. The electric field amplitude on j = 0 face above
the single-layer medium: (a) conventional TF/SF and (b)
G-TF/SF.

ing consistent electrical parameters and thickness for the
upper layer (εr1 = 10,σ1 = 0.001 S/m and a thickness of
λ/8), the influence of the lower layer on the field envi-
ronment is evaluated by varying the electrical parame-
ter σ2. Figure 8 illustrates the changes in field behaviour
corresponding to different conductivities of the lower
layer (σ2 = 0.001,0.1,0.5,1,5,10 S/m), while keeping
the lower layer’s dielectric constant as εr2 = 10. In sce-
narios where the lower layer shares the same electrical
parameters as the upper layer, specifically a conductiv-
ity of 0.001 S/m, the two layers can be regarded as a
single-layer media. Figure 8 reveals that the electric field
amplitude range expands with increasing bottom layer
conductivity. The reason is that the increase in bottom
layer conductivity elevates the reflection from the lower
layer media, and subsequently, the range of electric field
amplitude. The layered structure’s impact on the electric
field environment is therefore non-negligible.
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Fig. 8. Sensitivity of electric field to the lower conduc-
tivity.

The influence of the upper layer’s thickness on
the electric field environment is depicted in Fig. 9,
assuming constant electrical parameters for both lay-
ers (εr1 = 10,σ1 = 0.001 S/m for the upper layer and
εr2 = 20,σ2 = 0.01 S/m for the lower one). This illustra-
tion clearly shows that the thickness of the upper layer
exerts a substantial impact on the electric field environ-
ment.

Assuming that the incident plane wave is sinusoidal
modulated Gaussian pulse E(t) = sin(2π f t)exp

[ −( t−t0
τ
)2] with f = 300 MHz,τ = 2×10−9 s and t0 = 4τ .

The incidence angle is θi = 150◦,φ = 0◦ and a polar-
ization angle is 0◦. The thickness of the upper medium
is 1 m. Figure 10 presents the electric field snapshot on
the j = 0 face at t = 5.6287× 10−8 s. It clearly shows
the multiple reflected and transmitted waves of a layered
medium.
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Fig. 9. Sensitivity of electric field to the upper layer
thickness.
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Fig. 10. The absolute value of the electric field in the
j = 0 face.

IV. CONCLUSION

This paper presents an extension of the G-TF/SF
method to the electromagnetic scattering from 3D lay-
ered media, incorporating the use of CPML ABC. The
G-TF/SF method effectively mitigates the edge effects
of the infinite ground in numerical simulations, thereby
enhancing the precision of calculations for the lay-
ered media electromagnetic environment. The G-TF/SF
method requires only the introduction of incident fields,
thus circumventing the need to compute reflected and
transmitted fields. Future research will explore the appli-
cation of the G-TF/SF technique to layered rough media.
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Abstract – An efficient time-domain field-to-line hybrid
method is presented to realize the rapid coupling calcula-
tion of curved power lines (CPLs) illuminated by Early-
Time (E1) high-altitude electromagnetic pulse (HEMP).
Firstly, improved transmission line equations are derived
by ideal conductor boundary conditions and transmis-
sion line theory, which are employed to construct the
E1 HEMP coupling model of CPLs. Then, based on
the image principle, a rapid calculation method for the
excitation fields of CPLs is investigated, and improved
transmission line equations are solved by the finite-
difference time-domain (FDTD) method to achieve fast
iterative calculation of voltage and current responses
along CPLs. Finally, relevant numerical simulations are
utilized to verify the accuracy and efficiency of the pro-
posed method. On this basis, the impact of power line
lengths, heights, and ground electromagnetic parameters
on E1 HEMP coupling of CPLs is analyzed.

Index Terms – Early-Time high-altitude electromagnetic
pulse coupling of curved power lines, finite-difference
time-domain method, improved transmission line equa-
tions, rapid calculation method for the excitation fields
of curved power lines.

I. INTRODUCTION

High-altitude electromagnetic pulse (HEMP) is
divided into three stages: Early-Time (E1), Intermediate-
Time (E2), and Late-Time (E3). The E1 stage of HEMP
has the significant features of high energy, broad band-
width, and long duration, which can generate strong
induced voltages and currents on overhead power lines
that can damage or disable their terminal electronic

equipment, and even threaten the safety of the national
power grid [1–4]. Moreover, power lines are curved con-
figurations affected by gravity. Therefore, studying the
coupling problems of E1 HEMP to curved power lines
(CPLs) can provide valuable data support for the design
of the national power grid under nuclear radiation envi-
ronment.

Due to the wide radiation coverage of E1 HEMP and
long lengths of power lines, full-wave algorithms cannot
be directly adopted to simulate the E1 HEMP coupling
effects of power lines. To avoid modeling the fine struc-
tures of power lines, researchers have conducted numer-
ous numerical algorithms based on transmission line
equations. The Baum-Liu-Tesche (BLT) equation [5] and
the finite-difference time-domain (FDTD) method [6]
are the most widely used.

The radiation mechanism of E1 HEMP was explored
in [7], and the BLT equation has been employed to com-
pute E1 HEMP coupling responses on power lines. Addi-
tionally, the influence of incidence angles of E1 HEMP
and power line heights on the coupling responses of
power lines has been extensively investigated using the
BLT equation [8, 9]. The same method was combined
with an artificial neural network to predict E1 HEMP
coupling voltages on power lines [10]. However, the BLT
equation is a frequency-domain method, yielding single-
frequency point responses per calculation. Thus, its effi-
ciency will be low when applying it to the coupling sim-
ulation of power lines excited by E1 HEMP.

The fundamental principle underlying the FDTD
solution of transmission line equations is to construct
the coupling model of power lines using either trans-
mission line equations of the Taylor model or Agrawal
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model. These models are subsequently discretized by
FDTD’s central difference scheme to calculate the volt-
age and current responses along power lines iteratively.
This methodology has been widely applied for the cou-
pling calculations of power lines illuminated by light-
ning [11–13] and nuclear electromagnetic pulses [14].
However, these studies focus on power lines in a straight
configuration; the curved characteristics of power lines
is neglected.

In our previous work, transmission line equations of
the Agrawal model combining with the coordinate trans-
formation technique have been investigated to build the
coupling model of multi-directional CPLs, and the volt-
age and current responses on CPLs subjected to light-
ning electromagnetic pulses was calculated by the FDTD
method [15]. Although the FDTD method can obtain
transient voltage and current responses at any point of
power lines and achieve higher efficiencies for broad-
band field-to-line coupling problems, the Taylor model
requires the integration of vertical electric field compo-
nents between power lines and the ground to derive the
equivalent distributed sources of transmission line (TL)
equations, resulting in high computational complexity.
Similarly, the Agrawal model requires the integration of
vertical electric field components at both ends of power
lines to determine the corresponding incident voltages
and, consequently, total voltages at the loads. In addition,
within these methods, the analytical formulas of incident
wave and reflected wave are used to obtain the total elec-
tric fields at FDTD grid nodes of power lines, and then
convert to it time-domain via Inverse Fast Fourier Trans-
form (IFFT). This operation needs considerable compu-
tation time when the lengths of power lines are long.

Therefore, improved transmission line equations,
enhanced by the rapid calculation method of excitation
fields of CPLs, are presented to address the limitations
of classical transmission line methods in coupling calcu-
lations of CPLs excited by E1 HEMP. The advantages
of the proposed method are that the constraints associ-
ated with the use of vertical electric field components in
classical transmission line equations are overcome, and
the rapid calculation of E1 HEMP coupling responses on
long CPLs is achieved.

II. COUPLING MODEL OF E1 HEMP TO
CURVED POWER LINES

A. Improved transmission line equations

Since the material of power lines is a good conduc-
tor, the total electric field along the surface of CPLs is
zero, as shown in Fig. 1, expressed as:

Etotal = Einc +Esca = 0, (1)
where Einc and Esca are incident electric field and scat-
tered electric field, respectively.

According to transmission line theory, the coupling
model of E1 HEMP to CPLs can be treated as a cascade
network of power line units represented by a distributed
parameter circuit, as shown in Fig. 1. Since the inductive
and capacitive effects of CPLs are more prominent [16],
the resistance lossy of power lines is neglected in this
paper. The scattered electric fields along CPLs can be
regarded as equivalent voltage sources, which are added
to each power line unit as excitation source.

Fig. 1. Distributed parameter circuit of power line unit.

Here we take one CPL as an example to explain the
establishing process of improved transmission line equa-
tions. For each power line unit, the voltage and current
equations for its distributed parameter circuit are listed
based on Kirchhoff’s Current Law (KCL) and Kirch-
hoff’s Voltage Law (KVL), expressed as:

V (δ , t)−V (δ +Δδ , t) =U (δ , t)+L(δ )
∂ I (δ , t)

∂ t
Δδ ,

(2)

I (δ , t)− I (δ +Δδ , t) =C (δ )
∂V (δ , t)

∂ t
Δδ , (3)

where δ represents the direction of power line (PL) and
Δδ represents the length of the PL unit. V (δ , t) and
I (δ , t) are the voltage and current at the beginning port of
the PL unit, respectively. V (δ +Δδ , t) and I (δ +Δδ , t)
are the voltage and current at the ending port of the
PL unit, respectively. L(δ ) and C (δ ) represent the per
unit length (PUL) inductance and capacitance of the
PL unit, respectively. U (δ , t) is the equivalent voltage
source term of the PL unit, expressed as:

U (δ , t) = Esca (δ , t)Δδ =−Einc (δ , t)Δδ . (4)
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If both sides of equations (2) and (3) are divided by
Δδ , and letting Δδ → 0, they will be translated to the
improved transmission line equations, expressed as:

∂V (δ , t)
∂δ

+L(δ )
∂ I (δ , t)

∂ t
= Einc (δ , t) , (5)

∂ I (δ , t)
∂δ

+C (δ )
∂V (δ , t)

∂ t
= 0. (6)

It must be emphasized that the forms of equations
(2) and (3) are similar to the transmission line equations
of the Agrawal model, while the voltages in these equa-
tions stand for total voltages rather than scattering volt-
ages. Furthermore, equations (5) and (6) can be extended
to multiple CPL cases, and expressed as:

∂V(δ , t)
∂δ

+L(δ )
∂ I(δ , t)

∂ t
= Einc (δ , t) , (7)

∂ I(δ , t)
∂δ

+C(δ )
∂V(δ , t)

∂ t
= 0, (8)

where V(δ , t) and I(δ , t) are the voltage and current
vectors on CPLs, respectively. Einc (δ , t) is the excita-
tion field vector obtained from the incident electric fields
along CPLs. L(δ ) and C(δ ) are the PUL inductance
and capacitance matrices of CPLs, respectively. They
can be calculated by the empirical formulas from [15],
expressed as:

Lk,i j =

⎧⎪⎨
⎪⎩

μ0
4π ln
(

1+ 4hk,ihk, j

d2
k,i j

)
, i �= j

μ0
2π ln
(

2hk,i
rk,i

)
, i = j

(9)

Ck = ε0μ0L−1
k , (10)

where rk,i is the radius of the i-th line of the k-th power
line unit. dk,i j stands for the distance between the i-th and
j-th lines of the k-th power line segment. hk,i and hk, j are
the center position heights of the i-th and j-th lines of
the k-th power line unit, respectively, as shown in Fig. 2.
ε0 and μ0 are the permittivity and permeability of free
space, respectively.

Fig. 2. Solution model for the distribution parameters of
the k-th power line unit.

B. Rapid calculation method for the excitation fields
of power lines

The modeling precision of improved transmission
line equations is significantly dependent on the accu-
rate calculations of excitation fields and the PUL dis-
tributed parameter matrices of power lines. E1 HEMP
can be regarded as a plane wave due to its wide cov-
erage area of thousands of kilometers and its propaga-
tion over several tens of kilometers before reaching the
ground. Because the excitation fields of power lines are
influenced by the ground’s reflection, they should be cal-
culated by the superposition of incident electric fields of
E1 HEMP and its reflected electric fields caused by the
ground [17].

To avoid directly modeling the infinite ground struc-
ture and to obtain the excitation fields of power lines in
the time-domain, the effect of the ground on E1 HEMP is
equivalent to a time-domain reflected wave source based
on image principle. The calculation process for the three
electric field components of the time-domain reflected
wave source is described as follows.

Firstly, the E1 HEMP is decomposed into three elec-
tric field components Ex (t), Ey (t) and Ez (t) under the
Cartesian coordinate system, as shown in Fig. 3, and
expressed as:

Ex (t) = E0 (t) · (−sinϕ sinα + cosθ cosϕ cosα)

Ey (t) = E0 (t) · (cosϕ sinα + cosθ sinϕ cosα)

Ez (t) =−E0 (t) · sinθ cosα
, (11)

where E0 (t) is the amplitude of E1 HEMP at time t, and
θ ,ϕ , and α are the incident angle, azimuth angle, and
polarization angle of E1 HEMP.

Next, Fast Fourier Transform (FFT) is performed
on the electric field components Ex (t), Ey (t), and Ez (t)
to obtain Ex (ω), Ey (ω), and Ez (ω). These frequency
domain electric field components are multiplied by the
corresponding horizontal and vertical polarization reflec-
tion coefficients of the ground to get the three frequency-
domain electric field components of the reflected wave
source, named Ex

′
(ω), Ey

′
(ω), and Ez

′
(ω). Specifically,

they are expressed as Ex
′
(ω) = RhEx (ω), Ey

′
(ω) =

RhEy (ω), and Ez
′
(ω) = RvEz (ω), where Rv and Rh are

the vertical and horizontal polarization reflection coeffi-
cients of the ground [15], respectively, and expressed as:

Rv =

εg

(
1+ σg

jωεg

)
cosθp−

√
εg

(
1+ σg

jωεg

)
− sin2 θp

εg

(
1+ σg

jωεg

)
cosθp +

√
εg

(
1+ σg

jωεg

)
− sin2 θp

,

(12)

Rh =

cosθp−
√

εg

(
1+ σg

jωεg

)
− sin2 θp

cosθp +

√
εg

(
1+ σg

jωεg

)
− sin2 θp

, (13)
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where θp is the angle between the incident wave and the
normal direction of the ground, which is complementary
to the incident angle θ , and σg and εg are the conductiv-
ity and relative permittivity of the ground, respectively.

Finally, Ex
′
(ω), Ey

′
(ω), and Ez

′
(ω) are converted

to time-domain by the IFFT to obtain the three electric
field components of the reflected wave source Ex

′
(t),

Ey
′
(t), and Ez

′
(t).

As shown in Fig. 3, the positions of the time-domain
reflected wave source and the incident wave source are
symmetric about the ground. The electric fields at any
point above the ground can be obtained by superim-
posing the electric fields of the incident wave source
and the reflected wave source after corresponding prop-
agation time delay, which are expressed as Etotal

m (t) =
Em
(
t−d
/

c
)
+Em

′ (
t−d′

/
c
)
, where m = x,y,z, d, and

d′ are the propagation distances from incident wave
source and reflected wave source to the same point above
the ground, respectively.

Fig. 3. Rapid calculation of the excitation fields of curved
power lines.

Considering the curved feature of power lines, the
incident electric field components along CPLs should
be calculated by Einc = Etotal · el , thereby obtaining the
equivalent distributed source term of improved transmis-
sion line equations, where el represents the direction vec-
tor of each power line unit.

C. FDTD solution of improved transmission line
equations

In this section, the improved transmission line equa-
tions will be solved by the FDTD method. According
to the difference scheme of FDTD, power lines should
be divided into N segments by FDTD space step firstly.
The voltages and currents along the power lines are alter-
nately sampled in time and space, as shown in Figs. 4 and
5, where the voltage and current nodes are staggered by
half-space step in the space domain and by half-time step
in the time-domain.

The improved TL equations are discretized by the
central difference scheme of one-dimensional FDTD,

Fig. 4. Spatial sample scheme of voltages and currents
on power lines.

Fig. 5. Temporal sample scheme of voltages and currents
on power lines.

expressed as:

Vn
k+1−Vn

k

Δδ
+L(k)

In+1/2
k+1/2− In−1/2

k+1/2

Δt
= Einc(n)

k+1/2, (14)

In+1/2
k+1/2− In+1/2

k−1/2

Δδ
+C(k)

Vn+1
k −Vn

k

Δt
= 0. (15)

Let us rearrange (12) and (13) to obtain the itera-
tion formulas of current and voltage responses on CPLs,
which are written as:

In+1/2
k+1/2 = In−1/2

k+1/2−
Δt
Δδ

[L(k)]−1 (Vn
k+1−Vn

k
)

+Δt [L(k)]−1 Einc(n)
k+1/2, (16)

Vn+1
k = Vn

k−
Δt
Δδ

[C(k)]−1
(

In+1/2
k+1/2− In+1/2

k−1/2

)
. (17)

Currents Ie and Ih are missing, as shown in Fig. 4,
thus the voltages at starting and ending ports of power
lines do not satisfy the usage condition of FDTD’s cen-
tral difference scheme [18, 19]. Under the circumstance,
forward difference and backward difference [20] are
applied to solve these voltages, respectively, which are
expressed as:

1
Δδ
/

2

[
In+1/2

1/2 − In+1
s + In

s

2

]
+

C(0)
Δt

[
Vn+1

0 −Vn
0
]
= 0,

(18)
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1
Δδ
/

2

[
In+1

L + In
L

2
− In+1/2

N−1/2

]
+

C(N)

Δt

[
Vn+1

N −Vn
N
]
= 0.

(19)
Voltages and currents at starting and ending ports

of power lines should satisfy Ohm’s law, which are
expressed as:

V0 (t) =−RsIs (t) , (20)
VN (t) = RLIL (t) . (21)

Substituting equations (18) and (19) into equations
(16) and (17), and further arranging to obtain the iterative
formulas of voltages at starting and ending ports:

Vn+1
0 =

[
C(0)

Δt
+

R−1
s

Δδ

]−1([C(0)
Δt

− R−1
s

Δδ

]
Vn

0−
2

Δδ
In+1/2

1/2

)
, (22)

Vn+1
N =

[
C(N)

Δt
+

R−1
L

Δδ

]−1([
C(N)

Δt
− R−1

L
Δδ

]
Vn

N +
2

Δδ
In+1/2

N−1/2

)
,

(23)
where Rs and RL represent the load matrices of the start-
ing port and ending port, respectively.

In summarize, the iteration process of this hybrid
method contains four important steps. Firstly, calculating
the excitation electric fields along CPLs at n-time step to
obtain the distributed source term vector of (16). Sec-
ondly, calculating the current responses along CPLs at
n+1/2-time step via (16). Thirdly, calculating the voltage
responses along CPLs at n+1-time step via (17). Finally,
the port voltages of CPLs at n+1-time step are calculated
via (22) and (23).

III. NUMERICAL SIMULATION

To confirm the correctness and efficiency of the
time-domain hybrid method, E1 HEMP coupling prob-
lems of three horizontally aligned transmission lines
with different lengths and heights are simulated by the
proposed method and method of moments (MoM), and
comparing their results in terms of simulation preci-
sion and computation time. On this basis, this method
is applied for the E1 HEMP coupling effect analysis of
power line lengths, heights, and electromagnetic param-
eters of the ground.

A. Correctness verification

Figure 6 is the coupling model of three curved trans-
mission lines on the perfect conductor (PEC) ground
illuminated by E1 HEMP. The radius, length, height,
and line distance of transmission lines are r = 5 mm,
l = 50 m, h = 3.6 m, and d = 3 m, respectively. The
sag height of the lines is set as s = 0.9 m. The termi-
nal loads of transmission lines are all matching loads of
359.24 Ω. The E1 HEMP is defined by the IEC standard
[21] and illuminates the transmission lines with incident
angle θ = 180◦, azimuth angle ϕ = 90◦, and polar-
ization angle α = 180◦. Its waveform is expressed as
E (t) = E0 [exp(−αt)− exp(−β t)], where E0 = 65000
V/m, α = 4×107 s−1, and β = 6×108 s−1.

The voltage responses on loads R1 and R4 calcu-
lated by the time-domain hybrid method and MoM are
shown in Fig. 7. Here, the transmission lines are divided
into 500 segments by the FDTD grid in our method, and
1500 segment grids are required by MoM to mesh the
structures of transmission lines. Meanwhile, the results
of MoM are transformed to time-domain via IFFT. We
can observe that the results of the two methods are in
good agreement.

Fig. 6. Coupling model of three curved transmission
lines on the PEC ground.

(a)

(b)

Fig. 7. Voltage responses on the loads obtained by the
two methods for first case: (a) voltages on load R1 and
(b) voltages on load R4.
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To further verify the efficiency of this method, the
computation times required by the proposed method and
MoM are compared, with 8 s and 1080 s, respectively. It
can be seen that the proposed method can significantly
reduce computation time due to the benefit of without
direct modeling fine structures of transmission lines.

Based on the above case, the lengths and heights
of transmission lines are changed to 100 m and 5.6 m,
respectively. In the same way, the E1 HEMP coupling of
transmission lines is calculated via the proposed method
and MoM, and their results are compared from two
aspects of precision and computation time to enhance
the confidence of this method. Further, 1000 FDTD grids
and 3000 segment grids are required by the proposed
method and MoM, respectively.

It can be observed from Fig. 8 that the results
obtained by the two methods agree well. In addition, the
computation time needed by the proposed method and
MoM is 13 s and 3700 s, respectively. It means that the

(a)

(b)

Fig. 8. Voltage responses on the loads obtained by the
two methods for second case: (a) voltages on load R1
and (b) voltages on load R4.

efficiency of this method will increase with an increase
in transmission line length.

B. E1 HEMP coupling effect analysis of power lines

To facilitate the nuclear electromagnetic protection
design of power lines, three phase power line models
are employed to illuminate the influences of power line
lengths, heights, and ground electromagnetic parameters
on the E1 HEMP coupling effect of CPLs.

1. Effect of power line lengths

To evaluate power line lengths on the coupling effect
of CPLs, the simulation of E1 HEMP to 10 kV three-
phase power lines on the lossy ground is taken into
account, as shown in Fig. 9, where the relative permittiv-
ity and conductivity of the ground are 10 and 0.01 S/m,
respectively. The power lines are all LGJ150/25 steel
core aluminum stranded wires, with equivalent radius of
8.55 mm, height of 10 m, and line distance of 3 m. Mean-
while, the maximum sag and horizontal span of CPLs
are s = 1.2 m and l = 150 m, respectively. The terminal
loads are all set as 50 Ω to indicate the port impedance
of equipment connected to CPLs. E1 HEMP also illu-
minates CPLs vertically, with incident angle θ = 180◦,
azimuth angle ϕ = 0◦, and polarization angle α = 180◦.

Fig. 9. Coupling model of 10 kV three phase power lines
on the loss ground.

The current responses at the center of middle line
of CPLs are calculated via the proposed method with
lengths of 150 m, 300 m, 450 m, and 600 m, respectively,
as shown in Fig. 10. It can be seen that the peak values
of currents on CPLs will remain constant with increasing
of power line lengths when the lengths of power lines
are long enough, but the oscillation periods of currents
increase.

2. Effect of power line heights

Due to different voltage levels of power lines having
different heights from the ground, it is necessary to dis-
cuss the influence of power line heights on the coupling



YE, GAO, HONG, TONG, JI, XIAO: TIME-DOMAIN HYBRID METHOD FOR THE COUPLING ANALYSIS 958

Fig. 10. Current responses at the center of power lines
with different lengths.

effect of power lines. Based on the above case of 10 kV
three-phase power lines, their lengths are fixed as 150 m,
and five different heights are selected for analysis, with 5
m, 8 m, 10 m, 12 m, and 15 m, respectively. In the same
way, the proposed method is employed to calculate the
current responses at the center of middle line of CPLs
with corresponding heights, as shown in Fig. 11.

Fig. 11. Current responses at the center of power lines
with different heights.

It is evident that as the heights of CPLs increase the
peak values of current responses also increase. However,
the relationship between CPL heights and peak values
of these current responses are non-linear, because the
synthetic electric fields of incident wave and its ground
reflection wave along CPLs are changed with increasing
of CPL heights. This effect gradually diminishes as the
CPL heights increase to over 10 m.

3. Effect of ground conductivity

Ground electromagnetic parameters, especially con-
ductivity, are quite different in different regions. To con-
duct the influence of ground conductivity on E1 HEMP
coupling effect of CPLs, the 10 kV three-phase power
lines is also employed, which have fixed length and
height, with 150 m and 10 m, respectively. The relative
permittivity of the ground is set as 10, and four different
ground conductivity parameters are selected for analysis,
with 1 S/m, 0.1 S/m, 0.01 S/m, and 0.001 S/m, respec-
tively.

Figure 12 is the current responses at the center of
middle line of CPLs calculated by the proposed method
in term of these ground conductivity. It is obvious that the
influence of ground conductivity on E1 HEMP coupling
effect of CPLs can be ignored.

Fig. 12. Current responses at the center of power lines
with different ground conductivity.

IV. CONCLUSION

A time-domain hybrid method applied for the fast
calculation of E1 HEMP to CPLs has been developed.
Within this method, the improved transmission line
equations are derived first, which can effectively reduce
the complexity inherent of traditional field-to-line cou-
pling methods. Then, a rapid calculation method for the
excitation fields of power lines is presented, which can
raise the calculating rate of the proposed method. Finally,
the FDTD method is adopted to solve the TL equa-
tions to obtain transient voltage and current responses on
power lines. Compared with other algorithms, the advan-
tages of the proposed method are that it has improved
the transmission line equations to decrease the solving
complexity of equivalent sources of TL equations and
has achieved rapid coupling calculation of long CPLs.
Numerical simulations of E1 HEMP to three curved
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transmission lines have been employed to demonstrate
that the proposed method achieves the same calculation
accuracy as the full-wave algorithm while reducing much
computation time. Moreover, the effects of power line
lengths, heights, and ground electromagnetic parame-
ters on E1 HEMP coupling of actual CPLs have been
investigated, which can provide valuable guidance for
the design of nuclear radiation protection of power lines.
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Abstract – In this paper, we propose a dual-input
inversion method based on deep learning to improve
the accuracy of electromagnetic imaging using the back
propagation algorithm (BP). An improved U-Net net-
work is utilized to reconstruct the scatterers. Unlike other
deep learning inversion methods, we input both the scat-
terer distribution data from BP imaging and the scattered
field data received by the antennas into the neural net-
work for training. This approach leads to a more accu-
rate prediction of scatterer positions and characteristics.
Compared to predicting the scatterers using only the
scattered field as input, adding the BP imaging results
at the input provides the neural network with more infor-
mation, significantly reduces the learning difficulty, min-
imizes errors, and enhances the quality of imaging. To
address potential gradient vanishing and spatial informa-
tion loss during network training, we integrate attention
mechanisms and residual modules into the basic U-Net
network. The former helps the network extract impor-
tant relevant information under different contrast condi-
tions, while the latter focuses on solving the problems
of gradient vanishing and explosion. Simulation experi-
ments confirm that our dual-input inversion method sig-
nificantly reduces the average error, outperforming tradi-
tional single-input reconstruction methods.

Index Terms – back propagation (BP), dual-input inver-
sion, improved U-Net, inverse scattering

I. INTRODUCTION

Inverse scattering theory and inversion techniques
have frequently emerged and been applied to solve vari-
ous scientific and engineering problems, such as remote
sensing [1], medical imaging [2], and nondestructive
testing [3].

Due to the nonlinearity and ill-posedness of inverse
scattering problems, the common solution methods are

divided into two categories: linear and nonlinear solu-
tions. Nonlinear methods transform the nonlinear prob-
lem into an optimization problem by constructing an
objective function, which is then solved iteratively with
multiple times [4–8]. Examples include the Contrast
Source Inversion (CSI) method [9] and the Distorted
Born Iterative Method (DBIM) [10–13]. Linear meth-
ods, on the other hand, use approximation techniques
to convert the nonlinear problem into a linear one,
thereby reducing complexity and increasing solving
speed [14, 15]. Examples include the Born approxima-
tion [16] and the Rytov approximation [17]. Both of
these approximation methods require prior information
to solve the problem. The back propagation (BP) algo-
rithm in linear solutions can be solved without itera-
tion. Although the applicability of non-iterative inversion
methods is limited, they offer high computational
efficiency [18].

With the development and widespread application
of deep learning, researchers have applied deep learn-
ing to solve inverse problems. Convolutional Neural
Networks (CNN) can effectively capture the implicit
features of input and output data and learn the map-
ping relationship between them. In 2019, Wei and Chen
input scattered fields into a CNN, trained the net-
work, and then estimated the scatterers using the neu-
ral network. Their research found that this approach
could effectively reconstruct the scatterers [19]. In the
same year, these two researchers proposed using deep
learning to solve full-wave electromagnetic scattering
problems, training the network based on contrast, and
discovered that it could still produce good results for
tests beyond the training set [20]. Subsequently, in 2021,
they used a modified contrast scheme and U-Net network
to reconstruct high-contrast two-dimensional and three-
dimensional objects [21]. In the same year, scholars
Ahmadi and Shishegar incorporated prior information
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such as imaging boundaries into deep learning to solve
inverse scattering problems, resulting in smoother and
better imaging results [22]. In 2020, He Yang and Jun
Liu successfully employed a CNN to accurately approx-
imate the nonlinear mapping between noisy far-field pat-
terns and the positions as well as sizes of disks suitable
for unknown scatterers [23]. In 2022, Liu et al. pro-
posed an unsupervised learning framework called CSI-
GAN, which integrates the entire CSI process with an
unsupervised Generative Adversarial Network (GAN).
CSI provides physical constraints for the GAN, while
the GAN adds topological and semantic features to
the CSI, jointly achieving the inverse imaging of scat-
terers [24]. However, the high nonlinearity and ill-
posedness reduce the generalization ability of neural net-
works, especially when the contrast increases, signifi-
cantly affecting the imaging results. Therefore, how to
incorporate more prior information, reduce the learn-
ing difficulty of neural networks, and improve gen-
eralization performance has become a major research
direction for electromagnetic inversion based on deep
learning.

In this paper, we use both the scattered field and the
scatterer distribution obtained by BP as inputs, with the
real scatterer image as the output, allowing the neural
network to learn the mapping relationship between these
physical quantities. The inclusion of BP inversion results
can provide more auxiliary information for the neural
network, greatly reducing learning difficulty. Compared
to a single-input network that uses only the BP image as
input, retaining the scattered field data ensures the accu-
racy of the neural network output even when the quality
of the BP image is poor.

The structure of this paper is as follows. The second
section introduces the electromagnetic imaging problem
model and the BP algorithm. The third section provides
a detailed description of the improved Residual Atten-
tion U-Net (RAU) neural network structure proposed in
this paper. The fourth section presents a simulation anal-
ysis, comparing the dual-input inversion method with the
single-input inversion scheme to verify its efficiency. The
fifth section concludes the paper.

II. INVERSE PROBLEM AND BP SCHEME

The electromagnetic imaging problem model is
shown in Fig. 1. Assume an imaging region D in free
space, there is an unknown non-magnetic scatterer x in
region D. The relative permittivity of the scatterer x is
ε , and the permeability is μ . This paper uses microwave
imaging, where the transmitting and receiving antennas
are located in the observation domain S outside the imag-
ing region D. When the scatterer receives the incident
electromagnetic wave, it generates a scattered field. The
receiving antenna captures the total field, which is the

superposition of the scattered field and the incident field,
for subsequent imaging calculations. A detailed intro-
duction to BP follows.

Fig. 1. Electromagnetic imaging model.

The BP imaging algorithm typically consists of
three steps. The first step is to determine the induced
current using BP, where it is assumed that the induced
current is proportional to the scattered field:

J = γ ·GH
S ·Es, (1)

where γ is an unknown proportionality constant, GS is
the Green’s function that represents the propagation pro-
cess from the scatterer to the receiver, H denotes matrix
Hermitian, and Es is the scattered electric field. To obtain
J, a function between the scattered field and the calcu-
lated field is defined:

F(γ) =
∥∥Es−GS(γ ·GH

S ·Es)
∥∥2

S . (2)
To minimize F(γ), the minimum value of F(γ)

requires that the derivative with respect to γ is equal to
zero, thus yielding the optimal solution for γ:

γ =

〈
Es,GS(GH

S ·Es)
〉

S∥∥GS(GH
S ·Es)

∥∥2
S

, (3)

where
〈
Es,GS(GH

S ·Es)
〉

S denotes the projection of Es

and GS(GH
S ·Es) in the observation domain S. Its discrete

form is EST · (GSGH
S ·Es)

∗
, where the superscripts T and

* denote the transpose and complex conjugate, respec-
tively. From equation (1), it can be seen that once γ is
determined, the induced current J can be obtained.

The second step is to calculate the total field in the
imaging region D:

Et = Ei +Gd (J) , (4)
where Ei denotes the incident field and Gd is the Green’s
function within the imaging domain.
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The third step is to obtain the contrast χ (r) by con-
sidering all incident waves, where the contrast χ (r) is
equal to the relative permittivity minus 1. For the p-th
transmitting antenna, the definition of χ (r) requires that:

Jp (r) = χ (r)Et
p (r) , (5)

where Et
p denotes the total field received by the p-th

transmitting antenna. The incident field is solved using
the least squares method, and χ (r) is obtained and ana-
lyzed:

χ (r) =
∑Ni

p=1 Jp(r) · [Et
p(r)]

∗

∑Ni
p=1 |Et

p(r)|2
, (6)

where Ni denotes the number of incident antennas. If
the scatterer is non-lossy, the contrast takes the real part
of (6).

III. RECONSTRUCTION ALGORITHM
BASED ON RAU

In this section, the authors primarily introduce the
improved U-Net. U-Net is a common CNN, and the CNN
architecture typically consists of convolutional layers,
pooling layers, and fully connected layers.

U-Net was developed in 2015 by the Department of
Computer Science at the University of Freiburg, Ger-
many, for biomedical image segmentation [25]. The
advantage of this network lies in its basis on a fully con-
volutional network, where the architecture, after modi-
fication and extension, can produce more accurate seg-
mentation with fewer training images [25]. In some
biomedical image segmentation studies [26], U-Net has
shown significant performance improvement and has
excellent generalization capability with a small amount
of labeled data. In inverse scattering problems, the mag-
nitude of the contrast significantly affects the imaging
results. As the contrast increases, traditional imaging
results theoretically become coarser [27]. The recep-
tive field of the convolutional layers in the ordinary U-
Net is limited and cannot capture the global informa-
tion of coarse images, thereby failing to perceive the
overall scattering situation. Therefore, it needs to be
improved.

The attention mechanism is derived from human
vision research [28]. When humans process information,
they selectively focus on a part of the received informa-
tion and ignore other information. For example, when
reading, a sentence with jumbled words does not affect
reading comprehension. The attention mechanism simu-
lates this process by assigning higher weights to impor-
tant information and lower weights to irrelevant infor-
mation. In neural network training, the attention mecha-
nism helps to focus more on key information. The struc-
ture of the residual module is shown in Fig. 2. It was
proposed by Kaiming He and others from Microsoft,
and the residual network based on this module won the
championship in the 2015 ImageNet Large Scale Visual

Recognition Challenge (ILSVRC) [29]. The core idea of
the residual module is to introduce shortcut connections,
allowing information to be directly transmitted to sub-
sequent layers, thereby maintaining the integrity of the
information. Let x be the input. After passing through the
mapping function, the output is F(x). The output of the
residual module, in addition to F(x), also adds the orig-
inal input x through the shortcut connection, resulting in
an output of F(x)+ x. The introduction of the residual
module addresses the problem of gradient vanishing and
explosion caused by the increasing number of network
layers. The authors enhanced the U-Net by incorporat-
ing attention mechanisms and residual modules. This
enhancement improves the global perception capability
of the convolutional layers and prevents gradient vanish-
ing and exploding problems due to the increased num-
ber of network layers. The authors named this improved
network model the RAU, with the structure shown in
Fig. 3.

Fig. 2. The structure of residual module.

In Fig. 3, the inputs are the BP image and the scat-
tered field, and the output is the enhanced prediction
from RAU. Similar to the standard U-Net, the RAU net-
work structure is mainly divided into two parts: the left-
side contracting path and the right-side expanding path.
The contracting path aims to extract features from the
input images, while the expanding path aims to enhance
the features extracted by the contracting path. In RAU,
an attention mechanism is incorporated into each con-
volution process, expected to enhance global perception
capability. Additionally, residual modules are added dur-
ing the convolution process in the fifth layer to prevent
gradient explosions.
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Fig. 3. The structure of RAU.

IV. NUMERICAL SIMULATION

In this section, the authors analyze the experimen-
tal results. This study uses TM electromagnetic waves,
with 32 transmitting antennas and 64 receiving antennas.
The frequency of the transmitting antennas is set to 400
MHz. The antennas are uniformly distributed on a circu-
lar observation domain S with a radius of 3m, centered at
the origin of the coordinate system. The imaging region
D is a square with a side length of 2 m, divided into a
grid of 64×64 pixels.

In this experiment, a total of 2300 single scatterers
were used, with 2000 sets used as the training dataset and
300 sets as the test dataset. The scatterers are circles of
varying sizes, with radii ranging randomly between 0.1
to 0.4 m. The contrast varies randomly between 0.1 to
2.0. The centers of the circles are randomly positioned
within a square formed by the vertices (-0.6 m, 0.6 m),
(-0.6 m, -0.6 m), (0.6 m, -0.6 m), and (0.6 m, 0.6 m),
including the boundaries. In the first set of experiments,
the input is the scattered field data, while in the second
set, the input consists of both the scattered field data and
the BP imaging distribution data. The output for both sets
of experiments is the predicted scatterer data after neu-
ral network training. The neural network is trained using
the ADAM optimizer with learning rates of 0.001 and
0.0001. Training is conducted for 500 and 1000 epochs,
with batch sizes of 32, 64, and 128. Since this task is a
regression task, Mean Squared Error (MSE) is chosen as

the loss function. The training was conducted on a GPU
platform using RTX 4090 24G. After training the net-
work, it was tested on a test set of 300 samples, and the
average MSE for these 300 samples was calculated.

The test results are shown in Fig. 4. In Fig. 4 (a),
the scatterer has its center at (0.2 m, -0.4 m), a radius
of 0.4 m, and a contrast of 0.2. In Fig. 4 (b), the scat-
terer has its center at (-0.3 m, 0.1 m), a radius of 0.3 m,
and a contrast of 1.5. Based on the test results, it can be
observed that both single-input and dual-input imaging
outperform BP imaging results. Furthermore, dual-input
imaging is superior to single-input imaging in terms of
reconstructed images. To avoid chance results, the aver-
age MSE is compared further. The average MSE for the
300 test samples is shown in Table 1.

As shown in Table 1, the red text highlights the
minimum errors achieved under both the single-input
and dual-input models, which correspond to the same
set of parameters: a learning rate of 0.001, 500 train-
ing epochs, and a batch size of 64. Under these param-
eters, when the batch size increases from 32 to 64, the
MSE gradually decreases; however, when the batch size
increases from 64 to 128, the MSE gradually increases.
The red texts represent the minimum error. According
to Table 1, when the learning rate is fixed at 0.001 and
the training epochs are set to 500 and 1000, the error
reduction for the best dual-input compared to the best
single-input is 32.9% and 42.9%, respectively. When the
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Fig. 4. Comparison of BP imaging, single-input imag-
ing and dual-input imaging for a single circle scatterer:
(a) and (b) show the target scatterers, (c) and (d) show
the BP imaging images, (e) and (f) show the single-input
imagings, and (g) and (h) show the dual-input imagings.

learning rate is fixed at 0.0001 and the training epochs
are set to 500 and 1000, the error reduction for the best
dual-input compared to the best single-input is 20.7%
and 16.8%, respectively. The single-circle test was con-
ducted using the best parameters for both single-input
and dual-input. The probability cumulative curves for
the best single-input and dual-input cases are shown in
Fig. 5, where it can be seen that the overall test error
for single-input is greater than that for dual-input, with
MSE of 0.006872 and 0.004683, respectively. The dual-
input method shows a 31.9% reduction in MSE com-
pared to the single-input method, demonstrating a sig-
nificant advantage.

To test the generalization ability of the RAU net-
work, 50 sets of double circles were used as the test set

Table 1: Comparison of average MSE between single-
input and dual-input results

Input Scattered Field
Learning Rate 0.001 0.0001

Epoch/Batch
Size

Average
Error

Epoch/Batch
Size

Average
Error

500/32 0.008696 500/32 0.008147
500/64 0.006872 500/64 0.009535
500/128 0.012687 500/128 0.010621
1000/32 0.008299 1000/32 0.010815
1000/64 0.008472 1000/64 0.008224

1000/128 0.012185 1000/128 0.009658

Input BP Result + Scattered Field
Learning Rate 0.001 0.0001

Epoch/Batch
Size

Average
Error

Epoch/Batch
Size

Average
Error

500/32 0.004726 500/32 0.007976
500/64 0.004683 500/64 0.007557
500/128 0.005721 500/128 0.008100
1000/32 0.004745 1000/32 0.008026
1000/64 0.004837 1000/64 0.006845

1000/128 0.005552 1000/128 0.008727
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Fig. 5. Probability cumulative curve for the single-circle
tests.

to evaluate the network’s performance. The average com-
putational time per sample was 0.212 seconds. The test
results are shown in Fig 6. In Fig. 6 (a), the centers of the
two circles are located at (-0.6 m, -0.6 m) and (0.4 m, 0.7
m), both with a radius of 0.2 m and a contrast of 1.0. In
Fig. 6 (b), the centers are located at (-0.3 m, -0.3 m) and
(0.5 m, 0.6 m), both with a radius of 0.1 m and a contrast
of 0.9. According to the test results, in the case of dou-
ble circles, the dual-input scheme is significantly better
than the single-input scheme. The single-input scheme
can only reconstruct one circle, and the reconstruction
effect becomes worse when the contrast is high. In con-
trast, the dual-input scheme can still reconstruct two
circular scatterers well, regardless of whether the con-
trast is low or high. The probability cumulative curves
for the 50 tests are shown in Fig. 7. Compared to the
single-circle tests, the dual-circle tests clearly show that,
under the same conditions, the dual-input has a signifi-
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Fig. 6. Test results of generalization ability of the algo-
rithm for two circular scatterers: (a) and (b) show the tar-
get scatterers, (c) and (d) show the BP imaging images,
(e) and (f) show the single-input imagings, and (g) and
(h) show the dual-input imagings.

cantly smaller error than the single-input, as illustrated
by the error curve. The average MSEs for single-input
and dual-input are 0.066458 and 0.037245, respectively.
The dual-input error is reduced by 44% compared to the
single-input error. From the comparison of single cir-
cle and double circle imaging between single-input and
dual-input, it can be concluded that dual-input has better
reconstruction performance than single-input.

Subsequently, the algorithm’s generalization abil-
ity was further evaluated using measurement data pro-
vided by the Fresnel Institute. It should be noted that
the measurement model [30] slightly deviates from our
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Fig. 7. Probability cumulative curve for the double-circle
tests.

adopted simulation imaging model. For this evaluation,
we specifically selected the ”dielTM dec8f.exp” dataset
with an excitation wave frequency of 4GHz. The recon-
structed target in this case is a circular scatterer posi-
tioned 30 mm away from the origin, having a radius of
15 mm and a relative permittivity value within the range
of 3±0.3. The imaging result depicted in Fig. 8 demon-
strates that, despite significant variations in antenna posi-
tion, excitation frequency, and scatterer size, the target
can still be accurately reconstructed using RAU.
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Fig. 8. Experimental results reconstructed by the dataset
at 4 GHz: (a) the ground truth image and (b) the output
image of RAU.

V. CONCLUSION

This paper proposes a dual-input electromagnetic
inverse scattering imaging method based on RAU.
Unlike traditional single-input deep learning inver-
sion methods, which only input the scattered field,
this method additionally inputs the scatterer distribu-
tion obtained by BP imaging along with the scattered
field. Consequently, the neural network can receive
more effective information. Compared to U-Net, RAU
enhances the global perception ability of the convolu-
tional layers through its attention mechanism, and its



967 ACES JOURNAL, Vol. 39, No. 11, November 2024

residual modules address the problem of gradient explo-
sion that can occur with deeper network structures. This
dual-input scheme results in smaller imaging errors. The
authors validated the above by conducting single-circle
and double-circle tests, demonstrating the effectiveness
of the method. Further improvements in imaging perfor-
mance will be considered in future research.
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Abstract – This paper presents a novel and efficient
approach for the rapid extraction of parasitic capaci-
tance in metal interconnects of large-scale integrated
circuit (IC) layouts. By conducting detailed electromag-
netic field simulations, we propose a streamlined method
that significantly reduces both computational complexity
and runtime, making the extraction process more effi-
cient. At the heart of this approach is the use of the
floating random walk (FRW) algorithm, which precisely
estimates both self-capacitance and mutual capacitance
of conductors. A distinguishing feature of this method
is the incorporation of error thresholds, which provide
a dynamic mechanism to adjust the trade-off between
extraction speed and accuracy. This flexibility allows
the method to adapt to varying layout complexities
while maintaining a high level of precision. Experimen-
tal results reveal that, compared to traditional electro-
magnetic simulation tools such as ANSYS Maxwell, the
proposed method achieves up to 120 times faster capac-
itance extraction, with accuracy deviations contained
within 20%.

Index Terms – Capacitance extraction, electromagnetic
analysis, floating random walk, interconnects.

I. INTRODUCTION

In the integrated circuit (IC) design process, the
rapid simulation of interconnect parasitic capacitance
is crucial. It effectively conducts signal integrity anal-
ysis, identifying and resolving issues such as sig-
nal delay, reflection, and crosstalk in advance, ensur-
ing stable signal transmission. Additionally, it aids
in power optimization by evaluating various routing
schemes and selecting the optimal strategy to reduce
power consumption. Rapid simulation also accurately

predicts timing variations, ensuring the circuit oper-
ates within prescribed timing constraints, and fore-
casts circuit performance, thereby reducing post-design
modifications and shortening the development cycle.
Quick capacitance extraction enables early identification
of potential issues, enhancing circuit performance and
reliability, accelerating design iterations, and improv-
ing design efficiency and quality. As technology scales
down to nanometer dimensions, increased complexity
and heightened sensitivity to manufacturing process vari-
ations and environmental conditions present significant
challenges to traditional capacitance extraction meth-
ods [1]. Therefore, rapid simulation is even more
vital.

Efficiency, accuracy, and runtime are crucial for
full-chip parasitic extraction. However, existing meth-
ods are typically divided into field solver and rule-
based extraction methods [2], each requiring trade-offs
between these key parameters. Field solver extraction
methods are numerical methods used to solve Maxwell’s
equations for capacitance extraction in ICs. These meth-
ods provide high accuracy by precisely modeling the
electric fields and potential distributions in complex
geometries. The main categories of field solver extrac-
tion methods include finite element method (FEM) [3],
boundary element method (BEM) [4], finite difference
method (FDM) [5], method of moments (MoM) [6] and
floating random walk (FRW) [7]. Rule-based extrac-
tion methods are another class of methods used for
capacitance extraction in ICs. These methods rely on
pre-defined rules and heuristics to estimate capacitance
values based on the geometric and material proper-
ties of the IC layout. Rule-based methods are gener-
ally faster and more efficient than numerical field solvers
but may sacrifice some accuracy, particularly in complex
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scenarios. The main categories of rule-based extrac-
tion methods include polynomial fitting method, look-up
table method, and analytical formula method.

Compared to other algorithms, the FRW method
boasts lower memory consumption, higher potential for
large-scale parallelization, and adjustable accuracy, mak-
ing it highly suitable for the rapid evaluation of intercon-
nect capacitance. Therefore, our work will focus on the
study of the FRW method.

Numerous research advancements have been made
in FRW. By employing variance reduction techniques
on the first transition cubes, significant convergence
speedup has been achieved [8]. Furthermore, the method
has been extended to support dedicated spatial indices
for faster maximal empty cube detection [9], net-based
extraction [10], cylindrical inter-tier vias [11], dummy
metal fills [12], and arbitrarily oriented conductors [13,
14]. In recent years, the integration of FRW with neural
networks [15] has emerged as a promising new research
direction.

In order to achieve an adaptive balance between
accuracy and runtime, combining field solving extraction
methods with rule-based extraction methods is a possi-
ble approach [16]. Our work combines FRW with rule-
based extraction methods, allowing for adaptive con-
trol of error and runtime by setting an error threshold,
thereby enhancing efficiency while maintaining excel-
lent flexibility.

In comparison to other works using the FRW algo-
rithm, our method offers improvements in automation
and computational efficiency. For instance, the RWCap
[7] method by Yu et al. provides high accuracy and is
suitable for large-scale parasitic capacitance extraction,
but its performance may decrease with more complex
geometries. Zhang et al. [11] further optimized FRW
by introducing space management techniques for better
performance in large-scale interconnects, although bal-
ancing speed and accuracy remains a challenge. Vis-
vardis et al. [15] integrated deep learning with FRW
to enhance extraction paths, but their method lags in
automation and speed. Our approach, by employing
capacitance weight coefficients and error thresholds,
adaptively minimizes unnecessary calculations, result-
ing in higher efficiency and flexibility for large-scale
interconnects.

In the next section, we will introduce the mathe-
matical model of FRW. In section III, we will intro-
duce the electromagnetic analysis of the interconnect
models. In section IV, we will present our improve-
ments to the capacitance extraction method. In section
V, we will discuss the experimental results of combin-
ing the improved capacitance extraction method with
FRW. Finally, in section VI, we will summarize our
work.

II. MATHEMATICAL MODEL

The FRW method originates from the integral equa-
tion that defines electric potential:

φ (r) =
∮

S
P
(

r,r(1)
)

φ
(

r(1)
)

dr(1), (1)

where r is an arbitrary point in space, φ (r) is the elec-
tric potential at point r, S is a closed surface surrounding
point r, and P is the surface Green’s function correspond-
ing to region S. The function P can be regarded as a prob-
ability density function, which related to the shape of
region S and the distribution of the medium. According
to equation (1), we can randomly select a large number
of points on S and use the average value of their poten-
tials to estimate φ (r).

To calculate the capacitance associated with conduc-
tor i (called the master conductor), we first construct a
Gaussian surface Gi to enclose it (see Fig. 1). According
to Gauss’s theorem, the charge on conductor i is:

Qi =
∮

Gi
F(r)g

∮
S(1)ω

(
r,r(1)

)
P(1)
(

r,r(1)
)

φ
(

r(1)
)

dr(1)dr,

(2)
where F(r) is the dielectric permittivity at point r, ω(r,
r(1)) is the weight value, g is a constant, and P(1) is
the probability density function, sampling on the surface
S(1). With the Monte Carlo method, Qi can be estimated
as the stochastic mean of sampled values on Gi, which is
further the mean of sampled potentials on S(1) multiply-
ing the weight value.

When φ (r(1)) is unknown, equation (1) needs to be
applied recursively to equation (2), which means repeat-
ing the sampling procedure until the potential of a sam-
ple point is known. The recursive computation can be
viewed as the FRW procedure: for the j-th hop of a walk,
centered at r( j−1), a transition domain is constructed
and then a point r( j) is randomly selected on its bound-
ary according to the discrete probabilities obtained with
P(r( j−1), r( j)). The recursion terminates after n hops,
when φ (r(n)) is known, e.g. it is on the surface of a con-
ductor with known potential (see Fig. 1).

Fig. 1. Two cases of random walk in the FRW algorithm
for capacitance extraction (2-D view) [17].
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After the procedure of FRW, the statistical mean of
the weight values for the walks terminating at conductor
j approximates mutual capacitance Ci j between conduc-
tors i and j (if i�=j) or the self-capacitance Cii of master
conductor i.

The iterative stopping condition of the FRW algo-
rithm is primarily governed by predefined boundary con-
ditions and a step limit. The boundary conditions are
defined by expanding the region around the input lay-
out. The algorithm performs random walks, and the itera-
tion terminates once the path reaches the target boundary.
Additionally, a step limit is enforced to prevent infinite
iterations, ensuring the algorithm operates efficiently.
The capacitance is then calculated based on these bound-
ary conditions and step constraints.

III. ELECTROMAGNETIC ANALYSIS OF
INTERCONNECT MODELS

In general, the rapid and accurate extraction of
capacitance between interconnect conductors is chal-
lenging due to their arbitrary spatial positions and
geometric shapes. When a potential difference exists
between the interconnect conductors, the resulting
charge distribution becomes uneven, leading to a non-
uniform electric field distribution between the conduc-
tors (see Fig. 2).

In traditional CMOS structures, the two interconnect
conductors i and j whose capacitance Ci j needs to be
evaluated are referred to as an interconnect pair (ICP).
The substrate and other conductors are considered inter-
ference sources that can affect the electric field distribu-
tion of the ICP, leading to an overestimation or underesti-
mation of the extracted capacitance. The closer the inter-
ference sources are to the ICP, the stronger their interfer-
ence. When both the ICP and the substrate are present,
the interference is less significant if there are projec-
tion overlapping regions within the ICP (see Fig. 3).
However, if there are no projection overlapping regions
within the ICP, the interference increases as the distance
between conductor i and conductor j increases (see Figs.
4 and 5).

Fig. 2. Electric field and potential distribution between
two conductors.

Fig. 3. Electric field distribution between two near con-
ductors with projection overlap region.

Fig. 4. Electric field distribution between two near con-
ductors without projection overlap region.

Fig. 5. Electric field distribution between two distant
conductors without projection overlap region.

Therefore, the presence of interference sources hin-
ders the extraction of capacitance, resulting in prolonged
capacitance extraction times.

IV. IMPROVED CAPACITANCE
EXTRACTION METHOD

In the network structure of interconnect conduc-
tors, the conductor i whose total coupling capacitance
needs to be extracted is referred to as the master con-
ductor, while other conductors j (j �= i) are referred
to as external conductors. Throughout the layout, some
external conductors are in close proximity to the master
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conductor, contributing significantly to the coupling
capacitance Ci j of the master conductor in its total cou-
pling capacitance Ctotal . Conversely, some external con-
ductors are further from the master conductor, and their
coupling capacitance Ci j contributes less to Ctotal . In
methods such as solving the Laplace differential equa-
tion, BEM, and random walk methods, calculating the
coupling capacitance between these distant external con-
ductors and the master conductor consumes consider-
able memory and time without significantly improving
the accuracy of Ctotal . Therefore, to enhance the solving
speed, it is necessary to avoid calculating the coupling
capacitance between these distant interconnect conduc-
tors and the master conductor while ensuring the accu-
racy of the total coupling capacitance. This approach
is crucial for improving extraction speed and reducing
memory consumption.

To minimize the number of other conductors that
need to be considered when extracting the coupling
capacitance of the master conductor, it is essential to
comprehensively evaluate the effects of other conduc-
tors’ shapes, sizes, and relative positions on the master
conductor’s coupling capacitance. Hence, we introduce
the interconnect capacitance weight coefficient Wco, a
variable used to calculate the proportion of the cou-
pling capacitance Ci j of an interconnect conductor in the
master conductor’s total coupling capacitance Ctotal . To
compute the weight coefficient Wco, we first determine
whether there is an overlapping region between the mas-
ter conductor and the external conductor and then apply
the corresponding calculation method.

When there is a projection overlap region between
the master and external conductors (see Fig. 3), we use
the parallel plate capacitance model (see equation 3) to
estimate a capacitance value as the weight coefficient
Wco. In this case, the variable S in the model represents
the area of the overlapping region, d is the dielectric
thickness between the master and external conductors,
and εr is the relative dielectric constant of the insulating
layer between the conductors:

Ci j = εrε0
S
d . (3)

When there is no projection overlap region between
the master and external conductors (see Figs. 4 and 5),
we still use the parallel plate capacitance model to esti-
mate the weight coefficient Wco. We connect the cen-
ters of the master and external conductors and generate a
plane PA perpendicular to this line at its midpoint, pro-
jecting the master and external conductors onto plane PA
as shown in Fig. 6. In this case, the variable S in the
model represents the smaller projection area of the mas-
ter and external conductors on plane PA, and d is the
distance between the centers of the master and external
conductors.

Fig. 6. Projection of master and external conductors on
normal plane PA for capacitance weight calculation.

After calculating the capacitance weight coefficient
Wco for each external conductor relative to the master
conductor, our goal is to use Wco to reduce the num-
ber of external conductors considered in field-solving
methods while ensuring the estimation error of Ctotal
remains within a specific range. To achieve this, we
quickly extract the capacitance weight coefficients Wco
of external conductors in the layout, compute the cou-
pling capacitance weight coefficient Wsum, and sort the
external conductors in descending order based on Wco.
Starting from the external conductor with the smallest
Wco, we iteratively remove external conductors. After
each removal, we record the removed capacitance weight
coefficient Wrm. We set an error threshold Eth. When
the ratio of Wrm to Wsum exceeds Eth, we terminate the
removal process.

In summary, for the 3-D network structure of inter-
connect conductors, the improved capacitance extrac-
tion process is as follows. For the master conductor i
we use the interconnect capacitance weight coefficient
quick evaluation algorithm (Algorithm 1) to calculate the
corresponding weight coefficients Wco for other exter-
nal conductors j. Then, we use the adaptive capacitance
removal algorithm (Algorithm 2) to reduce the number
of external conductors considered in field-solving meth-
ods. Finally, we employ the field-solving method (FRW)
for computation.

Algorithm 1: Interconnect Capacitance Weight Coeffi-
cient Quick Evaluation
Input: Layout of interconnect conductors, master con-
ductor i.
Output: Capacitance weight coefficients Wco for each
external conductor j.
Steps:

1: For each external conductor j (j �= i):
2: Check for projection overlap region between

conductors i and j
3: If projection overlap region exists:
4: S = overlap area
5: d = dielectric thickness
6: End If
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7: If no projection overlap region exists:
8: S = the smaller projection area of conductor i

and j on PA
9: d = distance between centers of i and j
10: End If
11: Compute Wco = Ci j = εrε0 (S / d)
12: End For

Algorithm 2: Adaptive Capacitance Removal
Input: Capacitance weight coefficients Wco for external
conductors, error threshold Eth.
Output: Reduced set of external conductors for field-
solving methods.
Steps:

1: Initial Wrm = 0, Wsum = 0
2: Extract Wco for all external conductors
3: For each j (j �= i) starting from smallest Wco:
4: Update Wsum += Wco j
5: End For
6: Sort Wco in descending order
7: For each j (j �= i) starting from smallest Wco:
8: Update Wrm += Wco j
9: If (Wrm / Wsum) > Eth:
10: Stop iteration;
11: End If
12: Remove external conductor j
13: End For

V. RESULTS

The test layout (called Sample 1) of the TSMC 65
nm process shown in Fig. 7, which includes 5991 con-
ductors, is the sample layout for capacitance extraction,
with the red-circled area indicating the master conduc-
tor for which the total coupling capacitance needs to be
extracted. The experiments were conducted on a laptop
with the following specifications: Intel Core i5-8300H
CPU, 8 GB of RAM, and a 128 GB SSD. The oper-
ating system used was CentOS7, except for ANSYS
Maxwell, which ran on Windows 10. In our work,
although the actual scenario involves multiple dielectric
materials, for the sake of computational simplicity, we
have approximated the multi-dielectric environment as
a single dielectric with an equivalent dielectric constant
of 2.9 in the deployed FRW algorithm. This causes the
FRW algorithm to have an error of less than 10% from
the exact value. In our experimental setup, the boundary
conditions of FRW algorithm were set to an expanded
region that is 10 times the size of the input layout area.
The maximum number of steps was fixed at 1000, with
each step length restricted to 1 μm.

In general accuracy mode, using ANSYS Maxwell
software, it takes 20 minutes to extract the coupling
capacitance of the master conductor, yielding a capac-
itance value of 6.23 fF. However, after applying the

Fig. 7. The layout for capacitance extraction (Sample 1).

improved capacitance extraction method to the FRW
algorithm, we developed a more efficient field solver that
adaptively balances time and extraction accuracy by set-
ting an error threshold.

When the error threshold is set to 0.35, the number
of conductors in the layout decreases to 251 (see Fig. 8),
resulting in a capacitance value of 5.79 fF. The extracted
capacitance accuracy is maintained at over 92.9%, with
a runtime of 13.66 seconds.

When the error threshold is set to 0.4, the number
of conductors in the layout decreases to 167 (see Fig. 9),
resulting in a capacitance value of 5.70 fF. The extracted
capacitance accuracy is maintained at over 91.4%, with
a runtime of 13.28 seconds.

When the error threshold is set to 0.4, the number
of conductors in the layout decreases to 167 (see Fig. 9),
resulting in a capacitance value of 5.70 fF. The extracted
capacitance accuracy is maintained at over 91.4%, with
a runtime of 13.28 seconds.

Fig. 8. Simplified layout of conductors when Eth is 0.35.
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Fig. 9. Simplified layout of conductors when Eth is 0.4.

When the error threshold is set to 0.5, the number
of conductors in the layout decreases to 68 (see Fig. 10),
resulting in a capacitance value of 5.43 fF. The extracted
capacitance accuracy is maintained at over 87.1%, with
a runtime of 9.66 seconds.

Table 1 demonstrates the performance of the orig-
inal FRW algorithm versus the improved method with
conductor removal across different error thresholds (Eth).

Fig. 10. Simplified layout of conductors when Eth is 0.5.

Table 1: Capacitance extraction at different Eth values
Error

Threshold

(Eth)

Number of

Conductors

Total Coupling

Capacitance

Value

Capacitance

Accuracy

Conductor

Removal

Time

Total

Runtime

Maxwell Data / 5991 6.23 fF 100% / 20 min
Origin FRW Data 0 5991 5.92 fF ≥ 94.9% / 32.3 s
Improve FRW

Data 1
0.35 251 5.79 fF ≥ 92.9% 0.271 s 13.66 s

Improve FRW
Data 2

0.4 167 5.70 fF ≥ 91.4% 0.280 s 13.28 s

Improve FRW
Data 3

0.5 68 5.43 fF ≥ 87.1% 0.296 s 9.66 s

Despite the notable acceleration, which reduces the run-
time from 32.3 seconds in the original FRW to just 9.66
seconds at Eth of 0.5, the time required for conductor
removal remains minimal, ranging from 0.271 to 0.296
seconds. This demonstrates that the overhead introduced
by conductor removal is negligible. Additionally, the
method maintains high accuracy, with capacitance errors
remaining within 10%, even at higher thresholds, ensur-
ing a strong balance between computational speed and
precision.

We have expanded our experiments by including
two additional test cases (Sample 2 and Sample 3, shown
in Figs. 11 and 12, respectively) to demonstrate the scala-
bility and robustness of the proposed conductor removal
method. The layout of Sample 2 contains 229 conduc-
tors, and the layout of Sample 3 contains 26 conductors,
whereas the layout of Sample 1 consists of 5991 conduc-
tors. Figures 13 and 14 provide a clearer understanding
of the impact of our algorithm on error and acceleration
effects across different layout complexities.

Fig. 11. Layout for capacitance extraction (Sample 2).
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Fig. 12. Layout for capacitance extraction (Sample 3).

Fig. 13. Impact of error threshold on relative capacitance
error for different samples.

Clearly, the performance of our algorithm is corre-
lated with the complexity of the layout. The more com-
plex the layout, the better the acceleration performance
of our algorithm. However, a higher error threshold is
likely to result in more significant capacitance extraction
errors.

Fig. 14. Impact of error threshold on acceleration factor
for different samples.

Experimental results demonstrate that by adjusting
the error threshold in the improved capacitance extrac-
tion method applied to the FRW algorithm, a signifi-
cant reduction in computation time can be achieved with
only a minor loss in accuracy. In all three experimen-
tal samples, when Eth reached 0.5, a 2x acceleration was
achieved compared to the scenario without conductor
removal. This indicates that the improved method greatly
enhances the efficiency of the capacitance extraction pro-
cess while maintaining a high level of precision. The
adaptive approach allows for a flexible trade-off between
computational time and extraction accuracy, making it
highly suitable for large-scale layout analysis where both
factors are critical.

VI. CONCLUSION

This paper introduces an improved capacitance
extraction method, proposing new concepts of capaci-
tance weight coefficients and error thresholds. By remov-
ing conductors with low capacitance weight coefficients,
the number of external conductors that need to be eval-
uated for extracting the capacitance of the master con-
ductor is significantly reduced. The proposed improved
capacitance extraction method can be applied to all
field-solving methods and can adaptively balance accu-
racy and runtime while accelerating the process. In this
paper, the FRW method is selected for combination with
the proposed method to achieve faster runtime. This
approach allows for high-accuracy and low-time assess-
ments when evaluating interconnect delays. Experimen-
tal results show that, compared to the electromagnetic
field simulation software ANSYS Maxwell, combining
the improved capacitance extraction method with FRW
achieves a 120x speedup with error control within
20%. Additional experimental cases demonstrate that our
algorithm is highly suited for use in high-complexity
layouts.
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In our research, we recognize that combining
the conductor removal method with FEM/BEM-based
approaches is certainly feasible and would broaden
the applicability of our algorithm. By integrating the
conductor removal technique, FEM can benefit from
a reduced mesh volume or surface area, leading to
smaller linear systems and improved computational effi-
ciency, especially in large-scale 3-D models. Similarly,
BEM would gain from a simplified boundary discretiza-
tion process, as removing non-critical conductors would
reduce the number of boundary points, thereby acceler-
ating the solving process without compromising accu-
racy. These enhancements could extend the utility of
our method in various scenarios, including FEM/BEM-
based capacitance extraction. However, given the inher-
ent advantages of the FRW algorithm—particularly its
efficiency and scalability—we have chosen to focus on
combining conductor removal with FRW in this study,
as it aligns closely with the challenges we are addressing.
Consequently, the simulation results in this paper specifi-
cally pertain to the integration of conductor removal with
the FRW method.
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Abstract – In this paper, a directional filtering slot
antenna with a wideband high front-to-back (F/B) ratio
is proposed, which aims to improve the anti-interference
capability of the unit antenna in the spatial and frequency
domains and reduce the coupling between MIMO units.
The fundamental structure of this antenna is a trans-
formed defective ground slot antenna, featuring superior
filtering attributes in the frequency domain. To achieve a
wideband F/B, boost the directional characteristics, and
further augment the anti-interference capabilities of the
filtering slot antenna, the leading terminal and slot are,
respectively, integrated into the filtering antenna. A 2×2
MIMO antenna ensemble is also designed, utilizing the
directional filtering slot antenna as the element. This
antenna not only exhibits commendable filtering pro-
ficiency across the frequency and spatial domains but
also effectively inhibits the surface wave and space wave
coupling between MIMO antenna units. The simulated
and measured results show that the operating band-
width of the directional filtering slot antenna is 2.8-11.3
GHz, the F/B of the radiation pattern is larger than 15
dB, and the isolation between the 2×2 MIMO antenna
units is greater than 20 dB without any decoupling
structure.

Index Terms – Directional antenna, front-to-back (F/B)
ratio, slot antenna.

I. INTRODUCTION

Ultra-wideband (UWB) slot antennas have received
extensive attention and research because of their sim-
ple structure, good plasticity, and low cost, such as the
miniaturization of slot antennas [1–4], the filtering tech-
niques of slot antennas [5–7], MIMO technology [8], the
reconfigurability of slot antennas [9], and the band-edge
selectivity of slot antennas [10]. All the above works
expand the types and applications of slot antennas and
play an important role in the development of slot anten-
nas.

This paper provides an in-depth exploration of the
unidirectional radiation of slot antennas, which plays
a crucial role in improving the radiation power and
anti-interference ability of antennas in specific applica-
tions. Furthermore, studying the unidirectional radiation
characteristics of slot antennas holds significant value
in advancing and refining slot antenna technology for
MIMO terminals.

As a consequence, unidirectional antennas have
already attracted much attention in recent years and
antennas with directional characteristics have been
reported. In [11], a unidirectional antenna with a high
front-to-back (F/B) ratio of 10 dB in operating fre-
quency 2.00-3.06 GHz is presented. However, the mea-
sured bandwidth of the proposed antenna is only 41.9%.
In [12], the antenna, which uses defected ground struc-
ture (DGS) and a parasitic slot near the stepped slot,
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has achieved good out-of-band rejection and sharp cut-
off at band-edge. Nevertheless, the actual average gain
is less than 2.5 dB. In [13], two asymmetrical slits in the
ground plane of the slot antenna are designed to decrease
the back-lobe and enhance radiation directivity. The F/B
ratio of the referenced antenna is better than 10 dB,
however, the size of the antenna is 105 mm×120 mm,
which is too large to integrate with other UWB devices.
In addition, some designs have also been proposed to
achieve directional radiation patterns by employing a
large ground plane as frequency selective surface placed
below the antenna element [14–15]. Still, the frequency
selective surface is relatively large and it is not easy
to integrate with other devices. More importantly, this
method is suitable for narrowband antennas, and it is dif-
ficult to apply in UWB antennas [16].

In this paper, a compact filtering slot antenna with
enhanced directional radiation characteristics and a 2×2
MIMO antenna is proposed. Different from other slot
antennas reported in the literature [2–11], a slot antenna
with good filtering ability and wide-band directional
property has been developed in this work. The unit
antenna performs a stable directional radiation pattern
over an UWB (3-11 GHz), and the compact size is
29×27 mm (0.96×0.9λ g). The measurements indicate
that both the reflection coefficient and gain curve of
the antenna demonstrate outstanding band-edge selec-
tivity performance, and out-of-band suppression feature.
The F/B ratio of the slot antenna exceeds 15 dB, which
attests to its desirable directivity in the expansive oper-
ating bandwidth it covers. The MIMO antenna, in turn,
exhibits superb isolation performance, without necessi-
tating any additional decoupling structures, with a max-
imum isolation that fares above 20 dB in the operating
band.

II. ANTENNA STRUCTURE

Figure 1 shows the final structure diagram of the 2-D
MIMO antenna, which consists of two slot antennas with

Fig. 1. Configuration of the compact wideband filtering
antenna. L1 = 8, L2 = 12.5, L3 = 4.2, L4 = 22, L5 = 3.2,
L6 = 1.6, L7 = 4.2, L8 = 2, L9 = 3, L10 = 1.5, W1 = 2,
W2 = 2, W3 = 0.65, W4 = 4, W5 = 2, W6 = 2, W7 =
6, W8 = 0.3 mm, W9 = 1 mm, W10 = 1.1, W11 = 0.5,
W12 = 0.2, R = 0.8, and d = 3 (unit: mm).

directional and filtering characteristics that are placed
back-to-back. The proposed antenna was printed on an
RT/duroid 5880 substrate of thickness h = 0.787 mm
and relative permittivity εr = 2.2. The size of the pro-
posed MIMO antenna is 29×54 mm. The directional fil-
tering slot antenna has good suppression ability of space
waves and surface waves. On the one hand, the filter-
ing characteristics and directional characteristics of the
MIMO unit antenna can achieve better anti-interference
ability in the frequency domain and space domain. On
the other hand, the coupling of surface waves and space
waves between antenna elements can be effectively sup-
pressed, and good isolation of the 2-D MIMO antenna
can be accomplished without adding any decoupling
structure.

A. Single filtering antenna with wideband high F/B
characteristics

The evolution process of the filtering slot antenna
with wideband high F/B characteristics is depicted in
Fig. 2 and the corresponding reflection coefficients and
F/B ratio are shown in Fig. 3. The basic structure of
the single antenna is a modified defective ground slot
antenna [12], which exhibits good filtering character-
istics in the frequency domain, as seen in Fig. 3 (a).
Figure 3 (b) demonstrates the F/B ratio curve of the
unmodified Ant.(a) slot antenna. It can be observed from
Fig. 3 (b) that Ant.(a) shows a high F/B ratio in the
frequency range of 8-10 GHz, whereas the F/B ratio is
lower in the 3-7 GHz frequency range. To obtain bet-
ter directivity of the filter slot antenna in a wide band, a

(a) (b) (c)

Fig. 2. Evolution of the single filtering antenna with
wideband high F/B characteristics.

(a) (b)

Fig. 3. (a) Reflection coefficients and (b) F/B ratio of the
single filtering antenna in Fig. 2.
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passive terminal and a pair of rectangular slots are intro-
duced on the Ant.(a), named Ant.(b) and Ant.(c), as illus-
trated in Figs. 2 (b) and (c), respectively. It can be seen
from Fig. 3 (b) that Ant.(b), which introduces passive
termination, achieves a significant improvement in the
ratio of F/B at 8-11 GHz, compared to Ant.(a). Ant.(c),
which introduces a pair of rectangular slots, achieves an
overall improvement in the ratio of F/B at 2-12 GHz
compared to the previous two antennas, and the ratio
of F/B is more than 15 dB. In addition, the introduc-
tion of slots on both sides of the Ant.(c) does not have
a negative impact on the sideband selection characteris-
tics and in-band impedance of the slot antenna, as shown
in Fig. 3 (a).

Figure 4 (a) gives the current distribution of Ant.(a)
at a low frequency of 4 GHz and a high frequency of
9 GHz before the improvement. It can be seen from
Fig. 4 (b) that, compared to low frequency, the lead ter-
minal has a more obvious influence on the current dis-
tribution of high frequency. The current distribution of
the slot antenna near the lead terminal and in the direc-
tion of the opening is significantly enhanced. To further
enhance the F/B ratio and directivity of the filtering slot
antenna at low frequencies (3-7 GHz), a pair of rectan-
gular slots are etched on both sides of the slot antenna
as seen in Fig. 2 (c). It is observed from Fig. 4 (c) that
well-designed rectangular slots can reduce the distribu-
tion of low-frequency current on both sides of the slot
antenna and enhance the current intensity of the slot
antenna at the low-frequency band along the X-direction,
thus increasing the distribution of low-frequency current
on the main vibrator.

In this paper, there are many parameters: we take
d and L1 as examples. The specific parameters are ana-
lyzed as follows. The length of the active array of the
slit antenna is L1, the length of the passive array is L2,
and the distance between the passive terminals and the
active array is d. In order to form a strong directivity, the
lead antenna oscillator spacing should not be too large,
and it is generally d/λ<0.4. The effects of the distance
between the arrays and the length of the oscillators on
the F/B ratio are shown in Fig. 5.

Figure 6 shows the changes in the E-plane and H-
plane of the normalized pattern before and after the
improvement of the slot antenna at low and high fre-
quencies. It can be seen from Fig. 5 (a) that the pas-
sive terminal has little effect on the radiation pattern
at low frequency (4 GHz), but it has a more obvious
effect on the radiation pattern at high frequency (9 GHz).
After adding the passive terminal, the back lobe of the
slot antenna in the high-frequency pattern is reduced,
and the maximum F/B ratio of the pattern is more than
15 dB, as shown in Fig. 5 (b). This further shows that
the passive terminal can enhance the directivity of the

(a)

(b)

(c)

(d)

Fig. 4. Current distributions (a), (b), (c) at 4 GHz and 9
GHz of the slot antenna Ant.(a), Ant.(b), and Ant.(c) in
Fig. 2. Main vibrator (d), (e) at 4 GHz and 9 GHz of the
slot antenna Ant.(c).

(a) (b)

Fig. 5. Effects of the distance between the arrays and the
length of the oscillator on F/B ratio (a) d and (b) L1.
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(a)

(b)

Fig. 6. Effects of the passive terminal and rectangu-
lar slots on radiation pattern at (a) 4 GHz and at (b)
9 GHz.

slot antenna at high frequencies and has the function of
guiding electromagnetic waves to propagate in a certain
direction.

B. 2×2 MIMO antenna designed using directional fil-
tering slot antenna as the element

In this design, two modified directional slot anten-
nas are placed back-to-back, and the directivity of the
directional slot antennas is used to achieve pattern diver-
sity. Good isolation between MIMO antenna units can be
achieved without using complex decoupling structures,
as seen in Fig. 1. Figure 7 shows the simulated reflec-
tion coefficient and isolation of the UWB slot MIMO
antenna. It can be seen from Fig. 7 (a) that the work-
ing bandwidth of the slot MIMO antenna is 2.8-11.2
GHz, which meets the application range of UWB. At
the same time, due to the good filtering characteristics
of the antenna unit, it shows obvious advantages in out-
of-band harmonic suppression and coupling suppression.
Furthermore, the MIMO slot antenna has high isolation
(S21<−20 dB) in the working frequency band without
adding any decoupling structures. To further prove the
element antenna orientation characteristics and wide F/B
ratio have a significant effect on coupling suppression,

(a) (b)

Fig. 7. (a) Simulated S-parameters of the proposed
MIMO slot antenna and (b) simulated transmission coef-
ficient of antenna Ant.(a), Ant.(b) and Ant.(c) placed
back-to-back.

Figs. 3, 6, and 7 (b) show the relationship among the F/B
ratio, antenna orientation characteristics, and isolation
S21 of the MIMO antenna. It can be seen from Fig. 7 (b)
that Ant.(c) has the greatest the F/B ratio, the strongest
direction, and the best isolation between the two unit
antennas.

To better illustrate the effect on coupling between
the MIMO slot antennas after adding lead terminals
and slots, Fig. 8 shows the current distributions of the
UWB slot MIMO antenna at 3 GHz, 6 GHz, and 10
GHz, respectively. In the MIMO filtering slot antenna,
one of the ports is excited and the other is terminated
with a 50 Ω load. It can be seen that when Port 1
adds incentives and Port 2 connection load, the cur-
rent of each frequency point is mainly distributed in the
upper half, and the lower part is small. Current distribu-
tions of the MIMO slot antenna are in agreement with
the simulation S21 in Fig. 7. It is also proven that the
MIMO slot antenna with a well-designed filtering direc-
tional element can enhance isolation of the proposed
design.

(a) (b) (c)

Fig. 8. Current distribution of the UWB MIMO slot
antenna in different frequency bands: (a) 3 GHz, (b) 6
GHz, and (c) 10 GHz.

III. RESULTS AND DISCUSSION

To further verify the effectiveness of the directional
filtering slot antenna, the design was processed and mea-
sured. Figure 9 illustrates the measured and simulated
results of the presented antenna. It can be seen in Fig. 8
(a) that the experimental reflection coefficient S11 is far
below −10 dB within 2.8-11.3 GHz (120%), exhibiting
desirable sideband selection property. In addition, clear
out-of-band suppressions can be also found through the
low band (0-2 GHz) and high band (13-20 GHz). Mean-
while, according to equation (1), the rectangularity coef-
ficient K of the antenna has a simulated value of 1.059
and a measured value of 1.144, both of which are close to
1 (shown Figs. 9 (a) and 7). The above results show that
the antenna has excellent band-edge selectivity and out-
of-band rejection characteristics. The resonance point at
15 GHz is mainly caused by the coupling of the radiation
slot and DGS and does not affect the performance of the
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(a) (b)

Fig. 9. (a) Measured and simulated reflection coefficient
and (b) measured and simulated gain.

antenna. As can be seen in Fig. 8 (b), the maximum gain
of the antenna is 5.5 dBi, and efficiency is greater than
80% in the operating band. Furthermore, compared with
references [2–5,11–14], the antenna shows better filter-
ing performance.

K =
BW−3dB

BW−10dB
. (1)

Figure 10 shows the simulated and measured results
of the F/B ratio of the antenna. It can be seen from Fig. 9
that the measured results of the F/B ratio agree well
with the simulation results. In addition, the measured F/B
ratio is greater than 15 dB in a wide bandwidth (114%),
which means that the proposed design has outstanding
directional characteristics.

Fig. 10. Measured and simulated F/B ratio of the antenna
radiation pattern.

Figure 11 plots the simulated and measured far-field
radiation patterns of the directional filtering slot UWB
antenna in the E-plane (XOY-plane) and H-plane (YOZ-
plane) at 3.0 GHz, 6 GHz, and 10 GHz, respectively.
The cross-polarization radiation patterns at three points
in the E-plane are also shown. From the radiation pat-
tern, it can be observed that the experimental measure-
ments are in good agreement with the simulation results,
and the performance of the proposed design is accept-
able over the operating frequency band. The plots also
reveal the unidirectional radiation characteristics of the

(a) (b) (c)

Fig. 11. Measured radiation patterns at (a) 3.0 GHz, (b)
6 GHz, and (c) 10 GHz.

antenna. In addition, the cross-polarization level on the
E-plane at 3 GHz, 6 GHz, and 10 GHz are less than
20 dB.

For a MIMO antenna, ECC is a parameter describ-
ing the degree of correlation between MIMO antenna
channels and is an important indicator for judging
whether the MIMO antenna can be applied in a MIMO
system. Figure 12 (a) shows the ECC curve calculated
by the two-unit MIMO slot antenna. It can be seen
from Fig. 12 (a) that the ECC curve corresponds to its
reflection coefficient. In the working frequency band, a
lower ECC<0.002 illustrates that the antenna has bet-
ter diversity performance. At the same time, TARC is
below−10 dB across the operating frequency band in the
Fig. 12 (b), indicating that the designed MIMO antenna
exhibits low reflection loss and excellent phase stability,
which ensures reliable signal transmission.

In addition, due to the filtering characteristics of the
antenna itself, the ECC curves calculated from the S-
parameters show obvious differences between in-band
and out-of-band, which further illustrates that with the
improvement of antenna functionalization requirements
in current wireless communication systems. The com-
prehensive performance of the two-unit MIMO filtering
slot antenna in the performance has good competitive-
ness and application prospects in subsequent UWB sys-
tem applications.

To highlight the novelty of the proposed design, a
comparative study of some other competitive antennas

(a) (b)

Fig. 12. (a) ECC and (b) TARC of the MIMO slot
antenna.
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is presented in Table 1. Merits of the proposed design
can be observed: good bandwidth, band-edge selec-
tivity, out-of-band suppression, and high F/B ratio
across the UWB band. This means that the direc-
tional filtering slot antenna can suppress out-of-band
interference in the frequency domain and interference
from other directions in the space domain, which
has obvious advantages compared to other broadband
antennas.

Table 1: Comparison with reported antennas
Ref. εr Size

(mm2)

BW−10dB
(GHz)

Filtering

Func-

tion

F/B

(dB)

Radiation

Bandwidth

F/B>
15 dB

[2] 3.5 8.93×17.9 3.1-11 No <10 -
[3] 4.4 40×32 3-11 No <10 -
[4] 3.55 7.5×20 3-20 No <10 -
[5] 2.2 24×12 3.1-11 Yes <10 -

[11] 2.55 22×15 3.8-11 No <10 -
[12] 3.48 55×60 0.689 No 14 -
[13] 4.4 105×135 1.68-

3.97,
2.4-4.09

No >10 -

[14] 3.3 80×90 2.4-2.5,
4.9-5.9

No >15 13%

This

design

2.2 29×27 2.8-11.3
(120%)

Yes >15 114%

IV. CONCLUSION

In this paper, a directional filtering slot antenna
that boasts a wideband high F/B is proposed. Com-
pared to conventional unit cell structures, our proposed
antenna facilitates easy design with high-quality filtering
and directional features. The unit element’s filtering and
directional characteristics can be independently adjusted
through the use of slot DGS and leading terminal, respec-
tively. Measured results indicate a −10 dB reflection
coefficient bandwidth of 2.8-11.3 GHz (120%), display-
ing significantly better sideband selection characteris-
tics and effective out-of-band suppression. F/B remains
above 15 dB with excellent directivity throughout the
operational frequency. The simulations and experimen-
tal results of the MIMO antenna show good agree-
ment, highlighting the proposed design as an outstand-
ing option for portable UWB communication systems.
Furthermore, the lower ECC (ECC<0.002) in the wide
working band underscores the antenna’s optimal diver-
sity performance.
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Abstract – This paper proposes a high isolation trans-
parent ultra-wideband (UWB) multiple-input multiple-
output (MIMO) antenna based on characteristic mode
theory. The antenna consists of four coplanar waveguide
(CPW)-fed UWB monopoles, each of which is hollowed
out into a mesh structure guided by feature mode the-
ory with metal and substrates, with an excitation added
at the feed point to successfully excite modes 1, 3, 5,
and 7. These excited modes cover a frequency range of
1.7-13 GHz. An orthogonal layout is adopted to make
the antenna structure more compact. Ultimately, a trans-
parency of 76.3% and a radiation efficiency of over 85%
are achieved, with an effective frequency band cover-
age of 1.32-12.15 GHz. A fan-shaped metal mesh (MM)
decoupling structure is printed on the mesh structure of
the antenna substrate, achieving isolation greater than
20 dB between any two components without reducing
the antenna’s transparency. Across the entire operating
frequency band, the gain of the antenna varies from 1.3 to
5.5 dBi within the effective bandwidth, and the envelope
correlation coefficient (ECC) is less than 0.001. Addi-
tionally, the antenna exhibits good radiation characteris-
tics. It can be easily manufactured at a low cost using
traditional printed circuit board (PCB) and laser cutting
techniques.

Index Terms – Characteristic mode, coplanar waveguide,
multiple-input multiple-output, transparent antenna,
ultra-wideband.

I. INTRODUCTION

The integration of ultra-wideband (UWB) and
multiple-input multiple-output (MIMO) antenna tech-
nologies enables the development of wireless communi-
cation systems that can transmit data at higher speeds and
with enhanced reliability. This allows for increased trans-
mission range without increasing the radiation power of
the antenna, while also addressing the multi-path fad-
ing problem [1]. Characteristic mode (CM) theory can
analyze the radiation mechanism of the antenna from
a physical perspective, providing effective guidance for
antenna design. It can study the mode characteristics of
the antenna without excitation, select suitable CMs for
analysis [2, 3], and stimulate the required CMs using
appropriate feeding methods to achieve the desired per-
formance. A slotted broadband antenna is proposed in
[2], analyzing six modes and ultimately achieving an
impedance matching bandwidth of 2-3.7 GHz below
−10 dB. A design consisting of two elliptical monopole
UWB antennas is introduced in [3], which can excite sev-
eral CMs, obtaining a bandwidth of 2.97-13.8 GHz. The
ground plane’s cross-shaped shorting stub provides iso-
lation greater than 15 dB.

To meet rising aesthetic standards, transparent
antennas (TAs) overcome the shortcomings of traditional
antennas with their unique “invisible” effect, enabling
a more harmonious integration into the environment
and facilitating agile deployment of outdoor street-level
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stations [4, 5]. Most TAs are classified into two cate-
gories: transparent conductive film (TCF) [6] and metal
mesh (MM) [7]. Although TCFs are known for being
highly transparent to light, they often suffer from sig-
nificant ohmic losses [8], as evidenced by the gain of
most TCF antennas being below −3 dB and efficien-
cies below 30%. The deposition of metal nanolayers onto
TCFs can enhance the efficiency of TCF antennas, but
this inevitably sacrifices transparency [9, 10].

MM antennas are categorized into two types: micro-
MM films and wired MM [11]. Micro-MM films exhibit
better conductivity and have optical transparency simi-
lar to TCFs. However, their manufacturing requires com-
plex and expensive micro-nano fabrication techniques,
such as inkjet printing. In contrast, wired MMs, while
having poorer transparency due to relatively thick metal
lines that block some light, can achieve over 70% trans-
parency through careful design of the mesh pattern [12].
Moreover, wired MM antennas feature thicker conduc-
tors, resulting in lower resistance, and their efficiency
can rival that of non-transparent metal antennas. Wired
MM antennas can be manufactured using simple meth-
ods (such as printed circuit board [PCB] technology)
and lower-cost materials [13]. Thus, when transparency
requirements are not stringent, wired MM antennas are a
preferable option [14, 15].

The metal UWB-MIMO antennas are coupled to
one another through the process of near-field radiation,
leading to inter-element coupling in the antenna ele-
ments. To address this, various decoupling methods have
been proposed. High isolation in UWB-MIMO systems
is achieved using trapezoidal structures in [16], serpen-
tine lines in [17], open-loop annular resonators in [18],
herringbone decoupling structures and I-slot in [19] and
using orthogonal modes in [20]. To meet the require-
ments, there is an urgent need to develop a transpar-
ent antenna. In recent years, several transparent MIMO
antenna designs based on TCF [21, 22] and micro-
micro-miniaturized (micro-MM) [23] have been devel-
oped. Nevertheless, to the best of our knowledge, a
UWB-MIMO TA based on CM theory with wired micro-
miniaturized has not been reported.

This paper proposes a high-isolation UWB wired
MM MIMO TA with an effective frequency range of
1.32-12.15 GHz. Guided by CM theory, we achieve
76.3% transparency and over 85% radiation efficiency
by eliminating metal and substrate. The antenna sub-
strate grid printing of a fan-shaped decoupling structure
enables greater than 20 dB isolation between MIMO ele-
ments while maintaining transparency. Compared with
existing transparent MIMO antennas, this design offers
a wider bandwidth, lower coupling, higher efficiency,
greater gain, and acceptable transparency. In addition,
it performs well in radiation and diversity. This antenna

can be manufactured at low cost using classical PCB and
laser cutting techniques.

II. ANTENNA DESIGN
A. Antenna model

The geometric shape of the transparent antenna is
illustrated in Fig. 1. The antenna is printed on an FR4
dielectric substrate with dimensions of 64 mm × 64 mm
× 0.8 mm. The substrate has a relative dielectric con-
stant of 4.4 and a loss tangent of 0.02. Each antenna
unit comprises a hollow circular and rectangular radia-
tion patch. The antenna elements are arranged orthog-
onally to enhance isolation and compactness. Further-
more, a fan-shaped metal isolation structure is strate-
gically placed in the central area of the bottom plate
to effectively minimize coupling between antennas. The
orange component represents a metal radiation patch fed
by a coplanar waveguide (CPW) transmission line. The
manufacturing process follows the conventional method
of PCB circuits. Initially, metal wires are printed onto
opaque FR4 substrates using standard PCB technology,
followed by hollow substrate cutting using laser technol-
ogy. This method is simple and cost-effective. Param-
eter values for manufacturing the antenna are listed in
Table 1, achieving a transparency of 76.3%.

(a)

(b)

Fig. 1. Geometrical structure of the proposed four-port
transparent antenna: (a) front structure and (b) back
structure.



989 ACES JOURNAL, Vol. 39, No. 11, November 2024

Table 1: Dimensions of the proposed transparent
antenna

Parameter L L1 L2 L3 L4 L5
Value (mm) 64 23.5 1.3 0.34 0.5 0.5
Parameter L6 R R1 W W1 W2

Value (mm) 16.5 7.2 6.2 64 6 1
Parameter W3 W4 W5 W6 W7

Value (mm) 1 1 5.5 1 14

B. Single UWB element design

Modal significance (MS) is a crucial parameter
in CMs, representing the normalized amplitude of the
current mode. It is a key factor in measuring the degree of
coupling between each mode and the external excitation
source, as well as determining the radiation performance
of the mode. Modes with MS values higher than 0.707
are deemed significant and essential for the antenna’s
radiation. By analyzing the antenna’s MS curve, the radi-
ation performance of each mode can be evaluated. The
progression of a single antenna is illustrated in Fig. 2,
with the corresponding simulated S-parameter curves
presented in Fig. 3. CM theory indicates that the reso-
nance characteristics of an antenna depend solely on the
intrinsic properties of the antenna’s structure, materials,
and size parameters, and are independent of external con-
ditions such as the feeding method, position, and applied
excitation source. The original UWB element is shown
in Fig. 2 (a), where the green part is a 0.8 mm thick
FR4 dielectric substrate. The antenna comprises a circu-
lar and a rectangular radiation patch, designed to ensure
a smooth transition from the feedline, which improves
impedance matching and enhances radiation efficiency.
According to the initial curve in Fig. 3, the antenna
exhibits broadband characteristics. The mode weight-

(b) (a)

(d) (c)

Fig. 2. Current distribution corresponding to transparent
processing steps of a single antenna unit: (a) initial, (b)
step 1, (c) step 2, and (d) transparent.

Fig. 3. Reflection coefficient corresponding to the single
antenna unit transparency processing step.

ing coefficients (MWC) are a set of parameters used to
describe the relative importance of different modes in the
radiation or reception process of an antenna. By examin-
ing the peak positions of the MWC curve, one can iden-
tify the mode weights of the antenna at specific frequen-
cies, which can then be used to excite the corresponding
modes. A higher peak indicates a more significant con-
tribution of that mode.

CM analysis of the initial design in CST software
is shown in Fig. 4, along with the resonant point mode
current distribution. It can be observed that the currents
of modes 1 and 6 flow towards the feed port, while the
currents of modes 7 and 8 move along the x-axis towards
the feed port. The currents at the feed port for modes 1, 6,
7, and 8 are relatively dense, indicating stronger current
presence. Adding an excitation at the feed line can simul-
taneously activate these four modes. However, the cur-
rents of modes 2, 3, 4, and 5 are weak near the feed port,
making it difficult to excite these modes with the excita-
tion source. According to the MS curve in Fig. 8 (a), the
four excited modes are unable to fully cover the required
UWB frequency band. Therefore, additional significant
modes need to be excited to meet performance require-
ments. The currents of each mode are primarily dis-
tributed around the center conductor of the CPW and
the edges of the circular and rectangular patches. Since
the currents in the middle of the rectangle and circle are
weaker, the element can be hollowed out to resemble a
grid without altering its radiation characteristics, thereby
rendering it transparent. The antenna unit is optimized in
three steps accordingly.

First, as illustrated in Fig. 2 (b), removing the
substrate outside the coverage area of the metal patch
antenna is necessary. Figure 5 shows the resonant mode
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Fig. 4. Mode current distribution of the initial struc-
ture; (a) mode 1 (2.57 GHz), (b) mode 2 (4.33 GHz),
(c) mode 3 (12.48 GHz), (d) mode 4 (6.82 GHz), (e)
mode 5 (8.01 GHz), (f) mode 6 (12.74 GHz), (g) mode 7
(10.67 GHz), and (h) mode 8 (12.74 GHz).

current distribution of step 1 in CST software. The cur-
rent distribution on the patch surface remains largely
unchanged; therefore, removing the substrate has little
effect on the CM. The currents of mode 1, mode 3, mode
6, and mode 7 are relatively strong at the feeding point.
According to the MS curve in Fig. 8 (b), mode 4 and
mode 5 have MS values greater than 0.9 in the frequency
range above 6 GHz. The excited mode 1 and mode 3 can
fully cover the 1.7-13 GHz frequency band, meeting the
requirements of UWB antennas.

Second, as shown in Fig. 2 (c), the middle parts of
the circular and rectangular metal patches are excavated
into a grid pattern. It is noteworthy that the metal line
widths of the grids in the middle of the rectangular and
circular patches are set to 0.5 mm due to weaker currents,

Fig. 5. Mode current distribution of the step 1 struc-
ture; (a) mode 1 (2.42 GHz), (b) mode 2 (4.05 GHz),
(c) mode 3 (9.15 GHz), (d) mode 4 (7.79 GHz), (e)
mode 5 (6.57 GHz), (f) mode 6 (10.53 GHz), (g) mode 7
(12.03 GHz), and (h) mode 8 (12 GHz).

while the metal line widths at the edges of the patches are
set to 1 mm to ensure low resistance during high current
flow. Figure 6 shows the resonant mode current distri-
bution of step 2 in CST software. The current is rela-
tively evenly distributed on the metal grid, and modes
1, 3, 5, and 7 can be excited, although the currents at
the feeding points of modes 3 and 7 are relatively weak-
ened. The surface current of mode 1 antenna flows from
both ends of the rectangular patch towards the feeding
line and towards the top of the circular patch. In contrast,
the surface current of mode 8 antenna circulates coun-
terclockwise, making it difficult to excite. According to
the MS curve in Fig. 8 (c), the MS values of mode 1 are
all greater than 0.9 in the 3.8-10.1 GHz frequency band,
and the MS values of mode 5 are all greater than 0.9 in
the frequency band above 6.1 GHz. The excited CMs can
cover the 1.6-13 GHz frequency range.
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Fig. 6. Mode current distribution of the step 2 struc-
ture; (a) mode 1 (2.30 GHz), (b) mode 2 (4.08 GHz),
(c) mode 3 (6.48 GHz), (d) mode 4 (6.13 GHz), (e)
mode 5 (6.75 GHz), (f) mode 6 (7.4 GHz), (g) mode 7
(10.17 GHz), and (h) mode 8 (11.01 GHz).

Finally, as depicted in Fig. 2 (d), the substrate
shape corresponding to the radiation patch is also etched
into a grid pattern to maximize transparency. Figure 7
illustrates the characteristic patterns of the transparent
structure under the CST software’s resonance point mode
current distribution. It can be observed that modes 1, 3,
5, and 7 can all be excited. Hollowing out the antenna
substrate improves the impedance matching performance
of the antenna. As depicted in Fig. 8 (d), the MS curve
reveals that these excited modes can cover the 1.7-
13 GHz frequency band, meeting our required perfor-
mance criteria.

According to the MWC curve shown in Fig. 9, it
is observed that modes 1, 3, 4, and 7 have high weight
coefficients in certain frequency bands, indicating that
these modes have strong radiation or reception effects
in those specific frequency ranges. Conversely, modes 2,
5, and 8 have relatively low weight coefficients across
all frequency bands, suggesting that these modes have a

Fig. 7. Mode current distribution of the transparent struc-
ture: (a) mode 1 (2.20 GHz), (b) mode 2 (3.93 GHz),
(c) mode 3 (6.06 GHz), (d) mode 4 (6.17 GHz), (e)
mode 5 (6.55 GHz), (f) mode 6 (7.37 GHz), (g) mode
7 (10.79 GHz), and (h) mode 8 (9.95 GHz).

minor impact on the overall performance of the antenna
and are difficult to excite.

The reflection coefficients corresponding to each
stage are shown in Fig. 7. The transparent UWB element
of a single unit has a bandwidth of 1.7 to 12.6 GHz below
−10 dB. Transparency can be defined as:

T =
Ssolid−Smesh

Ssolid
×100%, (1)

where Smesh is the area of the meshed antenna’s metal
portion and Ssolid is the total area of the solid shape’s
metal surface before meshing. Therefore, the area of
the hollowed-out portion is represented by Ssolid-Smesh.
According to calculations, the proposed single antenna
has a transparency of 75.4%.

C. MIMO antenna design

The evolution of the antenna structure depicted in
Fig. 10 illustrates the distribution of surface currents and
provides further analysis on how the structural changes



REN, WANG, NIE, MU, LI, WANG: A TRANSPARENT ULTRA-WIDEBAND ANTENNA FED BY CPW 992

(a) (b) (c) (d)

Fig. 8. Modal significance of the transparent structure: (a) initial, (b) step 1, (c) step 2, and (d) transparent structure.

(a) (b) (c) (d)

Fig. 9. Mode weighting coefficients of the transparent structure: (a) initial, (b) step 1, (c) step 2, and (d) transparent
structure.

(a) (b) (c)

(d) (e) (f)

Fig. 10. Developments in the design of decoupled structures for transparent antennas: (a)-(c) front structure of Ant1,
Ant2, and Ant3; (d)-(f) back structure of Ant1, Ant2, and Ant3.
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(a) (b)

Fig. 11. Simulation of S parameters of three antenna
structures: (a) S11 and (b) S12 and S13.

affect the antenna’s bandwidth and isolation. The S-
parameters corresponding to each process are shown in
Fig. 11. Antenna 1, as illustrated in Figs. 10 (a) and (d),
consists of simple L-shaped substrates connected to each
antenna unit, with MM coverage on the L-shaped sub-
strate. When port 1 is excited, a significant amount of
current couples to ports 2 and 4. The S12 and S13 curves
in Fig. 11 (b) show that the isolation between adja-
cent and diagonal antenna units is largely below 20 dB.
To mitigate coupling between antenna units, antenna 2,
depicted in Figs. 10 (b) and (e), adds a cross-shaped
dielectric substrate at the center of the antenna and prints
a fan-shaped MM on the back of the substrate. The fan-
shaped isolation structure reduces mutual interference
and signal leakage by physically separating antenna ele-
ments and adjusting the electromagnetic field distribu-
tion, thereby enhancing the isolation and performance of
the antenna system. The width of the fan-shaped metal
wires matches the width of the substrate. When port 1 is
excited, much of the current couples to the tail end of the
fan-shaped structure, significantly reducing the current
coupled to ports 2 and 4. Figure 11 (a) shows that the
effective frequency range of antenna 2 is widened, and
Fig. 11 (b) indicates that the coupling between adjacent
antenna units exceeds 20 dB, while the isolation between
diagonal antenna units remains slightly below 20 dB.
To further enhance isolation between antenna units, a
small rectangular branch is added at the turning point
of the small fan-shaped MM, as shown in antenna 3 in
Figs. 10 (c) and (f). The current uniformly couples to
the small fan-shaped MM, with hardly any current visi-
ble on ports 2, 3, and 4. Figures 11 (a) and (b) demon-
strate that this antenna achieves a better bandwidth of
1.32-12.15 GHz, with isolation exceeding 20 dB for both
adjacent and diagonal positions. The final transparency
of the antenna is 76.3% calculated using (1).

III. EXPERIMENTAL SIMULATION AND
MEASUREMENT

A. S-parameters

The S-parameters of the transparent antenna were
analyzed using the Agilent N5235A vector network ana-

lyzer. Figure 12 illustrates the S-parameter measure-
ment environment and prototype. According to the S-
parameter curves in Fig. 13, there is no significant devi-
ation between the measured S11 result and the simulated
result, and the antenna covers the desired bandwidth
from 1.32 to 12.15 GHz. The results of the simulated and
measured S12 and S13 tests are all below −20 dB across
the entire working frequency band, indicating excellent
isolation between MIMO elements. The results of the
measurements are in good agreement with the results
of the simulations. The discrepancies observed between
the simulated and measured outcomes may be attributed
to manufacturing imperfections or SMA connector and
transmission line losses, which may result in minor fre-
quency discrepancies.

B. Radiation properties

The 2-D radiation patterns of the E-plane and H-
plane for port-1 of the transparent antenna were mea-
sured at 3 GHz, 7 GHz, 9.6 GHz, and 11 GHz, as illus-
trated in Fig. 14. At resonant frequencies of 3 GHz and

(a)

(b)

Fig. 12. Proposed transparent antenna: (a) S-parameters
measurement environment and (b) fabricated prototype.
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Fig. 13. Simulated and measured S parameters of the pro-
posed transparent MIMO antenna.
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Fig. 14. Simulated and measured radiation patterns at (a)
3 GHz, (b) 7 GHz, (b) 9.6 GHz, and (d) 11 GHz.

7 GHz, the E-plane exhibits excellent radiation charac-
teristics at θ = 90◦ (ψ = 0◦). At 9.6 GHz, the E-plane
exhibits almost omnidirectional radiation characteristics.
At 11 GHz, the E-plane exhibits a digit ‘8’ shape with
strong directional radiation at θ = 90◦ (ψ = 180◦). As
previously stated, the distribution on the current antenna
remains largely unaltered when it is transformed into a
mesh structure.

The simulated and measured radiation efficiency
and peak gain of the antenna across the operating fre-
quency band are illustrated in Fig. 15. The radiation
efficiency exceeds 85% over the entire operating fre-
quency range, achieving a high efficiency of over 90%

in the 5-12.3 GHz frequency band, while the peak gain
of the antenna varies from 1.3 to 5.5 dBi. Despite the
antenna being hollowed out, the narrowest metal line has
a width of only 0.5 mm, resulting in a low resistance.
Consequently, the efficiency and gain of this antenna are
comparable to those of solid metal antennas and signif-
icantly superior to those of other types of transparent
antennas.

Fig. 15. Simulated and measured radiation efficiency and
peak gain of the proposed transparent MIMO antenna.

C. Diversity characteristics

The diversity performance indicators include enve-
lope correlation coefficient (ECC), diversity gain (DG),
total active reflection coefficient (TARC), and chan-
nel capacity loss (CCL). These indicators are essential
metrics for evaluating the antenna’s capability to pro-
vide stable, high-quality, and diverse signal capabili-
ties. These metrics are employed to ascertain whether
the designed antenna meets the necessary specifications
for wireless connection links operating within the UWB
spectrum.

1. ECC
In the context of wireless communication links,

the ECC is a critical parameter for determining chan-
nel isolation. According to regulatory requirements,
MIMO antenna elements must maintain an ECC value
of less than 0.5 to ensure optimal diversity performance.
For multi-port MIMO antennas, the ECC is calculated
as [24]:

ECCi j =

∣∣∣S∗iiSi j +S∗jiS j j

∣∣∣2(
1−|Sii|2−

∣∣S ji
∣∣2)(1− ∣∣S j j

∣∣2− ∣∣Si j
∣∣2) ,

(2)
where ECCi j represents the ECC between the ith and jth
antenna elements. As illustrated in Fig. 16 (a), the ECC
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value of the transparent antenna is below 0.001 across
the effective frequency band. The findings demonstrate
that the radiation patterns of the antenna exhibit a high
degree of independence, meaning that the antenna radi-
ates independently with minimal interaction.

(a) (b)

(c) (d)

Fig. 16. Diversity performance parameters of (a) ECC,
(b) DG, (c) TARC, and (d) CCL.

2. DG
DG is a metric used to evaluate the antenna’s ability

to mitigate fading and enhance signal quality in multi-
path environments. It is a crucial performance indicator
for UWB-MIMO antenna systems in combatting chan-
nel fading. The calculation formula for DG is as fol-
lows [25]:

DGi j = 10
√

1− (ECCi j)2. (3)

The DG value of the transparent antenna, as shown
in Fig. 16 (b), exceeds 9.9999 within the effective fre-
quency band. This high DG value signifies that the
antenna demonstrates excellent performance.

3. TARC
The efficiency of a MIMO system is evaluated using

a new metric called TARC, which measures the exces-
sive coupling between antenna ports for any signal com-
bination. The formula for calculating TARC in a MIMO
system is expressed as [26]:

TARCi j =

√
(Sii +Si j)2 +(Sji +S j j)2

2
, (4)

where TARCi j represents the TARC between the ith and
jth antenna elements. Figure 16 (c) illustrates the TARC
of the antenna, which is less than −30 dB within the
effective frequency range. This low TARC value indi-
cates minimal coupling effects in the MIMO system.
The lower TARC ensures the independence of various
channels in MIMO system transmitters and receivers,
effectively utilizing multipath effects to enhance system
capacity.

4. CCL
CCL represents the greatest quantity of data that

can be transmitted successfully through a communi-
cation channel without incurring loss. This parame-
ter is a crucial indicator for assessing the performance
of MIMO antenna systems [27]. A low CCL value
supports high data transmission rates. Specifically, a
CCL value less than 0.5 bits/second/Hz indicates good
data transmission quality, whereas a value exceeding
0.5 bits/second/Hz suggests lossy and poor data trans-
mission. CCL can be calculated using the following
formulas [28]:

Closs =− log2 det
(
XR) , (5)

where:

XR =

⎡
⎢⎢⎣

α11 α12 α13 α14
α21 α22 α23 α24
α31 α32 α33 α34
α41 α42 α43 α44

⎤
⎥⎥⎦ , (6)

αmm = 1−
4

∑
n=1
|Smn|2 , (7)

αmn =−(Snm
∗Smn +Snm

∗Smn, (8)

and XR indicates the correlation matrix of the receiv-
ing antenna. As illustrated in Fig. 16 (d), the CCL
of this antenna is below 0.4 bits/second/Hz within
the operating frequency range, thereby meeting the
requirements.

D. Comparative study

Table 2 presents a detailed comparison of the pro-
posed TA with several published antennas in terms of
transparency, bandwidth, isolation, gain, efficiency, and
ECC. Compared with [30, 31], our antenna exhibits
higher transparency. Additionally, our bandwidth and
gain are superior to those reported in [23, 29–32].
Furthermore, the proposed antenna demonstrates bet-
ter efficiency and ECC than all other antennas. It also
uses lower-cost materials and incorporates a unique
decoupling structure. In addition, the proposed antenna
exhibits superior radiation performance and diversity
characteristics, making it highly suitable for indoor wire-
less communication.
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Table 2: Performance comparison of the proposed MIMO antenna with existing designs
Ref. Material Transparency Band Isolation (dB) Gain (dBi) Efficiency ECC

This
work

FR4 and MM 76.3% 1.32-
12.15

>20 1.3 to 5.5 85% <0.001

[23] Ni Embedded
Micro MM

93% 4.4-5 >20 3.8 85% <0.005

[29] ITO and Ag 88% 2.5-
10.6

- - 66% -

[30] ITO and FTO 72% 2.4-11 >20 −2 to 2 60% <0.04
[31] AgHT-4 70% 2.2-6 >15 0.5 41% <0.016
[33] AgHT-8 - 3.1-

10.6
>15 −6 to −2 10-20% -

IV. CONCLUSION

This paper presents a four-element UWB-MIMO
transparent antenna designed based on CM theory. By
observing the distribution of mode currents, individual
antenna elements are hollowed out into a mesh pattern,
with an excitation added at the feed point to successfully
excite four out of eight significant modes simultaneously.
These excited modes cover a frequency range of 1.7-
13 GHz. Through simple branch connections and orthog-
onal placement in pairs, the antenna structure remains
compact, printing a fan-shaped MM decoupling structure
on the back of the branch connecting the antenna, result-
ing in a high-isolation antenna with isolation greater than
20 dB between antenna elements across the entire oper-
ating frequency band. This overcomes the drawbacks of
most transparent antennas in terms of radiation char-
acteristics, achieving 76.3% transparency and radiation
efficiency exceeding 85%. It is fed by a CPW and cov-
ers an effective frequency range of 1.32-12.15 GHz. It
maintains an ECC of less than 0.001 and achieves gains
ranging from 1.3 to 5.5 dBi.
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Abstract – This paper presents a beamforming compo-
nent based on vias variation substrate integrated waveg-
uide (SIW) method at Ka-band. At Ka-band, the losses
are high when planar structures are implemented due
to the small wavelength, beside the expected losses
from the component’s losses. Therefore, SIW technology
with vias manipulation is introduced. This work aims to
present a low loss coupler, crossover, and phase shifter
for beamforming based on SIW at 26 GHz. Coupler and
crossover are designed with vias variation based on the
metallic fill inside the vias microstrip separation feed-
line, used for input and output ports to achieve enough
distance between each adjacent port, and compact design
with loss phase error. The proposed designs are simu-
lated using CST software and fabricated using Rogers
5880 substrate with thickness of 0.508 mm and permit-
tivity of 2.2. The measured performance agreed well with
the simulated results. A return loss of less than −20 dB
is achieved over a bandwidth of 5 GHz. A perfect−3 dB
and 0 dB are obtained at coupler and crossover outputs.
The measured phase difference−88.8◦ is observed at the
outputs. Overall, the coupler and crossover show great
potential performance for Ka-band applications.

Index Terms – 5G application, beamforming, cou-
pler, crossover, Ka-band, substrate integrated waveguide
(SIW).

I. INTRODUCTION

Beamforming networks play an important role in
the realizing of switched phase array systems [1–3],
especially for higher bands of the fifth-generation sys-
tems toward millimeter bands. Beamforming networks

aim to provide high receiving signal sensitivity toward
receivers. In addition, higher bandwidth and high gain
antennas and devices are needed in future beamforming
networks [4]. At frequencies such as 26 and 28 GHz,
the antennas and millimeter-wave devices suffer from
high losses due to path loss and the technology used
in their designs. Technology such as planar microstrip
has loss at higher frequencies. Hence, substrate inte-
grated waveguide (SIW) is proposed to solve these issues
as SIW combines the properties of both microstrip and
waveguide technology [5–8]. Couplers control the mag-
nitude and the phase outputs of the beamforming [9, 10],
whilst crossover maintains the output of the signal mag-
nitude and the phase with no change [11, 12]. Numer-
ous couplers and crossover topologies are designed using
microstrip couplers, SIW couplers, and waveguide cou-
plers [11, 13–17]. Hybrid couplers received significant
attention [14, 15] due to their simplicity and ability to
support split of power at outputs [14]. However, these
couplers may suffer from high loss transmission lines
and fabrication tolerance at higher frequency. In addi-
tion, implementing couplers using planar substrate pro-
duces unwanted crosstalk between output ports due to
the very small distance between the coupled lines [16].
This results in high insertion loss and phase difference
error at output ports. Therefore, SIW structure is pro-
posed for designing coupler and crossover in millimeter-
wave devices. SIW helps in reducing crosstalk among
the outputs and increases the coupling of SIW apertures
[11, 17].

In this paper, a SIW coupler and crossover are real-
ized by vias separation with modified metal wall method
at 26 GHz. The coupler and crossover are designed with
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a series of parallel vias and coupling vias. The designed
components are simulated using CST software technol-
ogy and performance is validated with measurement
responses.

II. RELATED WORK
A. Coupler

Several SIW couplers (see Table 1) have been pre-
sented with different resonant frequencies in millimeter-
wave bands [18, 19]. In an X-band wideband coupler uti-
lizing SIW, the coupler exhibited a 3 GHz bandwidth
and a coupling factor of −4 dB [18]. The vias (via
holes) were strategically distributed around the coupling
area to maximize coupling between the output ports.
However, the coupler lacked validation through mea-
surements. Additionally, the phase difference error was
approximately 5◦. In [19], researchers presented a direc-
tional coupler operating at 15 GHz, which employed
backward and forward SIW vias coupling. In [20], a cou-
pler was constructed by joining two SIW sections. The
measured results demonstrated a 20 dB return loss band-
width centered around the resonant frequency of 15 GHz,
with a fixed 3 dB coupling.

Table 1: Studies of SIW coupler in millimeter-wave
devices

Ref Freq

GHz

Types of

Vias

BW

GHz

Structure Comments

[24] 11
Metallic
vias 3

Narrow band
Insertion loss
>−5 dB
No fabrication

[25] 22 Metallic
vias

4

Narrow band
Insertion loss
−5 dB
No fabrication

[26] 35
Metallic
vias 8

High losses
Insertion loss
−5 dB
Complex
design

[27] 40
Metallic
vias 2

Narrow band
Insertion loss
>−5 dB
No fabrication

[28] 35 Air vias 8

High losses
Insertion loss
−5 dB
Complex
design

[29] 22 Metallic
square
vias

8

High losses
Insertion
loss>−5 dB
No fabrication

[30] 30 Air vias 8

High losses
Insertion
loss>−5 dB
No
fabrication

In [19, 21, 22], researchers presented a directional
coupler operating at 60 GHz using curved SIW vias. In
this design, variations in the coupler thickness within
the vias, relative to the substrate height, significantly
impacted the coupler’s performance. However, the fab-
rication of the proposed model resulted in substantial
losses in return loss and insertion loss, accompanied by
a phase error exceeding 10◦. More recently, hybrid cou-
plers with vias implemented in the coupling area were
investigated [23]. Both couplers exhibited satisfactory
performance in terms of return loss, isolation, and cou-
pling factor, with a low phase error of 3◦. Notably, nei-
ther design underwent thorough analysis through fabri-
cation.

B. Crossover

Traditionally, crossovers in microwave and
millimeter-wave circuits were implemented using air
bridges or multilayer structures [31]. However, these
approaches increased fabrication complexities and costs.
Planar crossovers, particularly microstrip-based ones
[32], have garnered significant research attention due to
their practicality. Unfortunately, microstrip crossovers
suffer from high losses and limitations at high-frequency
bands. Enter SIW technology: an emerging solution for
modern wireless transceiver systems. SIW crossovers
strike a favorable balance between cost and performance
compared to their microstrip counterparts. Recent
literature [33, 34] has explored SIW-based crossovers. In
[33], researchers employed the odd-even mode method
to analyze four-port junctions, aligning them with the
general scattering matrix of waveguide crossovers.
Additionally, multilayered SIW crossovers have been
developed [34]. Another innovative design [12] features
an SIW circular cavity with eight fan-shaped slots etched
on its top surfaces.

C. Phase shifter

The exploration of phase shifters begins with an
adjustable reflection-type phase shifter. As documented
in [35], this design leverages tunable components like
varactor diodes. To simplify the configuration without
active elements, a square-shaped phase shifter using
multi-layer technology is proposed in [36]. Additionally,
a single-layer phase shifter design is reviewed. In [37],
researchers present a single-layer phase shifter com-
prising a T-shaped open stub loaded transmission line
(main line) positioned at the center of a half-wavelength
transmission line. A reference line based on Schiff-
man uniform line topology complements this setup. SIW
components, including phase shifters, have been exten-
sively studied. Various approaches to SIW phase shifter
design include the delay line method [38], equal-length
unequal-width phase shifters, and compensating phase
shifters. For instance, a 45-degree SIW phase shifter with
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two equal-length unequal-width outputs was designed
for operation at 10 GHz. At the center frequency, this
phase shifter achieved a fractional bandwidth (FBW) of
19%.

III. III. SIW TECHNOLOGY

SIW is a planar waveguide technology, depicted in
Fig. 1. In SIW, the wave propagates through a substrate
between two rows of vias [39–41]. These vias effectively
replace the metal walls found in conventional hollow
waveguides. Consequently, SIW exhibits similar disper-
sion characteristics to those of standard waveguides [42].

Fig. 1. Substrate integrated waveguide structure [43].

SIW at millimeter-wave frequencies faces similar
challenges as microstrip lines, including radiation losses,
via hole issues, and dielectric losses due to the material
properties [44, 45]. However, by carefully selecting suit-
able via diameters and spacing, these issues can be mit-
igated. SIW is a planar structure characterized by two
rows of vias, effectively representing the narrow walls
of the waveguide. Over the past few years, SIW has
gained popularity among researchers as a novel transmis-
sion line technology [46]. It combines features from both
microstrip and dielectric-filled waveguides (DFW) [47].
When designing SIW components, parameters such as
via spacing should be carefully considered. The width
between vias can be determined using the following
expression [48]:

aR = w− d2

0.85S2 , (1)

where aR is the waveguide width from edge to edge
between the two rows of vias, d is the diameter of the
vias, and S is the spacing between vias. The diameter of
the vias and the spacing can be calculated using:

d≤ λg/5, (2)
S≤ 2 d, (3)

aR =
a√
εr
, (4)

where a is the width of the rectangular waveguide stan-
dard, εr is the substrate permittivity, and λ g is the guided

wavelength of SIW, which can be obtained using:

λg =
2π√

εr(2π f )2

c2 − (π
a

)2 , (5)

where f is the desired frequency and c is the speed of
light. After discussing the equations related to SIW tech-
nology, the next section will review SIW antennas.

IV. DESIGN OF BEAMFORMING
COMPONENTS

A. Design hybrid coupler

A 3-dB branch line coupler (BLC) generates out-
put signals with a 90◦ phase difference. The network
structure consists of four quarter-wavelength transmis-
sion lines, forming a loop. It divides input signals into
two equal-amplitude signals that are 90◦ out of phase.
The BLC can be implemented using either lumped ele-
ments or a distributed approach, as depicted in Fig. 2.
At port P1, the input power is equally divided between
output ports P2 and P3. Port P2 serves as the through
port, P3 as the coupled port, and P4 as the isolation port,
where reflections due to mismatches are directed to pre-
vent power from reflecting back to P1. When all ports
are matched, the input power delivered to the input port
is evenly split between the output ports, maintaining the
90◦ phase difference.

Fig. 2. Geometry of a conventional branch line cou-
pler [49].

For the optimum performance of the coupler, the
impedances of the shunt arms are Zo and that of the
series arms is Zo

√
2, where Zo is the characteristic

impedance of the input and output ports, and is usually
50 Ω.

The return loss in a BLC quantifies the amount of
power reflected from the input. Typically, it is related to
S11 in decibels (dB), and the desired return loss for a
BLC is typically less than −10 dB. Mathematically, the
return loss can be expressed as follows [50]:

Return Loss =−20 log (S11). (6)
Insertion loss is characterized by the portion of input

power at port 1 that is transmitted to the through port at
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port 2. It is directly related to S21 in dB. For a BLC from
P1 to P2, the desired insertion loss typically falls within
the range of−3 to−4 dB. Mathematically, insertion loss
can be expressed as [50]:
Insertion Loss == 10 log (P1/P2) =−20 log (S21). (7)

The coupling factor typically represents the propor-
tion of input power that is transferred to the output power.
In this context, P1 denotes the input power at port 1,
and P3 corresponds to the power output at port 3. The
coupling factor is also associated with S31 in dB. For
BLC, the desired coupling factor typically falls within
the range −3 to −4 dB. Mathematically, the coupling
factor can be expressed as [50]:

CF = 10 log (P1/P3) =−20 log (S31). (8)
In a balanced line coupler (BLC), isolation refers

to the difference in signal levels between isolated port
4 and input port 1. This isolation is represented by S41
in the BLC’s S-parameter. The required isolation for a
BLC should be less than −10 dB. Isolation loss can be
calculated using:

Isolation = I = 10 log (P1/P4) =−20 log (S41). (9)
The S-matrix of a symmetrical coupler is [51]:

[s] =
1√
2

⎧⎪⎪⎨
⎪⎪⎩

0 1 j 0
1 0 0 j
j 0 0 1
0 j 1 0

⎫⎪⎪⎬
⎪⎪⎭ . (10)

Figure 3 illustrates the proposed 3 dB coupler based
on vias separation. To prevent signal leakage and guide
the signal effectively, the coupler’s outputs are coupled
using metallic vias with cuts in both the metal and
substrate, resulting in an electrical length equivalent to
a quarter wavelength (λ /4) [26]. The SIW directional
coupler design features two perpendicular rectangular
waveguides with a cross-region where two symmetri-
cally placed metal posts control the signal. Additionally,
two via posts at each port serve as reflection-canceling
elements, achieved by varying sections of the SIW. The
four ports are defined as follows: port 1 (input), port 2
(through), port 3 (coupled), and port 4 (isolated). A step
impedance transition is employed between the microstrip
line and SIWs to ensure a physical match of electrical
and magnetic field distributions between the two media.

Fig. 3. Structure of the proposed SIW coupler.

The substrate material used is Rogers 5880 with a thick-
ness of 0.508 mm, relative permittivity (εr) of 2.2, and
loss tangent of 0.0009.

Analyzing Fig. 4 (a), it becomes evident that as
the width of the SIW vias decreases, the resonance fre-
quency converges toward the desired 26 GHz frequency.
Additionally, the coupling width plays a crucial role
in controlling the output power at ports 2 and 3. The
coupling width is determined using equation (11) [51],
where β1 and β2 represent the propagation constants of
the TE10 and TE20 modes, respectively. To achieve the
desired operational frequency, the phase shift (Δϕ) must
satisfy π/2. This configuration tends to produce an equal
power coupling ratio of−3 dB, as observed in Fig. 4 (b).
Based on these findings, the vias width is set to 6.5 mm,
and the coupling area is established at 11.5 mm:

Δϕ = (β1+β2)×wcoupling. (11)

(a)

(b)

Fig. 4. Simulated response (a) S11 and (b) output ports.

B. Design crossover

Crossovers are typically designed by cascading
two 3-dB couplers [52]. The configuration of a 0-
dB crossover is depicted in Fig. 5 (a). Our proposed
crossover comprises two serially connected SIW cou-
plers. Figure 5 (b) illustrates the crossover’s performance
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in terms of return loss and output power. When port
1 is excited, the return loss at 26 GHz remains below
−10 dB, and the output at port 3 is 0 dB. Both port 2 and
port 4 exhibit isolation values less than −10 dB at the
desired frequency.

(a)

(b)

Fig. 5. The proposed (a) crossover structure and (b) S-
parameters.

The widths of the Schiffman phase shifters, denoted
as Wt, remain consistent with the widths of the feeding
transmission lines. However, the lengths of the Schiff-
man phase shifters, represented by Ls, vary in relation to
the desired phase values. These phase shifters are imple-
mented by extending the corresponding lengths, which
are then bent into arcs. The phase difference of the phase
shifters can be calculated using equation (12) [53]:

Phase differenceΔ /0 =
2π(Lm−Lr)

λg
, (12)

where Lm, Lr, and λg are the main length, reference
length, and guide wavelength [54]. The main length, Lm,
and reference length, Lr, are optimized to obtain the
desired phase difference between the main line and the
reference line which is at the first left output port of the
proposed Butler matrix. The designed phase shifters are
combined with the couplers to analyze the performance
results of the Butler matrix.

C. Design phase shifter

The S-parameter response and phase shift of the pro-
posed Schiffman phase shifter are of interest. This phase

shifter employs a cylindrical metal post inserted into
the SIW structure, effectively forming a T-network. The
equivalent circuit, as shown in Fig. 6, accounts for the
capacitive coupling between the metal sides of the SIW
and the cylindrical post using two capacitors. Addition-
ally, mutual coupling between the top and bottom metal
conductors is represented by an inductance. Once all
components, including the coupler, crossover, and phase
shifter, are designed, they contribute to the overall per-
formance of the Butler matrix.

Fig. 6. SIW phase shifter with two vias controllers.

V. SIW COUPLER WITH SEPARATION
FEEDLINES

In this study, the SIW coupler is presented as a sim-
ulation structure (Fig. 3), with a microstrip straight feed-
line directly integrated into the SIW coupler. However,
a significant challenge arises at higher frequencies: the
limited distance between adjacent ports makes it chal-
lenging to solder SMA connectors directly to the feed-
line. To address this, the proposed coupler design in
Fig. 3 aims to increase the spacing between adjacent
ports, allowing for proper SMA soldering.

A. Simulation results of SIW coupler

The feedline configuration of the proposed coupler
in Fig. 3 has been adjusted. Initially, the feedlines for
ports 1 and 4 were parallel, resulting in insufficient spac-
ing between these two ports. Similarly, ports 2 and 3
faced a similar issue. To address this, the modified design
in Fig. 3 now separates each pair of adjacent ports ade-
quately. Finally, the orientation of port 1 and port 2
aligned to the top, as did that of port 3 and port 4 aligned
to the bottom, allowing for the convenient soldering of
SMA connectors to each port. In order to perform the
measurement process, a microstrip to SIW transition line
was added at each port with quarter wavelength separa-
tion for the coupler as shown in Fig. 7. The proposed



HUSSEIN, MURAD, RAHIM, HANOOSH: BUTLER MATRIX COMPONENTS BASED ON SUBSTRATE INTEGRATED WAVEGUIDE FED 1004

Fig. 7. Final structure of the proposed coupler design.

(a)

(b)

(c)

Fig. 8. Simulated results of the proposed coupler with
separation feedlines at port 1: (a) S-parameters, (b) phase
of outputs ports, and (c) phase difference.

coupler was re-simulated to check the effects of the sep-
aration of the feedlines on the port’s performance.

In Fig. 8, we present the simulated performance of
the proposed coupler when port 1 is excited. At 26 GHz,
the reflection coefficient is −20.05 dB, and the isolation
is −22.12 dB, with a wider bandwidth of 5 GHz (Fig. 8
(a)). Achieving an equal power split, port 2 and port 3
exhibit −3.5 dB and −3.9 dB, respectively (Fig. 8 (a)).
However, the insertion loss increases by 0.5 dB due to the
additional feedlines at the output ports. The phase shift at
the outputs is 91.5◦ (Fig. 8 (b)), and the phase difference
between S31 and S21 is evident in Fig. 8 (c). Notably,
the inclusion of these separation feedlines introduces a
phase error of 1.5◦.

VI. SIW CROSSOVER WITH SEPARATION
FEEDLINE

In Fig. 5 (a), the crossover integrates a microstrip
feedline directly within the SIW structure, addressing
a concern raised in the problem statement. However,
when operating at higher frequencies, a significant chal-
lenge emerges: the proximity between neighboring ports
is insufficient for attaching an SMA port directly to the
feedline. Considering that the entire size of an SMA con-
nector at 26 GHz is 14 mm, the proposed solution in
Fig. 5 (a) involves increasing the spacing between adja-
cent ports.

A. Simulation results of SIW crossover

In the original design of the crossover shown in
Fig. 5 (a), the feedlines for ports 1 and 4 were directly
integrated into the SIW structure, resulting in insufficient
spacing between them. A similar issue existed for ports
2 and 3. To address this, the feedline layout of the pro-
posed crossover was modified by introducing separation
between each pair of adjacent ports. As a result, the ori-
entation of port 1 and port 2 aligns, as does the orienta-
tion of port 3 and port 4. This modification allows for
successful soldering of SMA connectors to each port.
To facilitate the measurement process, a microstrip-to-
SIW transition line has been added at each port, with
a quarter-wavelength separation for the crossover, as
depicted in Fig. 9.

In Fig. 10, we observe the simulated performance
of the modified feedline in the proposed crossover when
port 1 is excited. At 26 GHz, the reflection coeffi-
cient is less than −28 dB, and the isolation is −16 dB
(Fig. 10 (a)). Comparatively, the original crossover
design in Fig. 5 (a) achieved a reflection coefficient
and isolation both below −30 dB at the same fre-
quency. Furthermore, the output power at port 3 is
−1 dB (Fig. 10 (a)), whereas the original crossover’s
output power in Fig. 5 (a) was very close to 0 dB.
The addition of feedlines at the output ports results in
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a 1 dB increase in output power at port 3. Addition-
ally, the phase at port 3 is 1◦ (Fig. 10 (b)), whereas the
phase difference in the original crossover (Fig. 5 (a))
was 0.5◦.

Fig. 9. Final structure of the crossover design.

(a)

(b)

Fig. 10. Simulated crossover with separation feedlines at
port 1: (a) S-parameters and (b) phase outputs.

VII. FABRICATION AND MEASUREMENT
OF SIW COUPLER

After completing the design phase using CST soft-
ware, all components were fabricated. As indicated

in Fig. 3, the fabrication process utilized a Rogers
5880 board with a thickness of 0.5 mm and a dielec-
tric constant (εr) of 2.2. JAC Engineering, Malaysia,
carried out the fabrication process for the couplers.
Figure 11 displays the fabricated coupler. To measure
the S-parameters, two cables and two terminator loads
were employed, assisted by a standard Keysight (Agilent
Technologies) FieldFox N9925A vector network ana-
lyzer (VNA).

Fig. 11. Fabrication of SIW coupler.

Figure 12 presents both the measured and simu-
lated performance of the SIW coupler. At 26 GHz, the
reflection coefficient was −18 dB and the isolation was
−19 dB. In the simulation, the reflection coefficient and
isolation were −20 and −22 dB, at the same frequency,
with a wider bandwidth of 5 GHz (Fig. 12 (a)). The mea-
sured results achieved an equal power split at ports 2 and
3, with −3.9 and −4.02 dB, respectively (Fig. 12 (b)).
However, due to the addition of feedlines at the output
ports, there was a 1 dB increase in insertion loss. The
phase difference when exciting port 1 was 91.5◦ in the
simulation and 88◦ in the measurement (Fig. 12 (c)).
Notably, the inclusion of these separation feedlines intro-
duced a phase error of 2◦. Table 2 provides a compari-
son between the simulated and measured results of the
coupler.

Table 2: Comparison of the coupler based on simulated
and measured parameters

Parameters Simulated Measured

Frequency GHz 26 26
Return loss (S11) −20.05 dB −18 dB

Isolation (S41) −22 dB −19 dB
Direct (S21) −3.5 dB −3.9 dB

Coupling (S31) −3.9 dB −4.02 dB
BW (GHz) 5 5

Phase diff. (degree) 91.5 88
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(a)

(b)

(b)

Fig. 12. Measured and simulated coupler at port 1: (a)
reflection coefficient and isolation, (b) S-parameters at
outputs, and (c) phase difference of the outputs.

VIII. FABRICATION AND MEASUREMENT
OF SIW CROSSOVER

Figure 13 displays the fabricated crossover, along
with the measured and simulated results. In Fig. 14
(a), we observe the measured performance and simu-
lated results of crossover in terms of its S-parameters
(S11, S21, S41). At 26 GHz, the reflection coefficient is
−25 dB and the isolation is −13 dB (Fig. 14 (a)). Com-
paratively, the simulation result shows a reflection coeffi-
cient of −1 dB. Additionally, an output power of −2 dB
is achieved at port 3 (Fig. 14 (b)), whereas the simula-

tion result is closer to −1 dB. The observed increase in
output power (port 3) by 1 dB is attributed to fabrication
errors and port mismatches at the output ports. Further-
more, the measured phase at port 3 is -93◦, with a phase
error of 3◦ (Fig. 14 (c)). For further comparison, Table 3
presents the results for the crossover with microstrip sep-
aration feedline.

Fig. 13. The fabricated crossover.

Table 3: Comparison between simulated and measured
results of the crossover

Parameters Simulated Measured

Frequency GHz 26 26
Reflection coefficient

(S11)
−30 dB −28 dB

Isolation (S41) −16 dB −13 dB
Direct (S21) −24 dB −22 dB

Coupling (S31) −1 dB −2 dB
BW (GHz) 3 3

Phase diff. (degree) -1 -2

IX. SIMULATION AND MEASUREMENT
RESULTS OF THE PHASE SHIFTER

In Fig. 15 we observe the printed phase shifter. The
measured performance is compared to simulated results.
Specifically, the reflection coefficient is below −10 dB,
as depicted in Fig. 16 (a). The measured reflection coeffi-
cient at 26 GHz is−30.05 dB, slightly higher than simu-
lated value of −32.5 dB. Moving to port 2, output power
is −1.5 dB (Fig. 16 (b)), whereas the simulated out-
put power is −0.87 dB. Consequently, additional power
is accepted from the phase shifter outputs. Finally, the
phase is 48◦ (Fig. 16 (c)), with an error of 3◦ compared
to the simulated value of 45◦.

In Table 4, we present a comparison between the
simulated and measured results for the fabricated cou-
pler, alongside previously published works. Notably,
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(a)

(b)

(c)

Fig. 14. Measured performance of the fabricated
crossover: (a) S-parameters, (b) output power at port 3,
and (c) phase outputs.

Fig. 15. Printed SIW phase shifter.

the proposed components prioritize low loss and offer
an ultra-wideband performance, aligning well with the

(a)

(b)

(c)

Fig. 16. Measured performance of the proposed phase
shifter: (a) return loss, (b) insertion loss, and (c) phase at
output.

Table 4: Comparison with previously published works
Ref. BW

(GHz)

Insertion

Loss

Phase

Error

Coupling

[18] 2.5 −4 dB 4.9◦ −6.57 dB
[20] 2 −4.5 dB 8◦ −5 dB
[19] 3 −2 dB 9◦ −6 dB
[23] 5 −5.3 dB 5◦ −15 dB
This

work

5 −3.9,
−4.02 dB

2◦ −2 dB,
−3 dB

key requirements for 5G beamforming networks at
millimeter-wave frequencies
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X. CONCLUSION

A SIW coupler and crossover with low loss profile
in magnitude and phase are proposed in this paper at 26
GHz. Coupler and crossover are designed by distribut-
ing vias along the SIW structure while carefully control-
ling the spacing between them. The designed coupler and
crossover are simulated using CST software and fabri-
cated using Rogers 5880. The measured and simulated
results showed an impedance bandwidth of more than 5
GHz with a minimum return loss of −19 dB at 26 GHz.
A 3-dB coupling ratio obtained at output ports with a per-
fectly 88◦ phase difference. Overall, the proposed cou-
pler and crossover are suitable to use in the design of a
full beamforming networks at Ka-band.
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Abstract – In a radio telescope, the sub-reflector is illu-
minated by a complex feed system, consisting of a feed
horn and a pair of optics focusing elements which are
usually a pair of mirrors. Although rigorous analysis of
this system can be performed using Method of Moments
(MoM) or physical optics (POs), design optimization
using these methods may not be viable, since it requires
lengthy computational time. In this paper, we describe
an efficient optimization technique for the optics design
which applies the quadratic on a pedestal distribution
to compute the taper and aperture efficiencies. In our
method, multimode Gaussian optics is employed to cal-
culate the electromagnetic waves which scatter through
the optical system. The edge taper associated with the
optimum aperture efficiency is first identified. By set-
ting the parameters of this edge taper and also the dis-
tance between mirror 2 and the antenna focus as the iter-
ation targets, a root-searching routine is then applied to
determine the distances of the optical paths between the
mirrors and the feed. When an optimized feed design
is established, the antenna performance indicators, such
as the beam efficiency, co- and cross-polarization lev-
els, and aperture efficiencies, are calculated using PO.
In this way, we combine the accuracy of the quadratic
function in determining the antenna efficiencies and the
computational efficiency of Gaussian optics to optimize
the design of the system with the rigor of PO to validate
the final parameters of the antenna. The design procedure
for the Atacama Large Millimeter/Submillimeter Array
(ALMA) interferometric radio telescope’s feed optics
system is used as an illustrative example. The results
show that the co-polar beam efficiencies achieved with
the proposed method are higher than those of the orig-
inal method used for the ALMA feed optics system,
while the cross-polar beam efficiencies are lower. This
suggests a substantial improvement offered by the new
approach.

I. INTRODUCTION

The latest generation of ground-based radio tele-
scopes are designed to accommodate multiple frequency
bands [1]. The receivers for each band are therefore
positioned off-axis relative to the parabolic antenna.
A typical optics arrangement for an offset radio tele-
scope is shown in Fig. 1. As can be observed from the
figure, a pair of mirrors are usually employed to scat-
ter the optical beam from the reflectors to the offset
feeds.

Designing these ground-based antennas presents
exceptional computational challenge. This is due to the
need for precise electromagnetic field calculations in
high-performance antenna design. Since the dimensions
of the optical elements are many times their operating
wavelengths, full wave analysis of the antenna turns out
to be laborious [2, 3]. The inclusion of additional focus-
ing elements, such as mirrors, adds more design vari-
ables, further complicating the process of optimizing the
design.

In [4], we presented a method based on Gaussian
beam to determine the optimal variables for designing
near frequency-independent receiver optics. The design
parameters obtained from this method were adopted in
constructing the receiver optics for the Atacama Large
Millimeter/Submillimeter Array (ALMA) interferome-
ter [5, 6]. Constituting 66 Cassegrain reflector antennas,
ALMA is presently the state-of-the-art millimeter/sub-
millimeter interferometer [7]. The telescope focal plane
receivers cover 10 frequency bands that extend from 31
GHz to 950 GHz. Measurements carried out by the teams
assigned to work on the different bands have validated
the performance of the receiver optics and have found
that the results were in good satisfaction [8–12]. Since its
inception, significant discoveries have been made using
ALMA. Recent research highlights include star forma-
tions [13–15], galaxies [16, 17], gas disks [18], cosmic
rays [19], and supernova remnants [20].
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(a)

(b)

Fig. 1. The antenna in a typical radio telescope compris-
ing (a) receiver optics and a main and a sub-reflector. A
detailed view of the receiver optics is provided in (b).

It is to be noted that, the method in [4] adopts Gaus-
sian distribution to compute the antenna efficiencies. In
reality, however, the wave patterns scattered from an
optimized feed horn resemble closer to that derived from
the quadratic on a pedestal distribution, rather than the
Gaussian shape [21]. To further improve the method used
in the design of the ALMA receiver optics, we incor-
porate the quadratic function to calculate the taper and
aperture efficiencies into the existing procedure. We shall
demonstrate in this paper that, by doing so, the antenna
exhibits better performance. For completeness, we also
provide an outline of the optimization procedure from
[4] for convenience.

II. OPTIMIZATION METHOD

The field emanated from a distant cosmic source
propagates in the form of a plane wave. It is important
to ensure that this field is coupled to the feed with max-
imum efficiency after it undergoes scattering and distor-
tion by the off-axis mirrors. The coupling efficiency is
determined by the amount of energy intercepted by the
sub-reflector.

The size of the sub-reflector is designed for min-
imum blockage. Extreme care must be taken when

designing the sub-reflector. Although a smaller diame-
ter gives higher truncation of the field and therefore pro-
duces higher taper efficiency (i.e. more uniform illumi-
nation), it increases spillover at the same time. Because
of this reason, a sub-reflector with a small diameter may
not necessarily guarantee a good design for the antenna.
A balance is to be taken between both taper and spillover
efficiencies so as to obtain optimum aperture efficiency.
This is to say that the aperture efficiency εa can be repre-
sented as a product of the taper efficiency ε t and spillover
efficiency εs:

εa = ε t×εs. (1)
The taper efficiency ε t derived from the quadratic on

a pedestal distribution can be expressed as [21]:

εt =
3
(

1+10Te/20
)

4
(

1+10Te/20 +10Te/10
) , (2)

where Te is the edge taper. The spillover efficiency εs is
given as [22]:

εs = 1− e−0.23Te. (3)
Substituting (2) and (3) into (1), we obtain the fol-

lowing equation for the aperture efficiency:

εa =
0.75
(
1− e−0.23Te

)(
1+100.05Te)(

1+100.05Te +100.1Te) . (4)

For the ALMA antenna, the radii of the main reflec-
tor ra and sub-reflector rs are 6000 mm and 375 mm,
respectively. Substituting these values into (2) to (4), we
obtain the relationship of the antenna efficiency against
edge taper Te, as depicted in Fig. 2. It can be observed
from the figure that the improvement in spillover effi-
ciency εs is obtained at the expense of the taper effi-
ciency ε t , i.e. as εs increases, ε t decreases correspond-
ingly. The optimum aperture efficiency εa can be found
at the point where both εs and ε t intersect each other –
which is 83.77 % at T e

′ = 12.74 dB. It could also be seen
that the aperture efficiency at the vicinity, i.e. within ±1
dB, of the crest is relatively unaffected by changes in the

Fig. 2. The spillover (dashed line), taper (dotted line),
and aperture (solid line) efficiencies for an unblocked
aperture.
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edge taper. The aperture efficiency εa falls to 83.66% at
Te = 13.74 dB and 83.64% at Te = 11.74 dB. The fall
is more gradual when the edge taper exceeds the opti-
mum value than it is below. An optimization method
that achieves this level of tolerance can be regarded as
effective.

The optics system in Fig. 1 is considered for opti-
mization. The distances imperative for achieving opti-
mal performance are from the aperture of the horn to the
center of mirror 1 (d1), between mirrors 1 and 2 (d2),
and from mirror 2 to the beam waist (d3) of its corre-
sponding incident wave. To establish continuity in the
propagation, the beam waist of this incident beam is to
be located at the same position as the Cassegrain focus.
Hence, the distance d3 is to be matched with the distance
from mirror 2 to the Cassegrain focus d3

′. The values
of d3

′ and the optimum edge taper T e
′ are therefore two

fixed parameters for the optical system.
The aim is to find the combination of d1, d2 and

the corresponding mirror focal lengths f 1 and f 2 that
together will collectively produce the desired values of
d3
′ and the edge taper T e

′.

III. COMPUTATIONAL IMPLEMENTATION

In a quasi-optical configuration, the beam parame-
ters – radius of curvature (β ), beam radius (ρ), and phase
slippage (ψ) – fully describe the wave at every point
along its travel path. Multimode Gaussian wave is propa-
gated from the feed towards mirror 1 and is subsequently
scattered from mirrors 1 and 2 to the sub-reflector. The
beam parameters at the mirrors, beam waist after mirror
2, and the sub-reflector can be determined by solving the
ray transfer matrix of the ABCD law [23]. According to
[22], the complex beam parameter q for the input and
output waves is defined as:

qin =

[
1

qin(r)
− j

1
qin(i)

]−1

, (5)

qout =

[
1

qout(r)
− j

1
qout(i)

]−1

. (6)

Here, the subscripted terms in and out denote the
input and output of the optical system, respectively,
while (r) and (i) represent the real and imaginary compo-
nents of q. By applying the ray transfer matrix, qout can
be expressed in terms of qin as [22]:

qout =
Aqin +B
Cqin +D

. (7)

Parameters A, B, C, and D for the wave propagation
in free space and through a thin lens are given by (8a)
and (8b) below [22]:[

A B
C D

]
=

[
1 L
0 1

]
, (8a)

[
A B
C D

]
=

[
1 0
− 1

f 1

]
, (8b)

where L is the propagation distance of the wave and f
the focal length of the lens. The beam parameters β and
ρ are related to q as follows [22]:

q =

[
1
β
− j

λ
πρ2

]−1

, (9)

where λ is the wavelength. By substituting (8) into (5) to
(7) and extracting the real and imaginary components of
q, β and ρ can therefore be determined.

The phase slippage is given as [4]:

Δψout = tan−1
(

πρout
2

λβout

)
− tan−1

(
πρin

2

λβin

)
. (10)

The beam continues its propagation from the beam
waist at d3 to the sub-reflector. The value of the radius
of curvature β is used to locate the position of the sub-
reflector. In this case, the search is for this position along
the propagation path. For the ALMA antenna, the sub-
reflector has radius of curvature β = 6000 mm. The value
of the Gaussian beam radius ρ at this position gives the
edge taper Te(dB).

To calculate the edge taper Te(dB), we employ a
general solution of the paraxial wave equation which
includes higher order modes. The normalized electric
field distribution may be expanded in terms of Gauss-
Laguerre polynomials as [22]:

Epm =

√[
2p!

p(p+m)!

]
1

w(z)

[√
2r

w(z)

]m

Lpm

(
2r2

w2 (z)

)

× exp
[ −r2

w2(z)
− jkz− jpr2

λR(z)
− j (2p+m+1)ψ0(z)

]
exp( jmφ) , (11)

where Lpm is the generalized Laguerre polynomials, p
and m are the radial and angular indices, respectively,
ψ0 the phase delay, and φ is the polar angle. The
modal expansion method is a powerful tool in designing
and analyzing the millimeter and submillimeter systems
since it propagates the solution from one component to
another (both in the near and far fields) using analyti-
cal expressions. It is also much more accurate than the
fundamental Gaussian beam, both in predicting the main
beam and the sidelobe levels of diffracted beams. Con-
sequently, we shall use the modal expansion to predict
the edge taper and other parameters of the system. Being
a solution of the paraxial wave equation, the multimode
Gaussian does not predict precisely the beam distortion
and cross-polar scattering caused by the off-axis mirrors.
However, the curves computed in Fig. 2 illustrate that
this method is sufficiently accurate to be employed in
conjunction with the optimization technique.

The optimization process is implemented by cast-
ing the optical system as a non-linear function. Within
the constrained range, d1 and d2 are varied in regular
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increment steps, starting from the lowest allowable
value. The stepping is run at a two-level loop – for each
value of d1, d2 runs through the range. For each set of
d1 and d2, the focal lengths f 1 and f 2 are used as the
two input variables in a root-searching algorithm. We
have implemented the Powell hybrid method to search
for the roots. The algorithm has been proven effec-
tive when applied in cases such as this. The Powell
hybrid algorithm is highly effective for solving systems
of nonlinear equations. It combines the Newton-Raphson
method and the Davidon-Fletcher-Powell (DFP) update,
enabling fast convergence when the initial guesses are
sufficiently close to the solution (a characteristic of the
Newton-Raphson method) while also progressing toward
the roots in non-linear regions (an advantage of the DFP
updates). Initial guess values for f 1 and f 2 are entered to
start the search. The calculation returns the values of d3
and Te(dB). The deviations of these values from the target
values are the residues of the optimization function. The
deviation of d3 from the target value d3

′ and Te(dB) from
T e(dB)

′, are given respectively as:

Δd3 = d3−d3
′, (12)

ΔTe(dB) = Te(dB)−Te(dB)
′. (13)

The values of f 1 and f 2 that achieve convergence in
d3 and Te(dB) for each pair of d1 and d2 are calculated
first for the mid-band frequency. The corresponding sets
of f 1

l , f 2
l and f 1

h, f 2
h are also calculated for the low-

and high-band edge frequencies, respectively. The devi-
ations of the focal lengths from the mid-band values can
be expressed as:

Δ f l
r = fl

r− fm
r, (14)

Δ f h
r = fh

r− fm
r, (15)

where the subscripts l, h, and m represent the focal
lengths at the low and high band edges and the mid-band,
respectively, while the superscript r = 1 or 2 refers to the
mirrors. Only the combinations at the mid-band where
the deviations are (or very close to) zero would be con-
sidered as the final design parameters.

IV. RESULTS AND DISCUSSION

The specifications for band 6 of the ALMA feed
optics are utilized to illustrate the optimization process.
The arrangement of the optics is as shown in Fig. 1. This
band has its mid-band frequency at 243 GHz, its low
band edge frequency at 211 GHz, and high band edge
frequency at 275 GHz. The Cassegrain focus distance
from the center of mirror 2 is d3

′ = 230 mm. As dis-
cussed in the preceding section, the optimum edge taper
is 12.74 dB at the sub-reflector. The feed horn aperture
features a radius of 3.54 mm and semi angle 4.35o.

Figure 3 shows the plots for the deviations of the
mirror focal lengths Δf s against a range of values for d2
at d1 = 46 mm. For each value of d1 and with increasing

d2, Δfis from the mid-band values increase or decrease
monotonically. Across the bandwidth, the spread of the
deviation is bounded between the low- and high-edge
frequency lines. The objective is to identify a common
value for d2 where all four Δf s is close to 0. Since it is
almost impossible for all Δf s to intersect simultaneously
at 0, any point of d2 which gives deviations less than
0.1 mm is deemed acceptable. This results in more than
one set of d1, d2, f 1, and f 2 combination which satisfy
the condition. The optimized combination of the design
parameters that we have selected for the optical system
is d1 = 46 mm, d2 = 137.45 mm, f 1 = 27.459 mm, and
f 2 = 68.578 mm. In this case, the deviations in the focal
lengths are all within 0.065 mm of the mid-band value.
To validate our result, we design the antenna based on the
set of parameters we obtain and calculate the radiation
patterns using physical optics (PO). Figures 4 to 6 show

Fig. 3. Variations of the focal lengths f 1 and f 2 from the
mid-band values, represented by Δfl1 (solid line), Δfh1

(dashed-dotted line), Δfl2 (dashed line), and Δfh2 (dotted
line) for d1 = 46 mm.

Fig. 4. Radiation pattern at 211 GHz.
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Fig. 5. Radiation pattern at 243 GHz.

Fig. 6. Radiation pattern at 275 GHz.

the far field radiation patterns of the parabolic antenna
measured using a feed horn operating with the HE11
mode.

The beam efficiencies, computed within the area
specified by the field contour level below the peak, is
given in Tables 1 and 2. The low cross-polarization mag-
nitudes indicate the high efficacy of the paired mirrors
positioned opposite each other in suppressing the unde-

Table 1: Co-polar beam efficiency
Level Below

Peak (dB)
211 GHz 243 GHz 275 GHz

15 87.40% 86.62% 85.77%
18 88.49% 87.45% 87.39%
21 90.82% 91.27% 91.68%
24 92.75% 92.17% 92.44%
27 93.05% 92.44% 92.71%
30 93.18% 92.83% 93.33%

Table 2: Cross-polar beam efficiency
Level Below

Peak (dB)
211 GHz 243 GHz 275 GHz

15 0.04% 0.03% 0.02%
18 0.04% 0.03% 0.03%
21 0.04% 0.04% 0.03%
24 0.05% 0.04% 0.03%
27 0.05% 0.04% 0.03%
30 0.05% 0.04% 0.03%

sired radiation. Overall, the co-polarization beam effi-
ciencies obtained from this method is relatively higher
than those in [4].

V. CONCLUSION

A simple, fast and sufficiently accurate optimization
procedure for a receiver optics with multiple focusing
elements is presented. The proposed method is devel-
oped further from that in [4]. It employs the quadratic on
a pedestal distribution to compute the optimum antenna
efficiency and its corresponding edge taper and imple-
ments the propagation of multimode Gaussian optics to
numerically solve for the crucial design parameters. The
final parameters of the receiver optics are validated using
physical optics. The findings indicate that the proposed
procedure is effective in achieving the optimal arrange-
ment of design specifications within an acceptable level
of tolerance.
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Abstract – In optimizing high-speed on/off valves
(HSVs), key components of digital hydraulic systems,
this study introduces a method designed for multi-coil
integrated HSVs, differing from the traditional focus
on single-coil solenoid configurations. The proposed
method is an optimization framework that matches with
voltage control strategies to significantly enhance the
dynamic performance of HSVs. Through the integra-
tion of simulation and experimental analyses, the inves-
tigation explores the functional relationship among coil
volume, temperature rise, and input power. Addition-
ally, utilizing multi-objective optimization (MOO) tech-
niques to improve coil design and optimize performance
based on meta-model of optimal prognosis (MOP) and
evolution algorithm (EA), the results demonstrate that,
when employing a three-voltage control strategy, coils
designed with this strategy, compared to those with a
single-voltage control strategy, significantly reduce the
opening time for normally closed (NC) and normally
open (NO) valves by up to 40% (from 5.0 ms to 3.0 ms)
and 36.4% (from 5.5 ms to 3.5 ms).

Index Terms – Meta-model of optimal prognosis, multi-
coil integrated, multi-objective optimization, optimiza-
tion design match with control.

I. INTRODUCTION

Compared to electrohydraulic servo or proportional
valves, digital valves offer several advantages, i.e. anti-
oil contamination, low throttling losses, low cost, and
better performance in small system drives or actuators
[1–3]. Many studies have reported on digital valves
that use multiple high-speed on/off valves (HSVs) as a
piloted stage or in parallel connection, instead of pro-
portional slide valves, to improve energy efficiency and
reduce costs [4]. As the key element of digital valves,
HSV face several challenges, including rapid response,
temperature rise control, and miniaturization [5, 6].

The rapid response of HSVs, while allowing for a
permissible temperature rise, is a key factor in enhanc-
ing the response speed and control performance of dig-
ital hydraulic systems [7, 8]. During the design stage
of HSVs, many studies have focused on optimizing key
structural parameters to improve performance [9]. Liu et
al. [10] analyzed the effects of key parameters, such as
the armature, pole shoe, coil, and drive current, on the
electromagnetic force of HSVs. Lantela and Pietola [11]
developed a digital hydraulic valve system consisting of
numerous micro-HSVs connected in parallel. Through
system optimization, the response speed was reduced
to approximately 2 ms. Li-mei et al. [12] used genetic
algorithms (GA) to optimize parameters such as the coil
turns, spring preload and stiffness, armature mass, and
air gap of the HSV, in order to improve its response
speed. Wu et al. [6] adopted a multi-objective optimiza-
tion (MOO) method to determine the key parameters
of the HSV, targeting the opening and closing times.
They employed particle swarm optimization (PSO) and
the analytic hierarchy process (AHP) principles, building
upon the conventional single-voltage approach. Zhong et
al. [13] optimized seven main geometric parameters of
the HSV using the magnetic equivalent circuit (MEC)
method, with the goal of achieving optimal dynamic per-
formance and minimizing volume, based on GA. Sud-
hoff [14] optimized the coil of the EI-type solenoid using
both the MEC and thermal equivalent circuit (TEC)
model. Additionally, to improve the optimization effi-
ciency of the HSV, an optimization approach based on
surrogate model was also employed [15–17].

Upon completion of the design stage, an appro-
priate voltage control strategy is optimized to improve
the performance [18]. To address issues such as high-
power consumption and long closing delays in single-
voltage control, Taghizadeh et al. [19] developed an
improved method using dual voltages, applying a low
voltage during the hold stage of the HSV to reduce power
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consumption and effectively minimize shutdown delay
times. Furthermore, dual voltage strategies do not effec-
tively reduce the impact of magnetic hysteresis on clos-
ing delays. Lee et al. [20] developed a three-voltage con-
trol strategy that addresses the delay caused by mag-
netic hysteresis by applying a reverse voltage during the
closing phase. The experiments indicate a reduction in
closing delay time from 5 ms to 1.55 ms. Addition-
ally, to accommodate variations in hydraulic pressure
and enhance control flexibility, Zhang et al. [21] pro-
posed a PWM-based adaptive three-voltage control strat-
egy, which automatically adjusts the PWM duty cycle
based on oil pressure to ensure consistent opening and
closing times of the HSV, regardless of changes in oil
pressure. Furthermore, frequent high-speed opening and
closing can shorten the operational lifespan of the HSV.
Gao [22] designed a compound voltage control strategy
based on three-voltage, using a negative voltage during
the opening stage of the HSV to reduce the collision
velocity between the ball and the seat, thereby extend-
ing the lifespan of the HSV.

So far, most studies on HSVs have focused on
single-coil solenoid structures. There is limited research
on the dynamic and thermal performance of HSVs with
multi-coil integrated non-solenoid structures. Further-
more, a significant amount of research has been con-
ducted on this subject, with a primarily focus on optimiz-
ing the parameters of the HSV’s structure under single-
voltage control. Subsequently, improvements have been
made to the voltage control strategy during the control
stage, with each aspect developed independently. How-
ever, few studies have focused on the potential impact of
voltage control strategies on optimizing coil parameters
to enhance dynamic performance.

The parameters of the coil play a key role in influ-
encing the dynamic characteristics of HSV [10]. Thus,
the aim of this paper is to improve the dynamic perfor-

(a) (b)

Fig. 1. Principle and structure of the digital valve: (a) three-dimensional structural model and (b) principle of digital
valves and valve port structure.

mance of the HSV during the design stage by optimiz-
ing the coil parameters in conjunction with voltage con-
trol strategies, specifically in the context of the multi-coil
integrated digital valve. The main contributions of this
article are summarized as follows.

(1) An optimization approach for multi-coil inte-
grated non-solenoid structures HSVs is proposed, based
on the meta-model of optimal prognosis (MOP) and evo-
lutionary algorithm (EA).

(2) This paper presents a coil design method based
on a matched voltage control strategy, considering the
effects of temperature rise.

The structure of this article is organized as follows.
Section II briefly describes the structure of the digital
valve. In section III, a theoretical model for the HSV is
developed. The detailed steps and process for the opti-
mization design based on the voltage control strategy are
conducted in section IV. The practical performance of the
HSV is evaluated under various voltage control strate-
gies. Additionally, an in-depth analysis and discussion
of the experimental results are presented in section V.
Finally, section VI draws a conclusion and discusses the
future work.

II. STRUCTURE OF THE DIGITAL VALVE

As shown in Fig. 1, the digital valve, which con-
trols the main valve, primarily consists of four valve
bodies of the HSVs, four coils, a magnetic sleeve, ther-
mal grease, and a linear variable differential transformer
(LVDT) [23]. In this study, NC1 and NC2 are two-
position, two-way normally closed valves that use a
spring for resetting. When the coil is energized, the elec-
tromagnetic force moves the ball downward, causing the
HSV to open. Conversely, when the coil is de-energized,
the spring returns the ball assembly upward, closing the
HSVs. In contrast to NC1 and NC2, the internal struc-
ture of the normally open valves (NO1 and NO2) elim-
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inates the spring component, and the reset process pri-
marily relies on the hydraulic pressure acting on the ball.

III. DEVELOPMENT OF THEORETICAL
MODELS

A. Modeling of the magnetic circuit

Symbol definitions are as follows for developing an
EMC model for the digital valve. Ri

∗ represents the mag-
netic reluctance, where i refers to the number of reluc-
tances and ∗ denotes various components of the HSV. a
denotes armature, b means valve body, g means air gap,
s means magnetic sleeve, and p denotes pole shoe. Since
the permeability of the cover is similar to that of air, both
the cover and the air are treated as a single medium for
calculation purposes.

The magnetic path model is segmented into six
parts, as illustrated in Fig. 2.

The reluctances of the magnetic frame can be
expressed using equations (1)-(4):

Rs
i =

L6−2r1

μctL7
i = 1,15,16,18 , (1)

Rs
j =

L8− r1

μctL7
j = 8,17 , (2)

Rs
k =

0.5L7− r1

μctL9
k = 2,7,4,5,9,11,12,14 , (3)

Rs
m =

L10

μctL9
m = 3,6,10,13 . (4)

The reluctance of the air gap can be calculated by
equations (5) and (6):

Rg
i =

a0

μ0πr2
2

i = 1,3,5,7 , (5)

Rg
j =

ln(r3
/

r2)

2μ0πL3
i = 2,4,6,8 . (6)

Fig. 2. Geometric illustration and corresponding magnetic circuit model of the digital valve.

The reluctances of other parts can be calculated by
equations (7)-(10):

Rb
i =

L1

μcπr2
1

i = 1,3,5,7 , (7)

Rb
j =

L2

μcπ(r2
1−r2

3)
j = 2,4,6,8 , (8)

Ra
k =

L4

μcπr2
2

k = 1,2,3,4 , (9)

Rp
m =

L5

μcπr2
1

m = 1,2,3,4 . (10)

The reluctances of the magnetic circuit is presented
in equations (11)-(14):

Rm1 = ∑2
1(R

g
i +Rb

i )+Ra
1 +Rp

1 +Rs
1 +Rs

18, (11)

Rm2 =
1

1
/

∑ 4
2Rs

i +1
/

∑ 7
5Rs

i
, (12)

Rm3 = ∑4
3(R

g
i +Rb

i )+Ra
2 +Rp

2 , (13)

Rm5 =
1

1
/

∑ 11
9 Rs

i +1
/

∑ 14
12Rs

i
, (14)

where Rm1, Rm2, Rm3, and Rm5 are the reluctances of
C1, C2, C3, and C5, respectively. C1 represents the mag-
netic circuit branch of NO1. C2 denotes the magnetic cir-
cuit branch of the magnetic sleeve at the J-J sectional
plane. C3 represents the magnetic circuit branch of NC1.
C5 depicts the magnetic circuit branch of the magnetic
sleeve at the K-K sectional plane.

The structural parameter values required for the
aforementioned magnetic reluctance calculations are
specified as follows: r1 = 4 mm, r2 = 2.75 mm, r3 =
2.8 mm, L1 = 34 mm, L2 = 15.6 mm, L3 = 10 mm, L4
= 12.1 mm, L5 = 8.15 mm, L6 = 16 mm, L7 = 27 mm,
L8 = 32 mm, L9 = 20 mm, L10 = 57.2 mm, L11 = 12
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mm, t = 3 mm, a0 = 0.5/0.15 mm (de-energized state/
energized state).

It can be seen from Fig. 2 that magnetic field of NO1
mainly flows through the paths of C1, C2, R8

s, C5, and
R17

s, while the magnetic lines of force of NC1 mainly
flow through the paths of C2, C3, R8

s, C5, and R17
s.

Therefore, the total magnetic resistance of NC1 and NO1
can be expressed as:

RNO
m = Rm1 +

1
1
/

Rm2+1
/
(Rs

8 +Rs
17 +Rm5)

, (15)

RNC
m = Rm3 +

1
1
/

Rm2+1
/
(Rs

8 +Rs
17 +Rm5)

. (16)

The electromagnetic force acting on the HSV can be
formulated as [21]:

Fm =
λφ 2

2μ0S
, (17)

where μ0 is air permeability, S is the cross-section area
of armature, and λ is a constant related to the leakage
magnetic flux.

The magnetic circuit model of the HSV can be
expressed as:

L =
Nφ
I

=
N2

Rm
. (18)

B. Mathematical model of mechanical field

During the opening and closing stages of the HSV,
the moving components experience the combined influ-
ence of electromagnetic force, hydraulic force, hydrody-
namic force, spring force, and damping force. As a result,
its dynamic equation can be formulated as [7] for NC1,
NC2:

m
d2x
dt2 = Fm− (Ft +Fs)−Bv

dx
dt

+(Ps−Pi)A−ks(x0+x).
(19)

For NO1, NO2:

m
d2x
dt2 = Fm− (Ft +Fs)−Bv

dx
dt
− (Pi−PT )A (20)

where m is the mass of the armature, Fm represents the
electromagnetic force of the solenoid, Ft and Fs denote
the transient and steady-state hydrodynamic forces,
respectively, Bv is the damping coefficient, and Ps is the
pilot oil pressure. For NC1 and NO1, Pi = Pl . For NC2
and NO2, Pi = Pr. A is the cross-sectional area of the
port and ks is the stiffness of the spring for NC1 and NC2.

When the HSV operates in a static state, the terms
d2x/dt2 and dx/dt all equal zero. Additionally, neglect-
ing transient hydrodynamics, the critical electromagnetic
force can be further defined as [7] for NC1, NC2:

Fon
m = ksx0 , (21)

Fo f f
m = ks(x0 +agap) , (22)

where Psi is the pressure differential between the input
and output ports of NC1 and NC2, x0 is the precompres-
sion of the spring, agap is the working stroke of the arma-
ture, Cv is the fluid velocity coefficient, Cd is the flow

coefficient, θ is the flow angle, and A0 is the open area
of orifice.

For NO1, NO2:
Fon

m = PiT A , (23)

Fo f f
m = PiT A, (24)

where PiT is the pressure difference between the input
and output port of the NO1 and NO2.

Based on equations (17), (18), and (21)-(24), the
opening and closing current of the HSV can be calcu-
lated by the equations (25)-(28) for NC1, NC2:

INC
on =

RNC
m

N

√
2μ0S(ksx0−PsiA)

λ
, (25)

INC
o f f =

RNC
m

N

√
2μ0S(ks(x0 +agap)−2CvCdA0Psicosθ)

λ
.

(26)
For NO1, NO2:

INO
on =

RNO
m

N

√
2μ0S(PAT A−2CvCdA0PiT cosθ)

λ
, (27)

INO
o f f =

RNO
m

N

√
2μ0SPiT A

λ
. (28)

The number of turns N can be expressed as a func-
tion of the winding dimensions:

N =
2 fk(dout −din)lk

πd2
c

, (29)

where fk is the coil stacking factor, based on practical
experience, which is fixed as 0.65. dout and din are the
outer and inner diameters of the winding, respectively, lk
is the length of the winding, and dc is the diameter of the
copper wire.

From [13], it is known that the opening and clos-
ing times are mainly affected by the coil resistance, the
number of turns, the supply voltage, and the voltage
control strategy under the same structural parameters of
solenoid. These parameters also affect the coil’s resis-
tance loss, which in turn leads to different temperature
rises in the digital valve.

C. Voltage control strategies for HSV

The flowchart of voltage control is shown in Fig. 3,
which illustrates the control flow for both single-voltage
and three-voltage control strategies [21].

Assuming the voltage, duty ratio, and frequency of
the control signal are 5 V, 0.5, and 50 Hz, respectively,
the opening voltage, holding voltage, and reverse voltage
are 24 V, 5 V, and -24 V, respectively. The profiles of
the drive voltage and the control signal for the HSV are
depicted in Fig. 4.

The most notable distinction between the three-
voltage and single-voltage control strategies lies in their
mechanisms for adjusting the coil excitation voltage:
once the valve reaches the end position, the excitation
voltage is adjusted to Uh. Furthermore, when the falling
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Fig. 3. Flowchart of different voltage control strategies:
(a) single-voltage control and (b) three-voltage control.

Fig. 4. Profile of the drive voltage for HSV.

edge of the control signal is detected, the coil’s excitation
voltage is switched to -Us:

Uh = nsIo f f R, (30)

where ns is the safety factor, typically taken as 1.05-1.1.
Uh is the holding voltage and Io f f is the closing current
which is expressed in equations (26) and (28). The resis-
tance of the coil can be calculated as:

R =
2ρN(dout +din)

d2
b

, (31)

where ρ is the resistivity of the copper and db is the bare
diameter of the copper wire.

The power generated by the coil is influenced by the
choice of voltage driving strategies [13]. Therefore, by
applying different voltage control strategies and consid-
ering the temperature rise limitations, it is possible to
determine the optimal coil parameters for the HSV.

IV. OPTIMIZATION OF COIL DESIGN
GUIDED BY VOLTAGE DRIVING

STRATEGY ALIGNMENT
A. Modelling of temperature rise

The normally open (NO) and normally closed (NC)
valves on the same side constitute a pair of two-way,
three-way valves. To improve the positioning control
accuracy of the main valve, the differential PWM (D-
PWM) control method is commonly adopted [24]. In
each control period, power needs to be supplied to four
coils. Analysis of the coil’s temperature rise is required
under the condition of simultaneously supplying power
for four coils. Furthermore, the temperature rise charac-
teristics of the digital valve are dependent on the coil vol-
ume and input power. For precise determination of the
integrated coil temperature rise, this study adapts finite
element simulation and experimental validation method-
ologies to obtain the “power-volume-temperature rise”
characteristics of the integrated multi-coil.

The steady-state thermal distribution of the digital
valve is analyzed using the steady-state thermal simula-
tion module in ANSYS Workbench. The finite element
matrix form of the steady-state heat balance equation is
[14, 25]:

[C]{Ṫ}+[[Kc]+ [Kh]]{T}= {QQ}+{Qh}, (32)
where [C] represents the specific heat matrix, [Kc] repre-
sents the conduction matrix, which is related to material
properties and geometry, [Kh] represents the convection
matrix, [T] represents the nodal temperature vector, and
{QQ} represents the heat generation vector, including the
Joule heating P generated by the current passing through
the coil. Joule heat is the heat produced by the current
flowing through the conductor and is transferred to the
various components via thermal conduction. {Qh} repre-
sents the convection heat vector which can be calculated
using the following formula:

Qh = hconv ·S ·Ta, (33)
where hconv represents the convective heat transfer coeffi-
cient, S is the projected area of the element surface in the
direction normal to its interface with the environment,
and Ta represents the ambient temperature.

The ambient temperature is set as 25◦C in the sim-
ulation model. The coil section is equivalently treated
as a homogeneous entity [26]. The dimensions of the
coil were set as follows: din = 11.5 mm, dout = 14.0
mm, lk = 40 mm. Joule heating of the four coils was set
as the heat source. To enhance computational efficiency,
the four HSVs are simplified to a cylindrical shape, with
the fins on the cover being neglected. Energy radiation
heat transfer is turned off, and the direction of gravity
is set along the y-axial. Convection, a heat transfer phe-
nomenon in a fluid medium, depends on the geometric
arrangement, temperature, and properties of the convec-
tive medium surrounding the surface [27], and can be
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calculated by equation (34):

hconv =
C • k

Le

(
gαL3

v2 Pr
)n

Δθ n, (34)

where k thermal conductivity, set as 0.026 W/(m · ◦C)
for air, g acceleration due to gravity, set as
9.81
(

m2/s
)
,α volumetric thermal expansion coef-

ficient, set as 2.725 × 10−3(/K),Δθ temperature
difference between the surface of the object and the air,
C and n empirical constant, v kinematic viscosity, set as
22.8×10−6

(
m2/s

)
, and Le characteristic length.

If the outer face of the digital valve, whose normal
are parallel to the direction of gravity, then Le can be
expressed as:

Le =
Sa

p
, (35)

where Sa and p is the area and the perimeter of the plane
surface, respectively.

Prandtl number Pr can be expressed as:

Pr =
Cpμ

k
, (36)

where Cp specific heat capacity at constant pressure,
set as 1007 J/(kg · ◦C), and μ dynamic viscosity, set as
26.4×10−6 (pa · s)

The material parameters of each component are
shown in Table 1.

The temperature distribution under varying power
does not include the cover and thermal grease in Fig. 5.
In Fig. 5 (a), each coil was subjected to a power input of
4.35 W. The simulation results indicated that the maxi-
mum temperature of coil NO1 reached 107.74◦C, corre-
sponding to a temperature rise of 82.74◦C. Additionally,
each coil was subjected to a power input of 5.52 W in
Fig. 5 (b). The results show that the maximum tempera-
ture of coil NO1 reached 126.22◦C, corresponding to a
temperature rises of 101.22◦C.

A test bench was developed to validate the finite ele-
ment simulation results. The coil dimensions were kept
the same as those used in the simulation, with an ambient
temperature set to 25◦C. The temperature rise of the coil
was measured using the resistance method, employing

Table 1: Thermal parameters of parts
Thermal

Parameters

Density

(kg/m3)

Specific Heat

Capacity

J/(kg · ◦C)

Thermal

Conductivity

W/(m · ◦C)
Copper 8978 381 378.6

Air 1.16 1007 0.026
Bracket/

HSV
7870 460 80

Shell 1400 1150 0.25
Bobbin 1420 1150 0.24
Grease 1500 2300 1.5

Valve seat 2770 875 165

(a)

(b)

Fig. 5. Temperature results under different power input:
(a) power input of 4.35 W and (b) power input of
5.52 W.

the test setup depicted in Fig. 6. The current in the wind-
ing of the HSV was detected using a CHB-2AD closed-
loop Hall current sensor, and its voltage signal output
was collected by an STM32F103ZET6 control board.
Measurements were taken at intervals of 0.25 seconds
until the temperature reached a steady state.

From Fig. 7, it is evident that the maximum relative
error between the simulation results and the experimental
data is approximately 11% at an input power of around
3 W, with the majority of the data points exhibiting an
error of less than 10%. This confirms the reliability of
the simulation model settings.

To research the function relationship between input
power, coil temperature rise, and coil volume for NO1,
the coil’s outer diameter dout ranged from 12.5 mm to
14.2 mm, with intervals of 0.5 mm; the coil height lk
ranged from 20 mm to 45 mm, with intervals of 5 mm.
The input power ranged from 1 W to 9 W, with intervals
of 1 W. Temperature rise data points for coil NO1 were
then obtained under these various conditions. Finally, the
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Fig. 6. Experimental setup for testing temperature rise of
the digital valve.

Fig. 7. Comparison of temperature rise between the
experiment and simulation.

black data points in Fig. 8 represent the results obtained
through simulation.

We use the matching tool in MATLAB software to
fit the simulation data. The surface shown in Fig. 8 is
fitted to equation (37), and the coefficients of the expres-
sion for P(V,ΔT) are determined by equation (37):

P(V,ΔT ) =−0.2488+4.305e−5V +0.04397ΔT
−2.691e−8V 2 +1.641e−6V ΔT +9.292e−5ΔT 2 , (37)

where P(V, ΔT) is the copper loss and V is the volume
of the coil. ΔT represents the temperature rise of the coil
and is expressed by:

ΔT = Th, (38)

Fig. 8. Temperature rise characteristic surface of NO1.

where Th denotes the hotspot temperature of the NO1
and Ta represents the ambient temperature.

The fitting indicators, R2 and root mean squared
error (RMSE) for equation (37) and Fig. 8 are 0.9998 and
0.04163, respectively. These metrics assess the accuracy
and reliability of the mathematical expression in equa-
tion (37).

In addition, the results of the variance analysis of
the coil temperature rise data points indicate that the
coil temperature rise (�T) has the greatest impact on
input power, followed by the square of the coil tempera-
ture rise (�T2), then the coil volume (V), and the inter-
action term between coil volume and temperature rise
(V·ΔT) ranks last. Furthermore, combining the analy-
sis from Fig. 8 and equation (37), it can be concluded
that there is an approximately linear relationship between
input power and coil temperature rise. Additionally, as
the input power increases, the impact of coil volume
on the coil’s temperature rise gradually becomes more
pronounced.

B. Multi-objective optimization

1. Optimization variables
In the present study, the designed stroke of arma-

ture is agap = 0.35mm. The design parameters for the
proposed solenoid are shown in Fig. 2. The predefined
parameters include inner diameter din = 11.5 mm, ini-
tial air gap δ g = 0.5mm. The stiffness of the spring ks
= 10N/mm, precompression x0 = 0.7 mm. The exter-
nal control signal operates at a frequency of 50Hz with
a duty cycle of 0.5 [28]. When the main valve is con-
trolled by D-PWM, it is found that when the main
valve responds in step or sinusoidal tracking through
Amesim/MATLAB co-simulation, the steady-state pres-
sure in the left and right chambers is about 0.95Mpa.
Thus, there are still four structure parameters that need
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to be optimized: lk, dout , dc, and db, according to equa-
tions (29) and (31).

According to GB/T 7673.3-2008, the functional
relationship between wire numbers (WNU),db and dc is
determined using a fitting method in MATLAB.

The fitting results are illustrated in Fig. 9. The R-
square values for db and dc are 0.9999 and 0.9997,
respectively. and the RMSE for db and dc are 0.00111
and 0.0227, respectively. The high accuracy of the fitting
indicates the reliability of the fitted function. Therefore,
there are three structure parameters in total that require
optimization.{

db = 5.6682×0.8907WNU +0.001
dc = 5.6367×0.8966WNU +0.001 , (39)

The MOP method uses sampling points to construct
a surrogate model to replace the complex actual FEM
model and implements an optimization algorithm based
on MOP. The logic of the optimization process is out-
lined in Fig. 10.

Fig. 9. The relationship between the diameter of wire and
WNU: (a) db and WNU and (b) dc and WNU.

Fig. 10. The optimization process of HSV in ANSYS
Workbench.

Firstly, a sensitivity analysis is carried out. During
this stage, according to the performance requirements
of the HSV, we determine the parameters variables and
range. Secondly, using the coil parameters obtained in
the first step, we perform a transient finite element anal-
ysis to generate results under different voltage control
strategies. Thirdly, we develop MOP based on the param-
eter variables, objectives, and constraints. Then, using
MOP, we apply an EA to obtain the optimization results,
which are subsequently validated in Maxwell.

2. Optimization objectives
In this study, the requirement of HSV is quick

response. According to these requirements, we define
the optimization objectives include opening time ton and
closing time to f f . All objectives will be calculated by
equation (40).

Object functions:

min

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

f1(u) =− 1
tNC1
on −0.0001

f2(u) =− 1
tNC1
o f f −0.0001

f3(u) =− 1
tNO1
o f f −0.0001

f4(u) =− 1
tNO1
on −0.0001

, (40)

Constraints: the allowable temperature rise of the coil
shall not exceed 100◦C. Thus, the allowable input power
should be computed using equation (37).

The simulation model integrates the following con-
straint functions:

k1(u) =
Pin

Pset
,1, (41)

where k1 is power loss ratio and u is parameter in the
design vector. Its expression is:

u = [dout , lk,WNU ]. (42)
If Pin is the copper power loss of the coil, the expres-

sion for it is:

Pin =

∫ Ts
0 i2Rdt

Ts
, (43)

where i is the current flowing through the coil and Ts is
the period of the control signal.

The relevant parameters in this design study are
given at: Us = 24 V, dout∈[12.5 mm, 14.2 mm], lk∈[20
mm, 45 mm], and WNU∈[26,40].

3. Analysis of sensitivity and construction of meta-
models

Latin hypercube sampling (LHS) is preferred for
MOO due to its effective space-filling capabilities and
independence among design variables [29]. Therefore,
LHS was selected for subsequent analysis. Using LHS,
300 sample points were chosen, and the corresponding
response values were computed for each point.

MOP involves fitting input and output variables
using a mathematical model. However, for highly com-
plex relationships, it cannot be guaranteed that the
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response surface will pass through all sample points.
Therefore, analyzing the fitting accuracy is essential to
ensure effective representation of the information con-
tained in the original model. The Coefficient of Progno-
sis (COP) [30] is employed as a criterion to assess the
accuracy of MOP.

All COPs are shown in Fig. 11. The COPs in the last
column, which represent the full model, are all greater
than 0.9. When COP>0.7, this indicates strong fitting
accuracy and supports the use of MOP as a viable alter-
native to the finite element method (FEM) in optimiza-
tion [29]. From Fig. 11, it can be observed that WNU has
a significant influence on the opening time of HSV, while
the closing time is primarily influenced by changes in the
diameter of the coil under single-voltage control.

4. Optimization and validation
After obtaining the surrogate model in section B.3,

this study adopted MOO using an EA based on the
SPEA2 (Strength Pareto Evolutionary Algorithm 2) [31]
to optimize the parameters of the coil, based on the crite-
ria and constraints defined in section B.2. The parameters
of the EA method are shown in Table 2 [32].

After a maximum of 10,000 function calls, the
Pareto frontiers under different voltage control strategies
were obtained.

Figures 12 (a) and (b) show the Pareto 2D plots
of the objectives under single-voltage control strategy.
Gray represents particles that do not satisfy the con-
straints, black represents particles that satisfy the con-
straints, and the red line represents the Pareto frontiers,
which includes the Pareto optimal solution set.

Figure 12 (a) denotes the relationship between the
objective functions f2(u) and f1(u) for NC1. Figure 12 (b)
represents the relationship between the objective func-
tions f3(u) and f4(u) for NO1 under the single-voltage

Fig. 11. Full model CoPs: (a) single-voltage control and (b) three-voltage control.

Table 2: Parameters of the evolutionary algorithm
Name Value Name Value

Maximum
number of
samples

10000 Selection
method

Tournament

Population
size

10 Crossover
method

Simulated
binary

Maximum
number of
generation

1000 Crossover
probability

0.5

Fitness
method

Pareto
dominance

Mutation
method

Self-
adaptive

Constrain
handling

Rank order Mutation
rate

5%

control strategy. There are seven points on the Pareto
front. The optimization workflow ends with the valida-
tion of the MOP-based results presented in the Pareto
front. The parameters of the coil obtained from MOP
and located on the Pareto front were used as an input
into Maxwell software to calculate the relative error in
the coil’s opening time, closing time and power loss ratio
compared to the predictions of the MOP.

As shown in Fig. 12 (c), under single-voltage con-
trol, the results obtained from MOP show a relative error
of approximately 14% for NC1, 16% for NO1 in opening
time, and 15% for NC1, 16% for NO1 in closing time,
when compared to FEM.

One point (No. 6) does not meet equation (37)
according to FEM results, as shown in Figs. 12 (c) and
(d). Therefore, this point should be excluded in the sub-
sequent calculations for the final optimal point.

Figure 13 (a) denotes the relationship between
the objective functions f2(u) and f1(u) for NC1 under
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(a) (b)

(c) (d)

Fig. 12. Optimization results based on MOP under single-voltage control: (a) relationship between the objective func-
tions f2(u) and f1(u) for NC1, (b) relationship between the objective functions f3(u) and f4(u) for NO1, (c) relative error
between MOP and FEM for NC1 and (d) relative error between MOP and FEM for NO1.

three-voltage control strategy. Figure 13 (b) represents
the relationship between the objective functions f3(u) and
f4(u) for NO1. There are 163 points on the Pareto fron-
tier under three-voltage control. As shown in Figs. 13 (c)
and (d), under three-voltage control, the results obtained
from MOP exhibit a relative error of approximately 8%
for NC1, 10% for NO1 in opening time, and 14% for
NC1 and NO1 in closing time, when compared to FEM.
Twelve points fail to satisfy equation (37), as calculated
from FEM, as depicted in Figs. 13 (c) and (d). Therefore,
these points must be excluded from subsequent calcula-
tions for determining the final optimal point.

Under both single-voltage and three-voltage control
strategies, the Pareto front data points have WNU of 34
and 31, respectively. This difference is likely due to the

more significant impact of WNU on power loss com-
pared to other design variables. Furthermore, the data
points indicate a negative correlation between coil cross-
sectional area and opening time (ton), while a positive
correlation is observed with closing time (to f f ). A pos-
sible reason could be that, with a constant WNU, the
coil cross-sectional area is positively correlated with the
number of turns N, which in turn explains the observed
correlation.

There are numerous valid solutions that reside
within the Pareto front. It remains challenging for
designers to determine which solution to select. There-
fore, methods must be applied to compare these solutions
effectively [6]. In this paper, the optimal solution, which
minimizes the value calculated using equation (44) is
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(a) (b)

(c) (d)

Fig. 13. Optimization results based on MOP under three-voltage control: (a) relationship between the objective func-
tions f2(u) and f1(u) for NC1, (b) relationship between the objective functions f3(u) and f4(u) for NO1, (c) relative error
between MOP and FEM for NC1, and (d) relative error between MOP and FEM for NO1.

selected under the given constraint conditions:

min: f (t) = tNC1
on + tNC1

o f f + tNO1
on + tNO1

o f f . (44)

The optimal solution for each voltage control strat-
egy is listed in Table 3.

Table 3: Optimal coil parameters based on voltage con-
trol strategies

Single-voltage Three-voltage

Experiment (ms) Experiment (ms)
Open Close Open Close

Type A NC1 5.0 4.0 5.0 1.5
NO1 5.5 4.0 5.5 2.0

Type B NC1 / / 3.0 1.5
NO1 / / 3.5 2.0

V. EXPERIMENTS
A. Experiments analysis

Several prototypes were fabricated, and a test bench
was developed to measure the opening and closing times
of the HSV. This test bench, shown in Fig. 14, uses a sin-
gle pressure transducer to detect these times. The NO1
valve, connected to the tank, remains open as an ori-
fice [6]. To reduce the pressure at the pump, a relief
valve is installed between the inlet port of NC1 and the
pump. NC1, which is connected to a pilot pressure source
(1.35 MPa), is normally closed. The pressure transducer
will detect the increment of the pressure. A current sen-
sor (CHB-5AD) is used to detect the dynamic of the
winding current. A driver (AIKONG AQMH2407ND) is
developed to control the HSV which can generate volt-
age profiles required for single-voltage or three-voltage
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Fig. 14. Experimental setup for testing the opening and
closing times of HSV.

(a) (b)

(c) (d)

Fig. 15. Experiment result of dynamic performance under type A coil for NC1 and NO1: (a)(c) single-voltage control
and (b)(d) three-voltage control.

control. During the testing of NC1, NO1 is kept in a nor-
mally open state; conversely, when assessing NO1, NC1
is maintained in a continuously open condition.

From Fig. 15 (a), during the opening stage, the pres-
sure curve shows that the HSV implements full open-
ing within 5.0 ms. However, during the closing pro-
cess, the current and pressure curves indicate that the
HSV reaches full closure within 4.0 ms. In contrast
to single-voltage control, using a three-voltage config-
uration results in a substantial reduction in the closing
time of NC1, achieving full closure in less than 2.0 ms,
as depicted in Fig. 15 (b). Regarding Fig. 15 (c), it is
shown that the valve achieves full closure within 4.0 ms
for NO1 during the closing stage. Simultaneously, dur-
ing the opening process, both the current and pressure
curves indicate that the valve reaches full opening within
5.5 ms. Similarly, implementing three-voltage control
results in a significant reduction in the closing time of
NO1 to less than 2.0 ms compared to single-voltage
control.
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(a)

(b)

Fig. 16. Experiment result of dynamic performance
under type B coil for NC1 and NO1: (a) three-voltage
control for NC1 and (b) three-voltage control for NO1.

(a) (b)

Fig. 17. Curves depicting the temperature rise of the NO1 coil: (a) temperature rise of Type A coil under various
voltage control strategies and (b) temperature rise of Type B coil under three-voltage control.

Based on Figs. 16 (a) and (b), the experimental
results indicate that for NC1, the complete opening and
closing times are approximately 3.0 ms and 1.5 ms,
respectively. For NO1, the complete opening and closing
times are approximately 3.5 ms and 2.0 ms, respectively.

From the experimental results in Figs. 15 and 16, it
is evident that even with subsequent adoption of three-
voltage control, the opening time of Type A coil cannot
be reduced compared to the Type B coil. The specific
data from the experimental findings are listed in Table 4.

From Table 4, it is shown that when both coils adopt
the three-voltage control strategy, the Type B coil signif-
icantly reduces the opening time for NC and NO by up
to 40% (from 5.0 ms to 3.0 ms) and 36.4% (from 5.5 ms
to 3.5 ms), respectively, compared to Type A coil.

For both coil types, the simulation results for
opening time closely align with the experimental data,
demonstrating that the simulation models accurately pre-
dict the opening and closing times of the HSV. These
results suggest that while the simulation models gen-
erally provide accurate and reliable data on opening
time, they may not fully account for all the complex-

Table 4: Simulation and experiment results
Single-voltage Three-voltage

Experiment (ms) Experiment (ms)
Open Close Open Close

Type A NC1 5.0 4.0 5.0 1.5
NO1 5.5 4.0 5.5 2.0

Type B NC1 / / 3.0 1.5
NO1 / / 3.5 2.0
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ities involved in the valve closing stage. The observed
difference may be attributed to a difference between the
actual material BH curves and those used within the sim-
ulation parameters. Furthermore, the simulation method-
ology utilized the initial magnetization curve as a substi-
tute for the hysteresis loop, thereby overlooking the mag-
netic remanence phenomenon inherent in ferromagnetic
materials.

To analyze the thermal behavior of the two coil vari-
eties under various voltage control strategies, additional
experiments were conducted to measure the temperature
rise of the coils. The steady-state temperature of four
coils was tested under different voltage control strate-
gies, with a control signal frequency of 50 Hz and a duty
cycle of 0.5, in accordance with the simulation parame-
ters.

The temperature rise of NO1 was approximately
102◦C and 80◦C under the single-voltage and three-
voltage control strategies, respectively. Furthermore,
according to Fig. 17 (b), when employing Type B coils
under three-voltage control strategy, the temperature of
the NO1 coil was measured at 101◦C. This temperature
rise aligns closely with the simulated results and opti-
mization objectives.

VI. CONCLUSIONS

The study involved numerical modeling, simulation
analysis, and experiments to analyze the impact of volt-
age control strategies on coil parameters. The main con-
clusions:

(1) For multi-coil integrated digital valves, this
study develops an advanced coil optimization design
method that aligns with different voltage control strate-
gies, employing MOP and EA method.

(2) Under the constraint of temperature rise, coils
designed with a three-voltage control strategy, in com-
parison to those with a single-voltage control strategy,
significantly reduce the opening time for NC and NO by
up to 40% (from 5.0 ms to 3.0 ms) and 36.4% (from 5.5
ms to 3.5 ms), respectively. However, it had almost no
effect on the closing time.

(3) In future work, an investigation will be con-
ducted on how the maximum output current of the driver
board influences the optimization process of coil param-
eters. Additionally, this study will also evaluate the spe-
cific impacts of four voltage control strategies on the
optimization of coil parameters.
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