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Abstract – Here, a 5-row microstrip coupled line fil-
ter design with six different variable design parameters
having a center resonance frequency of 2.45 GHz is
considered as a multi-dimensional and single-objective
optimization problem using a variant of the newly
proposed Chameleon swarm algorithm. In this study,
three different objective functions specially adapted from
mathematical models were used for the current prob-
lem. Additionally, artificial neural network (ANN) mod-
eling support was used for acceleration, thus eliminating
the extra hardware cost that may be needed. The filter
toolbox, which was recently released with the MAT-
LAB 2021b version, was used throughout the optimiza-
tion process. The study includes multiple innovations,
including the updated algorithm, new toolbox and origi-
nal objective functions.

Index Terms – Chameleon swarm algorithm, cou-
pled line bandpass filter, evolutionary algorithms,
non-uniform microstrip filter, optimization techniques,
swarm intelligence algorithms.

I. INTRODUCTION
Microwave filters are very important in RF and

microwave applications. They combine or separate dif-
ferent frequencies from each other. Filters are frequently
encountered in microwave systems, especially in satellite
and mobile communication systems. The most sought-
after features in these filter designs are high performance,
low loss, small size and low cost. At the beginning of
the usage areas of bandpass filters, we can offer devices
such as oscillators and mixers to prevent unwanted sig-
nals. Many microwave systems, such as these devices,
incorporate bandpass filter structures to block unwanted
signals. In order to meet the requirements arising in
this context, filters are designed as collective element
and discrete element circuits. These designs consist of
waveguide, coaxial line and microstrip transmission lines
[1]. Microstrip parallel-connected filters consisting of
microstrip transmission line are widely used in these
designs because they have many advantages [2]. These

parallel-connected microstrip filters used can create an
unsymmetrical passband response as well as excess pass-
band at multiples of the targeted frequency. The reason
for the common harmonic’s formation in parallel con-
nected microstrip filters is the difference in the phase
velocities in the inhomogeneous dielectric medium in
the microstrip structure. This causes performance degra-
dation in systems such as frequency divider or WLAN
receiver.

Combined microstrip lines are used in many circuit
functions and the design procedures are well established
[3, 4]. Principle application areas are directional com-
biners, filters and delay lines [5]. Parallel coupled line
filters are generally used in microwave technologies at
high frequencies (up to 0.8-30 GHz). At low- and mid-
level frequencies, bandpass or filtering filters are gen-
erally in the form of distributed circuits and are used
by combining classical resistors, coils and capacitors in
different ways according to needs [6]. Resistors, coils
and capacitors become an unstable and unsolvable mate-
rial that encounters many problems as higher frequen-
cies are increased. For this reason, at high frequencies,
parallel combined line filters can be used as a solution
with a completely different way of thinking and pro-
duction without the need for conventional circuit ele-
ments. In microstrip structures, materials with different
properties are combined on top of each other in differ-
ent thickness, height and length, and these long strips
are produced on the card surface in a straight, horizon-
tal, perpendicular and parallel manner. The thickness of
these strips, the distance between the strips, how long
they will be and whether the strips will be connected
to each other are decided during the design [7]. When
the structure of the material used in the strips and the
state of the layers are evaluated together with other com-
ponents, it will answer questions such as what the cen-
ter frequency, bandwidth and harmonics of the designed
filter will be. As a result, since trouble-free filters can-
not be designed with resistance coils and capacitors at
high frequencies, fabricated to do their job, parallel com-
bined line filters, which are stable at high frequencies
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and comply with the principles of materials science, are
designed [8]. When two unshielded transmission lines
are placed side by side, a proportion of the power avail-
able to the main line is coupled to the secondary line.
Bandpass filters are indispensable elements of communi-
cation system designs. They reduce harmonics and spu-
rious emissions for transmitters [9]. In coupled lines, the
characteristic impedance can be increased [10] to widen
the gaps and reduce coupling. Narrowing the line widths
can cause an increase in conductor loss. Electromag-
netic field analysis or experimental measurements may
be needed to find the distance to be left between the
resonators [11]. However, the design equations of the
stepped track structure are only correct for the central
frequency of the passband and further optimization with
CAD tools is still required [12]. In brief, although there
are methods that contain many empirical equations for
filter designs, their complexity and inconsistency in some
cases have led designers to filter simulation programs
[13, 14].

Although there is a great interest in the design and
optimization of microstrip combined line filters in the
literature, there are many studies on it [15, 16]. In one
study, circuit implementation of the filter was made
through concentrated components such as inductors (L)
and capacitors (C) for even and odd filter order. After-
wards, it was designed in a microstrip structure using
mathematical equations and simulated with the help of
the CST program. Both the inconsistency of the mathe-
matical equations and the complexity of the method have
made the design very difficult [17]. In another study,
microstrip coupled line bandpass filter design with 400
MHz bandwidth has been made. Since this study is based
on mathematical equations, it has computational com-
plexity as well as computational redundancy [18]. In
another study, a method for optimizing the coupling gaps
for a microstrip bandpass filter design using cross-linked
resonators to achieve high selectivity is presented [19].
PSO was used as the algorithm. The optimization process
is based on mathematical equations. In addition, many
filter design optimization studies have been done [20–
23]. However, many of them perform the validation sim-
ulation for a single model by optimizing from numerical
calculations.

In recent years, scientists have developed many opti-
mization methods based on different methods in order
to overcome multi-dimensional and various optimiza-
tion problems, in engineering science as well as other
fields. In this context, there are several optimization stud-
ies on transistors that form the basis of microwave elec-
tronics [24–27]. Optimization problems contain single-
or multi-objective problems that need to be improved.
The mathematical expression of these problems is called
the objective function. In addition, these objective func-

tions are combined within themselves and include the
cost function. In most problems, the objective functions
and design variables are linear. Nonlinear objective func-
tions, on the other hand, have limitations due to their
complex structure [28]. Often, nonlinear problems con-
tain sharp and multiple peaks along with many local
optima [28]. It may be necessary to generate complex
objective functions for optimization problems with com-
plex and large design parameters. The main purpose of
optimization is to achieve the global optimum. Meta-
heuristic algorithms are very successful in both pre-
venting the local optimum and finding the global opti-
mum. For this reason, studies are carried out on new
meta-heuristic algorithm models. One of them is the
Chameleon swarm algorithm (CSA), which has been dis-
cussed recently. Chameleons are mostly creatures that
live in forests or deserts and are constantly searching
for food. There was no optimization algorithm in the
literature that mimicked the behavior of chameleons in
nature, until [29]. In this study, a meta-heuristic algo-
rithm called CSA is presented to solve global optimiza-
tion problems [29]. The inspiration for this algorithm is
the dynamic behavior of chameleons looking for food in
nature. In another study on this successful study, devel-
oped with existing CSA variant models, supported by
original complex linear and nonlinear objective func-
tions, variant models played an active role in finding
more performance results [28].

In order to overcome the traditional filter design
problems mentioned previously, the complexities and
inconsistencies in filter designs suggest that the opti-
mization problem of bandpass filter design can be
overcome by using the newly proposed variant CSA.
The fact that both the bandwidth and the center res-
onance frequency can be easily adjusted by changing
only the objective function with optimization is a step
towards solving traditional problems. In addition, the
fact that there is no empirical equation, and the system
is simulation-based is an advantage over other studies in
terms of closeness to reality. In addition, the large num-
ber of filter design parameters and the fact that the filter
is bandpass make the problem difficult. In order to over-
come this power optimization design problem, the vari-
ant CSA supplemented with the original objective func-
tions will be used. There are many bandpass filter stud-
ies in the literature, and almost none of them solved by
the optimization method are simulation-based. The filter
toolbox of MATLAB 2021, which has just been put into
use with the 2021b version, saves us from computational
confusion. In addition, no filter optimization studies have
yet been encountered with the algorithm or its derivatives
used.

This article is organized as follows. Filter design is
mentioned in section II. In section III, information about
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the objective and cost functions used together with the
variant optimization used is given. The study part is in
section IV, and self-criticism is in section V. The paper
concludes with section VI.

II. FILTER DESIGN
Microstrip transmission lines are the most widely

used transmission lines in microwave engineering and
applications. Discussing the advantages and disadvan-
tages of microstrip transmission lines, the fact that the
circuit is on a patch allows it to easily adapt to the surface
on which it is applied. We can add ease of production and
low cost as another advantage. If we talk about the dis-
advantages, its high insulation can cause radiation and
undesired filter response. Also, although the microstrip
supports transverse electromagnetic mode (TEM) due to
the fill factor, in some cases it may appear non-TEM
due to the interconnection of the lines. Therefore, we can
classify the frequency of the microstrip bandpass filter as
asymmetric [30]. The dielectric constant of the substrate
is greater than the effective dielectric constant because
some parts of the transmission line are in air. Therefore,
dielectric constants are important for microstrip lines.
There are many studies on microstrip coupled line filter
design [31, 32]. In particular, microstrip line Chebyshev
single band and dual bandpass filters are widely avail-
able [33–35]. There are also many bandpass filter designs
made with different approaches [33–35].

Here, a bandpass filter with a middle band of 2.45
GHz with a microstrip combined line filter structure will
be designed. The proposed filter consists of the supply
connected to the parallel lines connected between the
two ports. In the proposed design, the characteristic
impedance is chosen as Z0 = 50 Ω, while the microstrip
bandpass is designed on Teflon material with εr=4.4
and the combined line filter height h = 1.6 mm from
the ground plane. Figure 1 shows the schematic of the
filter design. The design parameter values specified
in the diagram are given in Table 1 in detail. Of the
eight design parameters specified here, six of them are
variable and two of them are fixed values. In addition,
three of the variable design parameters contain six
different variable parameters. In the design processes,
PEC was chosen as the conductor and Teflon as the
substrate. Although there are many empirical equations
and methods for microstrip coupled line filter design,
it has been mentioned that the equations are not suit-
able for practical designs due to their inconsistency
and the technique is old [13–14]. For this reason,
the filter toolbox of MATLAB 2021, which is one
of the toolboxes that are libraries of MATLAB func-
tions adapted to MATLAB for the solution of special
problems in optimization operations and filter simula-
tions in the study, was used. A toolbox in Simulink is

Fig. 1. Coupled line filter.

Table 1: Coupled line filter design parameters
Parameter Definition Center Value Value

Range
FilterOrder Filter order 5 -

PortLineLength Length of input
and output lines

27.9 (mm) ±40%

PortLineWidth Width of input
and output lines

5.1 (mm) ±40%

CoupledLineLength Lengths of
coupled lines

[27.9 27.9
27.9 27.9 27.9

27.9]

±40%

CoupledLineWidth Widths of
coupled lines

[3.6 4.9 4.9
4.9 4.9 3.6]

±40%

CoupledLineSpacing Distance between
coupled lines

[0.1827 1.9
1.9 1.9 1.9

0.1827]

±40%

Height Height of coupled
line filter from
ground plane

1.6 (mm) constant

GroundPlaneWidth Width of ground
plane

55.1 (mm) ±40%

Substrate Type of dielectric
material

Teflon -

Conductor Type of metal
used in

conducting layers

PEC -

a collection of blocks and functions used to simulate
complex engineering systems. In short, toolboxes pro-
vide ready-made blocks and functions that allow users
to design, simulate and debug their systems quickly and
easily. In addition, although this toolbox is still very new,
it has been made available with the 2021b version. Thus,
the complexity and inconsistency in the equations have
been completely overcome. At the same time, this situ-
ation can be considered as a digital model representing
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a virtual simulation of real-world objects, processes or
systems. Thus, it provides analysis and prediction in
real time by simulating the properties, performance and
behavior of the physical object, saving it from many
empirical equations and load confusion in filter design.
In terms of application, it can be easily integrated into
optimization stages as a fast, efficient, accurate and prac-
tical solution.

III. CHAMELEON SWARM ALGORITHM
Design problems are getting more difficult day by

day and designers’ demand for better solutions makes
existing optimization algorithms insufficient and directs
researchers to develop new algorithms. Meta-heuristic
algorithms work by integrating them into real simula-
tions to mimic some properties of commodities exist-
ing in nature [36]. One of the algorithms that has been
developed in recent years and inspired by nature is CSA.
This algorithm supports the concept of ‘no-free-lunch’
(NFL) [29]. Chameleons usually live-in forests or deserts
and constantly search for food. A study published a few
years ago found an optimization algorithm that mimics
the behavior of chameleons in nature [29]. Essentially,
the algorithm adapts the movements chameleons make
while searching for food to the mathematical model.
One part of this is that chameleons catch their prey by
rapidly throwing their tongues. When all these behav-
iors are applied to create an optimization algorithm, a
model that finds suitable solutions is obtained. The men-
tioned CSA algorithm is an algorithm that has proven its
success in global optimization problems. In addition, it
is seen that more successful results are obtained in the
study compared to other meta-heuristic algorithms such
as GA, GWO and PSO [29].

The source of inspiration of CSA consists of briefly
following the prey, pursuing the prey with its eyes and
attacking the prey [28]. To summarize the functions of
the algorithm used:

Initialization and function evaluation: Since CSA
is a population-based algorithm, this stage covers the
beginning of the process.

Search for prey: Covers the updating of the behavior
and movements of the chameleons while searching for
food.

Rotation of the chameleon eyes: Chameleons have
the ability to determine the location of their prey by
using the ability to rotate their eyes independently of
each other.

Prey hunting: When chameleons are very close to
their prey, they attack and conclude the hunting process.
We can say that the chameleon that comes closest to its
prey is the best and is assumed to be optimal.

In another study, a U-slot antenna design with four
resonance frequencies has been discussed as a multi-

dimensional and single-objective optimization problem
by using CSA and its variants developed in collaboration
with CSA, proposed in [28]. It has been suggested that
the CSA and its variants can undoubtedly be adapted to
any optimization problem with a large number of vari-
able design parameters [28]. The mCSA algorithm pro-
duced will be used in the study.

A. Variants of CSA
Reproduction, crossover and mutation are among

the most frequently used operators in many population-
based optimization algorithms, especially genetic-based
optimization algorithms. It is made possible by these
basic processes for the previous generation to trans-
fer their characteristics to new generations. Thus, indi-
viduals with good characteristics are more likely to be
selected for breeding. Considering all these advantages,
mutation and crossover operators that were not found in
the original CSA were added to the basic CSA and a vari-
ant model was derived [28].

Crossover and mutation are two basic operators used
in genetic algorithms to create new individuals from
existing individuals. The crossover operator is used to
generate two new individuals (children) through infor-
mation exchange (gene swap) from two individuals (par-
ents) in the current population. The purpose of crossover
is to combine good parts of old chromosomes to produce
new individuals that are expected to be better. The fre-
quency of crossover is controlled by a parameter called
crossover probability. A high crossover rate will cause
the search space to be explored very quickly, and indi-
viduals that are better than others will deteriorate very
quickly after new breeding processes. A low crossover
rate will cause very few new and different individuals
to enter the new generation resulting from reproduction,
and the research space will not be adequately scanned.
Therefore, determining a reasonable probability value
for the crossover rate is important for the performance of
the algorithm. Major crossover operators are single-point
crossover, two-point crossover and PMX. According to
the two-point crossover, the two points to be crossed
over in the chromosomes are determined and these parts
are exchanged to obtain two new generation chromo-
somes. Other genes are inherited from the first parent to
the first progeny chromosome, respectively. In the same
way, transfer is made from the second parent to the sec-
ond new generation chromosome. During the transfer, if
the transferred gene is already present in the new chro-
mosome, the other gene is passed on. If not, this gene
is transferred to the new chromosome. In the study, the
two-point crossover operator is preferred.

The mutation operator, on the other hand, simulates
the genetic mutation event in nature and plays an impor-
tant role in the success of GA. This operator generates
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a new solution by changing the value of some genes
of the chromosomes of an existing solution. The muta-
tion operator provides scanning of different regions of
the solution space by inserting new information into the
existing population. In this way, it helps to overcome
the problem of early convergence. In a genetic algorithm
without a mutation operator, the optimal solution can
only be obtained if the necessary information is found
in the initial population. Therefore, the population size
of the genetic algorithm without a mutation operator will
have to be kept very large. This will reduce the speed
of the algorithm. The genes to be mutated are randomly
determined according to a very small mutation rate. A
high mutation rate will introduce excessive randomness
to the search and accelerate divergence. Conversely, a
low mutation rate will slow divergence and prevent full
exploration of the search space. Therefore, the problem
of early convergence will arise. Three types of muta-
tion operators have been studied. These are the ’Swap’,
’Insert’ and ’Shift’ mutation operators. The swap opera-
tor swaps two randomly determined genes on a randomly
determined chromosome. In the study, the ’Swap’ oper-
ator was preferred.

First, a cut-off point was created between the results
found. The algorithm was forced to find the desired
results because the costs were shown high in the results
that were outside the desired limit. After the calculation
of the targets, artificial neural network (ANN) model-
ing should be added before the solution archive is cre-
ated. This can shorten the optimization time by reduc-
ing the number of iterations to reach the minimum cost
value. In addition, all the results found in each step were
brought together to form a feasible solution set and this
set was used for selection. Figure 2 shows its mathe-

Fig. 2. Flowchart for optimal solution of CSA with accel-
erated variant model support of the coupled line band-
pass filter.

matical modeling. The beginning of the process is to
define the parameters of the algorithm, such as the popu-
lation size, maximum iterations and weight coefficients,
as shown in Fig. 2. At this point, the latest development,
ANN model support, was specified externally. Thus, the
optimization time was shortened by up to six times. As
seen in Fig. 2, if the ANN model is included, the calcula-
tion part is skipped, and time is saved. All this ends when
the best solution is reached.

B. Objective and cost functions
The variant model of the CSA, which is a new

optimization technique, will be supported with original
objective functions in order to obtain more performance
results. Here, three different types of objective function
pairs are defined for the pass and stop band segments
adapted from linear and nonlinear mathematical mod-
els. These were named in a study as polynomial, power
and exponential model, respectively [28]. Two measure-
ment functions, S11 and S21, were chosen as the decision
variables that make up these unique objective functions.
Here, it is aimed that S11 should be as small as possible
(maximum -10 dB) in the passband, and S21 should be
close to 0 in the passing band, and S21 should be as small
as possible (maximum -10 dB) and S11 should be close to
0 in the stopping band. Since S11 and S21 have the same
importance for this problem, the weighting coefficients
of the measurement functions (wc1−2 = 0.5) are taken as
equal.

Adapted from the polynomial model, the objective
function pairs are defined as follows for two separate
parts, the bandpass and the bandstop. Bandpass part:

OF p11 =
M

∑
i=m

(wc1 ∗ |S21i|), (1)

OF p12 =
M

∑
i=m

(
wc2

|S11i|

)
. (2)

Bandstop part:

OFs11 =
N

∑
j=n

(wc1 ∗
∣∣S11 j

∣∣), (3)

OFs12 =
N

∑
j=n

(
wc2∣∣S21 j

∣∣
)
. (4)

The objective function pairs adapted from the power
model are defined as follows for two separate parts, the
bandpass and the bandstop. Bandpass part:

OF p21 =
M

∑
i=m

(wc1 ∗ |S21i|)2, (5)

OF p22 =
M

∑
i=m

(
wc2

|S11i|

)2

. (6)

Bandstop part:

OFs21 =
N

∑
j=n

(wc1 ∗
∣∣S11 j

∣∣)2
, (7)
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OFs22 =
N

∑
j=n

(
wc2∣∣S21 j

∣∣
)2

. (8)

Adapted from the exponential model, the objective
function pairs are defined for two separate parts, the
bandpass and the bandstop. Bandpass part:

OF p31 =
M

∑
i=m

wc1 ∗ e−S21i , (9)

OF p32 =
M

∑
i=m

wc2 ∗ eS11i . (10)

Bandstop part:

OFs31 =
N

∑
j=n

wc1 ∗ e−S11 j , (11)

OFs32 =
N

∑
j=n

wc2 ∗ eS21 j , (12)

where i=2.44 and 2.46, j=2.36 and 2.54. Each represent
a resonance cutoff frequency.

In addition to all these objective functions, a cost
function has been determined. It is found as a result of
the collection of the objective function pairs determined
for the pass and stop band parts and is defined as follows:
cost = OFsk1 +OFsk2 +OF pk1 +OF pk2 , k = 1,2,3.

(13)
In the next section, a detailed working case will be pre-
sented on the optimization of the combined line filter
with the predetermined design parameters for the band-
pass model with a center frequency of 2.45 GHz.

IV. RESULTS
In the analysis part of the study, the variant model

of the CSA, which was previously proposed in a study
and has proven its success against other traditional algo-
rithms, will be used in the optimization problem of the
bandpass combined line filter design with a center fre-
quency of 2.45 GHz. As is known, changing the length
and width of the lines will cause different results of the S
parameters. In the study, firstly, the analysis of the cases
with and without ANN added to show the effect of ANN
support on the study was made. Then, the most opti-
mal algorithm parameters will be selected for the prob-
lem. Finally, experiments will be made with equal weight
functions for three different original objective function
pairs adapted based on the mathematical models with the
selected optimal algorithm parameters.

A. Performance analysis of ANN-aided modeling
Since the success of the proposed CSA against tra-

ditional algorithms was given in a recent study [28],
no additional comparison was included in this study.
Instead, since the optimization processes take a long
time, ANN modeling support was used for accelera-
tion, thus eliminating the extra hardware cost that may

be needed. In this part of the study, experiments were
carried out for different population values by choosing
maximum iteration=30, which is parallel to the study
in the literature. In order to see the difference in the
graphs more clearly, the results are shown for two dif-
ferent cases, with and without ANN modeling support,
for population (N)=60, which was found to be the most
successful result and which we accepted as the default
parameter, in the next part [28]. In Fig. 3, the typical cost
and function evaluation number (FEN) change variations
with the best performance repetition are shown. The best
results from 10 different studies are selected and exhib-
ited for both cases. With ANN modeling support, the
step to reach the minimum cost was reduced from 30 to
25. Therefore, optimum was reached approximately 20%
earlier. In addition, as shown in Fig. 3, ANN modeling
and the archive section created with these models were
included at the beginning of the application. As a result
of skipping the calculation part of the objectives, it was
seen that the application time was reduced by approxi-
mately six times.

Fig. 3. Typical cost and FEN variations with iteration of
the best performance of CSA selected from 10 runs for
optimization.

B. Optimal parameter set selection for optimization
Since CSA is a population-based algorithm, the

selection of the population size is of great importance
[29]. Considering both the possibility of being stuck
in the local optimum and the waste of resources, this
value should be chosen as the most optimum [37]. Per-
formance comparisons were made over the cost (13)
function by using OFp11-OFp12-OFs11-OFs12 (1,2,3,4)
among the objective function pairs determined with pop-
ulation (N)=30, 60 and 100 values in order for the study
to be based on solid foundations. The results obtained
are shown in Fig. 4 as typical variations of cost and FEN
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Fig. 4. Typical cost and FEN variations with iteration of
the best performance selected from among 10 runs based
on population parameter selection.

with the repetition of the best performance selected from
10 different studies. In addition, the cost and FEN vari-
ations in Fig. 4 are given in Table 2. Among the results
obtained for this study, it is seen that the population (N)
value which gives the result with the lowest minimum
and average cost is 60.

Table 2: Performance evaluations of algorithm by pop-
ulation parameter for results in Fig. 4 (maximum
iteration=30)
Population Minimum Maximum Mean

30 Cost 1.262 10.815 2.583
FEN 750 60 930

60 Cost 0.958 2.978 1.239
FEN 1500 120 1860

100 Cost 1.113 10.174 2.170
FEN 2500 200 3100

C. Performances of different objective functions
The objective functions determined in the optimiza-

tion process are primarily tried to converge to zero in
proportion to their weight coefficients. For this reason,
objective functions are critically important for an opti-
mization problem. In this section, we have detailed math-
ematical calculations in the previous section in order
to find S11 as small as possible (maximum -10 dB)
in the bandpass part, and close to 0 in S21, and as
small as possible (-10 dB) in S21 in the bandstop part
and close to 0 in S11. Experiments were made using
three different model objective function pairs adapted
from the models. The best result obtained using OFp11-
OFp12-OFs11-OFs12 (1,2,3,4) is given in Fig. 5 as typ-
ical magnitude-frequency variation of S11-S21 between

Fig. 5. S parameters of the bandpass filter obtained using
MATLAB with the polynomial model objective function.

4 GHz and 5 GHz. Likewise, the most successful result
obtained using OFp21-OFp22-OFs21-OFs22 (5,6,7,8) is
given in Fig. 6 as typical magnitude-frequency varia-
tion of S11-S21 between 4 GHz and 5 GHz. Finally,
the most successful result obtained using OFp31-OFp32-
OFs31-OFs32 (9,10,11,12) is given in Fig. 7 as typi-
cal magnitude-frequency variation of S11-S21 between
4 GHz and 5 GHz. In addition, the design parameter
values found as a result of this optimization are given
numerically in Table 3. When all these results are con-
sidered together, it is seen that the most successful result
with wider frequency bandwidth and better return loss
is found by using OFp21-OFp22-OFs21-OFs22 (5,6,7,8),
which is called the Power Model.

Fig. 6. S parameters of the bandpass filter obtained using
MATLAB with the power model objective function.
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Fig. 7. S parameters of the bandpass filter obtained using
MATLAB with the exponential model objective func-
tion.

Table 3: Performance evaluations of algorithm by popu-
lation parameter for results in Figs. 5–7 (maximum iter-
ation=30)

Parameter Polynomial
Model Value

(mm)

Power Model
Value (mm)

Exponential
Model Value

(mm)
PortLineLength 17.47 34.21 27.81
PortLineWidth 4.25 4.78 4.92

CoupledLineLength [22.7 22.7
22.7 22.7 22.7

22.7]

[22.28 22.28
22.28 22.28
22.28 22.28]

[22.28 22.28
22.28 22.28
22.28 22.28]

CoupledLineWidth [2.36 4.85
4.85 4.85 4.85

2.36]

[3.79 5.01
5.01 5.01 5.01

3.79]

[3.24 5.1 5.1
5.1 5.1 3.24]

CoupledLineSpacing [0.24 2.29
2.29 2.29 2.29

0.24]

[0.12 2.29
2.29 2.29 2.29

0.12]

[0.16 2.13
2.13 2.13 2.13

0.16]
GroundPlaneWidth 54.97 54.34 46.98

V. DISCUSSION
At the beginning of the study, modeling support

was not added because the optimization processes were
short for a computer with powerful hardware. Since the
optimization processes became undesirably long with
additional trials, the flow of the study was directed to
modeling-supported optimization. A much longer model
(8-9 rows) could have been preferred from an architec-
tural perspective. However, this would only extend the
processes, and it would be unknown whether it would
have any effect on the verification of the successful
implementation. In future studies, it is possible to make
the processes faster by changing the network used in
modeling support. A suggested approach for longer-
lasting models such as antenna optimization can also be
tried.

VI. CONCLUSION
In this study, a new variant CSA in the literature of

a combined line filter with a center frequency of 2.45
GHz, three of which contain six different variable param-
eters in themselves, in total eight design parameters, is
considered as a multi-dimensional and single-objective
optimization problem. The study started with the perfor-
mance measurements of the modeling-supported short-
ening of the optimization processes. Then, it continued
with the selection of the optimum population parame-
ter considering both the possibility of getting stuck in
the local optimum and the waste of resources. The lin-
ear and nonlinear objective functions used in the study
are completely original and have been specially designed
for the bandpass filter model, one of the mathemati-
cal models. Although the CSA model preferred in the
study is a very new optimization algorithm, it has not
yet been encountered in any filter design optimization
problem in the literature. In addition, the variant model
used played an active role in finding more performance
results in another study [28]. The study aimed to find
the optimum filter design dimensions. In all these selec-
tions, objective function pairs played an active role as
well as algorithm parameters. Compared to other results,
the most successful result with wider frequency band-
width and better return loss was obtained using OFp21-
OFp22-OFs21-OFs22 (5,6,7,8) adapted from the power
model. The study discussed includes many innovations
with all these aspects and sheds light on future studies. It
shows that this algorithm, which can overcome the prob-
lems of filter designers, can be a safe, practical and effi-
cient solution for multi-dimensional optimization appli-
cations. Henceforth, CSA can undoubtedly be adapted
by changing the objective functions for any optimization
problem with a large number of design parameters.
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