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Abstract – This paper presents a performance compar-
ison between two fingerprinting-based received signal
strength (RSS) indoor localization techniques at wireless
local-area network (WLAN) frequencies: 2.4 GHz and
5.8 GHz. The investigated algorithms include the com-
parative RSS (CRSS) and vector algorithms. The study
was conducted using Wireless InSite ray-tracer software.
The simulation was conducted in a simulated environ-
ment on the 3rd floor of the Chesham Building, Univer-
sity of Bradford, UK. Also, we presented an estimator
which looks at the correlation between the test point RSS
and the reference point RSS. The estimator performance
is compared to the root mean square error (RMSE) per-
formance. It was found that the CRSS algorithm suf-
fers from the similarity problem while constructing the
radio map, and it also suffers from ambiguity problems
during localization. The vector algorithm outperforms
CRSS algorithms in both frequencies and does not suf-
fer from similarity or ambiguity problems. The proposed
estimator shows better performance at both frequencies.

Index Terms – Indoor localization, received signal
strength (RSS), Wireless InSite, wireless local-area net-
work (WLAN).

I. INTRODUCTION
Localization has become essential for pervasive

applications, including medical healthcare, behavior

recognition, and smart buildings [1]. Localization in out-
door environments has been resolved thanks to global
navigation satellite systems (GNSS), such as the global
positioning system (GPS), the European GALILEO, the
Russian GLONASS, and the Chinese BeiDou Satel-
lite Navigation System. Using GNSS, the customer can
infer the whereabouts of his location by using received
satellite signals from his smartphone. Unfortunately, the
GNSS signal cannot penetrate through buildings; there-
fore, the demand to localize people and items inside
indoor environments encouraged researchers to utilize
other technologies for localization, including Wi-Fi [2],
satellite [3], inertial [4], magnetic [5], ultrasound [6],
infrared [7], frequency modulation (FM) waves [8], Zig-
Bee [9], Bluetooth [10], ultra-wideband (UWB) [11],
and radio-frequency identification (RFID) [12].

In [13], the authors summarized the usage percent-
age of localization techniques in indoor environments,
as seen in Table 1. RF-based techniques are widely used
in indoor environments, representing 73% of all adopted
indoor localization techniques. Wi-Fi is the most used
technology within the RF-based techniques category, fol-
lowed by Bluetooth. Hybrid technologies were intro-
duced to enhance accuracy. Table 2 presents the pros
and cons of using RF technologies in localization within
indoor environments.

Wi-Fi technology is widely used globally since
the infrastructure is implanted in most commercial,
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Table 1: Usage percentage of localization technologies
in indoor environments

Localization Technique Usage Percentage
Infrared 9%

Ultrasound 6%
GPS 4%

Magnetic 1%
Vision 1%
Other 6%

RF
Positioning

Wi-Fi 24%

73%

Bluetooth 17%
RFID 7%

Ultra-Wideband 6%
UHF 4%

Cellular 1%
Hybrid 6%

Cooperative
Sensor-Based

8%

Table 2: Advantages and disadvantages of RF technolo-
gies used in indoor localization

Technology Advantage Disadvantage
Wi-Fi Low cost

Widely deployed
Requires training

Bluetooth Low cost
Smartphones can

collect signals

Requsires
training

RFID Low cost
High accuracy

Deployment is
tiresome

Coverage area is
small

Ultra-Wideband High accuracy Expensive
Requires special

equipment
mm-wave
technology

Massive
bandwidth

High accuracy

Huge penetration
losses

Cellular Low cost Low accuracy

industrial, educational, and residential facilities [14].
Additionally, smartphones can be used as receivers,
which makes the technology cheap. The main challenge
for localization using Wi-Fi technology is to reach the
cm-level accuracy. Within the Wi-Fi data, many signal
measures can be used for localization, RSS, channel state
information (CSI) and round trip time (RTT), time of
arrival, and angle of arrival [14].

RSS is the most popular measure. The data are col-
lected from the surrounding access points (APs) at each
location. If the RSS is less than the receiver sensitivity,
the signal is said to be undetected [15]. Triangulation and

fingerprinting techniques use RSS data for localization
[16, 17]. RSS is sensitive to the effect of superimposi-
tion of multipath signals of different phases; therefore,
by taking the mean value of the locally close RSS val-
ues, the effect of fast fading is reduced [18].

By averaging over access points with multiple fre-
quencies and/or heights, the variation of recorded RSS
becomes less. The less variation, the more monotonic
relationship between distance from access point and
recorded RSS; therefore, localization error becomes
less [19].

Channel properties of a communication link, also
known as CSI, can be used for Wi-Fi localization, dis-
criminating multipath, and increasing localization accu-
racy. Compared to RSS, the CSI is more stable [20].
However, Wi-Fi network interference cards are needed
[21]. RTT is distinguished from time of arrival (TOA)
and time difference of arrival (TDOA) as it does not
require clock synchronization between the transmitter
and receiver [22]. The transmitter sends a message to the
receiver and records the timestamp, the receiver sends
back an acknowledgment, and then the transmitter esti-
mates the RTT. However, both transmitter and receiver
have error measurements due to processing time and
phase noise [23].

The TOA method measures travel time between the
AP and the receiver. The distance is calculated by mul-
tiplying the TOA by the speed of light, and both the
transmitter and receiver must be synchronized [24]. For
2D localization, 3 APs are required to perform trilatera-
tion. For 3D scenarios, 4 APs are needed. This technique
requires larger bandwidth (BW). For example, using a
10 MHz BW, the time resolution will be 10−7 s, and
the error will be up to 30 m. However, using a 1 GHz
BW, the time resolution will be 10−9 s, and the error
will be reduced to about 0.03 m. Therefore, it is widely
used with UWB positioning technologies [25]. The enor-
mous BW available in the 5G and 6G networks will make
the utilization of TOA in localization more realizable
[26, 27].

The angle of arrival (AOA) can be calculated by esti-
mating the phase differences on the antenna elements.
Estimation using AOA requires 2 APs for 2D localization
and 3 APs for 3D localization. However, the cost is rel-
atively high compared to other techniques. Additionally,
AOA techniques suffer from multipath and low signal-to-
noise ratios [28]. In [29], authors proposed a hybrid tech-
nique that combines TOA and AOA. This reduced the
number of APs needed, the system required large BW,
and it leverages the benefits from both techniques.

In this paper, we compared the localization perfor-
mance of two radio-frequency algorithms at the wire-
less local-area network (WLAN) frequencies. The inves-
tigated algorithms are fingerprinting-based algorithms,
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including the comparative received signal strength
(CRSS) algorithm and the vector algorithm. This work
is an extension of the work done in [30]; however, we
adopted different frequencies.

Also, we proposed an estimator that considers the
correlation between the test point (TP) RSS and the ref-
erence point (RP) RSS while estimating the closest RP
to the TP. The estimator checks the similarity between
the RSS received at a TP from an AP and other RSS
values collected at all RPs from the same AP. This pro-
cess is for all APs in the facility. By taking the sum-
mation of likenesses, the closest RP to the TP will be
the one with maximum likeness. The order of this paper
is as follows. Section II investigates the examined algo-
rithms. Section III presents the methodology and simu-
lation setup, section IV discusses the results, and conclu-
sions are drawn in section V.

II. INVESTIGATED ALGORITHMS
The proposed algorithms are radio-frequency

fingerprinting-based algorithms, where data are col-
lected from known locations. A radio map is constructed
by mapping the received signal strength (RSS) data
collected from each receiver point to its location. This
stage is known as the offline phase. In the next stage (the
online phase), RSS data are collected from unknown
locations termed TP and, by using the radio map, the
TP data are compared to the radio-map database. The
RP with the lowest RSS difference is assumed to be the
closest RP.

In this study, we compared two algorithms. The first
algorithm is the vector algorithm [31], where data col-
lected are stored in vectors, and each vector represents
the RSS collected at the RP from the surrounding APs.
TP data are also stored as a vector. The TP vector is
compared to each vector in the radio map by estimat-
ing the root mean square error (RMSE) between the
TP-RSS vector and each RP-RSS vector in the radio
map. The RP whose vector achieves the lowest RMSE
is said to be the closest location to the TP. The RMSE
between the RSS values of the jth RP and the TP is
given by:

e j =

√
∑

N
i=1 (ci j − ti)

2

N
, (1)

where N is the number of the APs, ti is the RSS collected
at TP from the ith AP, and ci j is the RSS collected by the
jth RP from the ith AP.

RMSE is a popular metric since it is understandable
by showing the average error in the same units as the
data. It highlights larger errors, which is beneficial for
avoiding big errors. RMSE is widely used as it provides
a comprehensive measure of accuracy by combining the
average and variability of errors, making it easy to com-
pare results across different studies and models [32].

Another popular estimator is the mean average error
(MAE). The MAE is easy to understand, robust to out-
liers, and it performs well even when the target variable
has skewed distributions. The MAE between the RSS
values of the kth RP and the TP is given by:

eek =
1
N

N

∑
i=1

|cik − ti|. (2)

We introduced another estimator, which sees how
similar the RSS collected at a TP is from an AP to other
RSS values collected at all RPs from the same AP. The
likeness percentage (LP) is estimated by:

li = 1−
∣∣∣∣ci j − ti

ci j

∣∣∣∣ . (3)

When l equals 1, both TP and RP record the same
RSS from an AP; the more l approaches one, the more
the likeness between TP and RP. For all APs in the facil-
ity, the summation of likenesses is taken as shown in (4);
the closest RP to the TP will be the one with maximum
likeness:

L =
N

∑
i=1

li =
N

∑
i=1

1−
∣∣∣∣ci j − ti

ci j

∣∣∣∣. (4)

Using different estimators in localization is com-
mon, as in [33], where authors proposed using Spearman
distance instead of Euclidean distance. The simulation
results show improved results. The LP estimator searches
for similarity instead of difference. Rather than exagger-
ating the effect of enormous errors, the error levels are
equally treated.

The second algorithm is the CRSS, where at each
RP/TP RSS vector, the algorithm compares each RSS
value of the vector with the other values collected in the
same vector. The comparison was made based on the fol-
lowing equation [34]:

MN = [cik] i, k = 1, 2, . . . , N, (5)

cik =


+1 Ri>Rk>Rsens
−1 Rk >Ri>Rsens
0 Ri=Rk>Rsens
+2 Ri>Rsens>Rk−2 Rk>Rsens>Ri
+3 Rsens>[Rk,Ri]

, (6)

where MN is the constructed matrix, Ri is the RSS value
to be compared to other RSS values Rk, and Rsens is
the receiver sensitivity. Both i and k range from 1 to N.
For example, if the RSS vector was v=[−59.59 −34.1
−59.02 −100 −95], then the generated CRSS matrix is
given as:

CRSS =


0 −1 −1 + 2 +2
+ 1 0 +1 + 2 +2
+1 −1 0 +2 +2
−2 −2 −2 0 +3
−2 −2 −2 +3 0

 . (7)

This process is accomplished for every RSS vector
in the radio map; the resultant matrices are saved as a
new radio map. During localization, the RSS of the TP-
RSS vector is converted into a CRSS matrix and then
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compared to the new radio map. The closest location is
the RP, with the lowest RMSE between its corresponding
CRSS matrix and the TP-CRSS matrix.

Fingerprinting localization is one of the most com-
mon techniques. The investigated algorithms include the
CRSS algorithm and the vector algorithm. In a previ-
ous paper, the performance between the two algorithms
is tested at a lower frequency of 400 MHz [30]; in this
paper, the performance is examined at microwave fre-
quencies 2.4 and 5.8 GHz. The target of this study is
to examine the robustness of the CRSS algorithm at
microwave frequencies.

III. METHODOLOGY AND SIMULATION
SETUP

The simulations were done using Wireless InSite®
(WI) ray-tracing software, which has been validated over
WLAN frequencies [35, 36]. In this project, a detailed
layout of the 3rd floor of the Chesham Building at the
University of Bradford was constructed; the design took
into account the materials of the building, including con-
crete, drywall, glass, and wood.

WI allows modeling the floor as seen in Fig. 1,
where the user can change the electrical constitutive
parameters (permittivity and conductivity). The user can
set up the communication links between transmitters and
receivers. This includes the type of antenna used, trans-
mitted power, operating frequency, signal BW, the max-
imum number of reflections, transmissions, and diffrac-
tions, propagation model, ray-tracing method, sum com-
plex electric fields, and the number of propagation paths.

Fig. 1. Simulated environment for the 3rd floor in the
Chesham Building, University of Bradford, UK.

Adding more paths, transmissions, reflections, and
diffractions will be at the expense of computational time.

Sufficient results were found when the maximum num-
ber of paths is 10, the number of transmissions is 4,
and the number of reflections is 4 [35]. Table 3 sum-
marizes the settings used in the WI software for both
operating frequencies: 2.4 GHz and 5.8 GHz. Table 4
presents the permittivity εr and conductivity σ values
used in our simulations based on the ITU tables [37].
The permittivity does not change considerably with fre-
quency contradictory to the conductivity.

Table 3: Wireless InSite settings for the investigated
scenario

Setting Value
Transmitter antenna 3-elements

omnidirectional array
Antenna gain 3.5 (2.4 GHz)

4.5 (5.8 GHz)
Receiver antenna Omnidirectional

Sum complex
electric fields

None

Operating frequency 2.4 GHz
5.8 GHz

Bandwidth 20 MHz (2.4 GHz)
40 MHz (5.8 GHz)

Number of reflections 4
Number of transmissions 4
Number of diffractions 0

Ray-spacing 0.1◦

Plane-wave ray spacing 0.5 m
Maximum

rendered paths
10

Ray-tracing method Shooting-and-Bouncing-
Rays (SBR)

Ray-tracing acceleration Octree
Propagation model full 3D

Table 4: Material properties with frequency
Material 2.4 GHz 5.8 GHz

εr σ εr σ

Concrete 5.31 0.0662 5.31 0.1258
Glass 6.27 0.0122 6.27 0.0314
Wood 1.99 0.0120 1.99 0.0281

Drywall 2.94 0.0216 2.94 0.0378

As mentioned earlier, the localization techniques
used in this article are RF-fingerprinting-based algo-
rithms. Figure 2 shows the distribution of the APs, RPs,
and TPs. There are 7 APs, 176 RPs, and 85 TPs. The
choice of these numbers was based on recommendations
from a previous study [30]. In that paper, the effect of
adding more APs and RP is examined. It was found
that adding more APs will enhance the localization per-
formance; however, the vector and matrix sizes will be
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Fig. 2. APs, RPs, and TPs distribution on the 3rd floor of the Chesham Building.

larger. Adding more RPs will enhance the performance
up to a certain limit; after that, adding more RPs will not
enhance the performance, it may worsen it.

Based on the above, the number of APs and RPs was
set to ensure the best performance. Our paper uses 7 APs
to ensure that at least 4 APs cover all regions within the
floor. We tried to avoid adding redundant RPs; therefore,
the RPs were chosen to have space bigger than 10λ. This
number is used widely to perform averaging to minimize
the fast-fading effect; the window could be up to 22λ.
Therefore, the spacing between the RPs will ensure no
redundant RPs and, in a practical scenario, the averaging
window extends from 10λ to 22λ [19].

In Wireless InSite, the fast fading effect is removed
by taking the power sum of incident rays rather than con-
sidering the phase [38]. The collected data is given to
Matlab code; the code builds up the radio map based
on the RPs data, and then each TP data is compared to
the radio map by estimating the RMSE, MAE, and LP
estimators (equations (1)–(3)). The closest RP is esti-
mated when its corresponding RMSE/MAE value is the
least or its corresponding LP value is the maximum. The
code also generates the CRSS matrices based on equa-
tion (5) and builds up the CRSS radio map. Similarly,
the code estimates the closest RP by finding the lowest
RMSE/MAE.

IV. RESULTS AND DISCUSSION
Using two RF fingerprinting techniques, we have

examined localization accuracy for two algorithms at the
two WLAN bands: 2.4 GHz and 5.8 GHz.

A. CRSS algorithm
During the generation of the CRSS matrices, it was

observed that many RPs are relatively close to each other

and construct the same matrix since the descending (or
ascending) order of the APs based on their correspond-
ing RSS level is the same for these RPs. As seen in Fig. 3,
each contoured set of RPs indicates that the RPs within
the contour generate the same CRSS matrix. We refer
to this problem as similarity. In this figure, each black
contour surrounds RPs that generate the same CRSS. We
found that some RPs generate the same CRSS matrix but
are not co-located. Therefore, we used different colors
for their contours; for example, there are two purple con-
tours on the right-lower side of Fig. 3, meaning these 4
RPs generate the same CRSS matrix.

When localization was conducted at 2.4 GHz, only
20% of TPs were linked to a single RP. For each TP of the
remaining 80%, the estimated location is a group of RPs
with the same CRSS matrix or different CRSS matrices.
At 5.8 GHz, only 23% of TPs were linked to a single RP.
As shown in Fig. 4, the estimated TP is linked to RPs
with different CRSS matrices.

As seen, the TP (represented by a black tetragram) is
linked to 3 RPs, each with a different CRSS matrix; once
localization is performed, these RPs are considered the
closest. Also, the TP represented by a red star is linked
to 7 RPs, which are represented by 3 CRSS matrices (4
of them are represented by a single CRSS, and the RPs
contour color is blue). So, in addition to the similarity
problem, we have ambiguity problem, when TP loca-
tion is linked to different RPs which have different CRSS
matrices.

This makes using the CRSS algorithm inefficient;
therefore, we do not recommend using this algorithm for
localization purposes.

Figure 5 shows a localization error (LE) comparison
at the two WLAN frequencies using the CRSS algorithm
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Fig. 3. RPs similarity observed at 5.8 GHz. Table 5 shows how many sets of RPs generate the same CRSS matrix. For
example, at 5.8 GHz, we found that the number of cases where 2 RPs generate the same CRSS matrix is 17 cases.
Similarly, we found that the number of cases where 3 RPs generate the same CRSS matrix is 5. We also found that
13 RPs generate the same CRSS matrix. Similarity tends to worsen as frequency increases. At 2.4 GHz, only 56 RPs
out of 176 generated unique CRSS matrices, which comprise 32.3% of the entire RPs set; however, at 5.8 GHz, only
44 RPs generate unique CRSS matrices, which are 25%. We found that only 33 RPs are free from similarity at both
frequencies. The figure shows that similarity occurs more in halls and rooms separated by drywalls. However, they
tend to be less in rooms separated by concrete walls. This explains why RPs in the upper half of the figure have less
similarity. Therefore, using the CRSS algorithm, lower-resolution radio maps are better since having a high-resolution
radio map will lead to similarity. A similar observation was recorded at 2.4 GHz.

Fig. 4. Example of ambiguity at 5.8 GHz.

Fig. 5. LE comparison using the CRSS algorithm without
the ambiguous cases at the WLAN frequencies.

without considering the ambiguous cases. LE tends to be
less at 2.4 GHz when no ambiguity is considered. This
means that the accuracy of the CRSS algorithm becomes
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Table 5: Total of how many sets of RPs generate the same
CRSS matrices

Similarity RPs 2.4 GHz 5.8 GHz
No. of
Cases

No. of
Cases

2 RPs generate the same
matrix

14 17

3 RPs generate the same
matrix

9 6

4 RPs generate the same
matrix

3 2

5 RPs generate the same
matrix

0 2

6 RPs generate the same
matrix

2 4

7 RPs generate the same
matrix

3 1

8 RPs generate the same
matrix

1 0

9 RPs generate the same
matrix

0 2

10 RPs generate the same
matrix

1 0

11 RPs generate the same
matrix

0 0

12 RPs generate the same
matrix

0 0

13 RPs generate the same
matrix

0 1

Similarity 67.7% 75%

lower as frequency increases. Also, the similarity effect
becomes more significant as frequency increases, as
shown in Table 5.

B. Vector algorithm
We have used three estimators: RMSE, MAE, and

the proposed LP estimator. Figure 6 shows an LE com-
parison for each estimator at the two WLAN frequen-
cies. Both RMSE and LP estimators show that localiza-
tion accuracy decreases as frequency increases; however,
MAE shows better performance as frequency increases.
For example, using the LP estimator, the probability of
localization error less than 2.5 m is 75% and 60% at
2.4 GHz and 5.8 GHz, respectively. Using MAE, the
probability for localization error less than 2.5 m is 60%
and 50% at 2.4 GHz and 5.8 GHz, respectively. Using
RMSE, the probability for localization error less than
2.5 m is 35% and 25% at 2.4 GHz and 5.8 GHz, respec-
tively.

The probability of localization error less than 5 m
and 5.5 m is 90% using the LP estimator at 2.4 GHz and
5.8 GHz. Also, 90% of errors are less than 5.5 m and

(a)

(b)

(c)

Fig. 6. LE comparison for (a) RMSE estimator, (b) MAE
estimator, and (c) LP estimator at the two WLAN fre-
quencies.

6 m using the MAE and RMSE estimators at 2.4 GHz
and 5.8 GHz, respectively.
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Results show that the LP estimator tends to show
better performance, as shown in Fig. 7. The LP estima-
tor shows better all-over performance at the two WLAN
frequencies; for example, at 2.4 GHz, the probability
for localization error less than 3.5 m is 86%, 66%, and
76% using LP estimator, MAE estimator, and RMSE
estimator, respectively. At 5.8 GHz, the probability of an
error being less than 3.5 m is 71%, 75%, and 66% using
the LP, MAE, and RMSE estimators, respectively.

(a)

(b)

Fig. 7. LE comparison between the three estimators at (a)
2.4 GHz and (b) 5.8 GHz.

Tables 6 and 7 present a comparison between the
three estimators at the two frequencies. The tables show
how many estimated RP were the closest to the TP (the
accurate), the second closest RP, and the third closest RP.
For example, using the LP estimator at 2.4 GHz, for 33
TPs, the estimated location for each TP was the actual
closest RP to that TP. For 27 TPs, the estimated loca-
tion for each TP was the first neighbor to the closest RP.
For 12 TPs, the estimated location for each TP was the

second neighbor to the closest RP. The tables show that
the LP estimator outperforms the MAE and RMSE esti-
mators at the two WLAN frequencies, as provided by the
metrics. It can be seen from the figures and the tables that
the best estimator is the LP estimator, followed by the
MAE estimator. RMSE squares the errors before aver-
aging, giving more weight to larger errors; therefore, it
performs less well.

Table 6: Performance comparison between LP, MAE,
and RMSE estimators at 2.4 GHz

2.4 GHz
RMSE MAE LP

Accurate RP 27 29 33
1st neighbor 24 14 27
2nd neighbor 15 11 12

Table 7: Performance comparison between LP, MAE,
and RMSE estimators at 5.8 GHz

5.8 GHz
RMSE MAE LP

Accurate RP 20 23 28
1st neighbor 28 9 21
2nd neighbor 15 10 17

Figure 8 compares vector and CRSS algorithms
when we excluded ambiguity cases at 5.8 GHz. Even
when we considered only the cases when the CRSS algo-
rithm detects 1 RP, the vector algorithm performs better.
For example, 90% of errors are less than 5.5 m using the
vector algorithm, while 90% of errors are less than 7.5 m
using the CRSS algorithm.

V. CONCLUSION
A comparison between two radio-frequency local-

ization techniques at WLAN bands is presented. The
algorithms include vector and CRSS algorithms, which
are fingerprinting-based RSS techniques. The study was
performed in a simulated environment on the 3rd floor
of the Chesham Building, University of Bradford, UK,
using Wireless InSite software. It was found that the
CRSS algorithm suffers from similarity and ambiguity
problems; both get worse as frequency increases. There-
fore, the algorithm is not recommended for indoor posi-
tioning. The vector algorithm shows acceptable perfor-
mance at both frequencies as the probability for an error
to be less than 2.5 m is 72.5% at 2.4 GHz and 60% at
5.8 GHz.

Additionally, the performance of the vector algo-
rithm outperforms the CRSS algorithms, even when
we do not consider the ambiguity cases. Also, we
introduced a new estimator to find which RP is
the closest to the TP based on their RSS values;
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Fig. 8. LE comparison between vector and CRSS algo-
rithms when we excluded the ambiguity cases.

the estimator considers/utilizes the correlation between
the RSS collected by the TP and the RSS col-
lected by the RPs. The performance was compared to
MAE and RMSE, showing better performance at both
frequencies.
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