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Circularly Polarized Plane Wave Source Implementation in Time-domain
Electromagnetic Simulations

Jake W. Liu

Graduate Institute of Photonics and Optoelectronics
National Taiwan University, Taipei 10617, Taiwan
jwliu@ntu.edu.tw

Abstract — A unified framework for implementing cir-
cularly polarized plane wave sources in time-domain
electromagnetic simulations is presented. Unlike tradi-
tional approaches that require separate settings for the
orthogonal components as different sources, our method
integrates circular polarization states represented in fre-
quency domain seamlessly into time-domain simula-
tions. We also studied the effectiveness of the approach
when broadband sources are used. This framework is
applicable to both finite-difference time-domain (FDTD)
and pseudospectral time-domain (PSTD) methods.

Index Terms - Circular polarization, finite-difference
time-domain (FDTD), pseudospectral time-domain
(PSTD).

L. INTRODUCTION
Electromagnetic (EM) wave propagation is a funda-
mental aspect of numerous scientific and engineering
applications, including optical device design, wireless
communication, antenna design, metasurfaces and nano-
materials [1-9]. A critical feature of these waves is
their polarization, which significantly affects their inter-
action with materials, their propagation characteris-
tics, and their performance in various applications. As
compared to linear polarization, circular polarizations
are also important due to their unique properties and
practical advantages. However, despite their signifi-
cance, the documentation and detailed methodologies for
implementing circular polarization in time-domain EM
simulations, such as the finite-difference time-domain
(FDTD) method and the pseudospectral time-domain
(PSTD) method, remain sparse [10—14].

The FDTD method, a widely used numerical tech-
nique for solving Maxwell’s equations in the time-
domain, is a powerful tool for simulating complex EM
phenomena. However, incorporating circular polariza-
tion into these time-domain simulations poses specific
challenges. These include accurately representing the
phase relationships and amplitude ratios of the orthog-
onal components of the electric field, ensuring numer-
ical stability, and maintaining computational efficiency.

Submitted On: September 21, 2024
Accepted On: December 18, 2024

While there is extensive literature on the general appli-
cation of FDTD, there is a noticeable gap when it comes
to practical, detailed guidance on simulating circularly
polarized waves.

Modeling circular polarization accurately in EM
simulations is crucial for several reasons. Firstly, these
polarization states are often used in modern communi-
cation systems, where they can enhance signal quality
and reduce interference [3]. Secondly, in remote sensing
and radar applications, the ability to accurately simulate
these polarizations can improve the detection and char-
acterization of various targets and materials [2]. Lastly,
in antenna design, understanding the behavior of circu-
larly and elliptically polarized waves can lead to more
efficient and effective antenna configurations [4-6].

This paper aims to address the gap in the current lit-
erature by providing a comprehensive methodology for
implementing circular polarization in time-domain sim-
ulations using the collocated Fourier PSTD method, par-
ticularly with the introduction of plane wave sources by
the total-field scattered-field (TFSF) formulation. The
proposed method aims to achieve accuracy within 1%
error when comparing the average radius of the elec-
tric field intensity to the reference radius. The reason we
chose Fourier PSTD over FDTD is in its collocated grid-
nature in field calculation, which is much easier for us
to verify our results. However, the proposed method is
applicable for both FDTD and PSTD simulations. We
will explore the theoretical foundations of these polar-
ization states, detail the numerical implementation steps,
and validate the approach through various simulations.

II. THEORETICAL BACKGROUND

In this section, we first confine our study to
monochromatic EM waves, as circular polarizations
are predominantly represented and analyzed in the
frequency domain. This focus allows us to lever-
age the well-established theoretical frameworks and
mathematical representations of polarization states for
single-frequency waves. A subsequent framework is
developed in the next section to seamlessly incorporate
the frequency-domain representation into time-domain

https://doi.org/10.13052/2024.ACES.J.391201
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simulation, and further discussion on expanding the
method to broadband sources are also discussed.

Polarization describes the orientation of the elec-
tric field vector of an EM wave as it propagates through
space. It is a fundamental property that significantly
influences the wave’s interaction with materials, reflec-
tion and transmission characteristics, and reception by
antennas. The three primary types of polarization are lin-
ear, circular, and elliptical:

(1) Linear polarization: The electric field vector
maintains a constant direction as the wave propa-
gates.

(2) Circular polarization: The electric field vector
rotates in a circular motion, making one complete
revolution per wavelength. It can be right-hand cir-
cularly polarized (RHCP) or left-hand circularly
polarized (LHCP), depending on the rotation direc-
tion and also the definition. Suppose we have a wave
propagating in the z-direction, the phasor represen-
tation of a circular polarized electric field at a fix
point can be represented by:

E (1) = R(Epe' ™ + Eyie'®'y), (1)
where PR(-) denotes taking the real part of its argu-
ment, Ey denotes the amplitude of the electric field,
o being the angular frequency, and X and y are
orthogonal unit vectors. By further calculations, (1)
can be written in a pure time-domain representation
as:

E(t) = Egcos(t) X+ Egcos(@wt —/2) Y. (2)

Here the same wave function (cosines) is used for
both X and y components. This is better for under-
standing time-domain implementations, since a sin-
gle pre-defined waveform can be employed for both
orthogonal components of the fields by properly
introducing a time delay.

(3) Elliptical polarization: This can be viewed as a
generalization of circular polarization where the
electric field vector traces an ellipse. It is character-
ized by the ellipticity (ratio of the minor axis to the
major axis) and the orientation angle of the ellipse.
The mathematical representation of an elliptically
polarized wave is:

E () = Eoccos(r + 8,) X + Egycos(@t + 0y) y.
3)
Comparing with circular polarizations, two things
can be observed from the formulation: (i) the ampli-
tudes can be different in X and y components and
(ii) the phase delays (or advances) &, d, € R do not
need to have a difference of 7/2.

The polarization state of an EM wave can be rep-
resented using Jones vectors or Stokes parameters. For

LIU: CIRCULARLY POLARIZED PLANE WAVE SOURCE IMPLEMENTATION IN TIME-DOMAIN ELECTROMAGNETIC SIMULATIONS

simplicity, we focus on Jones vectors in this paper. A
Jones vector is a column vector that represents the ampli-
tude and phase of the orthogonal components of the elec-
tric field. For an elliptically polarized wave, the Jones
vector is represented by:

oneisx
' <E0yei§“ ) @)

In our implementation, by specifying the two
orthogonal components of the electric field, representa-
tion similar to the Jones vector can be utilized to intro-
duce the circularly polarized plane wave sources.

1. METHOD

In this section, the detailed method of implementing
circular polarizations in time-domain simulations is out-
lined. Extending the method to the application of broad-
band sources is also discussed. It is noted that the method
mentioned above is not restricted to the TFSF formula-
tion; it is also applicable to the pure scattered field (SF)
formulation if only the scattered field from the circularly
polarized plane wave is of interest.

A. Circularly polarized plane wave implementation

In this section, the aim is to develop a framework
that incorporates Jones vector representations, as shown
in (4), into time-domain simulations without the need to
set up two sources. Following the TFSF settings, the first
step is to define the incident angles of the plane wave,
followed by the field strength. Traditionally, the fields are
real-valued. However, we aim to set them as complex-
valued. Specifically, the far-field incident electric field in
spherical coordinate system takes the general complex
form of:

Eg = Egge'®
{ Ey = Egpe’® ©)
¢ 09
where Eng, Eog,0,0p € R. One can easily transform
this into the x-y-z components by the following:
E\ = cos6; cos¢; Eg —sing; Ey
Ey = cos; sing; Eg +cos¢; Ey , 6)
EZ = —sin6,~ Eg
where 6; and ¢; are the incident angles in spherical coor-
dinate system. Similar relationship for the magnetic field
components can be acquired accordingly.

Note that the values in (5) are now complex-valued
and thus are not directly applicable in time-domain sim-
ulations. A certain adaptation similar to (2) needs to be
constructed in order to seamlessly incorporate the defi-
nitions in (4) into time-domain simulations. The key lies
in the time-shifting properties of the Fourier transform:
g(t — ') corresponds to e =27 /' G(f). The additional
phase factor e 27 /' in frequency domain represents a
time shift #’ in the time-domain.

For each complex field value Fy, where I € E,H
and 1 € x,y,z, a set of preliminary amplitude A (F;;) and
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time delay A (Fy) can be derived by the following:
{ A (Fy) = abs(Fy) ™
A(Fy) = ang(Fy)/2nfc
where abs(-) denotes the absolute operator and ang(-)
computes the phase angle in radians in the interval
(—m, 7). f, is the frequency of the monochromatic wave.

If A(Fy) < 0, then a flip in amplitude and a shift in
time delay will be employed as a correction:

{ A/(Fn):_A(Fn) (8)
N (Fy) = A(Fy) +1/2f,.

Otherwise A’ (Fy) = A(Fy) and A (Fy) = A(Fy).
The reason to employ this correction is to preserve the in-
phase relationship between the orthogonal components
of the E,H pair. Thus, the updating equation for the
injected circularly polarized wave source can be repre-
sented by the following form:

Fy' (1) = A" (Fy) - wlt — A (Fy), ©
where w(-) represents the waveform function (for exam-
ple, a ramped sine wave). By employing (9) in the time-
marching loop, one can successfully create a circularly
polarized plane wave in time-domain simulations, and
assignment of the incident plane wave source takes the
form as in (5).

B. Discussion on extension to broadband sources

The method described earlier utilizes a time shift
between the two orthogonal components to create a cir-
cularly polarized monochromatic plane wave. Specif-
ically, the waveform functions in (9) are typically
sinusoidal. However, it is also of interest to extend this
method to broadband sources, such as Gaussian or dif-
ferential Gaussian pulses. It should be noted that the time
shift A(Fy) introduced in (7) is dependent on a cen-
ter frequency f.. Consequently, if a broadband source
is implemented, only the field at the center frequency
will be circularly polarized. At frequencies other than the
center frequency, the wave will be elliptically polarized.
This can be demonstrated by the following analysis.

Consider a plane wave source with orthogonal com-

ponents:
G(f)
1= (e ) 10

where G(f) is the Fourier transform of the time-
domain waveform function. If the second component in
(10) is time-shifted in the time-domain by an amount
of ' = 1/4f,, when f = f., (10) reduces to J =
(G(f), e **/? G(f)), which represents a circularly polar-
ized source. However, at frequencies other than the cen-
ter frequency, a factor of e~ %/ /2fe is introduced, causing
the resulting wave to become elliptically polarized.

IV. NUMERICAL RESULTS
In the numerical examples, we choose the TFSF
technique as our method to introduce plane wave

ACES JOURNAL, Vol. 39, No. 12, December 2024

sources, since it is easy to use the TFSF technique to
study various wave propagation phenomena. However,
the proposed method can also be implemented in pure
SF formulation. The TFSF used for collocated Fourier
PSTD contains certain modifications: a connected region
between the TF region and SF region is required in
order to eliminate the artifacts caused by the field abrup-
tions [15].

The collocated field calculations in the PSTD for-
mulation facilitate the verification of numerical results.
The simulation uses a 51x51x51 grid, with a 10-cell
thick convolutional perfectly matched layer (CPML) to
eliminate unwanted waves leaking from the TFSF region
(though the leakage is relatively small enough compared
to the amplitude of the incident wave, below 0.1%). The
TESF connecting region has a thickness of 8 cells, as
proposed in [15], and starts 10 cells away from the PML.
The grid size is 50 nm in all three directions and the time
step is set to 0.06 fs. The programs are written in Julia.

A. Circular polarization simulation of monochro-
matic waves

For the circular polarization simulation of the
monochromatic wave, the center frequency is set to
600 THz, and a ramping sine function is defined as the
following to serve as the waveform function used in (9):

w(t) =T (t)sin(2rfet) , (11)
where 7 (¢) is a turn-on function. In our implementation,
we use a shifted sigmoid function as the turn-on func-
tion for smooth transitions: T (¢) = 1/[1 + exp(%é;d’)].
[ and p are parameters to determine the delay and width
of the ramping and is set to 40 and 10 respectively in the
simulation. The time difference df in the simulation is
0.06 fs. The total time step is set to 400. The plane wave
introduced by the TFSF method is set to propagate in the
+z-direction (i.e. (6;, ¢;) = (0, 0) towards the origin, in
this case, setting in (6) reduces to E, = Ey, E, = Ej).

We first consider the case where J = (1, €7/?),
meaning E, = 1 and Ey = i. The initial step to verify that
the plane wave is truly circularly polarized is to place a
detector at the center of the simulation space and record
the total squared field strength E? = EZ + EZ + E2. The
value should be constant (in this case, 1) once the steady
state is reached. The result is shown in Fig. 1. Before
reaching the steady state, certain jitters exist because the
wave function (11) is not purely monochromatic. How-
ever, after 10 fs, when the steady state is achieved, the
value remains constant.

We then plotted the Lissajous figure, which is a
projected harmonic-motion trace, for time steps ranging
from 201 to 250. The result is shown in Fig. 2. One can
observe that the projected trace does fit on the unit circle,
indicating that the plane wave is circularly polarized. We
calculate the average electric field intensity over this time
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0.84

0.6+

|EI?

0.4+

0.24

T T
1] 5f 10f 15f 20f

time (s)

Fig. 1. Record of E* = E7 + Ej + EZ at the center of
the simulation space. This plot shows the time evolution
of the squared electric field magnitude at the origin. Ini-
tially, the field magnitude is zero, indicating no electric
field presence. As the simulation progresses, the elec-
tric field strength increases, exhibiting transient oscilla-
tions before stabilizing. After reaching the steady state
(around 10 fs), the field magnitude remains constant at
1, confirming the successful generation of a circularly
polarized plane wave. This verification step ensures that
the wave retains its polarization characteristics through-
out the simulation.

reference
14 ® data

0.54

T T T T T
-1 -0.5 o 0.5 1

Fig. 2. Lissajous figure for time steps ranging from 201
to 250, showing the projected traces fitting perfectly on
the unit circle, indicating that the plane wave is circularly
polarized. The reference circle and data points demon-
strate the accuracy of the simulation.

frame and obtain a value of 0.9978, indicating an error of
less than 1% compared to the unity radius reference.
Finally, the 2D electric field at the center of the
domain is plotted for time steps ranging from 201 to
250. For the case where the source is J = (1, ¢#/2), the
result is displayed in Fig. 3 (a). Additionally, we mod-
eled the case with J = (1, e "®/?), and the corresponding
result is presented in Fig. 3 (b). As expected, the direc-
tion of polarization is reversed between these two cases,
which confirms the expected behavior of the electric field

05
o
X ,0_-:3
&
2®°
B
Qs
o
O
27 s y
4
(a)
A
ik
0
x ,0-(:'
s 5
200
i Z
s
o
R iy g

(b)

Fig. 3. 2D electric field at the center of the simulation
space for time steps ranging from 80 to 120: (a) the
case where the source is J = (1, ¢™/2), showing the
electric field rotating from the positive y-axis toward
the positive x-axis and (b) the case where the source is
J= (1, e */2), with the electric field rotating from the
negative y-axis toward the positive x-axis.

under opposite phase shifts. The results clearly illustrate
how the phase shift between the orthogonal components
of the source influences the polarization direction of the
resulting wave.

B. Broadband sources simulation
In the broadband simulation, a Gaussian pulse is
used as the excitation:

w(t) = =10/ (12)
where T = /2.3 / 2nf. = 0.4022 fs and ) = 4.5 T =
1.81 fs.

Similar to Fig. 3, Fig. 4 shows the 2D electric field at
the center of the simulation space for time steps ranging

1038
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Fig. 4. 2D electric field simulation results for time steps
ranging from 80 to 120: (a) simulation with J = (1, ¢/™/?)
showing the expected circular polarization and (b) simu-
lation with J = (1, e~#/2) illustrating the reversed polar-
ization direction. These results demonstrate the effective-
ness of the TFSF technique in accurately modeling cir-
cularly polarized plane waves. The time evolution of the
electric field is clearly depicted, highlighting the distinct
polarization characteristics for each case.

from 80 to 120, for the cases where the source is J] =
(1, ¢™/2) and J = (1, e~"™/2). It can be observed that
the Gaussian pulse exhibits a twist in both cases, but in
opposite directions. In Fig. 4 (a), the electric field rotates
from the positive y-axis toward the positive x-axis, while
in Fig. 4 (b), the electric field rotates from the negative
y-axis toward the positive x-axis.

It is also of particular interest to compute the axial
ratio (AR) as a function of frequency. In ideal circular
polarization, AR is exactly 1, indicating equal ampli-
tude components in orthogonal directions. An increase
in AR represents a deviation towards elliptical polariza-

ACES JOURNAL, Vol. 39, No. 12, December 2024

tion, which can affect signal quality in communication
systems. In these systems, maintaining low AR values
is essential for minimizing cross-polarization and ensur-
ing consistent signal reception. A shift in AR from 1 to
1.5 (which is normally the threshold value) represents
an increasingly elliptical polarization, which can lead to
a mismatch between the transmitted and received signals
and reduce the effective power transferred to the receiver.

In the second simulation, we retained the parame-
ters of the Gaussian pulse as mentioned previously and
tested various time shifts. The recorded electric field at
the center is subjected to a discrete Fourier transform
(DFT) across various frequencies, ranging from 300 THz
to 800 THz with a spacing of 10 THz. After obtaining the
frequency-domain field of the orthogonal components,
AR is then calculated by dividing the length of the long
axis a by the length of the short axis b, with:

2
| B (B B3 4R B0t 5

2
13)

E; + Eozy - \/ (E2.— Egy)2 + 4E3XE§y00525
2 )

(14)
where 6 = 6, — J,. By retaining the parameters of the
Gaussian pulse, center frequencies f. = 500, 600, 700s
THz are tested with J = (1, ¢"*/?), and the results are
shown in Fig. 5. It can be observed that at the center fre-
quencies, the calculated AR values are equal to 1, indi-

3] ——500THz
——— 600 THz
—— 700 THz

frequency (THz)

Fig. 5. Axial ratio (AR) as a function of frequency
for Gaussian pulses with center frequencies f. =
500, 600, 700 THz. AR is calculated using J =
(1, €7/2). At the center frequencies, AR equals 1, indi-
cating circular polarization. As the frequency deviates
from the center, AR increases, demonstrating a transi-
tion to elliptical polarization. For f. = 600 THz, AR
remains below the threshold 1.5 over a total bandwidth
of 300 THz.



cating that the waves are circularly polarized. AR val-
ues gradually increase and become elliptically polarized
as the frequency moves away from the center frequency.
For f. = 600 THz, the total bandwidth where AR<1.5 is
300 THz.

It is important to note that AR curves for broadband
sources are independent of the waveform function and
are solely determined by the factor e ~/#/ /2fe as analyzed
in section 3B. The simulated results are consistent with

the analytical predictions obtained using the Jones vector
T=(1, e i®/12e),

V. CONCLUSION

In this study, we have developed a comprehen-
sive method for incorporating circular polarizations into
time-domain EM simulations using the Fourier PSTD
method. Our simulations verified the accuracy and sta-
bility of the proposed approach, as evidenced by the
consistent field strength and accurate Lissajous figures.
In addition to monochromatic sources, we also tested
our method to accommodate broadband sources, such
as Gaussian pulses, and analyzed AR across a wide fre-
quency range. Analysis of AR demonstrated that while
circular polarization is maintained at the center fre-
quency, the polarization gradually transitions to ellip-
tical as the frequency deviates from the center. This
result is consistent with the expected behavior based
on the frequency-dependent phase shift. Future work
includes extending the polarization analysis from wave
propagation to scattering in both simple and complex
structures.
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Abstract — In this manuscript, a dual-band and dual-
polarized coupled patch array antenna operating at 2.45
GHz and 5.8 GHz for outdoor Wi-Fi applications is pro-
posed. Two sets of antenna arrays made of four-element
stacked patches act as main radiators. The height of
this antenna is 0.044,, which is much smaller than the
general size of other low-profile antennas. The arrays
are fed by two feed ports which are used to separately
feed vertical and horizontally polarized signals with sta-
ble port isolation. The antenna structure also employs
a duplex filter to filter 2.4-2.484 GHz and 5.1-5.9 GHz
operating band frequencies. The measured impedance
bandwidths of the prototype antenna structure are 2.41-
2.484 GHz and 5.1-5.9 GHz, respectively. The isolation
between the two ports is greater than 20 dB, and the
cross-polarization level is better than 20 dB in the oper-
ating bands. In addition, the average gain of the proto-
type antenna is approximately 13 dBi in horizontal and
vertical polarization. Overall, because of the stable struc-
ture, high reliability, small size, and light weight of the
patch antenna, the outdoor base station antenna has a
huge potential market value, this antenna is a good can-
didate for commercial outdoor Wi-Fi applications.

Index Terms — Access point, antenna array, dual-band,
dual-polarized patch antenna, low profile.

L. INTRODUCTION
With the popularity of 4G communication technol-
ogy and the rise of 5G communication, Wi-Fi technology
has been widely used. Wi-Fi is a superset of the IEEE
802.11 standards for communication of local area net-
worked devices spanning over several tens of meters [1].
Commercial Wi-Fi antennas demand different features
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such as low cost, small size, easy manufacturability, and
good performance. However, attaining all these features
in a single antenna demands good engineering skills.

A dual-band dual-polarized antenna is a kind of
antenna that has been widely used in base station com-
munications in recent years. It can not only integrate
the signal transmission capability of the two frequency
bands into one structure for size reduction, but also has
many advantages such as wide broadband, strong anti-
interference ability, low power consumption, and great
channel capacity, which are desired features for commer-
cial Wi-Fi applications.

The main antenna structures used for dual polar-
ization include cross dipole antenna, slot antenna, and
patch antennas [2-6]. Cross-dipole antennas have high
cross-isolation and good broadband performance. Still,
the design of such antennas occupies more space, which
is not conducive to the miniaturization of antennas [7-9].
The slot antenna, on the other hand, has the advantages
of planar feed structure, wideband, and high isolation,
but has poor cross-polarization properties [10-12].

Compared with the above antennas, the patch
antenna has a small footprint, low cost, and can achieve
wideband and better port isolation by stacking patch
antennas [13, 14], so it is a good candidate as an array
antenna element. For example, it is proposed [15] that the
antenna realizes the dual-band dual-polarization antenna
and has a high degree of isolation between ports.

The design of dual-polarized 4-unit array antenna
with 1-4 power dividers provided in [6] and [10] serves
as a reference for the antenna design. According to
the standard of Wi-Fi frequency band, this manuscript
designs a new low-profile dual-polarized coupled patch
antenna unit and a low-passband stop filter, and realizes

https://doi.org/10.13052/2024.ACES.J.391202
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the dual-frequency dual-polarized patch array antenna
for outdoor Wi-Fi base stations. High isolation and low
cross polarization are obtained in the operating fre-
quency band. To validate the design model, a proto-
type antenna was fabricated and measured. The simpli-
fied block diagram of the antenna structure is shown in
Fig. 1 where HF means high-frequency and LF means
low-frequency. The antenna elements and arrays are dis-
cussed in detail below.

HF Antenna HF Power HF Antenna
Array Divider Unit

LF Antenna LF Power LF Antenna
Array Divider Unit

V-polarized
signal
O

H-polarized
signal

Fig. 1. Antenna structure block diagram.

I1. DESIGN OF DUAL-POLARIZATION
ANTENNA UNIT
The design of patch antenna must first determine
the substrate material used and the operating frequency.
According to the definition of Wi-Fi operating frequency
band, this manuscript designs the patch antenna with
operating frequency of 2.4-2.48 GHz and 5.1-5.8 GHz,
respectively, using substrate materials with thickness of
0.74 mm, & = 2.45, tand = 0.001. The length and
width of the rectangular patch can be calculated by some
numerical formulas:
W= — (1)
2for/ &l

2
where c is the speed of light, &, is dielectric constant, fj
is resonant frequency.

The effective dielectric constant (&) is calculated
according to the substrate material height (4), dielectric
constant (€,) and the calculated width (W) of the patch
antenna:

1
&+l &1 hl| 2
Eeff = + 5 [I—I—IZW] . (2)
The actual length of the patch antenna is calculated
by (3):

Lo ogoan| (ErrT03) (r +0.264) |
2fov/Eesy (e.ry—0.258) (¥ +0.8)
3
The patch antenna works in dual polarization mode,
its dimension is constrained to equal side length. Due to
the small thickness of the substrate material, the upper
layer element is used as a coupled antenna with a dimen-
sion of 0.36A4 x 0.36A4 to expand the bandwidth of the
antenna. Finally, through simulation and optimization,
the following low-frequency antenna array structure is
obtained.

ACES JOURNAL, Vol. 39, No. 12, December 2024

Figure 2 shows the low-frequency antenna element
of the proposed antenna. The low-frequency antenna ele-
ment operates at a frequency of 2.41-2.484 GHz. The
antenna primarily consists of two layers: upper and lower
patches separated by a 5 mm gap. The upper patch mea-
sures 43.5 mm x 43.5 mm, while the lower patch mea-
sures 36.5 mm x 36.5 mm. Both patches are linked by
a common support column, with foam material inserted
between them to stabilize the antenna unit. The two feed
ports of the antenna have a 90 ° angle so that port 1 inputs

(b)

Fig. 2. Low-frequency antenna element: (a) top structure
and (b) bottom structure.



a vertically polarized signal and port 2 inputs a horizon-
tally polarized signal. The parameter values defined in
Fig. 2 are as follows (unit: mm) : Ly = Wy =43.5,R| =
Ry, =12,P =22, W9 =5,L, =W, =365, Ch=25,
H=5,Th=0.74.

All antenna simulations were conducted utilizing
CST Studio Suite. Hexahedral meshing is applied to the
antenna, and the number of meshing for each wavelength
is adjusted so that the details in the structure are included.
The performance of the antenna is simulated by using
a time-domain solver Finite Integration Technique. In
Fig. 3, the simulated S-parameter of the antenna ele-
ment is depicted. The frequency range exhibiting a return
loss exceeding 10 dB spans from 2.41 GHz to 2.484
GHz, satisfying the criteria for the low-frequency band.
Moreover, the isolation between the two ports surpasses
25 dB.

Figure 4 shows the simulated co-planar polarization
and cross-polarization of the low-frequency antenna ele-
ment at the ¢ = 0° and ¢ = 90° cuts. These plots show
that port 1 and port 2 have good cross-isolation.

According to equations (1) and (3), the basic size
of the high frequency patch antenna can be calcu-
lated. The lower patch of the high-frequency antenna is

-5

=11

-10 et iSo2 —
—~ e - Sw 4 —————
815 < = e
R S =
§ \\\\ z
% 20 e a5
g 2 .
i e

B0 g S

-35
240 241 242 243 244 245 246 247 248 249 250
Freq (GHz)

Fig. 3. Low-frequency antenna S-parameter.

—— Co-polar (Portl)
=== Cross-polar (Portl)

Co-polar (Port2)
=== Cross-polar (Port2) 30

$=0° ¢=270°
\ 60

90

150 - 150
180

Fig. 4. Low-frequency antenna element radiation pattern
at 2.45 GHz.
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arranged with inward-facing grooves for adjusting the
feed position. The grooves can also expand the band-
width and reduce the impedance mismatch through rea-
sonable parameter optimization.

Figure 5 shows the high-frequency antenna element
of the proposed design, operating within the frequency
range of 5.1 GHz to 5.9 GHz. The overall size of the
antenna is 52 mm x 52 mm, and the substrate is 0.74
mm thick. The antenna element consists of two layers of
patches, the upper layer of patch antenna size is 19 mm
x 19 mm while the lower base size is 16.83 mm X
17.325 mm, separated by a 2 mm gap. The coupled upper

(b)

Fig. 5. High-frequency antenna unit: (a) top structure and
(b) bottom structure.
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and lower patches in this manner help to expand the
bandwidth effectively. The parameter values defined in
Fig. 5 are as follows (units: mm) :L3 = W3 = 19, R3 =
Ry=12,H, =2,Th=0.74, Wy = 16.83, Ly = 17.325,
P; =0.63, R =3.876, Py = 1.2768, Pip = 1.224, P;; =
3.18, Pip = 3.57, P13 = 2.73, Pi4 = 0.612, Pj5s = 1.479,
P = 1.4175, P17 = 2, Pig = 0.78, Pig = 0.02, Py =
0.1168.

Figure 6 shows the simulated S-parameter of the
antenna element. The return loss of the antenna in the
range of 5.1-5.9 GHz is greater than 9 dB. It meets the
requirements of the high-frequency operating band, the
isolation between the two ports exceeds 20 dB, demon-
strating satisfactory performance characteristics.

The radiation pattern of port 1 and port 2 of the
antenna at 5.1-5.9 GHz is simulated, which has a good
cross isolation. The co-planar and cross-polarization of
the simulated antenna radiation pattern at the ¢ = 0° and
¢ = 90° sections are shown in Fig. 7.

S parameter (dB)

-36
50 51 52 53 54 55 56 57

Freq (GHz)

8 59 60

Fig. 6. High-frequency antenna S parameter.

Co-polar (Portl)

=== Cross-polar (Portl)

Co-polar (Port2)

=== Cross-polar (Port2) 30 0

30 9 30

. 30

N, #=0° P=2007A il ;
60 /(1" 20 TNV 60 60 /(" 20 S \\\ 60

90 - [z 90 90 ..... foind 90
120\ T /120 1208 © /120

180 180

Fig. 7. High-frequency antenna radiation pattern at 5.8
GHz.

II1. DUAL-POLARIZED DUAL-BAND
ANTENNA ARRAY
Base station antennas typically require a narrower
beam and higher gain. Based on the antennas pro-

ACES JOURNAL, Vol. 39, No. 12, December 2024

posed in section II, the low-frequency four-element dual-
polarized antenna array and the high-frequency four-
element dual-polarized antenna array are designed, con-
structed, and measured. Each of these antenna arrays
is fed by two 1-to-4 power dividers. Each polarized
port provides simultaneous signal distribution in the
2.41-2.484 GHz and 5.1-5.9 GHz bands via a fre-
quency selector. The antenna geometry including the
low-frequency antenna array, high-frequency antenna
array, power divider, and frequency selector is shown in
Fig. 8.

o

Fig. 8. Prototype of the dual-frequency dual-polarization
antenna.

Figures 9 (a) and 9 (b) show the simulated S-
parameters of the power divider for low and high fre-
quencies attached to its geometry. Only the combina-
tion of T-junction and 1/4 wavelength converter is used
through the cascade of two power splitters to divide
the energy into four equal parts in the structure. The
impedance of each part of the power divider can be cal-
culated from (4):

o1t

Zy L1 Ly 4)

ZL =\ 2o,
where Z; is impedance of T-junction 1 output port,
Z, is impedance of T-junction 2 output port, Zj is
impedance of the T-junction input port, Z;, is character-
istic impedance of 1/4 wavelength converter.

The parameter values defined in Fig. 9 (a) are as fol-
lows (unit: mm) : Wy = 2.2, Wy = 19.9, W3 = 67.9,
Lg1 = 1.25. The parameter values defined in Fig. 9 (b)
are as follows (unit: mm) :Wys = 2.2, Wy = 8.4, Ly5 =
1.16, Ly = 2.2.

To optimize the efficiency of the dual-band antenna
and make the single port provide the matching signal fre-
quency to the low-frequency antenna array and the high-
frequency antenna array at the same time, a duplex filter
is designed in this work. The filter consists of a low-pass
filter and a band-stop filter.

The filter for sorting the low-frequency signal is
a step-impedance low-pass filter. The passband cutoff
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Fig. 9. Simulated S-parameters of power divider: (a) sim-
ulated S-parameters of the low-frequency power divider
and (b) simulated S-parameters of the high-frequency
power divider.

frequency is 2.6 GHz. According to the value table of
the prototype components of the low-pass filter, it can
be found that g; = 3.5182, g» = 0.7723, g3 = 4.6386,
g4 = 0.8039, g5 = 4.6386, g¢ = 0.7723, g7 = 3.5182.
According to the short transmission line approximate
equivalent circuit theory, the length of inductance and
capacitance section is calculated by (5):

LR
ﬁl: 707
i 5)
5l
= &

where Ry is the filter impedance, and L and C are the
normalized component values (g;) of the low-pass pro-
totype. Zj is a microstrip line high impedance, Z; is a
microstrip line low impedance.

Under the constraint of (6):

Bl < /4,
Zy - (6)
7 ’

the reference values of microstrip line impedance and
length can be obtained. The structure in Fig. 10 can be
obtained by further simulation.
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The filter for sorting the high frequency signal is
a truncated band-stop filter with a cutoff frequency of
2.45 GHz. The filter prototype is transformed into a trun-
cated microwave filter by using the Richard transform
and Koloda identity relation, and its structure is shown in
the Fig. 10. The structure ensures that the low-frequency
signal of 2.41-2.484 GHz is correctly fed into the low-
frequency antenna array while the high-frequency signal
of 5.1-5.9 GHz is correctly fed into the high-frequency
antenna array, and the signal can pass almost without loss
within the matched frequency. Low-frequency signals
and high-frequency signals are highly isolated. Figure 10
shows the structure of the duplex filter, and the parame-
ter values defined in the figure are as follows (unit: mm):
Wy =3, Wyz = 35, Wpy = 1.5, Wys = 0.8, Wy = 44,
W =2,Lp1 =19,Lsp =205,Lp3 =1, Ly = 1.5, Lys
=21.7,Lss = 0.6, Ly7 = 22.7.

As shown in Fig. 10, port 1 serves as the signal input
port, while port 2 and port 3, respectively, function as the
high-frequency and low-frequency signal outputs. The S-
parameters of the duplex filter within the frequency band
of 2.41-2.484 GHz and 5.1-5.9 GHz are shown in Fig.
11. It can be seen in Fig. 11 that the return loss of the
duplex filter is greater than 10 dB in the dual frequency
bands, and the high-frequency and low-frequency signals
are separated smoothly after passing through the duplex
filter and are transmitted to the matching port.

After optimization, the optimized distance between
the low-frequency antenna elements is set to be 0.754 (4
is the wavelength at 2.5 GHz) while the distance between
the high-frequency antenna elements is set to be 0.654

Port 3

=3

20
-30
40

S parameter (dB)
S 5

— Su
30 i Gy -50
—= 531
5 -60
40 1
- .-
____________ ~—" \ 70
-------- L il TH

-50 v v T 4 A A T T T - -80
240 242 244 246 248 250 50 52 54 56 58 6.0

Freq (GHz) Freq (GHz)

Fig. 11. Simulated S-parameters of the duplex filter.
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(A is the wavelength at 5.45 GHz). The current distri-
bution of the antenna is shown in the Fig. 12. The sig-
nal leads to different antenna array elements according
to different frequencies, the surface of the patch has a
stable current distribution.

The measured and simulated S-parameters of the
proposed outdoor Wi-Fi antenna are shown in Fig. 13.
It is observed that the dual-frequency dual-polarized
antenna achieves bandwidths of 2.41-2.484 GHz and 5.1-
5.9 GHz. Furthermore, the isolation between the two
ports remains consistently superior to 20 dB across the
entire operational bandwidth.

The proposed antenna was measured by a robotic
far-field measurement system. The simulated and mea-
sured results of co-planar polarization and cross-

(b)

Fig. 12. Current distribution of antenna: (a) currents at
2.45 GHz and (b) currents at 5.8 GHz.
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Fig. 13. S-parameters of the proposed antenna: (a) low-
frequency band and (b) high-frequency band.

polarization of two polarizations are shown in Fig. 14.
The gain of the proposed antenna is shown in Fig. 15 (a).

Table 1 shows the performance of this antenna com-
pared with other dual-polarized antennas. [11], [15] has
a higher isolation, but limited gain and a higher profile of
0.122¢. The proposed patch antenna has a high isolation
of 35 dB in the high frequency band and a low profile
of 0.04A. In the case of similar gain, the height of the

—— Sim. Co-polar (Port V)
—— Sim. Co-polar (Port H)

—— Meas. Co-polar (Port V)
=== Meas. Cross-polar (Port V)
—— Meas. Co-polar (Port H)
0 === Meas. Cross-polar (Port H) 0

(b)

Fig. 14. Simulated and measured radiation patterns of the
proposed antenna: (a) simulated radiation pattern at 2.45
GHz and (b) measured radiation pattern at 5.8 GHz.



Table 1: Comparison of proposed and reference antenna
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Ref Frequency Number Dimension Height Substrate Gain Isolation
e (GHz) of Unit (Ap) (Ao) Thickness (mm) (dB) (dB)
[11] 3.14-3.81 1 0.45x0.45 0.12 0.8 8.1 >43
[15] L7121 1 0.54x0.54 0.13 0.8 >6; >30
3.3-3.8 >9
(61 0.82:0.99: 4 3.06x0.94 0.1 1 13.8: >25
1.68-2.86 16.7
[10] 1.69-2.5 4 3.17x1.12 0.13 1 13.9 >27
Proposed 2:4-248; 4 2.6x1.4 0.04 0.74 13.6:+£0.7; >20;
5.1-59 13.2+0.3 >35
14.5 7 ¢4 14.5 extend the working bandwidth of the antenna, so that it
1401 L 140 can meet the working requirements of 2.4 GHz and 5
GHz band Wi-Fi. The substrate used in the design is a
g ;};@d 135 Kind of self-developed blue flexible material, which has
= 13.0 r13.0 the characteristics of light weight and low cost, and the
é 125 I ggﬁg L 125 thickness of the substrate material used is less than that
of the general material. The fabricated prototype antenna
By e achieves operation in the 2.41-2.484 GHz and 5.1-5.9

11.5 T T T T A f—— T 11.5
240 2.42 2.44 246 248 250 5.1525354555.6575.859
Freq (GHz) Freq (GHz)

(b)

Fig. 15. Measured gains for the proposed antenna: (a)
measured gains for port V and port H and (b) antenna
measured in chamber.

antenna proposed in this manuscript is much smaller than
the design of the literature [6], [10]. More importantly,
the substrate of this design is thinner and smaller in size,
and it has excellent isolation. Therefore, such antennas
are preferable in applications requiring low profile and
lightweight miniaturization.

IV. CONCLUSION
A novel outdoor Wi-Fi antenna with dual-band
and dual-polarization capability is proposed in the
manuscript. This proposed antenna uses the coupling
of the upper and lower layers of two patch antennas to

GHz range, and maintains isolation of better than 20 dB
(2.4 GHz band) and 35 dB (5 GHz band) between its two
ports. For vertical polarization, the antenna gain is 13.88
dBi at 2.45 GHz and 13.08 dBi at 5.8 GHz, while the hor-
izontal polarization provides a gain of 13.97 dBi at 2.45
GHz and 13.29 dBi at 5.8 GHz, the proposed antenna
achieves stable and high gain in both polarization cases.
The height of this antenna is 0.04Ay, which is much
smaller than the general size of other low-profile anten-
nas. Such antennas are preferable in applications requir-
ing low profile and lightweight miniaturization, and has
a huge potential market value.
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Abstract — In order to meet the demand of contempo-
rary 5G mobile communication for miniaturized MIMO
antenna systems, this paper proposes a symmetric E-
shaped patch antenna. It is mainly realized by digging
out the simple rectangular radiation patch, and etching
four rectangular slots at the ground plane to widen the
working bandwidth. The overall size of the antenna is
20 mm x 40 mm. However, there is current mutual cou-
pling between the two radiation patches closely arranged
up and down, which greatly affects the radiation effect
of the antenna. Therefore, in order to reduce the cou-
pling degree between each other, a 1 x 3 metamaterial
(MTM) array structure is added between the two patches,
in which the structure of the MTM unit is similar to a
“concave” character. Simulation and real measurement
of antennas using 3D electromagnetic simulation soft-
ware HFSS and vector network analyzer, and the test
results show that the proposed antenna is S;; <-10 dB in
5.32-6.02 GHz (relative bandwidth of 12.35%), the iso-
lation degree S»; is above -18 dB throughout the operat-
ing frequency band, and the overall Envelope correlation
coefficient (ECC) is less than 0.02 in the working band,
which further confirms that the designed MIMO antenna
has good isolation. The radiation pattern of the antenna
is good, which is suitable for the basic requirements of
5G WLAN band.

Index Terms — E-shaped patch, high isolation, metama-
terial (MTM), MIMO antenna array, miniaturization.

L. INTRODUCTION
With the development of data coding technol-
ogy, wireless communication has achieved a fast data
transmission rate. However, in complex propagation
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environments, transmitted signals are limited by multi-
path fading and interference[l]. A single antenna unit
can no longer meet the development needs of the com-
munication spectrum, and MIMO antennas[2] come into
being. As a new type of MIMO, it can ensure that the net-
work bandwidth remains unchanged under the premise
of exponentially increasing the capacity of the commu-
nication system and spectrum utilization[3] and, at the
same time, can effectively overcome the impact of multi-
path and improve the communication quality and relia-
bility of the network[4].

In recent years, character-shaped antennas have
been proposed, which greatly increases the types of
antennas and have a wide range of application sce-
narios. Back-to-back U-shaped monopole antenna [5]
has a large polarization bandwidth, and some E-shaped
patches have been designed. For example, an easy-to-
fabricate E-shaped compact patch antenna with broad-
band and multi-band capabilities [6], and a triple-band
E-shaped patch antenna applied to the 4G communica-
tion band [7]. However, these character antennas men-
tioned above are in the form of a single antenna, which
cannot meet the demands of contemporary 5G commu-
nications, so the aim of this paper is to design a two-
element MIMO array antenna to meet the requirements
of contemporary mobile communications. In addition,
current MIMO antennas focus more on performance
indicators such as low coupling and high gain, while
paying less attention to the miniaturization of antennas.
With the continuous development of 5G wireless com-
munication devices towards miniaturization and slimmer
designs, the internal space of these devices is limited.
However, miniaturized MIMO antennas[8, 9] can be bet-
ter integrated into these compact devices.

https://doi.org/10.13052/2024.ACES.J.391203
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Although the MIMO antenna has advantages that
cannot be matched by a single antenna, it also has its
own biggest drawback, that is, as a multi-input and
multi-output antenna, it will produce a strong electro-
magnetic mutual coupling phenomenon, which will lead
to the deterioration of the impedance, gain, direction
diagram and other characteristics of the antenna array.
How to reduce the coupling degree of the antenna while
maintaining the miniaturization of the antenna is an
important problem to be solved. At present, domestic and
foreign scholars have put forward a variety of methods to
reduce the degree of coupling, such as: adding decoupled
branches, or adding artificial materials. The isolation
of the miniaturized MIMO antenna by at least 10dB is
improved by adding two branches to the ground and
placing the MIMO antenna vertically [10]. A pair of open
branch [11] was used as a decoupling network to reduce
the coupling degree between the elevated antennas.
Another method is to use artificial materials with special
properties, such as electromagnetic band gap (EBG) [12]
and metasurface [13], as decoupling structures.

Metamaterials (MTMs) are novel artificial materials
that can be embedded between radiation units to improve
the isolation without increasing the size and complexity
of the antenna system. Literature [14—16] all uses MTM
structures as decoupling structures to solve the electro-
magnetic coupling problem of MIMO antennas. In addi-
tion to the method introduced in this paper, the design of
microstrip devices based on DMS (Defected Microstrip
Structure)[17, 18] is also very common. It is in this
context that this paper provides the design, simulation,
and testing of a small-size, high-gain and low-coupling
MIMO antenna based on MTM. In the proposed design,
the improvement of isolation degree is achieved by load-
ing a kind of “concave” shaped MTM structure. The radi-
ating patch reduces the area of the radiating patch by
digging slots, and four rectangular slots of equal length
are etched on the floor to further broaden the antenna
bandwidth. At this time, there is a strong electromagnetic
coupling phenomenon between the two closely arranged
radiating patches, in order to weaken the electromagnetic
mutual coupling between the two, a certain number of
MTM unit structures are added to the middle of the array.
Simulation and measurement results show that the isola-
tion of the antenna in the operating band reaches more
than - 18 dB after loading the MTM structure, and decou-
pling is achieved across the entire bandwidth after load-
ing the MTM structure. The overall Envelope correlation
coefficient (ECC) is less than 0.02 in the working band,
which further confirms that the designed MIMO antenna
has good isolation.The peak gain is reached at around 6
dBi. In addition, the loading of MTMs reduces the influ-
ence of sidelobe radiation of the antenna, which indicates
that the antenna’s radiating performance has been opti-
mized and enhanced with the addition of MTMs.
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II. SYMMETRIC ANTENNA DESIGN
PROCESS

Figure 1 shows the geometry of the two-cell com-
pact E-shaped MIMO antenna proposed in this paper.
Both patches are printed on a FR4 (dielectric con-
stant of 4.4, dielectric loss angle tangent of 0.02) sub-
strate with a volume of 20 mm x 40 mm X 1.6 mm.
And the overall size of the antenna is very small. The
antenna structure is firstly to etch the corresponding
number of rectangular slots on the single rectangular
patch and on the floor respectively so that the proposed
single structure achieves the purpose of miniaturization
of the antenna patch unit and expansion of its operat-
ing bandwidth, and finally, the single radiating patch
unit is closely arranged in a symmetric way to form the
MIMO two-cell antenna array structure, and the over-
all design steps are shown in Fig. 2. This is also the
difference between the structure proposed in this paper
and the previous character-based structure. During the
antenna design process, the antenna structure dimensions
are modeled and optimized using HFSS electromagnetic
simulation sofeware, and the final determined antenna
parameters are summarized in Table 1.

Fig. 1. The geometry of the E-shaped MIMO antenna:
(a) front view and (b) back view.

Patch Symmetric
—

2
operation

’ Floor etching Symmetric
GND — —
operatién operation

Fig. 2. Steps of the antenna design.

Patch antenna

Table 1: Dimensions of the optimized antenna structure

(unit: mm)
Parameter| Numerical Value | Parameter | Numerical Value
W, 20 L, 40
W, 15.7 L, 10.4
W, 4 L, 12
W;3 2.6 Ls 2
d; 2 d; 6.5
ds 8 a 6
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III. MTM UNIT DESIGN AND ANALYSIS

A. MTM cell design

The electromagnetic properties of artificial MTMs
mainly depend on their structure and dimensions, and
by designing their structure and dimensions, the metal-
lic ohmic loss and dielectric loss near the resonance fre-
quency can be adjusted to realize the absorption of inci-
dent electromagnetic waves. In this paper, we design a
MTM unit structure that can exhibit special electromag-
netic resonance characteristics near 5.8 GHz, as shown in
Fig. 3. The overall size of the designed MTM structure
is very small, and the parameters optimized after simula-
tionarea = S55mm,c = t = f; = 04mm,g
= 0.6 mm, ¢; 2 mm.

= (3= 0.7 mm, ¢ =

Fig. 3. MTM unit structure diagram.

In order to verify the electromagnetic characteristics
of the designed MTM unit, the electromagnetic simula-
tion software HFSS is used for detailed analysis. Open
resonant circular and square rings are placed on the upper
and lower surfaces of FR4 dielectric substrate with thick-
ness of h = 1.6 mm, and the whole is placed in an
air box. In the simulation, the upper and lower surfaces
perpendicular to the z-axis are set as wave-port excita-
tion, the front and rear surfaces perpendicular to the x-
axis are set as ideal magnetic conductors (Perfect H), and
the left and right surfaces perpendicular to the y-axis are
set as ideal electric conductors (Perfect E). At this time,
the magnetic field is perpendicular to the surface of the
MTM cell, which is used to simulate the generation of
the magnetic resonance when the magnetic field passes
through the cell, as shown in Fig. 4.

B. Simulation analysis

The MTM is characterized by a normally incident
X-polarized wave and a scattering parameter extracted
from a single unit cell with periodicity. In order to obtain

ACES JOURNAL, Vol. 39, No. 12, December 2024

Fig. 4. A 3D view of the MTM cell structure.
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Fig. 5. (a) Plot of the S-parameter structure and (b) plot
of the extracted equivalent parameter values.

the characteristic parameters of the MTM, the S param-
eter inversion method [19, 20] is needed. Figures 5 (a)
and (b) show the magnitude of the S-parameter of the
MTM cell structure and the equivalent parameter values
of its permeability and permittivity, respectively. From
the results, it can be seen that the value of its equivalent
magnetic permeabilityy at 5-6 GHz is negative, and the
value of the equivalent permitivity € is positive, which
can indicate that the MTM is an electronegative material.
It can be observed from the transmission and reflection
characteristics that the MTM has a determined suppres-
sion bandwidth between 5-6 GHz, especially a transmis-
sion stop band due to magnetic resonance near the center
frequency point 5.8 GHz. It can be used to suppress the
propagation of coupling current from one antenna ele-
ment to another to improve isolation between antenna
array elements.

IV. ANALYSIS OF THE OVERALL MIMO
ANTENNA STRUCTURE AND THE
EXPERIMENTAL RESULTS

The purpose of decoupling is achieved by loading
the 1 x 3 MTM array structures between the two radia-
tion patches, and the overall antenna structure is shown
in Fig. 6. To make the measurements comparable, the
original and loaded MTM antennas adopt the same struc-
tural dimensions, where d3 = 0.4 mm,ds = 0.5 mm.



[T]
il
[l

Fig. 6. Front view of the integral MIMO antenna loaded
with MTMs. (Blue is the dielectric substrate, the radia-
tion patch is yellow and the MTM structure on the same
surface as the radiation patch is orange).

A. S-parameter simulation analysis

Figure 7 is a comparison diagram of the antenna S-
parameters obtained by the HFSS software simulation.
Figure 7 (a) shows that the central working frequency of
the MIMO antenna loaded with MTMs is slightly shifted
to the low frequency, but the overall deviation of the
working frequency band is not large. It can be seen from
Fig. 7 (b) that by loading MTMs, the coupling coefficient
S>; obtained a substantial decrease of the MIMO antenna
in the entire working frequency band. Compared with the
original antenna, the coupling degree not only achieves
the minimum requirement of the MIMO antenna but also
achieves a maximum of 10 dB decoupling, and the cou-
pling reduction effect is remarkable.

— - without MTM

"L withoutmrm\J -35
—— with MTM

—— with MTM

2
500 525 550 575 6.00 625 6.50
Frequency (GHz)

Frequency (GHz)

(a) (b)

Fig. 7. S-parameter plot of the antenna: (a) Sj; and
(b) $21.

B. 2D radiation pattern

Figure 8 shows a comparison of the two-
dimensional far-field radiation pattern of the antenna
before and after loading the MTM structure in the E-
plane and H-plane at 5.8 GHz. As can be seen from the
comparison figures, compared with the ordinary MIMO
antenna, the directional map of two-dimensional far-field
radiation in the H-plane of the MIMO array antenna
loaded with MTMs is unchanged, indicating that the
introduction of the MTMs does not damage the far-field
radiation characteristics of the antenna. In addition, it
can be seen from Fig. 8 (a) that adding MTM enhances

-40
500 525 550 575 6.00 625 6.50
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-40
~—without MTM

- <=—with MTM ./

(b)

Fig. 8. Radiation pattern of the antenna with and without
MTM: (a) E-plane and (b) H-plane.

the main flap radiation of the far-field radiation of the
antenna’s E-plane more obviously. That is, the MIMO
antenna without MTM produces large side lobe radia-
tion between 120 and 180 degrees. Instead, the MIMO
antenna with MTM produces strong main lobe radiation
in the direction of 150 degrees. The side lobe radiation
at this time is very small, which further indicates that the
MTM structure has a significant role in improving the
performance of the MIMO antenna.

C. Antenna surface current distribution

In order to understand the decoupling principle of
the loaded MTM antenna more intuitively, the surface
current distribution of the antenna before and after the
loading of the MTM is analyzed at the center frequency
point of 5.8 GHz, and the comparison results are shown
in Fig. 9. In order to make a visual comparison, the same
current intensity scale has been chosen for both figures,
with darker colors (red) indicating a denser distribution
of current intensity on the surface, and lighter colors
(blue) indicating a sparser distribution of current inten-
sity on the surface, where the left figure is the case not
based on MTMs, and the right figure is the case based
on MTMs. From the comparative analysis of the left
and right figures, it can be seen that the surface current
strength distribution on the antenna array element in the
left figure is denser, which can produce stronger coupling
to the neighboring antenna array elements, whereas in
the right figure, after the addition of the MTM structure
in the middle of the two antenna units, the surface cur-
rent strength distribution on the following antenna array
element becomes obviously sparse, which further indi-
cates that the designed MTMs can effectively weaken the
electromagnetic mutual coupling between two closely
spaced antenna elements.

D. 3D radiation gain direction map of the antenna
A comparison of the 3D radiation gain directional
map of the antenna at the center frequency point 5.8 GHz
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Fig. 9. Surface current map at 5.8 GHz: (a) without
MTMs, (b) with MTMs and (c) current intensity distri-
bution.

generated in the electromagnetic simulation software is
shown in Fig. 10. From the figure, it can be seen that
the addition of the MTM has an effect on the antenna
gain, that is, it increases the antenna gain by a small
amount, with an overall increase of 1.05 dB. From the
3D radiation gain direction map, the highest gain of the
antenna reaches 5.89 dB, which meets the range require-
ments of 5G mobile communication antennas for high
gain.

st

Fig. 10. 3D gain orientation diagram: (a) without MTMs
and (b) with MTMs.

E. Gain and efficiency of proposed antenna

Figure 11 shows the resulting plot of the gain and
efficiency of the MIMO antenna after loading the MTM.
We can see from the figure that the peak gain ranges from
4.08 dBi to 5.95 dBi. The radiation efficiency ranges
from 66% to 80% in the entire operating frequency
band, and the radiation efficiency at the center frequency
of 5.8 GHz is about 80%. The maximum gain is 5.95
dBi at 5.9 GHz and the minimum gain is 4.08 dBi at
5.36 GHz.
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Fig. 11. Gain and efficiency of proposed antenna.

F. The MIMO antenna diversity characteristics

ECC and diversity gain are the two most impor-
tant parameters to show the diversity characteristics of
MIMO antenna. Figure 12 presents the simulated ECC
and diversity gain diagram of MIMO antenna. It can be
seen from the figure that the ECC value meets the mini-
mum requirements of the ideal value in the entire work-
ing band, and the overall ECC is less than 0.02 in the
working band. This confirms that the designed MIMO
antenna has good isolation and the best performance
under a multipath fading environment. Moreover, in the
working frequency band, the proposed MIMO antenna
achieves a diversity gain of 10 dBi with good diversity
characteristics.

10.50 - -0.04
10251
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Fig. 12. Gain and efficiency of proposed antenna.

G. Comparative analysis of antenna array elements
The MIMO antenna arrays presented in Table 2
have similarities in shape, and their performance is
compared in this section. Compared with [21-23], the
structure in this paper has advantages in isolation and
gain although the bandwidth is relatively narrower.
Although the design has disadvantages in isolation com-
pared with [24-26], the operating bandwidth is rela-
tively wider. Compared with these four antenna arrays,
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Table 2: Comparison between the proposed antenna and other antennas

Ref Electrical Dimensions Center Frequency Bandwidths Isolation | Gain (GHz)
Point (GHz) (GHz) (GHz)
[21] 0.5729x0.3854¢ 6,8, 10 5.2-10.6 <-15 5.7
(68.35%)
[22] 1.07%1.0729x0.012 2.3,2.5,2.65 2.22-2.75 <-18 5.5
(21.3%)
[23] 0.4420%0.54¢ 3.5 3.22-4.36 Not 52
(30.07%) Given
[24] 0.81249%0.549%0.02¢ 2.45 2.449-2.456 <-22 6.68
(0.29%)
[25] 0.429x0.6140x0.012 2.77 2.73-2.85 (4.3%) <-50 Not Given
[26] 0.8420x1.012 3.5 3.5-3.55 (1.42%) <-20 Not Given
This paper 0.6619x0.3349x0.024 5.8 5.32-6.02 <-18 5.89
(12.35%)

the antenna structure has a greater advantage in terms
of small size, which is better able to meet the demand
of modern mobile devices on the antenna miniaturiza-
tion. In addition, the comparison of the electrical dimen-
sions of the antennas is more reflective of the smaller
dimensions of the proposed antennas. Therefore, the
design can meet the most basic requirements of the
antenna in high isolation, small size, broadband and high
gain.

V. ANTENNA FIELD MEASUREMENT AND
RESULT

To validate the proposed design, an antenna proto-
type was made and measured. The antenna was simu-
lated using ANSYS HFSS. The antenna made according
to the above parameters is shown in Fig. 13, and the S
parameter of the antenna was measured using the Net-
work Analyzer (NA). The measured and simulated val-
ues of the S parameters are shown in Fig. 14. Compar-
ing the simulation results and the measured results, we
find that there is a small frequency shift. This may be
due to factors such as SMA connector loss, cable loss,
and radiation boundary during measurement. The mea-
sured results show that the measured frequency band of
the proposed MIMO antenna of S;; <-10 dB is basically

(a) (b)

Fig. 13. Physical representation of an antenna loaded
with MTMs: (a) front view and (b) back view.

unchanged and S>; <-20 dB. And the measured and sim-
ulation results are generally moderate.
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Fig. 14. Measured and simulated S-parameters of the
designed MIMO antenna.
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Fig. 15. Measured and simulated radiation pattern(with
or without MTMs) at 5.8 GHz: (a) Phi = 0 °C and (b)
Phi = 90°C.
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Next, the radiation characteristics of MIMO antenna
in both cases (with or without MTMs) were further stud-
ied. Figure 15 shows the simulation and measured radi-
ation pattern of the main plane azimuth (Phi = 0 °C)
and pitch (Phi = 90 °C) at 5.8 GHz, which shows that
the introduction of the MTM has a slight effect on the
deviation of the radiation pattern.

VI. CONCLUSION

In this paper, a symmetric “E-shaped” MIMO dual-
cell array antenna for 5G WLAN band is proposed
by combining the character-shaped radiating patch and
MIMO technology to optimize the shortcomings of a
single patch antenna, such as low spectrum utilization.
A kind of “concave” shaped MTM cell structure is
proposed to improve the isolation degree between two
antenna cells, which is mainly placed between two radi-
ating patches in a 1 x 3 arrangement. The distance
from the MTM array structure to the two patch cells
can be adjusted to reduce the coupling degree between
the MIMO antenna array cells. Comparison of the mea-
sured and simulated results shows that the introduction
of MTM improves the impedance matching character-
istics of the antenna array compared with the original
antenna and steadily improves the gain of the antenna.
Although the gain improves less, the overall gain meets
the minimum requirements of high gain. Meanwhile, the
isolation degree is above -18 dB throughout the oper-
ating frequency band, and achieves a maximum of 10
dB decoupling compared to the antenna array without
MTM. Compared with the same type of antenna, the
antenna has some advantages in terms of miniaturiza-
tion, gain and isolation. Therefore, the proposed MIMO
antenna system is suitable for the field of miniaturized
MIMO dual array antennas with high isolation.
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Abstract - In this paper, a new high-polarization meta-
material structure design for a multiple-input, multiple-
output (MIMO) antenna with robust isolation is intro-
duced. The antenna design satisfies the requirements of
C-band and S-band wireless communication networks up
to sub-6 GHz 5G applications. The novel design of the
antenna gets three frequency bands—5.8 GHz, 3.4 GHz,
and 2.57 GHz—to be taken into consideration. After the
integration of metamaterial components and without use
of any further decoupling techniques, high isolation of
more than 20 dB is achieved. By suppressing the propa-
gation of surface waves, low-band resonators can reduce
the mutual coupling between two higher bands. Ulti-
mately, the initial coupling is canceled out using a split-
ring resonator (SRR) to minimize coupling in the low
band. The stated MIMO antenna has a maximum return
loss of -13, -18, and -21 dB and a mutual coupling of -
13, -18, and -21 dB. It covers the 2.5, 3.4, and 5.8 GHz
bands, which are used for WLAN, LTE, and 5G. Within
acceptable bounds, the envelope correlation coefficient is
less than 0.01 and the total active reflection coefficient is
less than -10 dB. The performance of MIMO antennas is
observed practically and reported.

Index Terms — 5G, meta material structure, MIMO
design, unit cell, wireless applications.

L. INTRODUCTION

Multiband antennas capable of operating in many
frequency bands are becoming increasingly important
as mobile communication networks such as WLAN and
WiMAX evolve. To make it easier to integrate the anten-
nas with other system parts, they should also have a
broad bandwidth and low profile. One effective way
to meet the prior requirements is to use printed anten-
nas. Various methods have been explored in the liter-
ature to accomplish multi-band properties. In order to
produce various resonance frequencies, the most com-
mon method involves acting on the radiating element
by etching holes or adding conducting strips [1-4]. The
metamaterials utilized significantly lessen multi-antenna
coupling. The introduction of these materials, known as

Submitted On: July 12, 2024
Accepted On: December 15, 2024

split-ring resonators (SRR), has boosted S parameters,
transmission effectiveness, diversity gain (DG), radia-
tion characteristics, and envelope correlation coefficients
(ECC) along the antenna patch plane [5-6].

Low radiative losses show that the separation
between the two patch antennas may be increased by up
to 20 dB without affecting the impedance bandwidth [6—
8]. To meet the demand for multiple frequency bands, a
number of strategies have been employed in the literature
to produce dual-band or multi-band antennas, including
a novel antenna constructed from metamaterial and with
a spiral structure to act as a complementary SRR [9-12].

If the multiple-input, multiple-output (MIMO) only
functions in one frequency band, it will be unable to
fully utilize its inherent benefits and will squander fre-
quency band resources. As a result, one of the funda-
mental technological problems confronting current wire-
less terminals and systems is developing an antenna for
wireless applications that can handle dual-band or multi-
band operations while maintaining acceptable perfor-
mance [13-14].

The literature has also reported on a number of other
MIMO antenna technologies for use in 5G smart phone
applications. When it comes to channel capacity, ECC,
and isolation, these systems excel. Many strategies,
including spatial diversity, can be used to improve iso-
lation between antenna sections [15-16]. Every antenna
part must be tiny, well decoupled, and positioned on the
phone (PCB or rim) with care. The suggested antenna
material carries effectively on a lossy fr-4 substrate. In
MIMO systems, proper port fielding and decoupling are
required in order to provide uncorrelated channels. For a
smooth integration with the increasing popularity of 5G
connections, 5G devices must make room for 2G, 3G,
and 4G MIMO/diversity antennas [17-18].

II. ANTENNA STRUCTURE AND DESIGN
The dimensions of the proposed antenna’s rectan-
gular array are 70 x 65 mm (width X length). It is
intended to be used as a tri-band MIMO antenna. Thus,
a 4-port MIMO antenna with an SRR construction is
designed. The 1:7 metamaterial SRR is meant to enhance

https://doi.org/10.13052/2024.ACES.J.391204
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the MIMO system’s performance. The outer and inner
rings are positioned between the MIMO antennas after
achieving lower coupling loss.

The suggested antenna is made using a cheap FR-
4 substrate that has a 1.6 mm dielectric constant (ur =
4.3). To build and optimize the suggested antenna con-
struction, EM Simulator CST Studio Suite was utilized.
In Fig. 1, the antenna diagram is displayed.

Figure 2 shows that simulated reflection coefficients
perform the highest return loss and radiate 90% of the
power with a combination of metamaterial structure.
Two concentric metallic rings engraved on a dielectric
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Fig. 2. Reflection coefficient of four antennas.
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substrate in the form of a circle or square make up
the SRR.

A. MIMO antenna design

In MIMO systems, contact between the antenna
components via surface and space waves creates mutual
coupling. As little as -10 dB is the reported gap
between MIMO components 1 and 4. The high inter-
action between antennas 1 and 3 in space and surface
waves is the reason for this poor isolation. The sug-
gested MIMO system achieves a maximum gain of 4.4
dBi. The isolation and gain of the MIMO antenna must
be improved to reduce the decoupling technique. Two
metallic rings that are concentric on the dielectric sub-
strate and etched in the shape of a circle or square make
up the SRR. Their opposite ends are divided or have
gaps. The MIMO antenna ECC measures the channel
correlation between the antennas. The channel capaci-
tance of a MIMO antenna increases the performance of
the 4-port antenna as broad-band applications by provid-
ing strong mutual coupling between the antennas. The
MIMO antenna channel capacitance of M and N Rx and
Tx is:

Pr H
¢ =BWlog, (det (IN+ GZMHH )) . (D)

The equation for a highly efficient and lossless
antenna is based on channel capacitance ¢ and S param-
eters.

Figure 3 illustrates how the coupled power between
two adjacent components is measured using the antenna
isolation’s reflection coefficient (|]S21|). A low-level
matched load terminates the antenna output, and
S11 is the input reflection coefficient. Forward trans-
mission (from port 1 to port 2), reverse transmis-
sion (from port 2 to port 1), and output reflection
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—S21 with MTM
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Fig. 3. Transmission coefficient Sp; and reflection coef-
ficient Sy;.
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coefficient (S22) are represented as S21, S21, and S12,
respectively.

Figure 4 shows the reflection coefficients (S11 and
S22) that were calculated and measured. With and with-
out metamaterial structure, the planned MIMO sys-
tems show similar -15 dB impedance bandwidths. The
5G sub-6 GHz NR bands are still sufficiently covered,
notwithstanding a little operational frequency modifica-
tion brought on by metamaterial effects. After employing
the metamaterial, the measured impedance for the origi-
nally intended MIMO antenna is BW 2.57 GHz (2.5-5.8
GHz).

e
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Fig. 4. Reflection coefficient without metamaterial.
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Fig. 5. Refection coefficient with metamaterial (MTM).
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Figure 5 shows the simulation results of the reflec-
tion coefficientwithout using metamaterial.

The integration of unit cell design into a MIMO sys-
tem improves the isolation between the antennas. The
effects of near-field coupling between the antennas are
lessened when the proposed metamaterial is positioned
close to the MIMO system, as seen in the isolation plots
in Fig. 6. In the SG NR bands, isolation between the
opposing antennas (S12/S21) and the nearby antennas
(S31/S41) increases by at least 3.5 dB. Maximum vol-
ume is less than 20 decibels.
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Fig. 6. Transmission coefficients.

III. UNIT CELL DESIGN

Since the primary goal of the metamaterial design is
to access wideband 5G spectrums, the suggested struc-
ture’s anticipated beginning dimensions are chosen to be
at the frequency of 2.57 GHz, 3.5 GHz, and 5.8 GHz. At
the intended frequencies of 2.57 to 5.8 GHz, the compact
unit cell size (L) of 14 mm indicates Lu = AL/6.52 (see
Table 1). This is sufficiently tiny to meet the metamate-
rial sub-wavelength criterion, enabling the achievement
of the metamaterial effective response.

Figure 7 shows that the unit cell design substrate is
twenty micrometers thick on both sides. Characterizing
materials in the low-GHz spectrum is another objective
of the investigation. Because of this, the SRR dimensions
are thought to have measurement applications at frequen-
cies close to 6 GHz. In this instance, the exterior ring’s
length is 1 = 20 mm, the gap’s width is g = 1.5 mm, the
rings’ width is w = 20 mm, and the distance between
them is ¢ = 1.5 mm. The geometrical layout of the SRR
cell is displayed in Fig. 7, showing the low-cost, acces-
sible proposed antenna aim of this project. With a dis-
sipation factor of around 0.02 and a relative permittivity
of er = 4.4, we select a FR-4 substrate thus. The copper
metallic substrate has a thickness of 1.6 mm.
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Fig. 7. SRR unit cell design.

Table 1: Unit cell parameters

S.No Parameter Value
1 Lu 20 mm
2 Ws 20 mm
3 Cut_1 1.5 mm
4 Cut2 1.5 mm

A novel resonator with a modest size of 0.11Amin
0.02Amin at 3.4 GHz is produced utilizing 1.6 mm
height low-cost FR-4 printed material (¢r = 4.3 and tan §
= 0.025). Figure 8 depicts the optimized unit cell geom-
etry, which consists of two linked circle-shaped comple-
mentary split rings enclosed by double rings. Figure 8
depicts metamaterial reflector design specs, an enlarged
image of a unit cell, and a sneak peek at the finished pro-
totype. An adaptive tetrahedral mesh-based frequency
domain solution is used on the EM simulator platform,
CST Studio Suite, to analyze the unit cell. During the
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Fig. 8. Reflection coefficient measured results.
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simulation process, the electric and magnetic fields are
parallel to the unit cell structure.

The produced MMR confirms the epsilon negative
(ENG) and mu-near-zero (MNZ) properties by display-
ing a near-zero positive permeability value (actual) over
the indicated antenna operating spectrum. This mate-
rial’s near-zero characteristics reduce the near-field cou-
pling between magnetic and electric fields. The sug-
gested antenna 4 x4 compact design meets the condition
modeling and measured results of the metamaterial struc-
ture employing a MIMO antenna.

In terms of technological merit, this approach has
the following advantages over previous mutual decou-
pling techniques applied to MIMO antennas. The tech-
nique of integrating the SRR with metamaterial is pro-
posed in this paper, wherein a circle stub design of struc-
ture operating at 2.57, 3.4, and 5.8 GHz is initially inves-
tigated, and then it is transformed into a metamaterial
substance to further identify its mutual decoupling abil-
ity (see Table 2).

Table 2: Isolation from other antennas

Ref. Size Freq. Band Isolation
(GHz) (dB)
[1] 35%35 45629 <20
[2] | 38.5x38.5 3.08-11.08 <20
[3] 48x48 2.5-12 15
[6] 3035 2.78-12.3 -
[7] 55%x100 1.85-11.9 <17.2
[8] 23%39.8 45628 <20
This 70%x65 2.57-5.8 <23
work

1. Aninnovative SRR design that enhances impedance
matching in MIMO antennas without utilizing any
decoupling techniques suggests mutual coupling
reduction.

2. Split-ring resonators optimize resonance frequency
wireless applications with minimal radiative losses.

3. Reduced radiative losses of SRRs are a benefit.
Their negative effective permeability at frequencies
nearer the resonance frequency has led to the cre-
ation of left-handed media with a negative refractive
index.

4. It is possible to convert this work into a low mutual
coupling massive MIMO antenna since the edge-to-
edge spacing between two selected antenna array
parts can be as tiny as 0.03710.

IV. RESULTS AND DISCUSSION
For experimental examination, the constructed
MIMO prototype is placed, as shown in Fig. 9, above the
metamaterial reflector using two rings placed between
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the four antennas with 0.5 mm distance. During the
reflection coefficient measuring technique, one to one
antenna is activated. A 50 Q terminator is used to close
the remaining two ports while the two MIMO system
antennas are activated concurrently for the isolation mea-
surement.

Calculated and observed reflection coefficients (S11
and S22), with and without metamaterial structure, the
planned MIMO systems show similar -15 dB impedance
bandwidths. The 5G sub-6 GHz NR bands are still suf-
ficiently covered, notwithstanding a little operational
frequency modification brought on by metamaterial
effects. After employing the metamaterial, the measured
impedance for the originally intended MIMO antenna is
BW 2.57 GHz (2.5-5.8 GHz). Simulated and observed
isolation curves for the built-in MIMO antenna (with and
without metamaterial), Fig. 10 shows antenna connected
to VNA chamber to measure fabricated antenna.

Figure 11 shows the far-field results of the antenna
as measured and simulated.

Fig. 9. Fabrication of the antenna.

Fig. 10. Antenna connected to VNA chamber.

ACES JOURNAL, Vol. 39, No. 12, December 2024
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Fig. 11. (a) 2.57 GHz, (b) 3.4 GHz, and (c) 5.8 GHz nor-
malized co- and cross-polarized radiation pattern simu-
lated and measured results.

V. CONCLUSION
Here we present the four-port MIMO antenna for
5G and wireless applications and the created MIMO
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antenna, operating frequency ranges 2.57, 3.5 GHz to
5.8 GHz spectrum, covering the 5G NR n77/n78/n79
bands The wideband metamaterial reflector is added to
the MIMO system to improve gain and isolation between
two adjacent antenna radiators. The suggested antenna
achieves a maximum gain of 8.1 dBi and an isola-
tion of 20 dB, with a 4.2 dBi increase, demonstrat-
ing the metamaterial structural contribution to the spec-
ified MIMO system. After being made and tested, the
suggested MIMO antenna experimental verification is
good.
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Abstract — In this paper, the evolutionary process, fabri-
cation and measurement of an all-metal antipodal Vivaldi
antenna (AMAVA) design are presented for the high-
power microwave (HPM) application. Derived from the
substrate-loaded antipodal Vivaldi antenna, the proposed
antenna is made all metallic to enhance its power han-
dling capacity (PHC). Considering the further improve-
ment of the radiation performance and antenna fixing,
rectangular slots and tuning stubs with exponential cor-
ner cuts are employed in antenna design. In the air con-
dition, the PHC values of the final proposed antenna
are over 8000 W in its operating band. The proposed
AMAVA is fabricated and measured in a microwave ane-
choic chamber. According to the measured results, the
—10 dB impedance bandwidth covers 8.3-10.66 GHz,
and its deepest resonance reaches —29.7 dB at 9.75 GHz.
The measured radiation pattern values are in agree-
ment with simulation values, and its peak gain val-
ues at 9.3 GHz, 9.8 GHz and 10.3 GHz are 4.54 dBi,
5.68 dBi and 5.71 dBi, respectively. A PHC experiment
is conducted, which verifies the AMAVA is qualified for
8000 W-level PHC.

Index Terms — All-metal antenna, antipodal Vivaldi
antenna (AVA), high-power microwave (HPM) antenna,
power handling capacity (PHC).

L. INTRODUCTION

Unmanned aerial vehicle (UAV) technology and
industry have been greatly improving and developing
in recent years. As one of the directional energy tech-
nologies, high-power microwave (HPM) technology has
been taken much into account for anti-UAV swarms and
has obtained a significant effect in the practice. The
HPM antenna, as the energy-radiating terminal, plays an
important role in the HPM system to realize adequate
energy to damage or destroy the target aircraft.

Printed on the same side of the dielectric substrate,
the Vivaldi antenna (VA) is designed with specialized
exponential slots, which transform small size to large

Submitted On: August 9, 2024
Accepted On: January 5, 2025

size in order to realize an ultra-wideband [1, 2]. Great
efforts for VA research are made into gain enhancement
[3-5], antenna miniaturization [2, 6], notch band [8],
dual polarization [9], circular polarization [2, 10] and
array design [12]. Involving two flares with exponen-
tial slots printed on two sides of the substrate, antipo-
dal Vivaldi antennas (AVA) have the advantages of a sta-
ble realized gain and compact structure, which is widely
applied in wireless communication and radar detection
[13]. Similarly, the AVA design mainly focuses on the
topic of using metamaterials to enhance the realized
gain for ultra-wideband applications [14], moisture sen-
sors for industrial process control [15], monitoring liver
microwave thermal ablation for microwave imaging sys-
tems [16] and near-field microwave imaging medical
applications [17].

However, the common sub-loaded VA cannot be
applied in the HPM systems due to its low power han-
dling capacity (PHC), usually no more than 3000 W in
the air. One of the most effective ways to enhance the
PHC is making the Vivaldi antenna all metallic (AMVA).
With inclined groove and orthogonal element, respec-
tively, AMVA units are designed in [2, 18] for ultra-
wideband dual-polarization applications. Based on the
AMVA unit design, a linear phase array is proposed with
eight elements, and two additional elements added as the
virtual elements, realizing a broadband characteristic of
6-12 GHz and the phase scanning of a 45° angle [20].
Most given attention is emphasis on the AMVA array
design, which involves a dual-polarization array for the
HPM systems [2, 21], a flared-notch array [23], a dual-
polarized array for airborne radar measurements of snow
[24] and an array operating in 12 octaves [25].

This paper proposes and verifies an all-metal antipo-
dal Vivaldi antenna (AMAVA) for HPM applications. By
using an all-metal structure rather than the traditional
substrate-loaded frame, two AVA flares are positioned
vertically on the metallic plate, improving its PHC while
maintaining its broadband characteristics. The proposed
AMAVA has a PHC of more than 8000 W and a —10 dB

https://doi.org/10.13052/2024.ACES.J.391205

1054-4887 © ACES

1066



1067

impedance bandwidth of 8.37-10.6 GHz, which demon-
strates its ability in applying in the HPM system.

I1I. ANTENNA DESIGN

A. Evolution process and antenna specification

The AMAVA design is modeled, simulated and opti-
mized in the Computer Simulation Technology (CST)
Studio Suite 2021. The evolution process, detailed struc-
ture and dimension of the proposed antenna design are
presented in Figs. 1 (a-d). At first, an AVA loaded on
an FR-4 substrate (&, = 4.4) is regarded as the original
antenna (Ant I). To enhance the PHC of the antenna, Ant
I is made all-metallic as Ant II, whose one flare connects
to a metallic ground plate, which helps to improve the
directivity of the AMAVA, and another is fed by a coax-
ial probe. The chiral flares are set parallel and crossed. To
further improve the performance of the AMAVA, some
modifications are employed on the flares. The proposed
AMAVA consists of two chiral metallic exponential radi-
ation flares with rectangular slots to realize the broad-
band characteristic, a metal plate for grounding and a 50
Q coaxial probe for feeding. The exponential curve of
the AMAVA is, according to y = ae"*¥)+b, a total of
four exponential curves included in the proposed antenna
design.

Ant ITT
Ant IAMAVA) (AMAVA, Final Version)

-»; = :
-

Ant I(SLAVA)

D

(d)

Fig. 1. Diagram of the proposed antenna: (a) evolution
process of the SLAVA to the enhanced AMAVA, (b) flare
fed by the coaxial probe, (c) flare connected with the
ground, and (d) side view (L.omp1 = 9.5 mm, Weomp1 =
2 mm, wy,, = 0.93 mm, [y, = 11 mm, wepppy = 1.1 mm,
Wrtarel = 1.9 mm, deyp = 11.6 mm, lyp4n¢ = 35 mm,
hgmund =2mm, hgyup = 5.2 mm, hgpr = 2 mm, wyy, =
7.6 mm, lf4e = 302 mm, hpge = 24 mm, heomp =
9mm, dyjgr, = 1.9 mm, tf147 = 1.8 mm, r| = —0.6, 1, =
—0.95, r3 =r4 = —0.87, a) = —28, b] = 16, a) = —10,
by =24,a3=11.6,b3=1.6,a4 = 5.3, by = 1.8).
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B. Simulated performances at different states

Comparisons of simulated results among the three
antennas are shown in Figs. 2 (a-b). According to the
PHC calculating method:

E; \2
PHC = P, * (Ea> . 1

max

Input power P;, is 0.5 W, breakdown E-field inten-
sity E,ir in the air is 3 MV/m and En,x is the maxi-
mum FE-field intensity. It is obvious that lowering the
value of Ep,y is helpful to increase PHC. The simu-
lated PHC values of Ant I are no more than 1000 W
and cannot satisfy the basic demand of the HPM sys-
tem. For the purpose of enhancing the PHC of the AVA,
Ant II is a version of the all-metallic Ant I, whose sim-
ulated PHC values are improved significantly and over
8000 W in the operating band. However, the operating
bandwidth and resonance depth of Ant II are narrow and
shallow due to the all-metal structure. The deepest res-
onance depth is —15.5 dB at 9.8 GHz, and the —10 dB
impedance bandwidth of Ant II covers 8.25-11.1 GHz.
The shallow resonance depth of Ant II has the potential
to influence the electric components, such as the low-
noise amplifier. Considering this issue, with slots on the
brims of the Vivaldi flares, some bandwidths are sacri-
ficed to ensure enough resonance depth. The simulated
—10 dB impedance bandwidth of Ant III can cover 8.62-
10.66 GHz, and its deepest resonance depth can reach
—29.5 dB at 9.8 GHz. Introducing slots, the E-field dis-
tributions of the AMAVA are changed, and its maximum
E-field intensity is reduced, resulting in some improve-
ments in simulated PHC at target frequencies according
to equation (1).

12000

10000
a-lO- .
g Z 8000 -
— ~ —— Ant
— T
@ g

6000 —— At 1l

e At 1

—e—dAnt]
—e—Am Il
e Ant I

i

100 105 110 80 85 90 95 100 105 1L
Frequency(GHz)

T80 85 90 95
Frequency(GHz)

() (b)

Fig. 2. Comparison among simulated results of Ant I, Ant
Il and Ant I1I (a) S11 and (b) PHC.

Comparisons of the simulated radiation patterns of
the three antennas are listed in Figs. 3 (a-b). E-plane and
H-plane radiation patterns of Ant I show great symme-
try and are close to the shapes of ‘8’ and ‘0’, respec-
tively. The antenna will be arranged in an array for the
HPM radiation, and the back lobe of Ant I is too notice-
able and will lead to strong back radiation, which has the
potential to destroy irrelevant electrical components in
the back end, so that it cannot apply in the HPM appli-
cation. For some antenna arrays, they are examined for



a certain angular deflection, so that the main lobe of the
element antenna does not travel along the axis. When the
original antenna undergoes metallization and transits to
Ant Il and Ant 111, the radiation direction of E-plane pat-
terns will deviate 7-8° from the main axis, and an asym-
metry shows in E-plane and H-plane radiation patterns in
the operating band. Thanks to the loading of the ground
plane in Ant II and Ant III designs, their back radiation
lobes are nearly eliminated and facilitation of antenna
fixing is obtained.

5o ol il o 3
wohosnh383Eobhou

Radiation Pattern(dBi)
Radiation Pattern(dBi)
g

24 <51 120 V\\
NS e Amd 0 N e X e At

T as0 == mAnell 5 =1 (g |- = —Antl
—2 180 Ant 111

Radiation Pattern(dBi)

0] N e am
s 150 e g0 | = =dAmll
180 ——Ant Il

Fig. 3. Simulated E-plane radiation patterns of Ant I,
Ant II and Ant III at (a) 9.3 GHz, (b) 9.8 GHz, and (¢)
10.3 GHz.

C. Parameter study

A detailed optimum process of AMAVA will be pre-
sented in this section. First, an analysis of antenna per-
formance will be given from the aspect of the structure
of AMAVA itself. The thickness of the flare as well as
the width of the flare is considered a significant parame-
ter to influence impedance match and PHC. On the one
hand, the size of the coaxial probe and the dielectric
material restricts the thickness of the flare, so that the
thickness of the flare and the width of the flare should
be between them (1.27-4.1 mm). Once out of this range,
the bottom of the flare will be punctured or a short cir-
cuit will occur. On the other hand, satisfying simulated
results are obtained when 77, = 1.8 mm, as depicted in
Figs. 4 (a-b).

As shown in Figs. 5 (a-b), the width of the AMAVA
flare connected to the ground plane affects impedance
match and PHC. When w1 increases from 1.4 mm
to 2.4 mm, the resonance point will deviate and deepen,
while PHC values in the operating band emerge with
an opposite tendency. Therefore, the middle value of
1.9 mm is considered the optimum parameter for w ¢4
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S11(dB)
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Fig. 4. Simulated results corresponding to different flare
thickness values ¢, (a) S11 and (b) PHC.
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Fig. 5. Simulated results corresponding to different width
values of the flare w41 (a) S11 and (b) PHC.
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Frequency(GHz)

Meanwhile, it is exerting a great influence on the
S11 and PHC of the AMAVA presented in Figs. 6 (a-b)
for the distance between two flares. The simulated S11
deviates left and shallows with dy4 increases. When
dfigre = 1.9 mm and 2.4 mm, PHC values remain rela-
tively stable. PHC values go down rapidly in the main
operating band when d 4. goes to 1.4 mm.

—e—d, =l4mm

& mm

——d, =24mm

80 85 90 95 100 105 110 80 85 90 95 100 105 110
Frequency(GHz) Frequency(GHz)

(a) (b)

Fig. 6. Simulated results corresponding to different dis-
tance values between the two flares d 4. (a) S11 and (b)
PHC.

To further enhance the ability of AMAVA, a rectan-
gular tuning stub with exponential corner cuts is loaded
on the bottom of the flare, which connects with the
ground plane. In Figs. 7 (a-b), simulated resonance goes
deeper when hg,; increases. As for PHC value, it
reaches its peak when hg,,1 = 5.2 mm.

Rectangular slots are employed on the flare of the
AMAVA, and its influence on the antenna performance
is depicted in Figs. 8 (a-b). With [y,, and wy,, increas-
ing, the resonance depth and magnitude of the PHC are
greatly improved due to the comb-like flare structure.
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Fig. 7. Simulated results corresponding to different
height of stub values hy,;, (a) return loss and (b) PHC.
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Fig. 8. Simulated return loss results corresponding to dif-
ferent value lengths of the slot /.

III. FABRICATION AND VERIFICATION

The prototype of the proposed antenna, which con-
sists of two Vivaldi comb-like flares, an SMA ensur-
ing HPM and a rectangular ground plate, is shown in
Figs. 9 (a-b). Aluminum is selected as the metallic mate-
rial for its light weight, low cost and durability in the
HPM application. An SMA connector SMA-KFD3-1,
manufactured by Gwave Technology Co. Ltd., which
has an eligible PHC, is employed in the fabrication of
AMAVA. The feed probe punctures through the ground
plate and connects to the bottom of the Vivaldi comb-like
flare. The outer dielectric material of the SMA inserts
into the ground plate, on whose back the flange fixes the
whole antenna design.

In Fig. 10, the measured and simulated S11 results
are depicted and show a satisfying agreement. The mea-
sured S11 of the AMAVA covers 8.3-10.66 GHz, which
is wider at low frequencies than that in the simula-
tion, and its deepest resonance over frequency reaches
—29.7 dB at 9.75 GHz.

The measured and simulated radiation patterns at
three frequency points of the AMAVA are presented in
Fig. 11. For E-plane radiation patterns, the measured val-
ues and their variation tendency are in good agreement
with the simulation. The deviations of maximum radia-
tion direction are between 7° and 8°, and the peak real-
ized gain values are 4.54 dBi, 5.68 dBi and 5.71 dBi at
9.3 GHz, 9.8 GHz and 10.3 GHz, respectively. Levels of
the measured back lobes are 2 dBi higher than the simu-
lated results. As for the H-plane, the symmetry of mea-

ACES JOURNAL, Vol. 39, No. 12, December 2024

(b)

Fig. 9. Prototype of AMAVA (a) front view and side view
and (b) in the anechoic chamber.
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Fig. 10. Measured and simulated S11 results of AMAVA.

sured radiation patterns keeps stable, while measured
beamwidths are narrower than simulation beamwidths at
selected frequencies.

To verify the PHC of the proposed antenna, an
HPM experiment involving two of the same AMAVAs
(No. 1 and No. 2) measured at 9 GHz will be con-
ducted as shown in Fig. 12. One proposed antenna is
fed by an HPM source of 8000 W as a transmitting
antenna, and the other one, as a receiving antenna, is
connected through a 20 dB attenuator to a signal ana-
lyzer, which monitors and records the operating status
of the HPM system. To test whether AMAVA can bear
the PHC of 8000 W-level, the curve on the signal ana-
lyzer should be observed while the HPM source is on.
If the curve remains stable for 10 minutes, AMAVA is



Radiation Pattern(dBi)
oL
8

Fig. 11. Measured and simulated E-plane radiation pat-
terns of AMAVA at (a) 9.3 GHz, (b) 9.8 GHz and (c)
10.3 GHz.

deemed qualified with the PHC of 8000 W level. If the
curve changes greatly, the proposed antenna cannot be
applied in the HPM system. Figure 13 and Table 1 depict
the measured result on the signal analyzer at 9 GHz. The
measured peak values of the AMAVA design on the sig-
nal analyzer are —2.31 dBm and —2.32 dBm, respec-
tively. Exchanging the transmitting and the receiving
antenna, the measured peak values in the second exper-
iment are —2.28 dBm and remain unchanged. The mea-
sured results demonstrate the proposed antenna is quali-
fied with 8000 W-level PHC, which shows its ability in
the HPM system.

8 kW
HPM Source

Attenuator

Fig. 12. Diagram of the PHC experiment.

Table 1: Measured peak values of AMAVA

0 min 10 min
No.1 —2.31 dBm —2.32dBm
No.2 —2.28 dBm —2.28 dBm

For a better understanding of the AMAVA design, a
comparison with public VA designs is listed in Table 2,
showing their characteristics in terms of antenna type,
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Fig. 13. Measured results on the signal analyzer at
9 GHz.

Table 2: Comparison of the AMAVA with public VAs

Ref Type Size Bandwidth Application
vf(')‘r'ls( AMAVA |0.8779x0.697) | 8.3-10.7 GHz HPM
[14] | Sub-AVA | 0.87A¢x0.4Ag 1-28 GHz UWB
[15] | Sub-AVA | 29x0.8\ 6-12 GHz Moisture
Sensor
Microwave
[16] | Sub-AVA | 0.13A¢x0.08A¢ 0.6-3 GHz Imaging
System
Microwave
[17] | Sub-AVA | 0.75A9x0.75A¢ 1.5-3.3 GHz Imaging
System
[18] AMVA | 0.537¢x0.4Ag 2-50 GHz UWB
[19] | AMVA | 03219x0.3) 26 GHz Wireless
Comm
Phased
[20] AMVA 3A0x0.7Ag 6-12 GHz Array
[[2212]] AMVA 2.4N0x0.6Ag 2-6 GHz HPM
[23] AMVA | 0.61A0%x0.33A¢ 8-12 GHz Radar
[24] AMVA | 0.69A0x0.09A¢ 2-18 GHz Radar
[25] AMVA | 0.479x0.06Ag 2.6-21.2 GHz UWB

dimension, operating band and application. VA designs
in [14-17] are AVA on the substrate with wideband char-
acteristic. However, the PHC values of the VA designs
loaded on the PCB are unqualified for the HPM systems.
With a measured PHC of more than 8000 W, the pro-
posed antenna design in this letter is appropriate for use
in the HPM systems. References [18—25] are metallizing
VA designs, among which that in [22] is applied for the
HPM systems, and its simulated maximum E-field inten-
sity is mentioned. According to equation (1), the PHC
value of the VA design in [22] is 471 kW at 4 GHz. In
general, the larger the microwave component, the lower
the maximum E-field intensity (the higher the PHC). The
size of a microwave component is in direct proportion
to its lowest operating frequency. Therefore, working at
lower frequencies and having a larger size, the proposed
VA design in [22] is made to have a higher PHC com-
pared to the AMAVA proposed in this paper.
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IV. CONCLUSION

To solve the inability of the sub-loaded AVA for the
HPM application, an all-metal antipodal antenna is pro-
posed, designed and verified in this paper. Making the
radiation flare all metallic, the PHC of the AMAVA is
much improved. Rectangular tuning stub and slot are
loaded on the antenna design, whose resonance depth
and maximum PHC value are further enhanced. The pro-
totype of the proposed antenna is fabricated and verified
in the anechoic chamber, and its measured results are in
good agreement with simulations. An 8000 W-level PHC
experiment is conducted at 9 GHz, certifying the poten-
tial of AMAVA in the HPM systems. Consistent efforts
will be made in terms of antenna miniaturization, cross-
polarization optimization and bandwidth expansion in
the future.
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Abstract — A high-gain single-fed circularly polarized
(CP) microstrip patch antenna for microwave transmis-
sion systems is proposed in this paper. Two narrow rect-
angular slots are added to the rectangular microstrip
patch to enhance the antenna gain. The patch is rotated
by 90° to form a cross microstrip patch antenna, and a
pair of narrow microstrip strips are added at the edge of
the cross patch along the -45° diagonal direction of the
antenna to implement circular polarization. Two short
rectangular microstrip lines are added on both sides of
the narrow microstrips to adjust the phase of the current
to further reduce the axial ratio (AR) value. The designed
antenna model is simulated, fabricated and measured.
The results of the measurement show that the antenna
has a gain of 11.3 dB at the resonance frequency of 5.8
GHz, and the CP AR is 2.73 dB. The antenna can be
applied to microwave power transmission systems and
other personal wireless communication systems.

Index Terms — Axial ratio, circular polarization, gain
enhancement, single-fed.

L. INTRODUCTION

With the development of science and technology,
microwave power transmission (MPT) technology has
attracted the attention of engineers and researchers. As
the virtual battery” of microsystems, microwave energy
transmission technology brings much convenience to
work and life. A microwave energy transmission Sys-
tem is mainly composed of three parts: microwave trans-
mission system, microwave transmission channel and
microwave receiving system. The antenna is the key
device of signal transmitting and receiving in microwave
transmission system. In order to get higher power
transmitting efficiency, the high gain circular polarized
microstrip patch antenna is a very attractive choice.

Submitted On: August 22, 2024
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In order to increase the distance of wireless trans-
mission of electrical energy and the power of the trans-
mitted electrical energy, it is necessary to transmit and
receive electrical energy wirelessly with a high gain
antenna. Microstrip antennas have low gain compared to
horn antennas, and it is necessary to use gain enhance-
ment techniques to improve the gain of the antenna. In
addition to the traditional array design method, the gain
enhancement of the antenna can also be improved by
adding parasitic patches, multi-layer substrate structure
and adding slots on the microstrip patch [1-4]. Cao et al.
proposed to generate a new resonance mode by adding
parasitic patches on the two radiating edges of the main
radiating patch. The combination of the new resonant
mode and the original resonant mode realizes broadband
high gain performance [1]. Zhang et al. reconstructed
the surface current distribution on the microstrip res-
onator by introducing a horizontal slot in the center of the
square microstrip patch to achieve gain enhancement [2].
Hong et al. added narrow rectangular slots on the edge
of the circular patch antenna to change the distribution
of the reverse current, making the current distribution
more consistent [3]. This operation reduced the mutual
interference between the reverse current and the co-
directional current in the far-field region of the antenna
and enhanced the radiation of the current in the x-axis
direction, thereby increasing the gain of the antenna. In
[4], four short-circuit pins are placed symmetrically on
the two diagonals of a square patch antenna. Due to the
shunt inductance effect, these shorting pins affect the
field distribution below the patch, thus improving the
antenna gain.

In addition to this, there are novel designs to
enhance the gain of the antenna. For example, an artifi-
cial magnetic conductor antenna with a hexagonal annu-
lar slot loaded on the ground was reported in [5]. Gain
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enhancement and low profile are achieved by adjusting
the distance between the patch antenna and the ground at
zero phase reflection frequency. Reference [6] proposes
folding the ground plane at the non-radiating edge of the
patch antenna to enhance the gain of the antenna with-
out affecting the bandwidth of the original antenna. In
[5-6], both realize the gain enhancement of the antenna
by adding the design only on the ground plane, although
there is the problem of large volume of space occupied
by the antenna, which is not conducive to the integration
of the antenna.

Line-polarized (LP) antennas used in MPT require
strict polarization alignment of the transmitting and
receiving antennas, otherwise polarization loss will be
produced and the efficiency of power transmission will
be reduced. Moreover, for mobile terminals, due to the
random change of their position and direction, LP anten-
nas have fatal defects for mobile terminals. In MPT sys-
tems, circularly polarized (CP) antennas can cut down
the sensitivity of signal polarization, adapt to differ-
ent transmission environments and demands, reduce the
power loss caused by polarization mismatch, and thus
improve the efficiency of power transmission. However,
it is challenging to make the antenna with both circular
polarization and high gain performance. References [7—
8] utilized a two-layer antenna structure to realize the CP
design of antennas, but their gains are lower than 10 dB.
On the basis of the CP antennas units, references [9—13]
form an array to enhance the antenna gain. Although the
CP and the high gain performances are implemented, a
relatively complex feeding network is required.

This article proposes a gain-enhanced CP microstrip
patch antenna with low profile, which can be used in
microwave wireless transmission systems. By utilizing
the slotting technique of the symmetric structure, the cur-
rent distribution of the patch antenna can be changed to
achieve gain enhancement. At the same time, by adding
a pair of narrowband microstrip lines in the -45° direc-
tion of the antenna, the two rectangular patches aligned
along the x-axis and y-axis can be successfully excited
to produce signals of equal amplitude with a phase dif-
ference of 90°, thereby achieving the characteristic of
circular polarization. In addition, this antenna adopts a
single dielectric layer. Compared with double-fed and
microstrip-fed antennas, the single-feed antenna avoids
the complex feed network of the antenna array, and it
has the advantages of simple fabrication and low cost.

II. THEORY OF CIRCULAR
POLARIZATION
A. Antenna directionality principle
Antennas usually radiate in a particular direction.
The directivity D(0,¢) of an antenna is defined as the
ratio of the radiated power per unit steradian angle to the

JIANG, MA, SUN, LIANG, XING: DESIGN OF A SINGLE-FED GAIN-ENHANCED CIRCULARLY POLARIZED PATCH ANTENNA

power received by an isotropic radiator. The directivity
of an antenna can be obtained by:

1 2 * 2 *
_ 5 xr*xRe[ExH"] _ 2mxr’xRe[ExH*]
D(97¢) - Prad - Praa ’ (1)
4

E, H, r and P,,, are the peak power of the electric
field, the peak power of the magnetic field, the distance
between the source and the test point, and the power radi-
ated by the antenna, respectively.

The gain of an antenna is an indicator of its abil-
ity to converge power to a specific direction, which is
closely related to the directionality of the antenna. The
gain is not only closely related to the directionality of
the antenna, but also to the radiation efficiency of the
antenna. The radiation efficiency considers the poten-
tial energy loss that the antenna may experience dur-
ing the radiation process. The gain of an antenna can be
expressed as:

G(8,9)=n-D(6,¢). @
D(60,¢) is the antenna directivity mentioned in equation
(1), and n is the radiation efficiency of the antenna,
which is usually determined by the antenna design and
material properties.

B. Circular polarization principle

Circular polarization of an antenna can be realized
by radiating two orthogonal electric field components
in the far-field region. The electric field radiated by the
antenna can be expressed as:

E(6,0)=Eg(6,9)e/ +E4(0,0)e/.  (3)

Here, Eg (0,¢)e/” and f(p (6,¢)e/” denote the
magnitude of the electric field components in the far field
of the antenna, respectively. ¢ and ¢, denote the phase
shift of each field component, respectively.

Circular polarization can be achieved when the total
vector of the electric field is composed of two orthog-
onal components with equal amplitude and a 90° phase
difference between them, as expressed in the following
equation:

Eg(6,0) =Ey(6,9). ©)
1= =7, ®)

For CP waves, the electric field vector at any point
in space traced as a function of time is a circle. This
continuous circular motion is a unique electromagnetic
property of CP waves. It ensures that the electromag-
netic waves have the same radiation characteristics in
all directions, thus providing a high degree of flexibility
and robustness in wireless communications. The mode
of polarization, on the other hand, can be determined by
observing the temporal rotation of the field of the wave
along the direction of propagation. If the rotation of the
field is clockwise, the radiated wave is right-hand cir-
cular polarization (RHCP). If the rotation of the field is
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counterclockwise, the radiated wave is left-hand circular
polarization (LHCP).

III. GAIN-ENHANCED CP ANTENNA
DESIGN

A. Antenna structure

Figure 1 shows the structure of the designed gain-
enhanced CP antenna. The antenna is implemented on
FABM substrate, with the relative dielectric constant &,
of 2.2, the loss tangent angle tand of 0.001, and the thick-
ness of the substrate is 1.5 mm. The selection of sub-
strate materials with low dielectric constant and low loss
tangent is crucial for optimizing the radiation character-
istics of the antenna and reducing energy loss. Conse-
quently, after optimizing the thickness parameter of the
substrate, we have chosen F4ABM with a thickness (H)
of 1.5 mm as the substrate material. The antenna pat-
tern is printed on the top layer of the dielectric plate, and
the grounding plane is printed on the bottom layer, and
coaxial back-feeding is used, and the feed point is set at
a position F=6 mm away from the center of the patch.
The structure of the antenna consists of two orthogonal
rectangular microstrip patches and a pair of rectangular
slots placed along the x-axis and y-axis, respectively. A
pair of rectangular narrow microstrip lines is added to the

Vi

A g

G=90

) G=90 !
(a)
Z
l > H=1.5

\ Feed

Ground T

(b)

Fig. 1. Proposed high gain CP patch antenna structure:
(a) top view and (b) side view.
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diagonal of the patch antenna. The detailed structure of
the proposed antenna is shown in Fig. 1. The proposed
antenna is simulated by a high frequency structure simu-
lator (HFSS). Table 1 shows the final structural parame-
ter values of the proposed antenna.

Table 1: Parameters of the proposed antenna (unit: mm)
G L W F L, W, H
90 70 30 6 185 | 05 | 1.5
| W3 D, D, Ds; Dy
2.5 0.7 | 245 | 235 10 1

B. Evolution of antenna design

In the first step, as shown in Fig. 2 (a), antenna I
is a long rectangular microstrip patch, which is a simple
coaxial back-feeding method. Compared with the con-
ventional half-wavelength patch antenna, the design of
the long rectangular patch antenna permits the distribu-
tion of multiple half-wavelength-length radiation units
on the patch.

Due to the multi-period electromagnetic distribution
on the patch antenna, there must be an anti-phase current.
The anti-phase current will affect the radiation efficiency
of the antenna, causing destructive interference with the
in-phase current in the far-field region, affecting the radi-
ation mode of the antenna, thereby cutting down the gain
of the antenna. Next, on the basis of antenna I, a pair
of narrow rectangular slots is loaded about half a wave-
length away from the center of the patch, that is, the two

(a)
(©)

(d)

Fig. 2. Evolution of the antenna structure (a) antenna I,
(b) antenna II, (c) antenna IIT and (d) antenna IV.



slots are approximately one wavelength apart, as shown
by antenna II in Fig. 2 (b).

Figure 3 illustrates the distribution of vector currents
on the resonant patch. From the arrows marked in Fig. 3
(a), it can be seen that antenna I distributes reverse cur-
rents. For the location of the reverse currents, a narrow
rectangular slot is added between the co-current and the
reverse current so that the reverse currents are forced to
be distributed around the rectangular slot, as shown in
Fig. 3 (b). At both sides of the rectangular slot, the cur-
rent flow direction is reversed, so the current on both
sides of the slot interacts with each other in the far field
region of the antenna, which greatly reduces the influ-
ence of the reverse current. According to equation (1),
the electric field E and magnetic field H in the far field
region of the antenna are improved after adding the rect-
angular slot, so the directivity and gain of the antenna are
effectively improved. Figure 4 shows the reflection coef-
ficient curves of the antennas of several structures shown
in Fig. 2. The reflection coefficient curves of the structure
of Fig. 2 (a) are shown in the curve Ant.I in Fig. 4, and
the resonance point deviates from 5.8 GHz. The reflec-
tion coefficient curves of the structure of Fig. 2 (b) are
shown in the curve Ant.II in Fig. 4, and the resonant
frequency is adjusted to about 5.8 GHz by choosing the
appropriate length and width dimensions of the rectangu-

Jsurf[a_per_n]

.-: ITH
2, 5000e 4001 | |
2, 32144001 -
2,1429¢+001
i

1, %43¢4001
1, 78574081
1, 6071e+001
1.szg6e0001 ||,
1. 250001 | |
167144091
8, 9266¢ 4020
71425 4000

e
5, 357104000 ',
3.571%+000
1. 78574000 |1 1+'
0. 0a03e 000 | |

(a) (b)

Fig. 3. Vector current distribution with phase information
of long rectangular microstrip patch: (a) antenna I and (b)
antenna II.
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Fig. 4. Simulated reflection coefficient of antennas.

lar slot, L, =18.5 mm and W, = 0.5 mm. The reflection
coefficient curve of the antenna structure in Fig. 2 (c) is
curve Ant.III in Fig. 4. A slight degradation appears in
the performance of curve Ant.III that is primarily due to
the implementation of circular polarization, which leads
to a decrease in the reflection performance. Four small
rectangular microstrips are added in Fig. 2 (d), as shown
in the position of the dotted box. Resonance frequency
5.8 GHz belongs to the Industrial, Scientific, and Med-
ical (ISM) frequency band, which does not cause inter-
ference to other communication systems and is one of
the best frequency points for wireless power transmis-
sion. Moreover, the electrical length corresponding to 5.8
GHz is smaller than that of free frequency bands such
as 2.45 GHz, which can reduce the size of the antenna.
From Fig. 5, it can be observed that at the frequency of
5.8 GHz, the gain of antenna II has increased to 11.4 dB
compared with antenna I. The curve Ant.IV indicates the

15
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Fig. 5. Simulated gain of antennas.
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gain simulation curve of the final structure of the pro-
posed antenna with a gain of 11.9 dB at working fre-
quency of 5.8 GHz.

C. Implementation of CP characteristics

An antenna must be capable of simultaneously radi-
ating two signals that are of equal amplitude, orthogo-
nal to each other, for achieving CP characteristic in the
far field. The resonant current direction of antenna II
is towards the x-axis in the Fig. 3 (b). To ensure that
there is resonant current along the y-axis direction as
well, the antenna II is rotated by 90° around the cen-
ter point of the patch, forming a cross-shaped patch
antenna. In order to achieve circular polarization, a pair
of narrow microstrips are loaded at the edge of the cross
patch along the direction of the antenna -45° diagonal,
as shown in antenna III in Fig. 2 (c). To reduce the axial
ratio (AR) value of the proposed antenna at 5.8 GHz, two
rectangular microstrips with small dimensions are added
at both terminals of the narrow microstrip line, as shown
in Fig. 2 (d). The purpose of this design is to increase
the current flow path and change the current phase dif-
ference between the two rectangular patches along the
x-axis and the y-axis direction to optimize the AR value.
It is also worth noting that, compared to antenna III, the
resonant frequency point of the antenna will be shifted
by 5.8 GHz due to the structural change of antenna I'V.
Therefore, antenna IV also needs to adjust the distance
of the two pairs of resonant slots distributed along the x-
axis and y-axis from the center of the patches, respec-
tively. Finally, the structure parameter of D; is chosen to
be 24.5 mm while D; is 23.5 mm, as shown in Fig. 1.

The changes in the AR curve during evolution pro-
cess of the antenna structure in Fig. 2 are shown in Fig. 6
(a). The AR curves Ant.I and Ant.IT are greater than 50
dB when theta is equal to zero. After adopting the struc-
ture of Fig. 2 (c), the AR of the antenna is greatly reduced
without affecting the gain of the antenna. However, the
AR value of the antenna is still higher than 3 dB, and fur-
ther design is still needed to improve the circular polar-
ization AR. From Fig. 6 (b), it is obvious that, compared
to AR curve Ant.III, the AR of curve Ant.IV is reduced
to less than 3 dB while its resonance frequency and gain
remain the same.

Figure 7 demonstrates the distribution of the cur-
rent on the surface of the patch antenna for phi=0°, 90°,
180°, and 270°, respectively. The arrows mark the main
direction of the current on the patch. Observing along
the reverse direction of the electromagnetic wave propa-
gation direction, it is obvious from Fig. 7 that the vec-
tor currents show a clockwise rotation tendency, and
thus the antenna has the characteristic of left-hand cir-
cular polarization. Similarly, according to the symmetry
property of the antenna, if a pair of narrow microstrip

ACES JOURNAL, Vol. 39, No. 12, December 2024
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Fig. 6. Simulated axial ratio of (a) antennas I-IV and (b)
antennas III and IV.
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lines are loaded in the 45° direction of the patch antenna
and similarly observed along the reverse direction of the
electromagnetic wave propagation direction, the currents
will show a tendency to rotate counterclockwise, and the
antenna will have the characteristic of right-hand circular
polarization.

IV. ANTENNA MEASUREMENTS AND
DISCUSSION

To verify the performance of the designed antenna,
the antenna was fabricated on the F4ABM substrate. The
antenna is measured in a microwave anechoic chamber
with the setup shown in Fig. 8. The structure param-
eter values of the fabricated antenna samples are con-
sistent with the data listed in Table 1. Figures 9 to 12
show the simulated and measured reflection coefficient
curves, realized gain, and AR curves of the antenna. In
Fig. 9, the measured reflection coefficient has obvious
frequency shifts and the reflection deterioration. After
discussion and analysis, the main reason may be due
to machining accuracy or material tolerances during the
production and welding process of the antenna, as well
as errors brought about by the adapter, which can lead
to the actual matching performance decreases and reso-
nance changes, thus causing frequency shifts and reflec-
tions to increase. The simulated and measured 10 dB
impedance bandwidth (S11<-10 dB) is 2.2% (5.74-5.87

Fig. 8. Prototype of the proposed antenna and its mea-
surement setup.
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Fig. 9. Simulated and measured reflection coefficient for
proposed antenna.
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Fig. 10. Simulated and measured gain for proposed
antenna.

GHz) and 2.8% (5.77-5.93 GHz), respectively. Figure 10
shows the simulated and measured gain curves. The
measured maximum gain reaches 11.3 dB at the oper-
ating frequency of 5.8 GHz. The measured maximum
gain is slightly lower than the simulated gain, which
may be due to the tolerance of the antenna fabrication
and the loss of electromagnetic energy during the test-
ing process. Additionally, as depicted in Fig. 10, there
is a notable difference between the simulated and mea-
sured gain within the 5.5-5.7 GHz frequency band. This
variation may stem from the antenna’s structural proper-
ties changing at the frequency of near 5.5 GHz, which
impacts the measured outcomes, as well as potential
measurement errors that could occur during the testing
process. The antenna designed in this article focuses on
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Fig. 11. Simulated and measured AR for proposed
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Fig. 12. Simulated and measured AR for proposed
antenna with changing theta.

wireless power transmission at the working frequency of
5.8 GHz, so the matching of the antenna mainly con-
centrates on the around 5.8 GHz frequency point. The
difference between simulation and actual measurement
from 5.5 GHz to 5.7 GHz is mostly caused by impedance
mismatch and other factors. However, since the antenna
designed in this article is specifically targeted for the 5.8
GHz frequency, the impact of such differences can be
disregarded. Figures 11 and 12 show the AR curves of
the antenna for frequency variation and theta variation,
respectively. The simulated and measured 3 dB AR band-
widths are both 0.52% (5.78-5.81 GHz). The proposed
antenna maintains good circular polarization character-
istics at 5.8 GHz.

Figure 13 shows the simulated and measured radi-
ation of the proposed CP antenna in the xoz and yoz
planes. At the center frequency of 5.8 GHz, Fig. 13
(a) is the co-polarization (LHCP) pattern and cross-
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Fig. 13. Radiation pattern of antenna at 5.8 GHz: (a) xoz
plane and (b) yoz plane.

polarization (RHCP) pattern in the xoz plane. Figure 13
(b) is the co-polarization (LHCP) pattern and the cross-
polarization (RHCP) pattern in the yoz plane. It can
be seen that the measured LHCP gain is more than
20 dB higher than the corresponding RHCP gain in
Fig. 13. Therefore, the designed CP antenna has clear
LHCP characteristics. Although there are minor differ-
ences between the measurements and simulations, their
overall agreement is acceptable. The minor differences
may be mainly attributed to manufacturing tolerances
and experimental measurement errors.

Table 2 provides a detailed comparison of the high-
gain CP antenna proposed in this paper with the antenna
performance reported in the existing literature. Since
both the impedance bandwidth and the 3 dB AR band-
width include the key frequency of 5.8 GHz, the antenna
designed in this study is highly suitable for MPT. Com-
pared to other antennas for MPT detailed in Table 2, the
antenna designed here is more compact in size. Further-

Table 2: Comparison of recently reported antennas for
microwave wireless power transmission

Ref. | Overall | Polarization| er | Gain| Impedance | 3 dB AR
Size (dBi)| BW (GHz)/ | BW(GHz)
) FBW /FBW

[14] | 4.45 LP - | 134 53-63 -
x4.45 (17.24%)
x4

[15] | 1.93 CP 22| 8.5 | 553-6.06 | 5.74-5.89
x1.93 (9.14%) (2.58%)
x0.075

[16] | 2.08 CP 10| 5.87 | 5.77-5.85 | 5.74-5.84
x49.17 (1.38%) (1.72%)
x0.06

[17] ] 2.18 CP 3.55 3.8 | 5.75-5.92 | 5.77-5.84
x2.18 (2.93%) (1.21%)
x0.04

This | 1.74 CP 22| 11.3| 5.77-593 | 5.78-5.81

work | x1.74 (2.8%) (0.52%)
x0.029




more, although the antennas described in [16—18] are
all CP, the antenna proposed in this paper utilizes gain
enhancement techniques. This results in a gain that is
2.8-7.5 dB higher than that of other CP antennas, which
is beneficial for improving the efficiency of MPT.

V. CONCLUSION

In this study, a novel gain-enhanced CP microstrip
patch antenna is proposed. The gain of the antenna
is enhanced by loading two narrow rectangular slots
to the conventional rectangular microstrip patch. The
microstrip patch is rotated by 90° to form a cross
microstrip patch antenna. Meanwhile, some microstrip
structures are added at the edges to change the flow direc-
tion of the current to implement the CP characteristic.
The position of the two pairs of narrow rectangular slots
is slightly adjusted to fine-tune the resonant frequency
without affecting other characteristics.

The experimental measurements show that the
antenna gain reaches 11.3 dB and AR reaches 2.73
dB at the resonant frequency of 5.8 GHz, which satis-
fies the performance requirements of high gain and CP
for use in microwave power transmission antennas. The
design method and experimental results of this study
provide valuable references for the antenna design of
future microwave transmission systems. It not only pro-
vides new tools and solutions for the development of
microwave transmission technology but also brings new
research ideas and development directions in the field of
antenna design.
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Abstract — Here, a 5-row microstrip coupled line fil-
ter design with six different variable design parameters
having a center resonance frequency of 2.45 GHz is
considered as a multi-dimensional and single-objective
optimization problem using a variant of the newly
proposed Chameleon swarm algorithm. In this study,
three different objective functions specially adapted from
mathematical models were used for the current prob-
lem. Additionally, artificial neural network (ANN) mod-
eling support was used for acceleration, thus eliminating
the extra hardware cost that may be needed. The filter
toolbox, which was recently released with the MAT-
LAB 2021b version, was used throughout the optimiza-
tion process. The study includes multiple innovations,
including the updated algorithm, new toolbox and origi-
nal objective functions.

Index Terms - Chameleon swarm algorithm, cou-
pled line bandpass filter, evolutionary algorithms,
non-uniform microstrip filter, optimization techniques,
swarm intelligence algorithms.

I. INTRODUCTION

Microwave filters are very important in RF and
microwave applications. They combine or separate dif-
ferent frequencies from each other. Filters are frequently
encountered in microwave systems, especially in satellite
and mobile communication systems. The most sought-
after features in these filter designs are high performance,
low loss, small size and low cost. At the beginning of
the usage areas of bandpass filters, we can offer devices
such as oscillators and mixers to prevent unwanted sig-
nals. Many microwave systems, such as these devices,
incorporate bandpass filter structures to block unwanted
signals. In order to meet the requirements arising in
this context, filters are designed as collective element
and discrete element circuits. These designs consist of
waveguide, coaxial line and microstrip transmission lines
[1]. Microstrip parallel-connected filters consisting of
microstrip transmission line are widely used in these
designs because they have many advantages [2]. These
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parallel-connected microstrip filters used can create an
unsymmetrical passband response as well as excess pass-
band at multiples of the targeted frequency. The reason
for the common harmonic’s formation in parallel con-
nected microstrip filters is the difference in the phase
velocities in the inhomogeneous dielectric medium in
the microstrip structure. This causes performance degra-
dation in systems such as frequency divider or WLAN
receiver.

Combined microstrip lines are used in many circuit
functions and the design procedures are well established
[3, 4]. Principle application areas are directional com-
biners, filters and delay lines [5]. Parallel coupled line
filters are generally used in microwave technologies at
high frequencies (up to 0.8-30 GHz). At low- and mid-
level frequencies, bandpass or filtering filters are gen-
erally in the form of distributed circuits and are used
by combining classical resistors, coils and capacitors in
different ways according to needs [6]. Resistors, coils
and capacitors become an unstable and unsolvable mate-
rial that encounters many problems as higher frequen-
cies are increased. For this reason, at high frequencies,
parallel combined line filters can be used as a solution
with a completely different way of thinking and pro-
duction without the need for conventional circuit ele-
ments. In microstrip structures, materials with different
properties are combined on top of each other in differ-
ent thickness, height and length, and these long strips
are produced on the card surface in a straight, horizon-
tal, perpendicular and parallel manner. The thickness of
these strips, the distance between the strips, how long
they will be and whether the strips will be connected
to each other are decided during the design [7]. When
the structure of the material used in the strips and the
state of the layers are evaluated together with other com-
ponents, it will answer questions such as what the cen-
ter frequency, bandwidth and harmonics of the designed
filter will be. As a result, since trouble-free filters can-
not be designed with resistance coils and capacitors at
high frequencies, fabricated to do their job, parallel com-
bined line filters, which are stable at high frequencies

https://doi.org/10.13052/2024.ACES.J.391207
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and comply with the principles of materials science, are
designed [8]. When two unshielded transmission lines
are placed side by side, a proportion of the power avail-
able to the main line is coupled to the secondary line.
Bandpass filters are indispensable elements of communi-
cation system designs. They reduce harmonics and spu-
rious emissions for transmitters [9]. In coupled lines, the
characteristic impedance can be increased [10] to widen
the gaps and reduce coupling. Narrowing the line widths
can cause an increase in conductor loss. Electromag-
netic field analysis or experimental measurements may
be needed to find the distance to be left between the
resonators [11]. However, the design equations of the
stepped track structure are only correct for the central
frequency of the passband and further optimization with
CAD tools is still required [12]. In brief, although there
are methods that contain many empirical equations for
filter designs, their complexity and inconsistency in some
cases have led designers to filter simulation programs
[13, 14].

Although there is a great interest in the design and
optimization of microstrip combined line filters in the
literature, there are many studies on it [15, 16]. In one
study, circuit implementation of the filter was made
through concentrated components such as inductors (L)
and capacitors (C) for even and odd filter order. After-
wards, it was designed in a microstrip structure using
mathematical equations and simulated with the help of
the CST program. Both the inconsistency of the mathe-
matical equations and the complexity of the method have
made the design very difficult [17]. In another study,
microstrip coupled line bandpass filter design with 400
MHz bandwidth has been made. Since this study is based
on mathematical equations, it has computational com-
plexity as well as computational redundancy [18]. In
another study, a method for optimizing the coupling gaps
for a microstrip bandpass filter design using cross-linked
resonators to achieve high selectivity is presented [19].
PSO was used as the algorithm. The optimization process
is based on mathematical equations. In addition, many
filter design optimization studies have been done [20—
23]. However, many of them perform the validation sim-
ulation for a single model by optimizing from numerical
calculations.

In recent years, scientists have developed many opti-
mization methods based on different methods in order
to overcome multi-dimensional and various optimiza-
tion problems, in engineering science as well as other
fields. In this context, there are several optimization stud-
ies on transistors that form the basis of microwave elec-
tronics [24-27]. Optimization problems contain single-
or multi-objective problems that need to be improved.
The mathematical expression of these problems is called
the objective function. In addition, these objective func-
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tions are combined within themselves and include the
cost function. In most problems, the objective functions
and design variables are linear. Nonlinear objective func-
tions, on the other hand, have limitations due to their
complex structure [28]. Often, nonlinear problems con-
tain sharp and multiple peaks along with many local
optima [28]. It may be necessary to generate complex
objective functions for optimization problems with com-
plex and large design parameters. The main purpose of
optimization is to achieve the global optimum. Meta-
heuristic algorithms are very successful in both pre-
venting the local optimum and finding the global opti-
mum. For this reason, studies are carried out on new
meta-heuristic algorithm models. One of them is the
Chameleon swarm algorithm (CSA), which has been dis-
cussed recently. Chameleons are mostly creatures that
live in forests or deserts and are constantly searching
for food. There was no optimization algorithm in the
literature that mimicked the behavior of chameleons in
nature, until [29]. In this study, a meta-heuristic algo-
rithm called CSA is presented to solve global optimiza-
tion problems [29]. The inspiration for this algorithm is
the dynamic behavior of chameleons looking for food in
nature. In another study on this successful study, devel-
oped with existing CSA variant models, supported by
original complex linear and nonlinear objective func-
tions, variant models played an active role in finding
more performance results [28].

In order to overcome the traditional filter design
problems mentioned previously, the complexities and
inconsistencies in filter designs suggest that the opti-
mization problem of bandpass filter design can be
overcome by using the newly proposed variant CSA.
The fact that both the bandwidth and the center res-
onance frequency can be easily adjusted by changing
only the objective function with optimization is a step
towards solving traditional problems. In addition, the
fact that there is no empirical equation, and the system
is simulation-based is an advantage over other studies in
terms of closeness to reality. In addition, the large num-
ber of filter design parameters and the fact that the filter
is bandpass make the problem difficult. In order to over-
come this power optimization design problem, the vari-
ant CSA supplemented with the original objective func-
tions will be used. There are many bandpass filter stud-
ies in the literature, and almost none of them solved by
the optimization method are simulation-based. The filter
toolbox of MATLAB 2021, which has just been put into
use with the 2021b version, saves us from computational
confusion. In addition, no filter optimization studies have
yet been encountered with the algorithm or its derivatives
used.

This article is organized as follows. Filter design is
mentioned in section II. In section III, information about



the objective and cost functions used together with the
variant optimization used is given. The study part is in
section IV, and self-criticism is in section V. The paper
concludes with section VI.

I1. FILTER DESIGN

Microstrip transmission lines are the most widely
used transmission lines in microwave engineering and
applications. Discussing the advantages and disadvan-
tages of microstrip transmission lines, the fact that the
circuit is on a patch allows it to easily adapt to the surface
on which it is applied. We can add ease of production and
low cost as another advantage. If we talk about the dis-
advantages, its high insulation can cause radiation and
undesired filter response. Also, although the microstrip
supports transverse electromagnetic mode (TEM) due to
the fill factor, in some cases it may appear non-TEM
due to the interconnection of the lines. Therefore, we can
classify the frequency of the microstrip bandpass filter as
asymmetric [30]. The dielectric constant of the substrate
is greater than the effective dielectric constant because
some parts of the transmission line are in air. Therefore,
dielectric constants are important for microstrip lines.
There are many studies on microstrip coupled line filter
design [31, 32]. In particular, microstrip line Chebyshev
single band and dual bandpass filters are widely avail-
able [33-35]. There are also many bandpass filter designs
made with different approaches [33-35].

Here, a bandpass filter with a middle band of 2.45
GHz with a microstrip combined line filter structure will
be designed. The proposed filter consists of the supply
connected to the parallel lines connected between the
two ports. In the proposed design, the characteristic
impedance is chosen as Zy = 50 Q, while the microstrip
bandpass is designed on Teflon material with €,=4.4
and the combined line filter height 7 = 1.6 mm from
the ground plane. Figure 1 shows the schematic of the
filter design. The design parameter values specified
in the diagram are given in Table 1 in detail. Of the
eight design parameters specified here, six of them are
variable and two of them are fixed values. In addition,
three of the variable design parameters contain six
different variable parameters. In the design processes,
PEC was chosen as the conductor and Teflon as the
substrate. Although there are many empirical equations
and methods for microstrip coupled line filter design,
it has been mentioned that the equations are not suit-
able for practical designs due to their inconsistency
and the technique is old [13-14]. For this reason,
the filter toolbox of MATLAB 2021, which is one
of the toolboxes that are libraries of MATLAB func-
tions adapted to MATLAB for the solution of special
problems in optimization operations and filter simula-
tions in the study, was used. A toolbox in Simulink is
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Fig. 1. Coupled line filter.

Table 1: Coupled line filter design parameters

Parameter Definition Center Value | Value
Range
FilterOrder Filter order 5 -
PortLineLength Length of input | 27.9 (mm) | £40%
and output lines
PortLineWidth Width of input 5.1 (mm) +40%
and output lines
CoupledLineLength Lengths of [27.927.9 +40%
coupled lines  {27.927.9 27.9
27.9]
CoupledLineWidth Widths of [3.64949 | £40%
coupled lines 4.94.93.60]
CoupledLineSpacing | Distance between | [0.1827 1.9 | +40%
coupled lines 191919
0.1827]
Height Height of coupled| 1.6 (mm) | constant
line filter from
ground plane
GroundPlaneWidth | Width of ground | 55.1 (mm) +40%
plane
Substrate Type of dielectric Teflon -
material
Conductor Type of metal PEC -
used in
conducting layers

a collection of blocks and functions used to simulate
complex engineering systems. In short, toolboxes pro-
vide ready-made blocks and functions that allow users
to design, simulate and debug their systems quickly and
easily. In addition, although this toolbox is still very new,
it has been made available with the 2021b version. Thus,
the complexity and inconsistency in the equations have
been completely overcome. At the same time, this situ-
ation can be considered as a digital model representing

1084



1085

a virtual simulation of real-world objects, processes or
systems. Thus, it provides analysis and prediction in
real time by simulating the properties, performance and
behavior of the physical object, saving it from many
empirical equations and load confusion in filter design.
In terms of application, it can be easily integrated into
optimization stages as a fast, efficient, accurate and prac-
tical solution.

III. CHAMELEON SWARM ALGORITHM

Design problems are getting more difficult day by
day and designers’ demand for better solutions makes
existing optimization algorithms insufficient and directs
researchers to develop new algorithms. Meta-heuristic
algorithms work by integrating them into real simula-
tions to mimic some properties of commodities exist-
ing in nature [36]. One of the algorithms that has been
developed in recent years and inspired by nature is CSA.
This algorithm supports the concept of ‘no-free-lunch’
(NFL) [29]. Chameleons usually live-in forests or deserts
and constantly search for food. A study published a few
years ago found an optimization algorithm that mimics
the behavior of chameleons in nature [29]. Essentially,
the algorithm adapts the movements chameleons make
while searching for food to the mathematical model.
One part of this is that chameleons catch their prey by
rapidly throwing their tongues. When all these behav-
iors are applied to create an optimization algorithm, a
model that finds suitable solutions is obtained. The men-
tioned CSA algorithm is an algorithm that has proven its
success in global optimization problems. In addition, it
is seen that more successful results are obtained in the
study compared to other meta-heuristic algorithms such
as GA, GWO and PSO [29].

The source of inspiration of CSA consists of briefly
following the prey, pursuing the prey with its eyes and
attacking the prey [28]. To summarize the functions of
the algorithm used:

Initialization and function evaluation: Since CSA
is a population-based algorithm, this stage covers the
beginning of the process.

Search for prey: Covers the updating of the behavior
and movements of the chameleons while searching for
food.

Rotation of the chameleon eyes: Chameleons have
the ability to determine the location of their prey by
using the ability to rotate their eyes independently of
each other.

Prey hunting: When chameleons are very close to
their prey, they attack and conclude the hunting process.
We can say that the chameleon that comes closest to its
prey is the best and is assumed to be optimal.

In another study, a U-slot antenna design with four
resonance frequencies has been discussed as a multi-
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dimensional and single-objective optimization problem
by using CSA and its variants developed in collaboration
with CSA, proposed in [28]. It has been suggested that
the CSA and its variants can undoubtedly be adapted to
any optimization problem with a large number of vari-
able design parameters [28]. The mCSA algorithm pro-
duced will be used in the study.

A. Variants of CSA

Reproduction, crossover and mutation are among
the most frequently used operators in many population-
based optimization algorithms, especially genetic-based
optimization algorithms. It is made possible by these
basic processes for the previous generation to trans-
fer their characteristics to new generations. Thus, indi-
viduals with good characteristics are more likely to be
selected for breeding. Considering all these advantages,
mutation and crossover operators that were not found in
the original CSA were added to the basic CSA and a vari-
ant model was derived [28].

Crossover and mutation are two basic operators used
in genetic algorithms to create new individuals from
existing individuals. The crossover operator is used to
generate two new individuals (children) through infor-
mation exchange (gene swap) from two individuals (par-
ents) in the current population. The purpose of crossover
is to combine good parts of old chromosomes to produce
new individuals that are expected to be better. The fre-
quency of crossover is controlled by a parameter called
crossover probability. A high crossover rate will cause
the search space to be explored very quickly, and indi-
viduals that are better than others will deteriorate very
quickly after new breeding processes. A low crossover
rate will cause very few new and different individuals
to enter the new generation resulting from reproduction,
and the research space will not be adequately scanned.
Therefore, determining a reasonable probability value
for the crossover rate is important for the performance of
the algorithm. Major crossover operators are single-point
crossover, two-point crossover and PMX. According to
the two-point crossover, the two points to be crossed
over in the chromosomes are determined and these parts
are exchanged to obtain two new generation chromo-
somes. Other genes are inherited from the first parent to
the first progeny chromosome, respectively. In the same
way, transfer is made from the second parent to the sec-
ond new generation chromosome. During the transfer, if
the transferred gene is already present in the new chro-
mosome, the other gene is passed on. If not, this gene
is transferred to the new chromosome. In the study, the
two-point crossover operator is preferred.

The mutation operator, on the other hand, simulates
the genetic mutation event in nature and plays an impor-
tant role in the success of GA. This operator generates
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a new solution by changing the value of some genes
of the chromosomes of an existing solution. The muta-
tion operator provides scanning of different regions of
the solution space by inserting new information into the
existing population. In this way, it helps to overcome
the problem of early convergence. In a genetic algorithm
without a mutation operator, the optimal solution can
only be obtained if the necessary information is found
in the initial population. Therefore, the population size
of the genetic algorithm without a mutation operator will
have to be kept very large. This will reduce the speed
of the algorithm. The genes to be mutated are randomly
determined according to a very small mutation rate. A
high mutation rate will introduce excessive randomness
to the search and accelerate divergence. Conversely, a
low mutation rate will slow divergence and prevent full
exploration of the search space. Therefore, the problem
of early convergence will arise. Three types of muta-
tion operators have been studied. These are the Swap’,
’Insert’ and ’Shift’ mutation operators. The swap opera-
tor swaps two randomly determined genes on a randomly
determined chromosome. In the study, the *Swap’ oper-
ator was preferred.

First, a cut-off point was created between the results
found. The algorithm was forced to find the desired
results because the costs were shown high in the results
that were outside the desired limit. After the calculation
of the targets, artificial neural network (ANN) model-
ing should be added before the solution archive is cre-
ated. This can shorten the optimization time by reduc-
ing the number of iterations to reach the minimum cost
value. In addition, all the results found in each step were
brought together to form a feasible solution set and this
set was used for selection. Figure 2 shows its mathe-

ANN Modeling
Population Size Genetic Algorithm
aximum Iteration Number
Mutation Ratio ***

C P t e . :

rossover Percentage TR included T

model?
N'o
Define dimension of the Compute Objectives Yes
problem
Upper and lower bounds *
Optimal Solution Archive

¥

Selection by cost

( Optimal Solution }7

Fig. 2. Flowchart for optimal solution of CSA with accel-
erated variant model support of the coupled line band-
pass filter.

matical modeling. The beginning of the process is to
define the parameters of the algorithm, such as the popu-
lation size, maximum iterations and weight coefficients,
as shown in Fig. 2. At this point, the latest development,
ANN model support, was specified externally. Thus, the
optimization time was shortened by up to six times. As
seen in Fig. 2, if the ANN model is included, the calcula-
tion part is skipped, and time is saved. All this ends when
the best solution is reached.

B. Objective and cost functions

The variant model of the CSA, which is a new
optimization technique, will be supported with original
objective functions in order to obtain more performance
results. Here, three different types of objective function
pairs are defined for the pass and stop band segments
adapted from linear and nonlinear mathematical mod-
els. These were named in a study as polynomial, power
and exponential model, respectively [28]. Two measure-
ment functions, S1; and S,1, were chosen as the decision
variables that make up these unique objective functions.
Here, it is aimed that S;; should be as small as possible
(maximum -10 dB) in the passband, and S,; should be
close to 0 in the passing band, and S, should be as small
as possible (maximum -10 dB) and S;; should be close to
0 in the stopping band. Since S;; and S,; have the same
importance for this problem, the weighting coefficients
of the measurement functions (wc;_, = 0.5) are taken as
equal.

Adapted from the polynomial model, the objective
function pairs are defined as follows for two separate
parts, the bandpass and the bandstop. Bandpass part:

M
OFpy; = Y, (wer +[S21)), M
i=m
M
wco
OFp;, = () )
12 ,;1 S11;]
Bandstop part:
N
OFsi; =Y (wei +|S115]), 3)
Jj=n
N
wcep
OF sy = — |- @
£ ()

The objective function pairs adapted from the power
model are defined as follows for two separate parts, the
bandpass and the bandstop. Bandpass part:

M
OF pyy = Y, (e %|S213)), )
i=m
M 2
wceo
OF pyy = . (6)
r= 2 (i)
Bandstop part:
N
OFsy =Y. (wer % |S115])°, @)

Jj=n

1086



1087

N 2
wceyp
OF sy = Z . (8)
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Adapted from the exponential model, the objective
function pairs are defined for two separate parts, the

bandpass and the bandstop. Bandpass part:

M
OF p3; = Y wer ke 52l ©)
i=m
M
OF p3, = chz*eSII’. (10)
i=m
Bandstop part:
N
OFs31 =Y weyxe S, (11)
j=n
N
OFs3 =Y weyxe®, (12)
Jj=n

where i=2.44 and 2.46, j=2.36 and 2.54. Each represent
a resonance cutoff frequency.

In addition to all these objective functions, a cost
function has been determined. It is found as a result of
the collection of the objective function pairs determined
for the pass and stop band parts and is defined as follows:
cost = OF sg1 +OF sy +OF piy +OF pyy, , k=1,2,3.

(13)
In the next section, a detailed working case will be pre-
sented on the optimization of the combined line filter
with the predetermined design parameters for the band-
pass model with a center frequency of 2.45 GHz.

IV. RESULTS

In the analysis part of the study, the variant model
of the CSA, which was previously proposed in a study
and has proven its success against other traditional algo-
rithms, will be used in the optimization problem of the
bandpass combined line filter design with a center fre-
quency of 2.45 GHz. As is known, changing the length
and width of the lines will cause different results of the S
parameters. In the study, firstly, the analysis of the cases
with and without ANN added to show the effect of ANN
support on the study was made. Then, the most opti-
mal algorithm parameters will be selected for the prob-
lem. Finally, experiments will be made with equal weight
functions for three different original objective function
pairs adapted based on the mathematical models with the
selected optimal algorithm parameters.

A. Performance analysis of ANN-aided modeling
Since the success of the proposed CSA against tra-
ditional algorithms was given in a recent study [28],
no additional comparison was included in this study.
Instead, since the optimization processes take a long
time, ANN modeling support was used for accelera-
tion, thus eliminating the extra hardware cost that may
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be needed. In this part of the study, experiments were
carried out for different population values by choosing
maximum iteration=30, which is parallel to the study
in the literature. In order to see the difference in the
graphs more clearly, the results are shown for two dif-
ferent cases, with and without ANN modeling support,
for population (N)=60, which was found to be the most
successful result and which we accepted as the default
parameter, in the next part [28]. In Fig. 3, the typical cost
and function evaluation number (FEN) change variations
with the best performance repetition are shown. The best
results from 10 different studies are selected and exhib-
ited for both cases. With ANN modeling support, the
step to reach the minimum cost was reduced from 30 to
25. Therefore, optimum was reached approximately 20%
earlier. In addition, as shown in Fig. 3, ANN modeling
and the archive section created with these models were
included at the beginning of the application. As a result
of skipping the calculation part of the objectives, it was
seen that the application time was reduced by approxi-
mately six times.

15 ™ \ \ 20
T T CSA- with ANN X
i —%—CSA-without ANN| 5~ -
141 ! 7 o
i : o
': 15 X%
1.3 | c
i o
1 =
B , S
0 1.2 10 g
O >
L
c
1.1 &
=
15 ©
-
17 . i
0.8 d . ; ; 0
0 5 10 15 20 25 30

Iteration

Fig. 3. Typical cost and FEN variations with iteration of
the best performance of CSA selected from 10 runs for
optimization.

B. Optimal parameter set selection for optimization
Since CSA is a population-based algorithm, the
selection of the population size is of great importance
[29]. Considering both the possibility of being stuck
in the local optimum and the waste of resources, this
value should be chosen as the most optimum [37]. Per-
formance comparisons were made over the cost (13)
function by using OFp1-OFp1>-OFs1-OFsi; (1,2,3,4)
among the objective function pairs determined with pop-
ulation (N)=30, 60 and 100 values in order for the study
to be based on solid foundations. The results obtained
are shown in Fig. 4 as typical variations of cost and FEN
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Fig. 4. Typical cost and FEN variations with iteration of
the best performance selected from among 10 runs based
on population parameter selection.

with the repetition of the best performance selected from
10 different studies. In addition, the cost and FEN vari-
ations in Fig. 4 are given in Table 2. Among the results
obtained for this study, it is seen that the population (N)
value which gives the result with the lowest minimum
and average cost is 60.

Table 2: Performance evaluations of algorithm by pop-
ulation parameter for results in Fig. 4 (maximum
iteration=30)

Population Minimum | Maximum | Mean

30 Cost| 1.262 10.815 2.583
FEN 750 60 930

60 Cost | 0.958 2.978 1.239
FEN 1500 120 1860

100 Cost| 1.113 10.174 2.170
FEN| 2500 200 3100

C. Performances of different objective functions

The objective functions determined in the optimiza-
tion process are primarily tried to converge to zero in
proportion to their weight coefficients. For this reason,
objective functions are critically important for an opti-
mization problem. In this section, we have detailed math-
ematical calculations in the previous section in order
to find Sy; as small as possible (maximum -10 dB)
in the bandpass part, and close to 0 in Sp;, and as
small as possible (-10 dB) in S,; in the bandstop part
and close to 0 in Sy;. Experiments were made using
three different model objective function pairs adapted
from the models. The best result obtained using OFp;-
OFp12-OFs11-OFsyo (1,2,3,4) is given in Fig. 5 as typ-
ical magnitude-frequency variation of S;;-Sy; between
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Fig. 5. S parameters of the bandpass filter obtained using
MATLAB with the polynomial model objective function.

4 GHz and 5 GHz. Likewise, the most successful result
obtained using OFp>1-OFpy;-OFsy1-OF sy, (5,6,7,8) is
given in Fig. 6 as typical magnitude-frequency varia-
tion of S;1-Sp; between 4 GHz and 5 GHz. Finally,
the most successful result obtained using OFp31-OFp3;-
OFs31-OFs3 (9,10,11,12) is given in Fig. 7 as typi-
cal magnitude-frequency variation of S11-S>; between
4 GHz and 5 GHz. In addition, the design parameter
values found as a result of this optimization are given
numerically in Table 3. When all these results are con-
sidered together, it is seen that the most successful result
with wider frequency bandwidth and better return loss
is found by using OFp;-OFpy,-OFs;1-OFsy; (5,6,7,8),
which is called the Power Model.

-20 \‘ |
1

301

Magnitude (dB)

-40 F
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2 22 24 26 28 3
Frequency (GHz)

Fig. 6. S parameters of the bandpass filter obtained using
MATLAB with the power model objective function.
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Fig. 7. S parameters of the bandpass filter obtained using
MATLAB with the exponential model objective func-
tion.

Table 3: Performance evaluations of algorithm by popu-
lation parameter for results in Figs. 5-7 (maximum iter-

ation=30)
Parameter Polynomial |Power Model | Exponential
Model Value | Value (mm) | Model Value
(mm) (mm)
PortLineLength 17.47 34.21 27.81
PortLineWidth 4.25 4.78 4.92
CoupledLineLength | [22.722.7 | [22.28 22.28 | [22.28 22.28
22.722.722.7| 22.2822.28 | 22.2822.28
22.7] 22.28 22.28] | 22.28 22.28]
CoupledLineWidth [2.36 4.85 [3.795.01 | [3.245.15.1
4.854.854.85(5.015.015.01| 5.15.13.24]
2.36] 3.79]
CoupledLineSpacing | [0.24 2.29 [0.12 2.29 [0.162.13
2.292.292.29(2.292.292.29(2.13 2.13 2.13
0.24] 0.12] 0.16]
GroundPlaneWidth 54.97 54.34 46.98
V. DISCUSSION

At the beginning of the study, modeling support
was not added because the optimization processes were
short for a computer with powerful hardware. Since the
optimization processes became undesirably long with
additional trials, the flow of the study was directed to
modeling-supported optimization. A much longer model
(8-9 rows) could have been preferred from an architec-
tural perspective. However, this would only extend the
processes, and it would be unknown whether it would
have any effect on the verification of the successful
implementation. In future studies, it is possible to make
the processes faster by changing the network used in
modeling support. A suggested approach for longer-
lasting models such as antenna optimization can also be
tried.
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VI. CONCLUSION

In this study, a new variant CSA in the literature of
a combined line filter with a center frequency of 2.45
GHz, three of which contain six different variable param-
eters in themselves, in total eight design parameters, is
considered as a multi-dimensional and single-objective
optimization problem. The study started with the perfor-
mance measurements of the modeling-supported short-
ening of the optimization processes. Then, it continued
with the selection of the optimum population parame-
ter considering both the possibility of getting stuck in
the local optimum and the waste of resources. The lin-
ear and nonlinear objective functions used in the study
are completely original and have been specially designed
for the bandpass filter model, one of the mathemati-
cal models. Although the CSA model preferred in the
study is a very new optimization algorithm, it has not
yet been encountered in any filter design optimization
problem in the literature. In addition, the variant model
used played an active role in finding more performance
results in another study [28]. The study aimed to find
the optimum filter design dimensions. In all these selec-
tions, objective function pairs played an active role as
well as algorithm parameters. Compared to other results,
the most successful result with wider frequency band-
width and better return loss was obtained using OFp;;-
OFp>-OFs,1-OFsy, (5,6,7,8) adapted from the power
model. The study discussed includes many innovations
with all these aspects and sheds light on future studies. It
shows that this algorithm, which can overcome the prob-
lems of filter designers, can be a safe, practical and effi-
cient solution for multi-dimensional optimization appli-
cations. Henceforth, CSA can undoubtedly be adapted
by changing the objective functions for any optimization
problem with a large number of design parameters.
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Abstract — This paper presents a performance compar-
ison between two fingerprinting-based received signal
strength (RSS) indoor localization techniques at wireless
local-area network (WLAN) frequencies: 2.4 GHz and
5.8 GHz. The investigated algorithms include the com-
parative RSS (CRSS) and vector algorithms. The study
was conducted using Wireless InSite ray-tracer software.
The simulation was conducted in a simulated environ-
ment on the 3rd floor of the Chesham Building, Univer-
sity of Bradford, UK. Also, we presented an estimator
which looks at the correlation between the test point RSS
and the reference point RSS. The estimator performance
is compared to the root mean square error (RMSE) per-
formance. It was found that the CRSS algorithm suf-
fers from the similarity problem while constructing the
radio map, and it also suffers from ambiguity problems
during localization. The vector algorithm outperforms
CRSS algorithms in both frequencies and does not suf-
fer from similarity or ambiguity problems. The proposed
estimator shows better performance at both frequencies.

Index Terms - Indoor localization, received signal
strength (RSS), Wireless InSite, wireless local-area net-
work (WLAN).

I. INTRODUCTION
Localization has become essential for pervasive
applications, including medical healthcare, behavior
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recognition, and smart buildings [1]. Localization in out-
door environments has been resolved thanks to global
navigation satellite systems (GNSS), such as the global
positioning system (GPS), the European GALILEO, the
Russian GLONASS, and the Chinese BeiDou Satel-
lite Navigation System. Using GNSS, the customer can
infer the whereabouts of his location by using received
satellite signals from his smartphone. Unfortunately, the
GNSS signal cannot penetrate through buildings; there-
fore, the demand to localize people and items inside
indoor environments encouraged researchers to utilize
other technologies for localization, including Wi-Fi [2],
satellite [3], inertial [4], magnetic [5], ultrasound [6],
infrared [7], frequency modulation (FM) waves [8], Zig-
Bee [9], Bluetooth [10], ultra-wideband (UWB) [11],
and radio-frequency identification (RFID) [12].

In [13], the authors summarized the usage percent-
age of localization techniques in indoor environments,
as seen in Table 1. RF-based techniques are widely used
in indoor environments, representing 73% of all adopted
indoor localization techniques. Wi-Fi is the most used
technology within the RF-based techniques category, fol-
lowed by Bluetooth. Hybrid technologies were intro-
duced to enhance accuracy. Table 2 presents the pros
and cons of using RF technologies in localization within
indoor environments.

Wi-Fi technology is widely used globally since
the infrastructure is implanted in most commercial,

https://doi.org/10.13052/2024.ACES.J.391208
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Table 1: Usage percentage of localization technologies
in indoor environments

Localization Technique Usage Percentage
Infrared 9%
Ultrasound 6%
GPS 4%
Magnetic 1%
Vision 1%
Other 6%
Wi-Fi 24%
Bluetooth 17%
RFID 7%
RF Ultra-Wideband 6%
Positioning UHE 4% | 3%
Cellular 1%
Hybrid 6%
Cooperative 8%
Sensor-Based

Table 2: Advantages and disadvantages of RF technolo-
gies used in indoor localization

Technology Advantage Disadvantage
Wi-Fi Low cost Requires training
Widely deployed
Bluetooth Low cost Requsires
Smartphones can training
collect signals
RFID Low cost Deployment is
High accuracy tiresome
Coverage area is
small
Ultra-Wideband | High accuracy Expensive
Requires special
equipment
mm-wave Massive Huge penetration
technology bandwidth losses
High accuracy
Cellular Low cost Low accuracy

industrial, educational, and residential facilities [14].
Additionally, smartphones can be used as receivers,
which makes the technology cheap. The main challenge
for localization using Wi-Fi technology is to reach the
cm-level accuracy. Within the Wi-Fi data, many signal
measures can be used for localization, RSS, channel state
information (CSI) and round trip time (RTT), time of
arrival, and angle of arrival [14].

RSS is the most popular measure. The data are col-
lected from the surrounding access points (APs) at each
location. If the RSS is less than the receiver sensitivity,
the signal is said to be undetected [15]. Triangulation and
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fingerprinting techniques use RSS data for localization
[16, 17]. RSS is sensitive to the effect of superimposi-
tion of multipath signals of different phases; therefore,
by taking the mean value of the locally close RSS val-
ues, the effect of fast fading is reduced [18].

By averaging over access points with multiple fre-
quencies and/or heights, the variation of recorded RSS
becomes less. The less variation, the more monotonic
relationship between distance from access point and
recorded RSS; therefore, localization error becomes
less [19].

Channel properties of a communication link, also
known as CSI, can be used for Wi-Fi localization, dis-
criminating multipath, and increasing localization accu-
racy. Compared to RSS, the CSI is more stable [20].
However, Wi-Fi network interference cards are needed
[21]. RTT is distinguished from time of arrival (TOA)
and time difference of arrival (TDOA) as it does not
require clock synchronization between the transmitter
and receiver [22]. The transmitter sends a message to the
receiver and records the timestamp, the receiver sends
back an acknowledgment, and then the transmitter esti-
mates the RTT. However, both transmitter and receiver
have error measurements due to processing time and
phase noise [23].

The TOA method measures travel time between the
AP and the receiver. The distance is calculated by mul-
tiplying the TOA by the speed of light, and both the
transmitter and receiver must be synchronized [24]. For
2D localization, 3 APs are required to perform trilatera-
tion. For 3D scenarios, 4 APs are needed. This technique
requires larger bandwidth (BW). For example, using a
10 MHz BW, the time resolution will be 10~7 s, and
the error will be up to 30 m. However, using a 1| GHz
BW, the time resolution will be 1077 s, and the error
will be reduced to about 0.03 m. Therefore, it is widely
used with UWB positioning technologies [25]. The enor-
mous BW available in the 5G and 6G networks will make
the utilization of TOA in localization more realizable
[26, 27].

The angle of arrival (AOA) can be calculated by esti-
mating the phase differences on the antenna elements.
Estimation using AOA requires 2 APs for 2D localization
and 3 APs for 3D localization. However, the cost is rel-
atively high compared to other techniques. Additionally,
AOA techniques suffer from multipath and low signal-to-
noise ratios [28]. In [29], authors proposed a hybrid tech-
nique that combines TOA and AOA. This reduced the
number of APs needed, the system required large BW,
and it leverages the benefits from both techniques.

In this paper, we compared the localization perfor-
mance of two radio-frequency algorithms at the wire-
less local-area network (WLAN) frequencies. The inves-
tigated algorithms are fingerprinting-based algorithms,



including the comparative received signal strength
(CRSS) algorithm and the vector algorithm. This work
is an extension of the work done in [30]; however, we
adopted different frequencies.

Also, we proposed an estimator that considers the
correlation between the test point (TP) RSS and the ref-
erence point (RP) RSS while estimating the closest RP
to the TP. The estimator checks the similarity between
the RSS received at a TP from an AP and other RSS
values collected at all RPs from the same AP. This pro-
cess is for all APs in the facility. By taking the sum-
mation of likenesses, the closest RP to the TP will be
the one with maximum likeness. The order of this paper
is as follows. Section II investigates the examined algo-
rithms. Section III presents the methodology and simu-
lation setup, section IV discusses the results, and conclu-
sions are drawn in section V.

II. INVESTIGATED ALGORITHMS

The proposed algorithms are radio-frequency
fingerprinting-based algorithms, where data are col-
lected from known locations. A radio map is constructed
by mapping the received signal strength (RSS) data
collected from each receiver point to its location. This
stage is known as the offline phase. In the next stage (the
online phase), RSS data are collected from unknown
locations termed TP and, by using the radio map, the
TP data are compared to the radio-map database. The
RP with the lowest RSS difference is assumed to be the
closest RP.

In this study, we compared two algorithms. The first
algorithm is the vector algorithm [31], where data col-
lected are stored in vectors, and each vector represents
the RSS collected at the RP from the surrounding APs.
TP data are also stored as a vector. The TP vector is
compared to each vector in the radio map by estimat-
ing the root mean square error (RMSE) between the
TP-RSS vector and each RP-RSS vector in the radio
map. The RP whose vector achieves the lowest RMSE
is said to be the closest location to the TP. The RMSE
between the RSS values of the /# RP and the TP is
given by:
£ (e —6)*

N ) (] )
where N is the number of the APs, #; is the RSS collected
at TP from the i’ AP, and cij is the RSS collected by the
7" RP from the i"" AP.

RMSE is a popular metric since it is understandable
by showing the average error in the same units as the
data. It highlights larger errors, which is beneficial for
avoiding big errors. RMSE is widely used as it provides
a comprehensive measure of accuracy by combining the
average and variability of errors, making it easy to com-
pare results across different studies and models [32].
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Another popular estimator is the mean average error
(MAE). The MAE is easy to understand, robust to out-
liers, and it performs well even when the target variable
has skewed distributions. The MAE between the RSS
values of the k" RP and the TP is given by:

1 N
N;|Cik_ti|- )
We introduced another estimator, which sees how
similar the RSS collected at a TP is from an AP to other
RSS values collected at all RPs from the same AP. The
likeness percentage (LP) is estimated by:
Cij i 3)
Ci j
When [ equals 1, both TP and RP record the same
RSS from an AP; the more [ approaches one, the more
the likeness between TP and RP. For all APs in the facil-
ity, the summation of likenesses is taken as shown in (4);
the closest RP to the TP will be the one with maximum

likeness:
Al il Cij—1

ee —=

=1-

“

Using different estimators in localization is com-
mon, as in [33], where authors proposed using Spearman
distance instead of Euclidean distance. The simulation
results show improved results. The LP estimator searches
for similarity instead of difference. Rather than exagger-
ating the effect of enormous errors, the error levels are
equally treated.

The second algorithm is the CRSS, where at each
RP/TP RSS vector, the algorithm compares each RSS
value of the vector with the other values collected in the
same vector. The comparison was made based on the fol-
lowing equation [34]:

MN:[Cik] lak:1727"'aN7 (5
+1 Ri>R}.>Rgens
—1 k >R,>R5en3

. — 0 i k> sens 6

Cik =9y +2 R>Rm> ) (6)
—2 R >R renr>Rk

13 Rymy>[RiRi]
where My is the constructed matrix, R; is the RSS value
to be compared to other RSS values Ry, and Ry is
the receiver sensitivity. Both i and k range from 1 to N.
For example, if the RSS vector was v=[—59.59 —34.1
—59.02 —100 —95], then the generated CRSS matrix is
given as:

0 —-1-1 4242

+1 041 +2+2
CRSS= | +1 —10 +2 +2 |. (7
2 -2 -2 043

-2 -2-2 430
This process is accomplished for every RSS vector
in the radio map; the resultant matrices are saved as a
new radio map. During localization, the RSS of the TP-
RSS vector is converted into a CRSS matrix and then
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compared to the new radio map. The closest location is
the RP, with the lowest RMSE between its corresponding
CRSS matrix and the TP-CRSS matrix.

Fingerprinting localization is one of the most com-
mon techniques. The investigated algorithms include the
CRSS algorithm and the vector algorithm. In a previ-
ous paper, the performance between the two algorithms
is tested at a lower frequency of 400 MHz [30]; in this
paper, the performance is examined at microwave fre-
quencies 2.4 and 5.8 GHz. The target of this study is
to examine the robustness of the CRSS algorithm at
microwave frequencies.

1. METHODOLOGY AND SIMULATION
SETUP

The simulations were done using Wireless InSite®
(WI) ray-tracing software, which has been validated over
WLAN frequencies [35, 36]. In this project, a detailed
layout of the 3rd floor of the Chesham Building at the
University of Bradford was constructed; the design took
into account the materials of the building, including con-
crete, drywall, glass, and wood.

WI allows modeling the floor as seen in Fig. 1,
where the user can change the electrical constitutive
parameters (permittivity and conductivity). The user can
set up the communication links between transmitters and
receivers. This includes the type of antenna used, trans-
mitted power, operating frequency, signal BW, the max-
imum number of reflections, transmissions, and diffrac-
tions, propagation model, ray-tracing method, sum com-
plex electric fields, and the number of propagation paths.

BN Concrete Walll
B Drywall

. Glass
— Wood

Fig. 1. Simulated environment for the 3rd floor in the
Chesham Building, University of Bradford, UK.

Adding more paths, transmissions, reflections, and
diffractions will be at the expense of computational time.

ACES JOURNAL, Vol. 39, No. 12, December 2024

Sufficient results were found when the maximum num-
ber of paths is 10, the number of transmissions is 4,
and the number of reflections is 4 [35]. Table 3 sum-
marizes the settings used in the WI software for both
operating frequencies: 2.4 GHz and 5.8 GHz. Table 4
presents the permittivity &, and conductivity ¢ values
used in our simulations based on the ITU tables [37].
The permittivity does not change considerably with fre-

quency contradictory to the conductivity.

Table 3: Wireless InSite settings for the investigated

scenario
Setting Value
Transmitter antenna 3-elements
omnidirectional array
Antenna gain 3.5 (2.4 GHz)
4.5 (5.8 GHz)
Receiver antenna Omnidirectional
Sum complex None
electric fields
Operating frequency 2.4 GHz
5.8 GHz
Bandwidth 20 MHz (2.4 GHz)
40 MHz (5.8 GHz)
Number of reflections 4
Number of transmissions 4
Number of diffractions 0
Ray-spacing 0.1°
Plane-wave ray spacing 0.5m
Maximum 10
rendered paths
Ray-tracing method Shooting-and-Bouncing-
Rays (SBR)
Ray-tracing acceleration Octree
Propagation model full 3D

Table 4: Material properties with frequency

Material 2.4 GHz 5.8 GHz
€ c € c
Concrete 5.31 0.0662 5.31 0.1258
Glass 6.27 0.0122 6.27 0.0314
Wood 1.99 0.0120 1.99 0.0281
Drywall 2.94 0.0216 2.94 0.0378

As mentioned earlier, the localization techniques
used in this article are RF-fingerprinting-based algo-
rithms. Figure 2 shows the distribution of the APs, RPs,
and TPs. There are 7 APs, 176 RPs, and 85 TPs. The
choice of these numbers was based on recommendations
from a previous study [30]. In that paper, the effect of
adding more APs and RP is examined. It was found
that adding more APs will enhance the localization per-
formance; however, the vector and matrix sizes will be
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Fig. 2. APs, RPs, and TPs distribution on the 3rd floor of the Chesham Building.

larger. Adding more RPs will enhance the performance
up to a certain limit; after that, adding more RPs will not
enhance the performance, it may worsen it.

Based on the above, the number of APs and RPs was
set to ensure the best performance. Our paper uses 7 APs
to ensure that at least 4 APs cover all regions within the
floor. We tried to avoid adding redundant RPs; therefore,
the RPs were chosen to have space bigger than 10A. This
number is used widely to perform averaging to minimize
the fast-fading effect; the window could be up to 22A.
Therefore, the spacing between the RPs will ensure no
redundant RPs and, in a practical scenario, the averaging
window extends from 10A to 22A [19].

In Wireless InSite, the fast fading effect is removed
by taking the power sum of incident rays rather than con-
sidering the phase [38]. The collected data is given to
Matlab code; the code builds up the radio map based
on the RPs data, and then each TP data is compared to
the radio map by estimating the RMSE, MAE, and LP
estimators (equations (1)—(3)). The closest RP is esti-
mated when its corresponding RMSE/MAE value is the
least or its corresponding LP value is the maximum. The
code also generates the CRSS matrices based on equa-
tion (5) and builds up the CRSS radio map. Similarly,
the code estimates the closest RP by finding the lowest
RMSE/MAE.

IV. RESULTS AND DISCUSSION
Using two RF fingerprinting techniques, we have
examined localization accuracy for two algorithms at the
two WLAN bands: 2.4 GHz and 5.8 GHz.

A. CRSS algorithm
During the generation of the CRSS matrices, it was
observed that many RPs are relatively close to each other

and construct the same matrix since the descending (or
ascending) order of the APs based on their correspond-
ing RSS level is the same for these RPs. As seen in Fig. 3,
each contoured set of RPs indicates that the RPs within
the contour generate the same CRSS matrix. We refer
to this problem as similarity. In this figure, each black
contour surrounds RPs that generate the same CRSS. We
found that some RPs generate the same CRSS matrix but
are not co-located. Therefore, we used different colors
for their contours; for example, there are two purple con-
tours on the right-lower side of Fig. 3, meaning these 4
RPs generate the same CRSS matrix.

When localization was conducted at 2.4 GHz, only
20% of TPs were linked to a single RP. For each TP of the
remaining 80%, the estimated location is a group of RPs
with the same CRSS matrix or different CRSS matrices.
At 5.8 GHz, only 23% of TPs were linked to a single RP.
As shown in Fig. 4, the estimated TP is linked to RPs
with different CRSS matrices.

As seen, the TP (represented by a black tetragram) is
linked to 3 RPs, each with a different CRSS matrix; once
localization is performed, these RPs are considered the
closest. Also, the TP represented by a red star is linked
to 7 RPs, which are represented by 3 CRSS matrices (4
of them are represented by a single CRSS, and the RPs
contour color is blue). So, in addition to the similarity
problem, we have ambiguity problem, when TP loca-
tion is linked to different RPs which have different CRSS
matrices.

This makes using the CRSS algorithm inefficient;
therefore, we do not recommend using this algorithm for
localization purposes.

Figure 5 shows a localization error (LE) comparison
at the two WLAN frequencies using the CRSS algorithm
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Fig. 3. RPs similarity observed at 5.8 GHz. Table 5 shows how many sets of RPs generate the same CRSS matrix. For
example, at 5.8 GHz, we found that the number of cases where 2 RPs generate the same CRSS matrix is 17 cases.
Similarly, we found that the number of cases where 3 RPs generate the same CRSS matrix is 5. We also found that
13 RPs generate the same CRSS matrix. Similarity tends to worsen as frequency increases. At 2.4 GHz, only 56 RPs
out of 176 generated unique CRSS matrices, which comprise 32.3% of the entire RPs set; however, at 5.8 GHz, only
44 RPs generate unique CRSS matrices, which are 25%. We found that only 33 RPs are free from similarity at both
frequencies. The figure shows that similarity occurs more in halls and rooms separated by drywalls. However, they
tend to be less in rooms separated by concrete walls. This explains why RPs in the upper half of the figure have less
similarity. Therefore, using the CRSS algorithm, lower-resolution radio maps are better since having a high-resolution
radio map will lead to similarity. A similar observation was recorded at 2.4 GHz.
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Fig. 4. Example of ambiguity at 5.8 GHz.
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10 12

Fig. 5. LE comparison using the CRSS algorithm without
the ambiguous cases at the WLAN frequencies.

without considering the ambiguous cases. LE tends to be
less at 2.4 GHz when no ambiguity is considered. This
means that the accuracy of the CRSS algorithm becomes
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Table 5: Total of how many sets of RPs generate the same
CRSS matrices
C e 2.4 GHz 5.8 GHz
Similarity RPs No. of No. of
Cases Cases
2 RPs generate the same 14 17 w
matrix 8
3 RPs generate the same 9 6
matrix _J
4 RPs generat@ the same 3 2 o2t 7~ 4 —RMSE est!matorat2.4 GHz i
matrix —==-RMSE estimatorat5.8 GHz
5 RPs generate the same 0 2
matrix 00 8 10
6 RPs generate the same 2 4
matrix
7 RPs generate the same 3 1 ]
matrix
8 RPs generate the same 1 0
matrix 0.8}
9 RPs generate the same 0 2
matrix 0.6
10 RPs generate the same 1 0 a
matrix o
11 RPs generate the same 0 0 041
matrix — —MAE estimator at 2 GHz
12 RPs generate the same 0 0 0.2 ===MAE estimator at 5.8 GHz | |
matrix
13 RPs generate the same 0 1 0 . . .
matrix 0 5 10 15 20
Similarity 67.7% 75%
lower as frequency increases. Also, the similarity effect
becomes more significant as frequency increases, as
shown in Table 5.
B. Vector algorithm
We have used three estimators: RMSE, MAE, and w
the proposed LP estimator. Figure 6 shows an LE com- o
parison for each estimator at the two WLAN frequen-
cies. Both RMSE and LP estimators show that localiza- -t ——LP estimator at 2.4 GHz
tion accuracy decreases as frequency increases; however, 0.2 =—==LP estimator at 5.8 GHz| |
MAE shows better performance as frequency increases.
For example, using the LP estimator, the probability of
localization error less than 2.5 m is 75% and 60% at 00 > 4 6 8 10
2.4 GHz and 5.8 GHz, respectively. Using MAE, the LE (m)
probability for localization error less than 2.5 m is 60% (c)

and 50% at 2.4 GHz and 5.8 GHz, respectively. Using
RMSE, the probability for localization error less than Fig. 6. LE comparison for (a) RMSE estimator, (b) MAE
2.5 mis 35% and 25% at 2.4 GHz and 5.8 GHz, respec- estimator, and (c) LP estimator at the two WLAN fre-
tively. quencies.

The probability of localization error less than 5 m
and 5.5 m is 90% using the LP estimator at 2.4 GHz and 6 m using the MAE and RMSE estimators at 2.4 GHz
5.8 GHz. Also, 90% of errors are less than 5.5 m and and 5.8 GHz, respectively.
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Results show that the LP estimator tends to show
better performance, as shown in Fig. 7. The LP estima-
tor shows better all-over performance at the two WLAN
frequencies; for example, at 2.4 GHz, the probability
for localization error less than 3.5 m is 86%, 66%, and
76% using LP estimator, MAE estimator, and RMSE
estimator, respectively. At 5.8 GHz, the probability of an
error being less than 3.5 m is 71%, 75%, and 66% using
the LP, MAE, and RMSE estimators, respectively.

1

0.8}

0.6

CDF

0.4

=—==RMSE estimator at 2.4 GHz

o2 e MAE estimator at 2.4 GHz
- | P estimator at 2.4 GHz

0 1 I I
0 5 10 15
LE (m)
(a)

1

08 el
ey -‘-'_.

0.6 :

CDF

- ==RMSE estimator at 5.8 GHz
o2y .. MAE estimator at 5.8 GHz ||
—— LP estimator at 5.8 GHz

0 2 s 6 8 10
LE (m)
(b)

Fig. 7. LE comparison between the three estimators at (a)
2.4 GHz and (b) 5.8 GHz.

Tables 6 and 7 present a comparison between the
three estimators at the two frequencies. The tables show
how many estimated RP were the closest to the TP (the
accurate), the second closest RP, and the third closest RP.
For example, using the LP estimator at 2.4 GHz, for 33
TPs, the estimated location for each TP was the actual
closest RP to that TP. For 27 TPs, the estimated loca-
tion for each TP was the first neighbor to the closest RP.
For 12 TPs, the estimated location for each TP was the

ACES JOURNAL, Vol. 39, No. 12, December 2024

second neighbor to the closest RP. The tables show that
the LP estimator outperforms the MAE and RMSE esti-
mators at the two WLAN frequencies, as provided by the
metrics. It can be seen from the figures and the tables that
the best estimator is the LP estimator, followed by the
MAE estimator. RMSE squares the errors before aver-
aging, giving more weight to larger errors; therefore, it
performs less well.

Table 6: Performance comparison between LP, MAE,
and RMSE estimators at 2.4 GHz

2.4 GHz
RMSE MAE LP
Accurate RP 27 29 33
1st neighbor 24 14 27
2nd neighbor 15 11 12

Table 7: Performance comparison between LP, MAE,
and RMSE estimators at 5.8 GHz

5.8 GHz
RMSE MAE LP
Accurate RP 20 23 28
1st neighbor 28 9 21
2nd neighbor 15 10 17

Figure 8 compares vector and CRSS algorithms
when we excluded ambiguity cases at 5.8 GHz. Even
when we considered only the cases when the CRSS algo-
rithm detects 1 RP, the vector algorithm performs better.
For example, 90% of errors are less than 5.5 m using the
vector algorithm, while 90% of errors are less than 7.5 m
using the CRSS algorithm.

V. CONCLUSION

A comparison between two radio-frequency local-
ization techniques at WLAN bands is presented. The
algorithms include vector and CRSS algorithms, which
are fingerprinting-based RSS techniques. The study was
performed in a simulated environment on the 3rd floor
of the Chesham Building, University of Bradford, UK,
using Wireless InSite software. It was found that the
CRSS algorithm suffers from similarity and ambiguity
problems; both get worse as frequency increases. There-
fore, the algorithm is not recommended for indoor posi-
tioning. The vector algorithm shows acceptable perfor-
mance at both frequencies as the probability for an error
to be less than 2.5 m is 72.5% at 2.4 GHz and 60% at
5.8 GHz.

Additionally, the performance of the vector algo-
rithm outperforms the CRSS algorithms, even when
we do not consider the ambiguity cases. Also, we
introduced a new estimator to find which RP is
the closest to the TP based on their RSS values;



OBEIDAT, ALZURAIQI

0.9+

0.8

0.7

0.6 -

0.5

CDF

0.4

0.3

0.2

0.1

- LP estimator 5.8 GHz
== ==CRSS without ambiguity 5.8 GHz
0 2 4 6 8 10 12

LE (m)

Fig. 8. LE comparison between vector and CRSS algo-
rithms when we excluded the ambiguity cases.

the estimator considers/utilizes the correlation between
the RSS collected by the TP and the RSS col-
lected by the RPs. The performance was compared to
MAE and RMSE, showing better performance at both

frequ

(1]

(2]

(3]

(4]

(5]

(6]

encies.
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Abstract — The complex composition and structure of the
submarine reservoir and its secondary pyrite, which are
multiphase composite media, can provoke the induced
polarization (IP) effect, resulting in the change of
the marine controlled-source electromagnetic (CSEM)
induction-polarization response, which directly affects
geological interpretation results. In this paper, the gener-
alized effective-medium theory of induced polarization
(GEMTIP) model is introduced to study the influence
of composition, structure and geometric characteristics
of submarine reservoirs and secondary pyrite on the
3D marine CSEM induction-polarization response. We
first construct the 3D finite-difference frequency-domain
(FDFD) electromagnetic field governing equation based
on the GEMTIP model, apply the emission source on
the non-uniform grid, and solve the linear equations by
using the difference coefficient matrix. Then we per-
form forward calculation on a typical 1D reservoir model
to verify the correctness and effectiveness of the pro-
posed algorithm. Finally, we design the reservoir and
secondary pyrite models, and analyze the influence laws
of IP parameters and polarization layer geometry param-
eters on the 3D marine CSEM induction-polarization
response. These studies are of great value for under-
standing the relationship between submarine multi-
phase composite medium and electromagnetic wave
propagation.

Index Terms — GEMTIP model, induced polariza-
tion (IP) effect, marine controlled-source electromag-
netic (CSEM), reservoir polarization, secondary pyrite
polarization.

L. INTRODUCTION
The marine controlled-source electromagnetic
(CSEM) method has become an important geophysical
method for deep-sea oil exploration, seabed geological
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structure investigation and marine ecological environ-
ment survey due to its advantages of high precision,
low cost and wide range [1-7]. In the actual exploration
of marine CSEM, multiphase composite media such as
submarine oil reservoir and its secondary pyrite are often
accompanied by the induced polarization (IP) effect
[8—11], that is, under the action of applied electric field,
positive and negative charges in the subsea multiphase
composite medium will move in a directional way and
accumulate to form double electric layers on both sides
of the interface. After the applied electric field is turned
off, positive and negative charges will return to the
original state, thus forming a displacement current in
the opposite direction of the applied electric field. This
phenomenon will directly affect the measurement results
of induction-polarization response of marine CSEM.
Therefore, it is necessary to study the IP effect simula-
tion of marine CSEM multiphase composite medium for
improving the accuracy of geological interpretation of
exploration data.

In recent years, some progress has been made in the
simulation of the IP effect of marine CSEM. Wang et
al. [12] established two 1D polarized medium models
of reservoir generating IP effect based on the Cole-
Cole model and analyzed the influence of IP param-
eters of the two models on electromagnetic response.
Huang [13] calculated the 1D marine CSEM electro-
magnetic response with IP effect and analyzed the influ-
ence degree of different Cole-Cole model parameters on
the response. Liu et al. [14] combined electromagnetic
induction and IP effect, used real resistivity and com-
plex resistivity (Cole-Cole) models to calculate the 1D
CSEM response, and evaluated the influence of noise
level on electromagnetic response and IP effect on inver-
sion. Ding et al. [15] calculated the 1D and 2D marine
CSEM response by introducing the Cole-Cole model
and studied the influence of IP effect on marine CSEM
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response. Mittet [16] conducted induction-polarization
dual-field forward modeling based on the fictitious wave
domain method, calculated the electromagnetic response
of marine CSEM, and analyzed the influence of IP
parameters in the Cole-Cole model on the electromag-
netic response. Xu and Sun [17] designed polarized
medium models with different field source azimuths,
IP parameters and terrain, implemented 2.5D marine
CSEM forward modeling based on adaptive finite ele-
ment method, and analyzed the influence law of Cole-
Cole model parameters on electromagnetic response. Li
et al. [18] realized finite volume forward modeling of
marine CSEM in 3D frequency domain based on the
Cole-Cole model and applied dual-frequency IP phase
decoupling technology to marine CSEM data interpre-
tation, which improved the sensitivity of the IP phase
to polarized reservoir objects. Qiu et al. [19] used the
integral equation method to conduct a 3D forward mod-
eling of marine CSEM with IP effect, adopted the scat-
tering and superposition methods to calculate the dyadic
Green’s function, studied the response rule of the Cole-
Cole polarization model, and analyzed the influence law
of various model parameters. At present, although good
research results have been obtained, the Cole-Cole model
in the above marine CSEM forward modeling is only
a qualitative description, lacking the physical and geo-
metric characteristics of relevant actual petrology, so it
cannot directly explain how the structure and mineral
composition of rocks or reservoirs affect the conductive
properties of rocks. Therefore, it is of great significance
to find a physical model that can relate the conductivity
characteristics of the seafloor strata to its structure, com-
position and polarizability, and study the influence law
of the model parameters on the marine CSEM field to
improve the interpretation accuracy of later data.

The generalized effective-medium theory of induced
polarization (GEMTIP) model is a unified mathematical-
physical model based on effective-medium theory
(EMT), IP theory and Born approximation principle for
heterogeneity, multiphase structure and polarizability of
rock or reservoir [20-22]. The model is derived strictly
based on Maxwell’s equation of multiphase composite
conductive medium, including both surface and volume
polarization effects, and is suitable for describing elec-
trode polarization effects related to electron polarization
and thin film polarization effects related to ion polar-
ization [23-25]. IP parameters of the GEMTIP model
(such as matrix conductivity, volume fraction, relaxation
parameters, grain radius, etc.) have clear physical def-
initions and are closely related to the reservoir struc-
ture, mineral grain size, shape, polarization, porosity and
other geometric-physical properties, which can better
describe the IP response characteristics of the reservoir.
This provides a quantitative analysis method for studying
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the conductivity characteristics of multiphase composite
reservoirs [26, 27].

In this paper, the GEMTIP composite conduc-
tivity model is introduced to analyze the influence
of composition, structure and geometric characteristics
of submarine reservoir and secondary pyrite on the
induction-polarization response of marine CSEM. First,
based on Maxwell’s equation and GEMTIP model, a 3D
finite difference electromagnetic field governing equa-
tion in frequency domain is established. After complet-
ing the non-uniform mesh generation and the emission
source layout, the linear equations are solved directly
by using the difference operator matrix. The correct-
ness and effectiveness of the algorithm are verified by
the forward calculation of a typical 1D reservoir model.
Finally, we build the reservoir and secondary pyrite mod-
els and perform numerical calculations to study the influ-
ence characteristics of GEMTIP model parameters on the
marine CSEM field response, and to analyze the influ-
ence rules of geometry parameters such as the polar-
ization layer thickness, buried depth, and size on the
induction-polarization response. The above research can
provide a theoretical basis for the subsequent exploration
of submarine oil resources with IP effect.

II. FDFD METHOD BASED ON GEMTIP
MODEL

A. Introduction of the GEMTIP composite conduc-
tivity model

The GEMTIP model is a multiphase medium elec-
trical model proposed by Zhdanov in 2008 based on
the classical effective-medium method and IP effect the-
ory. This model can translate the physical and electrical
characteristics of a medium containing inclusions into
an analytical expression for effective conductivity [20].
According to the basic idea of the GEMTIP model, min-
erals in the isotropic multiphase composite medium can
be regarded as spherical grains of varying sizes. When
the homogeneous medium is filled with N types of spher-
ical grains, the effective conductivity of the multiphase
composite polarized medium under quasi-static condi-
tions can be expressed as:

01 — 0o

N
c.=0p¢ 1+3 i , (D)
‘ { =1 [f 260+G[+2k[a1100611}

where o is the matrix conductivity, f; is the volume
fraction of the /th grain, o; is the conductivity of the /th
grain, and q; is the radius of the /th grain. k; is the sur-
face polarizability factor, which is the complex function
of the frequency, expressed as:

ki = oy (i)™, &)
where o is the angular frequency, @ is the surface polar-

izability coefficient of the /th grain, and C; is the relax-
ation parameter of the /th grain.
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The surface polarizability factor is substituted into
equation (1) and, after a series of algebraic operations,
the general analytical expression of the effective conduc-
tivity of a typical heterogeneous polarized medium can

be written as:
1
l-— . @3
fum [ 1+ (ia)rl)CZH } ©)

N

0. = 0y { 1+)
I=1

The material property tensor m; and time parameter

7; of the /th grain are equal to:

1/c;
O; — Op a 2 1
=3—1=|— | —4+— . 4
i 200+0;’ ! [20(1 (G[+Go)} )

Taking the polarization effect generated by the reser-
voir itself as an example, this paper introduces in detail
the GEMTIP conductivity relaxation model (Fig. 1),
which consists of a three-phase medium of oil, sand clus-
ter with saltwater layer and pyrite [28], in which sand
cluster with saltwater layer and pyrite are “conductive
grains”. The volume filled with oil is a “matrix” with
dielectric properties. In this model, the IP effect is mainly
caused by the double electric layer formed on the bound-
ary of sand cluster with saltwater layer, pyrite and oil
matrix.

B Oil matrix () Pyrite grain [_| Effective
Sand cluster with medium
saltwater layer
(2) (b)

Fig. 1. Three-phase GEMTIP model: (a) subsea reservoir
multiphase heterogeneous model and (b) corresponding
effective-medium model.

B. Construction of governing equations containing
GEMTIP model
Based on the introduced GEMTIP complex conduc-
tivity model, the electromagnetic field governing equa-
tion of frequency domain CSEM method is constructed.
Assuming the time harmonic factor e~*®’ and ignor-
ing the displacement current, in the case of quasi-static,
Maxwell’s equations in the frequency domain containing
the complex conductivity model can eliminate the mag-
netic field H in the formula after corresponding math-
ematical operations, and obtain the equation about the
electric field E:
VxVxE+iouo.E=—iouyJs, ®)]
where E is the electric field, Js is the electric source-
current density, @ is the angular frequency, Ugis the
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permeability in a vacuum and o, is the complex con-
ductivity of the GEMTIP model. The above equation
contains only one unknown electric field E, which can
be solved directly. After the solution is completed, the
electric field E can be substituted into the expression of
Faraday’s electromagnetic induction law to obtain the
magnetic field H, thus reducing the overall calculation
amount.

C. Grid generation and application of emission
source

In order to overcome the influence of electromag-
netic field source singularity on numerical results and
make the electromagnetic field component approximate
to zero when propagating to the Dirichlet boundary, we
use a non-uniform grid to divide the submarine reser-
voir model [29]. We first use the seafloor surface as
the interface and divide the grid of the model into two
parts, where the upper grid consists of the seawater layer
and the lower grid consists of the sediment layer. Then
we place the transmitter and receiver on the seabed to
simulate the process of electromagnetic excitation and
response measurement. Finally, we use a fine grid to
divide the central region of the emission source, and a
variable step length coarse grid to divide other regions
to obtain a large enough calculation area. The mesh size
increases from the center to the outside, thereby improv-
ing the calculation efficiency and accuracy to a certain
extent. The mesh division form of the three-dimensional
finite-difference frequency-domain (FDFD) is shown in
Fig. 2. The spatial positions of the electric and magnetic
components are set on the grid, with the electric compo-
nents located in the center of the edge of the hexahedron
and the direction parallel to the tangent vector of the cor-
responding edge, and the magnetic components located
in the center of the face of the hexahedron and the direc-
tion parallel to the normal vector of the corresponding
plane [30]. Each electric field component is surrounded
by four magnetic fields, each magnetic field component
is surrounded by four electric fields, and the electromag-
netic field component is staggered sampled and diffused
to the surrounding area.

In terms of the selection of emission source, this
author selects the electrical source commonly used in
marine CSEM exploration as the emission source. The
loading method of the electrical source is shown in
Fig. 3. Tx is the emission source, whose loading position
is the same as the spatial sampling position of the elec-
tric field component, and the direction of the emission
current is the same as the direction of the electric field
on the edge. Rx is a receiver, arranged along the axis of
the electrical source, which can be used to record elec-
tromagnetic signals. Jy, is the x direction component of
current density Js, and both Jy, and Jg, components are
set to zero. During the loading process of the emission
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Fig. 2. Mesh settings of 3D FDFD: (a) non-uniform grid containing seawater and sediment layers and (b) spatial

distribution of electromagnetic field components.

source, a current needs to be applied. Assuming the cur-
rent intensity is 1 A, the current density Jy, = 1/AyAz,
where Ay and Az are the cell mesh sizes in the y and z
directions.
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Fig. 3. Spatial position of the electrical source.

D. Solution of FDFD linear equations

According to the spatial distribution of electromag-
netic field components and the results of emission source
loading, this paper uses the first-order central differ-
ence method to discrete the frequency domain elec-
tromagnetic field component expression containing the
GEMTIP model in the Cartesian coordinate system. In
order to facilitate further derivation and calculation, the
difference equations are converted into matrix form by
using the difference operator matrix, refer to equation
(5), replace the magnetic field component in the expres-
sion, and get an equation containing only electric field

component [31]:

SnzdyOexdy  OnydzOexdz
Jsx - _ |: hzdy Oexdy _|_ hydz Pexdz +Ge:| Ex+

(—iouo) (—iouo)
(Bt | g,y [P ©
(—iopg) | 7Y (—iopg) | %
_ Shzdxaexd 6hxdzae vdz 6hzdx5e dx
Ty = [(—iwﬂo)y }EX_ [(—iw#yo) + Cou) +"e} o
6hxdzsezdy ’
Ey+ [ (—iouo) }EZ
_ 5h dx5exdz_ thdyéc{ dz.
Joo= | Q| Byt | et | B, q
|:5hydx56zdx + Opxdy Sezdy ps } E ’ ®)
(—iopo) (—iwpo) €]

where E,, E,, E,, H,, H, and H;, are the column vec-
tors of the electric field and the magnetic field respec-
tiveIY7 5ezalyv aeydz’ 8exd17 8ezdx’ ‘Seydx and 5exdy are the
electric field difference operator matrices, representing
the difference coefficients of the electric field in the x,
v, z directions, and 5hzdys 5hydza 5hxdz’ 5hzdx’ 5hydx and
Onxay are the magnetic field difference operator matrices,
representing the difference coefficients of the magnetic
field in the x, y, z directions, respectively. The difference
operator matrix is a large sparse matrix, which differen-
tiates adjacent electromagnetic field components by non-
zero elements 1 and —1. o, is a diagonal matrix, and the
diagonal element represents the medium conductivity of
each edge, which is equal to the volume average of the
medium conductivity of the four adjacent grids.

In order to directly solve the linear equations con-
taining the GEMTIP model, the above governing equa-
tions are transformed into the form MX = N, and the
matrix of each component can be written as:
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Ex JSX
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where M, M»>, and M3 are, respectively:

ShodvOoxdy  Onvd=Oexd-
1‘411 — _ OhzdyOexdy _ OhydzOexdz —60{1 +Z§V:1
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Since most of the elements in the difference operator
matrix are zero, in order to improve computing efficiency
and reduce memory consumption, this paper stores the
difference operator matrix of electric field and magnetic
field as a large sparse matrix, and directly solves the
matrix equation MX = N based on the built-in solver
of MATLAB to calculate the column vectors of the elec-
tric field Ey, E,, E.. Then, the calculated results are put
into the magnetic field component expressions, and the
magnetic field Hy, Hy, H, can be obtained.

III. ALGORITHM CORRECTNESS
VERIFICATION

In order to verify the correctness and effectiveness
of the above 3D modeling method, the marine CSEM
response in the frequency domain of a typical 1D reser-
voir model is calculated and compared with the semi-
analytical solution. As shown in Fig. 4, the emission
source is an electrical source, 50 meters away from
the seabed surface, and is towed forward by the explo-
ration vessel. The emission current is 1 A, the emission
frequency is 1 Hz. The receivers are arranged on the
seabed and maintain the same z coordinates. Assume that
the first layer is seawater layer, the thickness is 1 km,
and the conductivity is 3.2 S/m. The second layer is
the seabed sediment layer, the thickness is 1 km, the
conductivity is 1 S/m. The third layer is the oil layer
containing IP, the thickness is 0.2 km, the measured
or empirical values of GEMTIP model parameters and
inclusion grains are shown in Table 1 [32]. The con-
ductivity of oil matrix is 0.005, and the parameters of
sand cluster with saltwater layer and pyrite are indi-
cated by subscripts 1 and 2, respectively. The size of
the target area is 20 kmx20 kmx11 km and its coor-
dinate range is (—10 km, 10 km) x (—10 km, 10 km)
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X (—1 km, 10 km). The size of the Dirichlet extension
boundary is 40 kmx40 kmx22 km and its coordinate
range is (—20 km, 20 km)x (—20 km, 20 km)x(—1 km,
21 km), which is also the entire numerical simulation
area. The number of discrete grid cells is 76 x76x39.
The fine grid size of emission source and IP layer region
is 100 mx100 mx50 m and 200 mx200 mx 100 m,
respectively. Other areas are divided by coarse grid. The
grid terminates at the boundary where Dirichlet bound-
ary conditions have been applied.
ExJ

/S’ediment Tx_ _ _

10)

Rx x
Y

— =

Seawater
Moration vessel,

\ /1

.2km

Sediment

Fig. 4. Schematic diagram of 1D reservoir model.

Table 1: GEMTIP conductivity-relaxation model for sub-
sea reservoirs

Variable | Unit | Value |Variable| Unit | Value

of Sand of

Cluster Pyrite
ol S/m 1 o) S/m 15
S % 6 f2 % 3
Ci — 0.8 C — 0.6
al mm 0.5 ar mm 0.2
a m?>/ | 05 o m? / 2

(S-sec‘) (S-sect)

The 1D semi-analytical solution and the results of
the forward modeling algorithm proposed in this paper
are shown in Fig. 5. The solid blue line represents the
1D semi-analytical solution with IP, and the square rep-
resents the 3D numerical solution of the layered model
with IP. The solid red line represents the 1D semi-
analytical solution without IP, and the circle represents
the 3D numerical solution of the layered model with-
out IP. As can be seen from Fig. 5, the electromagnetic
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Fig. 5. Comparison of electromagnetic response and semi-analytical solution (semi-AS) of 1D reservoir model: (a)

amplitude curve and (b) relative error curve.

response curves of the 3D simulation solution of the
reservoir model with or without IP are basically consis-
tent with those of the semi-analytical solution. The elec-
tromagnetic response E, (unit: V/Am?) in Fig. 5 is the
normalized value of the electromagnetic signal acquired
by the receiver to the electric dipole moment of the emis-
sion source, where the electric dipole moment is deter-
mined by the product of the emission current and the
antenna length, i.e., V/m divided by Am [33]. The offset
in Fig. 5 is the relative horizontal distance between the
emission source Tx and the receiver Rx, which is mea-
sured in km. When the offset is between 2 km and 9 km,
the amplitude relative error is less than 2.9% and 2.8%,
respectively, indicating that the frequency-domain finite-
difference algorithm based on the GEMTIP model has
relatively high precision.

IV. ANALYSIS OF
INDUCTION-POLARIZATION RESPONSE
CHARACTERISTICS

A. 3D reservoir model

According to the research and discussion of reser-
voir IP mechanism in recent years, the IP effect will
occur both in the reservoir itself and in the formation
above it. In order to simulate the above rock and ore
geological conditions, we first establish a 3D reservoir
model. The settings of the transmitter and receiver are
consistent with those in Fig. 4, the vacuum permeability
Wo is 4 x 1077 H/m, and the conductivity of the seabed
sediments is 1 S/m. The location of the IP abnormal body
is shown in Fig. 6, and its vertical distance from the z axis
is 1 km. Tables 2 and 3 list IP parameters and geometry
parameters of the reservoir model respectively. The vari-
ables ¢, d and s in Table 3 are the thickness, buried depth
and geometrical size of the IP body. The size of the target

area and the Dirichlet extension boundary are consistent
with those in 1D reservoir model. The number of discrete
grid cells is 68x68x49. The fine grid size of emission
source and IP body region is also 100 mx 100 mx50 m
and 200 mx200 mx 100 m, respectively. Other areas are
divided by a coarse grid. Then, 3D numerical simulation
of the reservoir models with different IP parameters and
geometry parameters is carried out to analyze the marine
CSEM induction-polarization response characteristics.

Seawater
cploration vessel

Sediment T%_ _ _ 5
X

[0}

e

IP body Iy
I Za
S (6kmx6kmx0.2km) At

Sediment

Fig. 6. 3D reservoir model.

In order to analyze the influence characteristics of
IP parameters of reservoir model on the marine CSEM
induction-polarization response, we set the matrix con-
ductivity oo as 0.001, 0.002, 0.005, and 0.01, the vol-
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Table 2: IP parameters of 3D reservoir model

ACES JOURNAL, Vol. 39, No. 12, December 2024

Variable Unit GEMTIP GEMTIP GEMTIP GEMTIP
Model a Model b Model ¢ Model d
oo S/m 0.001;0.002;0.005;0.01 0.005 0.005 0.005
o1 S/m 1 1 1 1
(o2 S/m 15 15 15 15
f1 % 5 2:5;7,9 5 5
f2 % 3 3 3 3
Cy — 0.8 0.8 0.2;0.5;0.8;1 0.8
C, — 0.6 0.6 0.6 0.6
ap mm 2 2 2 0.5;1;2;5
a mm 0.2 0.2 0.2 0.2
a m? / (S-sec) 0.5 0.5 0.5 0.5
a m? / (S-sec’!) 2 2 2 2
Table 3: Geometry parameters of 3D reservoir model
Variable Unit Model 1 Model 2 Model 3
t m 100;200;300;400 200 200
d m 1000 1000;1100;1200;1300 1000
4 kmx4 kmx0.2 km;
5 kmx5 kmx0.2 km;
K — 6 kmx6 kmx0.2 km 6 kmx6 kmx0.2 km 6 kmx6 km x0.2 km:
7kmx7 kmx0.2 km

ume fraction f as 0.02, 0.05, 0.07, and 0.09, the relax-
ation parameters C as 0.2, 0.5, 0.8, and 1, and the grain
radius a; as 0.5, 1,2, and 5, respectively, according to the
four models in Table 2, while keeping other parameters
unchanged.

Figure 7 shows the marine CSEM induction-
polarization response curves under different matrix con-
ductivity, volume fraction, relaxation parameter and
grain radius. It can be seen from Fig. 7 (a) that, with
the increase of matrix conductivity ¢, the variation
amplitude of induction-polarization response gradually
increases. As can be seen from Fig. 7 (b), when other
parameters remain unchanged, the variation amplitude of
induction-polarization response first increases and then
decreases as the volume fraction f; increases. It can
be seen from Fig. 7 (c) that the larger the relaxation
parameter C is, the variation amplitude of the induction-
polarization response firstly increases and then decreases
until it gradually becomes stable. As can be seen from
Fig. 7 (d), when other parameters are unchanged, with
the increase of grain radius ay, the variation amplitude of
induction-polarization response increases first and then
decreases. As can be seen from Fig. 7, matrix con-
ductivity has the greatest influence on the induction-
polarization response results, followed by the volume
fraction. Relaxation parameters and grain radius have
relatively little influence.

In order to analyze the influence law of geome-
try parameters of reservoir model on the marine CSEM
induction-polarization response, the thickness 7 is set
as 100, 200, 300, and 400, the buried depth d is
set as 1000, 1100, 1200, and 1300, the size s is
set as 4 kmx4 kmx0.2 km, 5 kmx5 kmx0.2 km,
6 kmx6 kmx0.2 km and 7 kmx7 kmx0.2 km, and then
forward modeling is carried out. The specific parameters
are shown in Table 3. In the IP parameters, the matrix
conductivity oy is 0.005, the volume fraction f; is 0.05,
the relaxation parameter Cy is 0.8, the grain radius a; is
2, and the other parameters remain unchanged.

Figure 8 shows the marine CSEM induction-
polarization response curves under different polarized
layer thickness, buried depth and size. As can be seen
from Fig. 8 (a), with the increase of the thickness ¢
of the polarized layer, the amplitude of the induction-
polarization response gradually increases, and the vari-
ation amplitude increases first and then becomes sta-
ble. As can be seen from Fig. 8 (b), when IP param-
eters, thickness and size of the polarized layer remain
unchanged, the amplitude of the induction-polarization
response gradually decreases with the increase of the
buried depth d of the polarized layer. The variation
amplitude first increases and then decreases. As can
be seen from Fig. 8 (c), when IP parameters, thick-
ness and buried depth of the polarized layer remain
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Fig. 7. Induction-polarization response curves of different IP parameters under reservoir polarization mode: (a)
response curves of different matrix conductivity, (b) response curves of different volume fraction, (c) response curves
of different relaxation parameter and (d) response curves of different grain radius.
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Fig. 8. Induction-polarization response curves of different geometry parameters under reservoir polarization mode: (a)
response curves of different polarized layer thickness, (b) response curves of different polarized layer buried depth

and (c) response curves of different polarized layer size.

unchanged, the amplitude of the induction-polarization
response gradually increases with the increase of the
size s of the polarized layer. The variation amplitude
gradually increases until it becomes stable. It can be
seen from Fig. 8 that the size of the polarized layer has
the greatest influence on the marine CSEM induction-
polarization response, followed by the thickness of the

polarized layer. The influence of the buried depth of the
polarized layer is relatively weak.

B. 3D secondary pyrite model

According to the above analysis, this section will
design a 3D secondary pyrite model, which is com-
posed of three-phase medium: matrix sedimentary rock,
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carbonates with saltwater layer and pyrite [34, 35], in
which carbonates with saltwater layer and pyrite are
“conductive grains” and sedimentary rocks are “matrix
bodies”. The settings of the transmitter and receiver are
consistent with those in Fig. 6. Vacuum permeability
Uo and submarine sediment conductivity are the same
as above. The conductivity of the reservoir is 0.01 S/m
and the size is 6 kmx6 kmx0.2 km. The IP abnormal
body position in the pyrite polarization mode is shown
in Fig. 9, and its vertical distance from the z axis is 1 km.
Tables 4 and 5 list [P parameters and geometry parame-
ters of the secondary pyrite model, respectively. The con-
ductivity o of the matrix sedimentary rocks is 0.005,
and the parameters of carbonates with saltwater layer and
pyrite are indicated by subscript 1 and 2, respectively.
The size of the target area, the Dirichlet extension bound-
ary, the number of discrete grids, the fine grid size of
emission source and IP layer region are consistent with
those in 3D reservoir model. Subsequently, we carry out
3D forward modeling of polarization models with differ-
ent IP parameters and geometry parameters, then analyze
the influence law of the above parameters on the marine
CSEM induction-polarization response.

|
.
;ploration vessel,

Sediment T
) r—

Rx [ 'y
Y

Seawater

i

6kmx*6kmx0.2km

=
3
X

Sediment

Fig. 9. 3D secondary pyrite model.

In order to analyze the influence characteristics and
rules of IP parameters of secondary pyrite model on the
marine CSEM induction-polarization response, we set
the matrix conductivity o as 0.001, 0.002, 0.005, and
0.01. The volume fraction f; as 0.04, 0.08, 0.12, and
0.16, the relaxation parameter C, as 0.2, 0.5, 0.7, and
1, and the grain radius a; as 0.2, 0.5, 1, and 2, according
to the four models in Table 4, while the other parameters
are kept unchanged.

Figure 10 shows the marine CSEM induction-
polarization response curves under different matrix con-

ACES JOURNAL, Vol. 39, No. 12, December 2024

ductivity, volume fraction, relaxation parameter and
grain radius. As can be seen from Fig. 10 (a), with the
increase of the matrix conductivity o, the amplitude of
the induction-polarization response gradually decreases,
and the variation amplitude gradually increases until
it becomes stable. As can be seen from Fig. 10 (b),
when other parameters remain unchanged, the varia-
tion amplitude of induction-polarization response first
increases and then decreases as the volume fraction
f> increases. It can be seen from Fig. 10 (c) that the larger
the relaxation parameter C» is, the variation amplitude
of the induction-polarization response shows a trend
of first increasing and then decreasing until it gradu-
ally becomes stable. As can be seen from Fig. 10 (d),
when other parameters remain unchanged, with the
increase of grain radius a;, the variation amplitude of
induction-polarization response also first increases and
then decreases. As can be seen from Fig. 10, matrix
conductivity has the greatest influence on the induction-
polarization response results, followed by the volume
fraction. Relaxation parameter and grain radius have rel-
atively little influence.

In order to analyze the influence of geometry
parameters on the marine CSEM induction-polarization
response, the thickness ¢ of the polarized layer is
set as 100, 200, 300, and 400, the buried depth d
is set as 100, 200, 300, and 400. The size s is
set as 4 kmx4 kmx0.2 km, 5 kmx5 kmx0.2 km,
6 kmx6 kmx0.2 km, 7 kmx7 kmx0.2 km, and then
forward modeling is carried out. The specific parame-
ters are shown in Table 5. In the IP parameter, the matrix
conductivity o is 0.005, the volume fraction f; is 0.08,
the relaxation parameter C; is 0.8, the grain radius a; is
2, and the other parameters remain unchanged.

Figure 11 shows the marine CSEM induction-
polarization response curves under different polar-
ized layer thickness, buried depth and size. It can
be seen from Fig. 11 (a) that, with the increase
of the thickness ¢ of the polarized layer, the ampli-
tude of the induction-polarization response gradually
increases and the variation amplitude first gradually
increases and then becomes stable. As can be seen from
Fig. 11 (b), when IP parameters, thickness and size
of the polarized layer remain unchanged, the ampli-
tude of the induction-polarization response gradually
increases with the increase of the buried depth d of
the polarized layer, and the variation amplitude first
decreases and then increases. As can be seen from
Fig. 11 (c), when IP parameters, polarized layer thick-
ness and buried depth remain unchanged, the larger the
polarized layer size s is, the amplitude of induction-
polarization response gradually increases, and the vari-
ation amplitude gradually increases until it becomes
stable. It can be seen from Fig. 11 that the size of the
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Table 4: IP parameters of the 3D secondary pyrite model

Variable Unit GEMTIP GEMTIP GEMTIP GEMTIP
Model e Model f Model g Model h
o) S/m 0.001;0.002;0.005;0.01 0.005 0.005 0.005
(o S/m 0.5 0.5 0.5 0.5
(o2 S/m 15 15 15 15
f1 % 5 5 5 5
f2 % 8 4:8;12;16 8 8
Cy — 0.6 0.6 0.6 0.6
Cy — 0.8 0.8 0.2;0.5;0.7;1 0.8
a; mm 0.2 0.2 0.2 0.2
a mm 2 2 2 0.2:0.5;1;2
a m? / (S-sec) 0.4 0.4 0.4 0.4
%) mZ / (S-sect!) 2 2 2 2
Table 5: Geometry parameters of the 3D secondary pyrite model
Variable Unit Model 4 Model 5 Model 6
t m 100;200;300;400 200 200
d m 300 100;200;300;400 300
4 kmx4 kmx0.2 km; 5 km
s — 6 kmx6 kmx0.2 km 6 kmx6 kmx0.2 km x5 kmx0.2 km; 6 kmx6 km
x0.2 km; 7 kmx7 kmx0.2 km
10 : .ll\mplitudcle : 105 : .f:\mplitudle :
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Fig. 10. Induction-polarization response curves of different IP parameters under pyrite polarization mode: (a) response
curves of different matrix conductivity, (b) response curves of different volume fraction, (c) response curves of differ-
ent relaxation parameter and (d) response curves of different grain radius.
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Fig. 11. Induction-polarization response curves of different geometry parameters under pyrite polarization mode: (a)
response curves of different polarized layer thickness, (b) response curves of different polarized layer buried depth

and (c) response curves of different polarized layer size.

polarized layer has the greatest influence on the marine
CSEM induction-polarization response results, followed
by the thickness of the polarized layer. The influence
of the buried depth of the polarized layer is relatively
small.

V. CONCLUSION

In order to analyze the influence of physical prop-
erties and geometric characteristics of submarine reser-
voir and secondary pyrite on marine CSEM field, this
paper introduces the GEMTIP model, adopts the FDFD
method to calculate the induction-polarization response
of reservoir and secondary pyrite model, and studies
the influence characteristics of IP parameters and geo-
metric parameters on the induction-polarization response
under different polarization modes. Results show that
the matrix conductivity of IP parameters in the reservoir
self-polarization mode has the greatest influence on the
induction-polarization response results, the volume frac-
tion has the second influence, and the relaxation param-
eter and grain radius have relatively little influence. In
addition, compared with the polarized layer thickness
and buried depth, the polarized layer size of geometry
parameters has more obvious influence on the induction-
polarization response results. The effect of IP parameters
and geometry parameters in the secondary pyrite polar-
ization mode on the induction-polarization response is
similar to that of the reservoir self-polarization mode.
Therefore, the numerical calculation method of marine
CSEM I[P effect based on GEMTIP model proposed in
this paper can provide a new tool for quantitative anal-
ysis of the influence of rock and ore structure, compo-
sition and fluid content on its conductive characteris-
tics. The research is of great significance and value for
understanding the relationship between submarine mul-
tiphase composite medium and electromagnetic wave
propagation.
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Abstract — Low-medium speed maglev trains might
suffer from electromagnetic interference (EMI) during
operation, which is specifically manifested as a blurred
image on the liquid crystal display (LCD) screens of the
passenger information system (PIS). In order to study the
characteristics of the EMI, firstly, the working principle
of PIS is analyzed in response to the fault phenomenon
of the LCD screens. Possible interference sources are
studied. Research results indicate that the leakage mag-
netic field generated by the transverse end effect of lin-
ear motors is the main interference source causing LCD
screen faults. Secondly, the coupling mechanism of the
EMI is analyzed. Results show that the transverse end
effect can cause an increase in the ground potential of
the LCD screen casing, resulting in a blurred image on
the LCD screen. Finally, the EMI suppression method by
suspending and grounding the LCD screen is proposed
and its feasibility is verified. In this paper, we compre-
hensively study the EMI of LCD screens, which pro-
vides a theoretical basis for solving the tangible faults
of maglev trains.

Index Terms — Coupling mechanism, electromagnetic
interference, interference suppression, transverse end
effect.

L. INTRODUCTION

The layout of electrical and electronic equipment
in low-medium speed maglev trains (speeds of 80 km/h
to 100 km/h) are complex. Moreover, the electromag-
netic coupling relationship between cables, equipment,
and vehicle body is also complicated [1]. Therefore,
maglev trains are highly likely to generate electromag-
netic interference (EMI) problems, which impact the
electronic equipment of trains, such as the liquid crys-
tal display (LCD) screen of the passenger information
system (PIS) [2]. Thus, it is important to study the EMI
of low-medium speed maglev trains.

Existing research is not comprehensive. Some
researchers have conducted research on the electromag-
netic environment of urban rail transit [3-5]. Electro-
magnetic noise around the maglev train was tested and
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the frequency range of the noise and its impact on the
communication system of nearby high-speed trains was
determined in [6—8]. EMI source and related models of
low-medium speed maglev trains was studied in [9-13].
In response to the interference problem of LCD screens
of the PIS, Wen Zheng and others briefly described the
excitation sources of electromagnetic radiation (EMR)
generated by the LCD screen and analyzed the interfer-
ence coupling mechanism and fault reasons of it [14, 15].
Chen and Zhou proposed a method for estimating elec-
tromagnetic compatibility (EMC) products by analyzing
the current spectrum of LCD screen driver power sup-
plies [16]. The EMI problem of LCD screens on subways
was studied, and interference suppression schemes were
proposed in [17, 18]. The above studies mostly focus on
LCD screens on subways. There is limited research on
EMI of equipment for low-medium speed maglev trains.

This paper focuses on a fault case of LCD screens in
the PIS of low-medium speed maglev trains and studies
the EMI of the LCD screen. Firstly, the driving principle
of the LCD screen in PIS is analyzed based on the work-
ing principle of PIS. Secondly, the interference source
and its coupling mechanism are researched, and it is
found that the transverse end effect of the linear motor is
the main interference source causing LCD screen faults.
In addition, the induced voltage generated in the closed
circuit between the LCD screen and the control sys-
tem is simulated and calculated. Thirdly, a classifica-
tion study is conducted on the suppression methods of
the EMI. Finally, an EMI suppression scheme by using
diodes in forward and reverse series connection for LCD
screen suspension grounding is proposed and verified.
The research results of this paper can provide a theo-
retical basis for solving EMI faults in LCD screens on
low-medium speed maglev trains.

I1. FAULT ANALYSIS OF LCD SCREENS
A. Working principle of LCD screens
The PIS on the low-medium speed maglev train
is computer-based and utilizes a network platform
to display real-time dynamic information to passen-
gers through LCD screens. It includes information on

https://doi.org/10.13052/2024.ACES.J.391210
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Fig. 1. Driving circuit of an LCD screen.
emergency situations and guiding passengers to evacu- equal to 18 V. The above principle is to achieve LCD
ate. Therefore, the LCD screens must clearly display rel- screen imaging by controlling the voltage values on both

evant information to ensure normal operation and safety. sides of GH and GL.

The driving circuit of the LCD screen and the values
of its resistance, inductance, and capacitance are shown
in Fig. 1. The power supply ranges of each voltage in the
drive circuit are shown in Table 1.

Firstly, the automatic voltage control device
(AVCO) provides the corresponding working voltage to
the PWM control chip to output a PWM square wave
matrix. When point PWM-A is at a high level, the DP17
in the GL circuit is conductive and CL75 is charged by

B. Overview of fault

During the operation of the low-medium speed
maglev train, the LCD screen of the PIS may have
unclear screen images, which are manifested as thin
lines, flickers, or snowflakes in the displayed images.
Figure 2 is a simplified model of a maglev train, where
MCI1 and MC?2 are carriages with drivers.

point A, causing the voltage on the left side of GL to rise MC1 M MC2
to the value of the analog voltage data device (AVDD).

When point A is at a low level, the voltage on the right DLCDD D D D D
side of GL becomes the negative value of AVDD. Sec-

ondly, DP16 is conductive, and the voltage is divided by
RV34 and RV35, making the value of the voltage gate
low (VGL) equal to -6 V. When the PWM pulse wave
at point A is in its initial cycle, CL24 in the GH cir-
cuit is charged through DP6. Due to the fast-charging
speed, the voltage difference between the left and right
sides of GH during low pulse cycles is equal to the value
of AVDD. When point A is at high voltage, due to the
voltage difference on both sides of CL24 not being able
to suddenly change, the voltage on the right side of GH -
becomes twice the voltage value of AVDD. At this point, shells of the LCD screens are grounded through the vehi-
DP7 is conducting and the voltage is distributed between €€ body.

RV41 and RV42, making the voltage gate low (VGH) Based on the working principle of LCD screens
and combined with the complex electromagnetic envi-

ronment of the low-medium speed maglev train, we now

Table 1: Power supply range of each voltage in the LCD  study interference sources and their coupling methods.

LSS
Fig. 2. Simplified model of a maglev train.

It can be seen that the train has a total of three car-
riages, each equipped with two LCD screens. The outer

screen drive circuit II1. ANALYSIS OF EMI COUPLING
Name Circuit | VGH | VGL |AVDD MECHANISM ON LCD SCREENS
Voltage A. Analysis of interference sources
Powe(rVI)(ange 5 15~22] -6~10 | 8~12 EMI sources of low-medium speed maglev trains

include collector shoes, linear motors, suspension elec-




tromagnets, train metal casings, and power and light-
ing systems [19]. The interference sources and their
causes are shown in Table 2. The EMI generated by
(D mainly affects the electromagnetic environment out-
side the train, and the EMR generated by @) and ) is
very weak. Therefore, those three sources have almost
no impact on the LCD screen.

Table 2: Interference sources and their causes of EMI

Source Cause

@ | Collector Spark discharge generated by

shoes friction and instantaneous poor
contact

@ | Train metal EMR caused by reflection
casings

@ | Driving | Strong magnetic field generated by
system linear motors

@ | Suspension | Strong magnetic field generated by
system suspended electromagnets

®) | Power and |EMR at the inlet and outlet of wires
lighting
systems

The suspension system consists of three modules:
coil, magnetic yoke, and track [20]. Its simulation model
is shown in Fig. 3.

Fig. 3. Simulation model of the suspension system.

By simulating the suspension system, the magnetic
induction intensity of the coil, track, and yoke can be
obtained separately, as shown in Figs. 4, 5, and 6, respec-
tively.

Figures 4, 5, and 6 show that the DC magnetic
field of the suspension system is relatively large in the
magnetic yoke and the middle of the track. In order to
study the EMI of the suspension system, the relationship
between the magnetic induction intensity of the above
two positions and distance can be studied. The research
results are shown in Fig. 7.

According to the simulation results, when the dis-
tance from the suspension electromagnet exceeds 400
mm, the magnetic induction intensity will be very weak.

TANG, LI, ZHOU: RESEARCH ON ELECTROMAGNETIC INTERFERENCE OF LIQUID CRYSTAL DISPLAY SCREEN

Fig. 4. Distribution of magnetic induction intensity of the
coil.

Fig. 5. Distribution of magnetic induction intensity of the
track.

o £ 100 mm)

Fig. 6. Distribution of magnetic induction intensity of the
magnetic yoke.
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Fig. 7. Simulation diagram of magnetic induction inten-
sity changing with distance.

Most electronic devices on maglev trains are more than
0.65 m away from the suspension electromagnet. Thus,
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the impact of EMI generated by @) on the LCD screen
can be ignored. Because the cables for the electronic
equipment of the train are laid under the carriage, and
the distance between the carriage bottom and the linear
motor is very close (about 650 mm), this paper will focus
on studying the impact of EMI generated by the driving
system (3) on the LCD screens.

B. Magnetic field analysis of linear motors

In the ideal model of a linear motor, the primary of
the motor is region 1 (Reg. 1), the air gap between the
primary and secondary of the motor is region 2 (Reg.
2), the secondary of the motor is region 3 (Reg. 3), and
the part below the secondary is region 4 (Reg. 4). In
the following equations, the subscripts X, y, and z rep-
resent the x-direction, y-direction, and z-direction. The
subscripts 1, 2, 3, and 4 represent Reg. 1, Reg. 2, Reg. 3,
and Reg. 4, respectively.

Assuming there is no free charge, the vector mag-
netic potential A of the linear motor is [20]:

VZA = uy %—?—VX(VXA) , (1)
where 1 and 7y are the magnetic permeability and electri-
cal conductivity, respectively. v is the speed of magnetic
field movement.

Assuming A is in the z-direction:

AA(y) P, &)
where @ is the angular frequency and f is the phase con-
stant.

Because 9?4 /dx>= —B?A;, equation (1) can be
rewritten as:

2 .

DAL I, ©)
where v, is velocity of the air gap magnetic field gener-
ated in the Reg. 1, and s is the slip ratio.

The boundary conditions are:
y= 0, By3 = By2
y=h, Hg3 =Hy
y=h, B3 =By ’
y—re0, Ay =0
where £ is the thickness of Reg. 3, and B and H are the
magnetic induction intensity and magnetic field intensity,
respectively.
Let us assume: _
a2:B2(1+LgSVS). )
According to equations (3-5) and V x A = B, the
magnetic induction intensity B3 of Reg. 3 can be solved:

“

B; = %—’Z [Sinh aly—h)— ﬁ)—% coshoa(y— h)} (O =Px),

+8n [cosh a(y—h)— 1 sinha(y - h)} el
(6)
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where B, is the amplitude of the air gap magnetic field,
and k, and k, is the unit vector of x-direction and y-
direction. Then:
A= coshah+ 2P sinan. %)
Hoot

Based on the above analysis, the magnetic field of
each region of the linear motor can be obtained, and the
distribution of its magnetic field will be simulated next.

There are five linear motors on both sides of each
carriage of the maglev train The parameters of the linear
motors are shown in Table 3.

Table 3: Parameters of the linear motor

Name Data Name Data
Current 300 A Excitation 120
frequency Hz
Core height 120 | Gap between the |13 mm
mm bottom of the
train and the track
Polar distance 225 Winding form |Stacked
mm
Number of 6 | Thickness of steel| 4 mm
conductors per reaction plate
slot
Thickness of |20 mm| Core thickness 220

aluminum mm
reaction plate

Based on the dimensional data shown in Table 3,
a model of the linear motor is established in ANSYS
Maxwell 3D simulation software. Firstly, when selecting
materials, the iron cores on the primary and secondary
sides are made of silicon steel sheets (Model: DW465-
50), and the material of the reaction plate is aluminum.
Secondly, add three-phase current excitation (phase cur-
rent: 300 A; excitation frequency: 120 Hz) to the pri-
mary winding of the linear motor. We then assign mesh
operation (on selection: maximum element length 1.5
mm; inside selection: maximum element length 2 mm).
Finally, the magnetic field strength and magnetic induc-
tion strength of the linear motors can be simulated and
calculated as shown in Fig. 8.

As shown in Fig. 8, there is magnetic field leakage in
the end winding of the linear motor. The magnetic field
strength between the motor winding of the linear motor
and the air gap is 5x 10* A/m. The closer it is to the end,
the stronger the magnetic field.

In order to further investigate the interference
caused by the leakage magnetic field generated by the
end winding of the linear motors, a metal conductor, hav-
ing a length of 800 mm and a diameter of 4.5 mm, is
set horizontally along the X-axis in the simulation model
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Fig. 8. Simulation results of a linear motor: (a) simula-
tion results of magnetic field strength and (b) simulation
results of magnetic induction intensity.

of a linear motor. The influence of the magnetic field
of the linear motor on the equipment will be manifested
through the inductive terminal voltage of the conductor.
Changing the distance between the conductor and the lin-
ear motor can reflect the strength of the magnetic field
of the linear motor at different positions. The simulation
results are presented in Fig. 9.

As shown in Fig. 9, the closer the conductor is to the
linear motor, the greater the induced voltage. When the
distance changes along the Z-axis, the maximum induced
voltage is 161.52 mV. When the distance changes along
the Y-axis, the maximum induced voltage is 353.02
mV. Based on simulation outcomes, when the five lin-
ear motors operate simultaneously, taking the worst-case
scenario into account, induced voltage at a distance of
650 mm from the linear motor is approximately 3.4 V,
which will give rise to certain interference to the wire. In
conclusion, the leakage magnetic field produced by the
linear motor is the main interference source of the LCD
screen malfunction.
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Fig. 9. Diagram of the variation of induced voltage with
distance from the linear motor: (a) diagram of the varia-
tion of induced voltage with Z-axis distance and (b) dia-
gram of the variation of induced voltage with Y-axis dis-
tance.

C. Analysis of the interference coupling mechanism

A simple model of an LCD screen and the linear
motor of a low-medium speed maglev train is presented
in Fig. 10. There are two LCD screens in one carriage,
located at points A and B. There are five linear motors
on each side, which convert DC 1500 V into three-phase
AC power via the traction converter.

DC +1500V | Positive clectrode rail
A B
'I Traction inverter

R

DC -1500V Negative electrode rail ?

mtl

LCD

e

Fig. 10. Simplified diagram of an LCD screen and a lin-
ear motor.

e

Suspension Ml
frame

The secondary of the linear motor of the maglev
train is wider than the primary, leading to the phe-
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nomenon of magnetic flux diffusion on the upper and
lower sides and resulting in alteration of the air gap mag-
netic field. Since the train LCD screen control system
cable is mainly longitudinally wired along the bottom of
the car, when the linear motor passes through a large cur-
rent, the magnetic field will influence the closed circuit
composed of the adjacent equipment. Hence, the hori-
zontal end effect of the linear motor of the maglev train
is the main interference factor causing a malfunction of
the LCD screen.

When a large current passes through the linear
motor, the magnetic field generated by the lateral end
effect will induce a magnetic flux in the circuit consist-
ing of the LCD screen and the control system located
650 mm away from the linear motor. This will subse-
quently generate an induced voltage at the LCD screen
port. The induced voltage will cause the ground potential
of the LCD screen housing to rise, resulting in a fault.
The inductive coupling model of the LCD display sub-
jected to linear motor EMI is presented in Fig. 11. The
device on the left is the casing of the LCD display, and
Zs represents its equivalent impedance. The device on
the right is the casing of the LCD screen control system,
and Z represents its equivalent impedance.

These two devices are connected by cables laid
under the train, forming a common grounding circuit that
is 8 m long and 0.4 m wide. The induced voltage Uy
generated by the magnetic field of the linear motor in the
closed circuit of the LCD screen control system is:

Un = 4 / BdS, ®)
dt S

where B is the magnetic induction intensity of a linear
motor and S is the area of a closed circuit.

A simulation model of the magnetic field generated
by the combined action of five linear motors passing

The casing of LCD

Linear motor magnetic field
control system

The casing of LCD passes through a closed circuit

R
< Ol

Z 4

J:Zase ground Case gmm{

le—— WSO 0——»]

s
S
o
T
—s
.
b
—
e
s

Five linear motors

10m

Fig. 11. Schematic diagram of an LCD screen affected
by the EMI of a linear motor.
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Fig. 12. Simulation model of linear motor and closed cir-
cuit.

through the circuit consisting of the LCD screen and the
control system is depicted in Fig. 12. The length of the
linear motors is approximately 10 m, the length of the
closed circuit is about 8 m, and the width is nearly 0.4
m. The simulation result of the magnetic field strength
of one of the linear motors is shown in Fig. 13.

As depicted in Fig. 13, the magnetic field strength
between the primary winding of the linear motor and the
secondary aluminum plate is extremely high, attaining
1.026x10° A/m, which generates the driving force to
propel the train. When five linear motors operate con-
currently, the leakage magnetic field resulting from the
lateral end effect induces voltage within the closed cir-
cuit formed by the LCD screen casing and the control
system, illustrated in Fig. 14.

Fig. 13. Simulation diagram of magnetic field strength.
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Fig. 14. Graph of induced voltage on a closed circuit.



Based on simulation outcomes, the peak value of the
induced voltage produced by the magnetic field resulting
from the joint operation of five linear motors within a
closed circuit is approximately 2.7 V.

The connection cable between the LCD screen and
the control system is arranged along the card slot at
the bottom of the train. The card slot is fabricated from
steel material with a shielding coefficient k of 0.45 [21].
Therefore, based on the actual situation, the induced
voltage U of the closed circuit should be corrected to:

U=keUn 9)

After correction, the peak value of the induced volt-
age U generated by the magnetic field of the five lin-
ear motors acting together on the closed circuit is about
1.215 V. Therefore, the grounding potential of the LCD
screen is raised by 1.215 V by simulation calculation.

A digital oscilloscope model GDS-2302A is used to
measure the ground voltage of the LCD screen housing
on site. The average speed of the train was 100 km/h and
the effective value of phase current flowing in the motor
was 300 A during the measurements. The test results are
shown in Fig. 15. The test results show that peak voltage

B av
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Fig. 15. Interference waveform of an LCD screen.
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Fig. 16. Implementation diagram of suppression measures.
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is below 1.4 V. The induced voltage value calculated by
simulation is very close to the actual measured value. It
further indicates that the malfunction on the LCD screen
is mainly caused by the leakage magnetic field generated
by the transverse end effect of the linear motors.

IV. RESEARCH ON SOLUTIONS TO
MALFUNCTIONS

In order to solve the fault of the LCD screen caused
by the unbalanced grounding potential of the LCD screen
casing, this paper uses TVS diodes to suspend the
grounding of the LCD screen. Its working principle is
that when the circuit is running normally, the TVS is in
a high impedance state and does not affect normal oper-
ation of the LCD screen. When an abnormal overvolt-
age emerges in the circuit and attains breakdown voltage,
the TVS quickly switches from the off state to the on
state. This provides a conductive path for instantaneous
current, while also controlling overvoltage within a safe
range (within normal operating voltage and maximum
clamp voltage), thus protecting the circuit of the equip-
ment. When the abnormal overvoltage vanishes, the TVS
returns to the cutoff state.

The maximum voltage for the operation of the LCD
screen is 22 V. Consequently, the TVS diode model
P6KE24A is chosen, which has a reverse breakdown
voltage of 25 V and a maximum clamping voltage of 33
V. Because the EMI encountered by LCD displays is AC
interference, it is necessary to connect two TVS diodes
in opposite directions in series to suspend the grounding
of LCD screen.

As depicted in Fig. 16, two POKE24A TVS diodes
are connected in series at the signal grounding screw hole
of the LCD display screen. The TVS diode is connected
to the LCD screen casing through a signal grounding
screw and suspended for grounding. Subsequently, an
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oscilloscope is used to measure the ground voltage of
the LCD screen housing on site, and the test results are
shown in Fig. 17.

2]

Fig. 17. Interference waveform of the LCD screen after
adding suppression measures.

Comparing Figs. 15 and 17, it can be seen that the
induced voltage is significantly suppressed after the TVS
diode is connected in series. After using this method, the
malfunction of the LCD screen disappeared.

V. CONCLUSION

The malfunction of an LCD screen on a low-
medium speed maglev train is studied in this paper. The
conclusions are as follows:

(1) The leakage magnetic field generated by the end
winding of the linear motor is the cause of LCD screen
failure.

(2) The leaked magnetic field will generate induced
voltage in the closed circuit connected between the LCD
screen and the control system by inductive coupling,
thereby generating EMI on it.

(3) The technique of utilizing two TVS diodes in
series to suspend and ground the LCD display screen is
an effective method for suppressing EMI.

ACKNOWLEDGMENT
The authors would like to thank the editors and
anonymous reviewers for their insightful comments. This
paper is supported by the Natural Science Foundation of
Sichuan, China (NO. 2024NSFSC0866) and the Funda-
mental Research Funds for the Central Universities (No.
PHD2023-005).

REFERENCES

[1] S. Niska, “A major source of faults in Swedish
railway,” International Journal of Perform Ability
Engineering Electromagnetic Interference, vol. 5,
no. 2, pp. 187-196, 2009.

[2] H. Wang and W. Xue, “Development and appli-
cation of the railway transportation manage-
ment information system,” Applied Mechanics and
Materials, vol. 26, no. 1, pp. 1848-1851, 2013.

ACES JOURNAL, Vol. 39, No. 12, December 2024

[3] J. Hu, “Analysis of characteristics of traction power
supply system for medium and low speed maglev
vehicles,” Electric Locomotives & Mass Transit
Vehicles, vol. 26, no. 4, pp. 33-34, 2003.

[4] B. Tellini, M. Macucci, and R. Giannetti, “Con-
ducted and radiated interference measurements in
the line-pantograph system,” IEEE Transactions on
Instrumentation and Measurement, vol. 50, no. 6,
pp. 1661-1664, 2001.

[5] Y. Tang, F. Zhu, H. Lu, and X. Li, “Analy-
sis and suppression of EMI for traction control
unit speed sensors of CRH380BL electric multi-
ple unit,” Applied Computational Electromagnetics
Society Journal, vol. 33, no. 5, pp. 553-560, 2018.

[6] Y. Wu, “Test and research on electromagnetic inter-
ference of maglev vehicle,” Railway Signaling &
Communication, vol. 44, no. 2, pp. 24-26, Feb.
2008.

[7] B. Wei, K. Yu, and Y. Duan, “Study on the electro-
magnetic interference of low medium speed maglev
on high speed railway GSM-R communication,”
Railway Signaling & Communication, vol. 51, no.
7, pp. 48-52, 2015.

[8] H. Qi, “Analysis of electromagnetic environment
in the operation of middle and low speed maglev
vehicle,” Electric Drive for Locomotives, pp. 62-
65, May 2012.

[9] G. Yang and Z. Zhao, “Comparative study on sev-
eral typical rail transit operation control systems,”
Journal of the China Railway Society, vol. 31, no.
1, pp. 82-87, 2009.

[10] Y. Chen and X. Tian, “The development of the lin-
ear induction motor,” IEEE Transactions on New-
comen Society, vol. 67, no. 1, pp. 185-205, 2014.

[11] W. Xu, “System-level efficiency optimization of a
linear induction motor drive system,” IEEE Trans-
actions on Electrical Machines and Systems, vol. 3,
no. 3, pp. 285-291, 2019.

[12] R. Luo, J. Wu, and Z. Li, “Research on the elec-
tromagnetic interference of the environment space
where the levitation gap sensor of the medium and
low speed maglev vehicle is located,” Instrument
Technique and Sensor, vol. 67, no. 1, pp. 1-6, Nov.
2018.

[13] J. Ding, X. Yang, and Z. Long, “Structure and con-
trol design of levitation electromagnet for electro-
magnetic suspension medium speed maglev vehi-
cle,” IEEE Transactions on Vibration and Control,
vol. 25, no. 6, pp. 1179-1193, 2019.

[14] W. Zheng, W. Hu, and L. Zhou, “Design of pas-
senger information system suitable for medium and
low speed maglev vehicle,” Electric Locomotives
& Mass Transit Vehicles, vol. 37, no. 2, pp. 22-25,
2014.



[15] Z. Liang, J. Zhu, and J. Zhang, “Research and
improvement of green TFT-LCD,” Chinese Journal
of Liquid Crystals and Displays, vol. 34, no. 4, pp.
354-360, 2019.

[16] M. Chen and F. Zhou, “The design and implemen-
tation of a low cost 360-degree color LCD display
system,” IEEE Transactions on Consumer Elec-
tronics, vol. 37, no. 2, pp. 735-739, 2011.

[17] S. Kim and H. Choi, “Application of cascode level
shifter for EMI reduction in LCD driver IC,” IEEE
Transactions on Electronics Newsweekly, vol. 3,
no. 1, pp. 321-325, 2015.

[18] L. Su, X. Yang, and X. Li, “Research on the mech-
anism and improvement of high-temperature relia-
bility crosstalk of automotive TFT-LCD devices,”
Journal of Optoelectronics, vol. 39, no. 2, pp. 123-
126, 2019.

[19] Z. Hu and Y. Wu, “Environmental impact analy-
sis and protective measures of Harbin rail transit
phase project,” Journal of Environmental Science
and Management, vol. 32, no. 8, pp. 81-84, 2007.

[20] Y. Chen, “Typical electromagnetic interference of
vehicle PIS system coupling mechanism and sup-
pression study,” M.S. thesis, Southwest Jiaotong
University, Chengdu, China, 2021 [in Chinese].

[21] TB/T 1678-1997, Railway Industry Standard of the
People’s Republic of China: Professional Terminol-
ogy for Communication Protection of AC Electri-
fied Railway. Beijing: China Railway Press, 1997.

Yutao Tang was born in Sichuan
Province, China, in 1991. She
received the Ph.D. degree in elec-
trical engineering at Southwest
Jiaotong  University, = Chengdu,
China, in 2021. She is currently a
Lecturer in the Institute of Elec-
tronic and Electrical Engineering,
Civil Aviation Flight University of China. Her research
interests include electromagnetic environment test and
evaluation, and electromagnetic compatibility analysis
and design.

TANG, LI, ZHOU: RESEARCH ON ELECTROMAGNETIC INTERFERENCE OF LIQUID CRYSTAL DISPLAY SCREEN

Xin Li received the Ph.D. degree in
electrical engineering from South-
west Jiaotong University, Chengdu,
China.

He is currently a research asso-
ciate in the Civil Aviation Flight
University of China, Chengdu,
China. His current research inter-
ests include electromagnetic compatibility analysis,
evaluation, transmission line analysis, rail traffic, civil
unmanned aerial vehicles, and navigation technology
research.

Chao Zhou was born in AnHui,
Province, China, in 1980. He
received his Ph.D. degree from
University of Electronic Science and
Technology of China in 2013. He
) is working in Civil Aviation Flight
A I—-la University of China, where he is
' ! currently a professor, deputy dean
of the Institute of Electronic and Electrical Engineering,
master tutor, and head of the UAV team. His current
research interests include civil unmanned aerial vehicles
and civil aviation electromagnetic environment effects.

1124



