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Abstract – This paper proposes a scalable architecture
for predicting antenna performance using various data-
informed machine learning (DIML) methods. By utiliz-
ing the computation power of graphics processing units
(GPUs), the architecture takes advantage of hardware
(HW) acceleration from the beginning of electromag-
netic (EM) full-wave simulation to the final machine
learning (ML) validation. A total of 49152 full-wave
simulations of a classical microwave patch antenna
forms the ML dataset. The dataset contains the perfor-
mance of patch antenna on six commonly used materials
and two standard thicknesses in a wide frequency range
from 0.1 to 20 GHz. A total of 13 base ML models are
stacked and ensembled in a tabular workflow with per-
formance as 0.970 and 0.933 F1 scores for two classifica-
tion models, as well as 0.912 and 0.819 R2 scores for two
regression models. Moreover, an image-based workflow
is proposed. The image-based workflow yields the 0.823
R2 score, indicating a near real-time prediction for all
S11 values from 0.1 to 20 GHz. The proposed architec-
ture requires neither the fine-tuned hyperparameters in
the ML-assisted optimization (MLAO) model for spec-
ified antenna design nor the pre-knowledge required in
the physics-informed models. The fully automated pro-
cess with data collection and the customizedML pipeline
provides the architecture with robust scalability in future
work where more antenna types, materials, and perfor-
mance requirements can be involved. Also, it could be
wrapped as a pre-trained ML model as a reference for
other antenna designs.

Index Terms – Data informed, ensemble, full-wave sim-
ulation, machine learning, scalability, stacking, wide fre-
quency range.

I. INTRODUCTION

With the unlocking of computing power, machine
learning (ML) brings new prospects for non-linear and
non-convex problems in higher dimensions or deeper
networks. By regarding the weighting parameters as con-
stants or a prior distribution, the Frequentist aspect [1]
and Bayesian aspect [2] establish two separate systems
to interpret the black-box behaviors of ML. Even though
the mechanisms are different, both aspects set up sim-
ilar representable matrices linking the input and out-
put as the shared goal. Electromagnetic (EM) problems
always suffer from complex input combinations, time-
consuming simulations, multiple local bests, and rapid
design changes. All these hindrances are exactly in line
with the goal to overcome using ML. Hence, ML is
undoubtedly the new perspective to explore EM prob-
lems [3, 4], and well-trained ML models could provide
real-time prediction of the EM responses.

ML has been getting attention in various EM appli-
cations. For instance, at the RF system level [5–8], a
customized statistical ML model combined with entropy
weight theory [5] was trained by 2001 samples to predict
the path loss of RF wave propagation in the very high
frequency (VHF) band. ML was implemented to speed
up near-field RF measurements [6] or calibrate stochastic
radio propagation [7]. In [8], ML was applied to device
scheduling in an over-the-air (OTA) system with lower
computational loads.

From the ML point of view, as for the ML-assisted
optimization (MLAO) for antenna and array designs, the
traditional ML methods [9–11] demonstrated outstand-
ing performance. For instance, the Gaussian process
regression (GPR) provided the pre-knowledge guidance
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to optimize array mutual coupling with low side-lobe
level (SLL) [9]. The support vector regressor (SVR)
was utilized to predict the magnitude and the phase of
periodic units’ EM response for reflectarrays [10]. SVR
also assisted in converting the polarization and reshap-
ing the beam with an isoflux pattern [11]. Moreover,
advanced deep learning (DL) and reinforcement learn-
ing (RL) were integrated into the antenna design pro-
cesses [12–16]. For instance, the Bayesian neural net-
works (NNs) wrapping as surrogate models assisted
antenna optimization with varying performance metrics
[12, 13]. In [14], a computer-vision (CV) DL model
combined with a traditional global optimization method,
the genetic algorithm (GA), tuned the array elements
for beam steering. Relying on human-like decisions
with reward or penalty, RL realized automation learning
in array decoupling optimization [15]. The variational
autoencoders (AEs) in [16] encoded the optimum physi-
cal structure for the transmitarray design as a generative
model.

From the antenna applications aspect, ML methods
were also widely used in many antenna designs [17–20].
For example, in [17] the multiple-input multiple-output
(MIMO) antenna in ultra-wideband (UWB) took advan-
tage of the hybrid ML model to optimize the envelope
correlation coefficient (ECC), diversity gain (DG), and
total active reflection coefficient (TARC). This hybrid
ML model was composed of SVR, GPR, and NN. Also
related to the MIMO, the intelligent antenna switch-
ing, and massive MIMO in [18] achieved 18.5% higher
energy efficiency over the traditional optimization meth-
ods. The RL scheme provided the optimized mapping
between user elements (UE) positions and the number
of active antennas during the switching in MIMO. Cat-
egorizing the information radiated from radio-frequency
identification (RFID) chipless tags by utilizing ML was
also a research topic. Over 99.3% accuracy was accom-
plished in chipless RFID measurement with five classifi-
cation models [19]. Four regression models were evalu-
ated to detect the sensing information of the 8-bit ID tag
[20]. ML models also extracted high-dimensional meta-
features from EM responses of on-body or implanted
antennas [21–25]. For example, 1500 images in [21]
were fed into convolutional neural networks (CNNs) for
cancer detection.

Unlike various MLAO methods wrapped with sur-
rogate models summarized in [26–28], data-informed
machine learning (DIML) methods are explored in this
paper, benefitting from a large dataset and simplicity of
input/output (I/O) pairs. Data informing means all data
are generated and packaged in customized formats in the
first stage and then fed into the ML models in the second

stage. In other words, DIMLs are regarded as “offline
learning” compared to “online learning” of MLAO as a
one-stage process [26]. DIML leverages generalization
and scalability to include more antenna configurations
with a unified format into a general model. It eliminates
the consideration for the uncertain number of trials to
find the local-best priori conditions in surrogate models
[13, 27]. However, as a trade-off, there would be more
variables from various antenna configurations to form
the I/O datasets. DIML takes the fine-tuning ability of
a single antenna configuration in exchange for pursuing
the generalization and scalability of multiple configura-
tions [28].

Compared with the data-informed concept, physics-
informed machine learning (PIML) methods require
much less data but more pre-knowledge physics. It
solves the unknowns in partial differential equations
(PDEs) at the high-dimensional expansions of classi-
cal EM algorithms. For example, PIMLs were applied
with the Method of Moments (MoM) [29], Finite Ele-
ment Method (FEM) [30], and Finite-Difference Time-
Domain (FDTD) method [31, 32]. PIML mimics the
behavior of numerical full-wave simulation solvers,
which brings EM theoretical support to black-box pre-
diction with the online learning surrogate. In [33], the
application of PDEs transforms the classic NNs into
PIML, and the proposed integral error function bypassed
the pre-calculated training set with the self-learning abil-
ity. Nvidia’s “Modulus” platform provides end-to-end
ML solutions for various physics problems by linking the
gap between DIML and PIML methods [34].

This paper presents an automated architecture utiliz-
ing the graphics processing unit (GPU) with the scalabil-
ity of predicting antenna performance using DIMLmeth-
ods. The DIML methods are integrated with antenna
design and will be necessary for our future works with
PIML architecture. The general DIML architecture is
presented in Fig. 1, containing two workflows utilizing
a massive dataset of 49152 samples.

This paper is organized as follows. A dataset with
49152 full-wave simulations is described in Section II.
The tabular workflow is demonstrated in Section III. Two
classification models and two regression models based
on ensemble learning are implemented to automate the
predictions of antenna performance. In Section IV, the
image-based workflow implements a DL NN with the
Fourier Neural Operator (FNO) [35] to predict the input
reflection coefficients (S11) on the wide frequency range
from 0.1 to 20 GHz. This neural operator is carefully
designed to fit the EM frequency response with fine-
tuned prediction accuracy. The conclusions and further
work are presented in Section V.
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49152 Samples

S11 List:
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Fig. 1. The general architecture for the tabular and
image-based workflow.

II. DATASETS

As one of the most critical parts of DIML, it is essen-
tial to construct corresponding datasets feeding into the
MLmodels with varying prediction targets. In this paper,
a classical microstrip patch antenna fed by a transmis-
sion line (TL) on various substrates is used, as shown
in Fig. 2. Since the proposed architecture is for gener-
alization purposes and not for the specific antenna fine-
tuning at a pre-defined narrow band, the scalability for
this architecture will be discussed in the tabular and
image-based workflows in Section III and Section IV,
respectively.

In Fig. 2, six materials are listed with the relative
permittivity (ε r) covering a relatively wide range with
discrete samplings as 2.2, 3.38, 4.0, 4.2, 4.4, and 6.12.
These RF materials are often commercially available as
RO5880C, RO4003C, FR4 type 1, FR4 type 2, FR4 type
3, and RO4360G2 in the order mentioned. It is apparent
that the ε r sampling is denser around 4.2 because FR4 is
the most commonly used material for both EM research
and industry mass production by compromising material
loss tangents for the low cost.

Moreover, the FR4 ε r values 4.0, 4.2, and 4.4 are
the top three values appearing in various manufacturing
datasheets, considering frequency dependency, tempera-
ture dependency, material variations, and testing meth-
ods. Similarly, the thickness values 0.8 mm and 1.6 mm
are two typical thicknesses on the datasheets for all six
mentioned materials without extra costs of customized

Ground

 εr1 = 2.2 
 εr2 = 3.38 
 εr3 = 4.0
 εr4 = 4.2 
 εr5 = 4.4 
 εr6 = 6.12 Patch

WTL

50 mm

50 mm

L

Port

x

y

z

x

z

y

h1 = 0.8 mm
h2 = 1.6 mm

W

LTL=25-L/2

Substrate εrj 

W and L in range:
5 mm to 36.5 mm,
increment: 0.5 mm

hi

Fig. 2. Geometry of classical patch antenna on six differ-
ent substrate materials (εr j) with two commercial thick-
nesses (hi), 12 combinations constitute the total dataset.

thickness. Six materials with two thicknesses form 12
combinations. In each combination, antenna dimensions
sweep in the same way on the fixed 50 mm × 50 mm
footprint size of the substrate with fully covered ground.
In Fig. 2, when RO5880C is selected as the substrate
(gray color) with ε r1=2.2 and h2=1.6 mm, the 50-Ω TL
connects the radiating patch and the substrate edge for
RF port excitation. The width WTL is adaptively adjusted
by the substrate thickness and permittivity to achieve
the 50-Ω characteristic impedance. Hence, there are 12
different WTL values for 12 combinations of substrate.
The length LTL is a dependent variable, making sure
the TL connects the patch and the port at the substrate
edge.

The radiating patch width W and length L vary from
5 mm to 36.5 mm with 0.5-mm increments, creating
a 64×64 uniform grid-search space. Hence, there are
4096 antenna configurations in each substrate combina-
tion so, for the total dataset with 12 combinations, there
are 49152 antenna configurations and, to rephrase, 49152
data samples for ML models to train and test with.

EM full-wave simulator CEMS based on FDTD
method integrated with GPU acceleration [36] is used to
obtain the full-wave responses for those 49152 antenna
configurations at the frequency range from 0.1 to 20
GHz with 20 MHz frequency step (996 frequency points
in total). Under the listed HW platform - Intel(R) Core
(TM) i9-13900K; NVIDIA 4090 GPU with 24 GB mem-
ory; 128-GB DDR5 RAM at 4800 MHz - each antenna
simulation takes 0.26 minutes. The time-domain (TD)
solver is preset as 2000 time-steps and uniform cuboid
cell sizes with increments of 0.1 mm, 0.25 mm, and 0.2
mm along x, y, and z directions, respectively. This cell
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Fig. 3. Simulated S11 comparison among three full-wave
simulation software with different solvers.

size will be regarded as the image-resolution limitation
in the following image-based workflow.

CEMS simulations are repeated for each of the
49152 configurations, and the input reflection coeffi-
cients are obtained as S11 in decibel scale. For exam-
ple, the result of one simulation is shown in Fig. 3. To
check the consistency, simulation results from two other
commercial full-wave simulation software, CST 2023 S2
[37] and HFSS 2023 R1 [38], are obtained to compare
the simulated S11 values as the blue dotted curve and the
green dash-dotted curve in Fig. 3, respectively. As CEMS
uses the TD solver (FDTD), CST also uses a TD solver
but with Finite Integration Technique (FIT), while HFSS
utilizes an FD solver with FEM method. The S11 results
from three simulators match with each other. Some devi-
ations in the HFSS curve at the range higher than 18 GHz
are caused by the inherent limitation of FD solvers for
wide-band simulation [39].

A customized application programming interface
(API) called CEMSPy is developed to automate the
pipeline, from the massive generation of antenna mod-
els to the data post-processing of simulated results. Con-
sequently, both inputs (antenna configurations) and out-
puts (S11 values) are ready to feed into the black boxes
to establish the I/O relationship mapping for ML mod-
els. The tabular and image-based workflows use the same
dataset of 49152 samples for single value prediction in
Section III and the whole S11 curve regression in Section
IV, respectively.

III. TABULARWORKFLOW
A. Tabular datasets

For ML training based on the tabular dataset, all
input features and output labels are arranged in the
column-based table. The configuration information of

the 49152 classical patch antenna mentioned in Fig. 2
forms 49152 rows of the tabular dataset. Five configu-
rations, W, L, hi, ε rj, and WTL, are regarded as five input
features for the tabular workflow. This research considers
S11 values at 996 discrete points in the frequency range
from 0.1 to 20 GHz as the ground-true outputs for each
data sample. The output labels are the extracted obser-
vations from these simulated S11 values. These obser-
vations could be the discrete values as the classification
labels or the continuous values as the regression labels.
There are two classification labels and two regression
labels in the tabular workflow, which will be discussed
in detail.

In a previous work related to the tabular workflow,
authors have shown that more data produces higher pre-
diction accuracy by increasing the number of samples
from 256 to 4209 [40]. The authors also inspected the
binary classification (BC) and single-value regression
models with 20480 antenna configurations on a single
substrate [41]. As a continuation of the previous work,
the tabular workflow in this work extends the prediction
range from 0.1 to 20 GHz to show the generalization and
combines 12 different material settings to show the scala-
bility. First, two classification models will be introduced
using the 1st and 2nd labels in Part B of this section. Two
regression models will be presented using the 3rd and 4th

labels stored in the tabular dataset in Part C. After that,
the prediction of all S11 values at all frequencies will be
discussed in Section IV.

B. Binary and multi-class classifications

As the 1st output label, the BCmodel is trying to pre-
dict if there is a valid resonance (Rf) in a valid bandwidth
(BW). The valid Rf means 10% or less power reflects
back to the excitation port, while the valid BW means
the head and tail of -10-dB bandwidth are inside the
frequency range from 0.1 to 20 GHz. The label assign-
ments of valid Rf and BW are packaged in CEMSPy API
and can be tailored to any frequency range for specified
design requirements.

Figure 4 shows the label assignments for both the
1st label of BC and 2nd label of multi-class classification
(MC). The same set of curves is applied to demonstrate
the classification representations for both BC and 4-class
MC, so there are four curves in Fig. 4.

For BC, the output at 996 frequency points having
at least one valid Rf in a valid BW can be categorized
as Class 1, like the black solid curve in Fig. 4. The S11
values in the valid band from 6.76 to 7.5 GHz are below
-10 dB with two valid resonances at 6.88 and 7.36 GHz.
Any other scenarios are categorized as Class 0 for BC.
Under such binary strategies, 88.36% of samples in all
49152 antenna outputs are assigned in Binary Class 1
(BC: 1). The rest are assigned in Binary Class 0 (BC:
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Fig. 4. Four S11 simulation results as the classing repre-
sentatives of binary classification (BC) and multi-class
classification (MC).

0). The definition of class assignment is demonstrated in
Table 1. All 49152 samples are processed by CEMSPy
and assigned the corresponding Class 0 or Class 1 for
BC. The assigned binary information is stored in the tab-
ular dataset as the 1st output label. Hence, five columns
as five input features (W, L, hi, ε rj, and WTL) and one col-
umn as the output label is poised for binary ML training
and validation.

Table 1: Binary and multi-class definitions
(Rf, BW) BC MC Ratio of Total (%)

(0, 0) 0 0 10.38
(Valid, Invalid) 0 1 0.76
(Invalid, Invalid) 0 2 0.50
(Valid, Valid) 1 3 88.36

An automatic ML tool called “AutoGluon” builds a
platform for ensemble learning on tabular datasets for
both classification and regression problems [42]. Ensem-
ble learning is a weighted strategy that combines all well-
trained models as a weighted ML model to make the
best predictions. Many APIs in AutoGluon provide the
flexibility to customize the ensembling structure, like the
selection of ML base models, the distribution of weights,
etc. Associated with a customized CEMSPy script, Auto-
Gluon is integrated into the tabular workflow to process
the tabular data automatically with scalable presetting.

For BC, all 49152 samples in the total dataset are
split stochastically into train/test datasets with the ratio
rs: 80/20 under random seed 2. The same random strat-
egy is carried through all the following work to maintain
consistency and reproducibility. Those 20% samples as
the test set only work for the well-trained model’s over-

all performance on new data after training. During the
training/validation iterations, 13 base models are listed in
Table 2 that are trained on 36821 samples and validated
simultaneously on the remaining 2500 samples in the
39321 train dataset. Two classification metrics, F1 score
and Log loss, are used for the quantitative evaluation dur-
ing the iteration of training/validation process. A total of
13 base models are updated independently towards the
perfect prediction score of 1.0 and loss of 0.0 as the ideal
goals. The training/validation process of 13 models will
terminate when the F1 score does not increase or Log
loss no longer decreases significantly. For each sample,
the F1 score is calculated as:

F1 =
2T P

2T P+FP+FN
, (1)

where TP, often called “True Positive”, stands for the
correct prediction of Class 1. Similarly, in statistical
analysis, FP (False Positive) and FN (False Negative)
stand for overestimation and underestimation. However,
it can be noticed that TN (True Negative) is missed in
the F1 score. In other words, the scenario for the correct
rejection is not counted. That is the reason why another
metric Log loss is used as:

Llog(y, p) =− [y log(p)+(1− y) log(1− p)] , (2)
where, p is the probability estimating label y=1 for a sin-
gle sample. The averaged value F1 score and Log loss on
all test samples evaluate the general reliability of the BC
model.

Table 2: Ensemble model for binary classification
Index Model F1 Score Log Loss
0 Stacked Model 0.970272 0.171912
1 KNeighborsUnif 0.968224 0.389549
2 CatBoost 0.967822 0.185379
3 KNeighborsDist 0.967149 0.386027
4 XGBoost 0.965579 0.188325
5 LightGBMLarge 0.965428 0.181846
6 ExtraTreesEntr 0.964930 0.290892
7 ExtraTreesGini 0.964856 0.286748
8 LightGBM 0.964516 0.190572
9 RandomForestEntr 0.963731 0.301912
10 RandomForestGini 0.963173 0.315406
11 NeuralNetFastAI 0.962329 0.205084
12 NeuralNetTorch 0.961868 0.185094
13 LightGBMXT 0.961072 0.197700

The final F1 score and Log loss average on the test
datasets are displayed in Table 2. The stacked model
at index 0 is the weighted combination of all 13 base
models from 1 to 13. As a result, when the new/unseen
antenna configuration is characterized by five features,
W, L, hi, ε rj, and WTL, the stacked model can make the
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real-time prediction of whether there is a resonance point
in a valid BW (BC: 1) or not (BC: 0). The F1 score
0.97027 and Log loss 0.171912 indicates the ensemble
model can achieve relatively reasonable prediction in the
frequency range from 0.1 to 20 GHz.

For the 2nd output label, the MC aims to refine the
binary classes to four classes. The data categories for MC
are also summarized in Table 1. For example, invalid BW
means either the head or tail is out of the preset frequency
range. For the blue-dotted and green-dashed curves in
Fig. 4, both tails are out of 20 GHz, so these two antenna
configurations are regarded as having invalid BW.

The invalid Rf is only triggered when there is an
invalid BW. According to the definition, if a valid -10-
dB BW exists, at least one peak value must be inside
the range. The green-dashed curve in Fig. 4 presents
the antenna configuration with both invalid Rf and BW
because of the S11 values’ monotonical decrease at the
tail of the frequency range. Mirror symmetrically, if the
S11 values increase monotonically at the head range, that
configuration also has invalid Rf and BW.

An automatic pipeline has already been established
for BC prediction using CEMSPy as mentioned previ-
ously. With its scalability, MC can also be implemented
similarly with the slight modification of BC models. The
prediction of 20% of test data achieves 0.93323 weighted
F1 and 0.2004 Log loss. However, it can also be noted in
the last column of Table 1 that Class 1 (MC: 1) and Class
2 (MC: 2) have a relatively small number of samples
compared to the total number of samples. As a result,
it is an unbalanced MC problem in the whole frequency
range, and it causes the MC model to be unbalanced and
gives it an inherently high F1 score of 0.93323. There-
fore, for the unbalanced MC, an additional term called
‘balanced Acc’ is a more convincing metric to evaluate
the quality of the unbalanced model:

Accbalanced =
T P

2(T P+FN)
+

T N
2(T N +FP)

, (3)

where TP, TN, FN, and FP follow the exact definition in
(1). It gives a value of 0.55790, which is not a good score
but in line with expectations due to the imbalance.

MC is not applicable for prediction in such a wide
frequency range from 0.1 to 20 GHz. The application
scenario would be more suitable to classify with clear
objectives in narrower bands, like limiting the range to
around 5.8 GHz for Wi-Fi design or around 10 GHz for
space communication. In such narrow bands, the four
reallocated classes will be more balanced, and the pre-
diction will be more accurate. The CEMSPy API pro-
vides scalable functions to automate the general pipeline
with the required objectives. For example, to optimize
an antenna at 5.8 GHz for Wi-Fi applications, CEM-
SPy APIs will only simulate the models in the frequency
range from 5 to 7 GHz and make the multiple-class

assignment accordingly. In addition to balancing theMC,
it will save significant time and computational resources
to generate the I/O dataset with auto-assigned classes.

C. Single-value regressions

Unlike classification problems, single-value regres-
sion focuses on predicting a continuous value extracted
from all S11 values at 996 frequency points. In this
section, the 1st valid Rf and its BW will be predicted by
two regression models with similar automatic pipelines
as mentioned before, but for the regression scenarios.
Following the 1st and 2nd labels in the tabular dataset of
all 49152 samples, the 3rd label and 4th label are assigned
to the 1st valid Rf and its valid BW, respectively. Hence,
the first single-value regression model could predict the
1st valid Rf for a given input set of W, L, hi, ε rj, and WTL,
and the second model for the associated BW. There is an
assumption that the input antenna configuration should
have a valid Rf and valid BW. A data filter follows the
class definition in Table 1. Only BC: 1 (same as MC: 3)
are considered as valid samples for the two regression
models. The samples in these classes are also described
as “Partial Samples” in the general architecture shown in
Fig. 1.

By taking 88.36% of the total 49152 samples, a trun-
cated tabular dataset with 43431 antenna configurations
is selected for two regression models. Each configura-
tion extracts the 3rd output label, Rf in GHz, and the
4th label, BW in MHz, from the corresponding S11 val-
ues at 996 frequency points. For comparison, the 1st and
2nd labels are assigned as binary and multiple classes in
BC and MC problems. Before the train/test splitting, 10
samples as the observers from each substrate combina-
tion (12 combinations) are dropped out randomly and
stitched together as an observation dataset with 120 sam-
ples. Those samples will not be involved in any train-
ing/validation or testing process. Eventually, there are
34648, 8663, and 120 samples for training/validation,
testing, and observation. The deeper reason for the obser-
vation dataset with 120 samples is that they can evenly
observe the final model performance on different sub-
strate combinations. If the model performance has a
noticeable degradation in one of the 12 substrate combi-
nations, the hyperparameters can be fine-tuned and pri-
oritized for the respective combination separately.

Like the BC and MC pipelines, the ensemble learn-
ing method is also applied to the two single-value regres-
sion models but with deeper stacking. In the 1st stacking
layer, 11 base ML models produce 10 outputs as 10 new
features for the 2nd layer. Those 10 features are imported
as the input in the 2nd stacking level to predict the tar-
geted single-value output, which is Rf and BW, respec-
tively. Compared with a one-layer structure with 13 flat-
tened base models for BC and MC, each single-value



281 ACES JOURNAL, Vol. 39, No. 04, April 2024

regression model is weighted by 21 stacked models. One
score metric called R2 score:

R2 = 1− ∑N
i=1 (yi − ŷi)

∑N
i=1
(
yi − 1

N ∑N
i=1 yi

) , (4)

and another loss metric called root-mean-squared error
(RMSE):

RMSE =

√
1
N

N

∑
i=1

(yi − ŷi)
2 (5)

are enforced to increase the score and reduce the loss
during each training/validation iteration. After training,
(4) and (5) are applied again to evaluate the final model
performance as two averaged values.

In both (4) and (5), yi represents the simulated
value as ground true and ŷi as the corresponding pre-
dicted value by regression. Theoretically, perfect regres-
sion always has a maximum score of 1.0 and a mini-
mum loss of 0.0, like the F1 score and Log loss for the
ideal classification. The final performances for the Rf and
BW regressions are listed in Table 3. The R2/RMSE val-
ues for the test dataset with 8663 samples are the global
representation of the well-trained models. The R2/RMSE
ones for 120 observers are used to mimic the behavior
of well-trained models when seeing new data from 12
substrate combinations evenly. The “new” here means
10 sets of (W, L, hi, ε rj, and WTL) from each 12 com-
binations that are generated randomly to observe their
predicted Rf and BW.

Table 3: Single-value regression performance
Prediction Dataset Samples R2 Score RMSE

Rf Test 8663 0.912440 1.171061
Rf User 120 0.932543 1.119442
BW Test 8663 0.818673 135.9358
BW User 120 0.770934 162.6399

To better visualize the offset between the true value
from simulation and the prediction from ML, the abso-
lute relative error (ARE) in percentage

ARE =

∣∣∣∣yi − ŷi

yi

∣∣∣∣×100%, (6)

is used, where yi and ŷi follow the same definition as in
(4) and (5).

For both single-value regressions of Rf and BW,
both prediction/true offsets for 8663 samples can be cal-
culated and stored in two ARE lists: ARERf and AREBW.
The cumulative distribution function (CDF) is imple-
mented to observe the error distribution for both regres-
sions as shown in Fig. 5. Two markers are printed based
on the cumulative probabilities of two threshold values
on the solid red and the blue-dashed curves, respectively.
Since the R2 score value is a bounded value in the range

[0.0, 1.0], it can be regarded as a threshold represen-
tative of the cumulative probability. The first threshold
is the same as the cumulative probability 0.5 for both
curves. The second threshold is the R2 score but different
for Rf (solid red curve) and BW (blue-dashed curve). As
the first vertical dashed threshold on the solid red curve,
50% of samples in total 8663 have ARE equal to or less
than 3.17% for Rf. The second threshold indicates that
91% have ARE equal to or less than 18.87%. Also, as the
two thresholds on the blue-dashed curve, 50% of sam-
ples have ARE equal to or less than 17.75% for BW, and
82% have ARE equal to or less than 64.62%.

Fig. 5. Cumulative distribution of absolute relative error
between true and prediction for Rf and BW on 8663 test
samples.

Comparing the ARE curve for BW with that for Rf
in Fig. 5, there is a dramatic degradation in BW pre-
diction due to the resolution preset for frequency points.
For the purpose of generalization, a very wide frequency
range from 0.1 to 20 GHz with an incremental step of 20
MHz is utilized to show the performance on those 996
frequency points. The minimum -10 dB BW is 40 MHz
because at least two values equal to or less than -10 dB
could form a band. For better visualization of the value
distribution, both the 3rd and 4th labels of all 43311 sam-
ples are normalized to the same range from 0.0 to 1.0
range based on the min-max normalization, as shown in
Fig. 6. The normalized BW on the right has a much more
compact distribution than that for normalized Rf on the
left. It can be expected that many antenna configurations
with lower BW performance will share the same BW val-
ues (4th label) under such frequency resolution.

Further uniqueness analysis in Table 4 shows the
extreme cases with the top-3 and bottom-3 unique counts
for the 3rd and 4th labels of all 43311 samples. There
are 839 unique Rf values as the 3rd label and 145 unique
BW values as the 4th label for all 43311 samples. The
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Fig. 6. Min-Max normalized distribution for both valid
Rf and valid BW on 43311 samples.

Table 4: Unique counts for Rf and BW
Index Rf (GHz) Counts BW (MHz) Counts

Top 1 8.34 118 40.0 5509
Top 2 5.80 116 60.0 4935
Top 3 7.16 111 80.0 3796

Bottom 3 19.94 1 3120.0 1
Bottom 2 3.18 1 3060.0 1
Bottom 1 3.12 1 3340.0 1

top-3 and bottom-3 unique counts are listed in Table 4
after sorting from largest to smallest. For example, 5509
samples of a total of 43311 have the same 40-MHz BW,
which is highly concentrated compared to 118 samples
with 8.34-GHz Rf as the maximum unique counts.

From Table 4 and Fig. 6, it can be concluded that for
a wide band range with such frequency resolution, the
BW prediction cannot perform well due to the concen-
trated distribution with large identical values. As men-
tioned previously in the MC part, it is also a limitation
of generalization, even though the BC and Rf regression
performances are reasonably good.

D. Limitation of tabular workflow

When considering generalization and scalability as
the purposes, the limitation of tabular workflow is raised
from two aspects. First, from the local point of view, even
though the predictions are relatively good for BC and Rf
regression, the wide frequency range brings imbalance
for the class definition in MC. Also, the frequency res-
olution limits the output uniqueness and distribution in
BW regression. The first limitation can be broken by set-
ting the narrow range for specific design requirements
mentioned as the 5 to 7 GHz range for 5.8 GHz Wi-Fi
antenna design in the MC part. The second limitation
can be eliminated with a smaller sweeping step in the
narrow range. Both concerns can be solved by utilizing
the scalable CEMSPy APIs. However, it will push the
model to fall into the specific local optimum and defeat

the purpose of generalization. Second, from the global
aspect, the tabular workflow is based on tabular datasets.
Ideally, when more antenna configurations are included,
users can extend the feature space along the column and
the number of samples along the row to achieve scal-
ability. However, various configurations share different
parameters, and these parameters increase the complex-
ity of constructing the tabular dataset. More configu-
rations cause much more extensive and sparser feature
space with the majority number of NaN values. Defining
and unifying the variable names in tabular datasets will
also be problematic. As a result, an image-based work-
flow is introduced in the following section. No param-
eter needs to be defined in the input tabular dataset; all
antenna configurations will be described by the images
of slice cuts from different observation planes, like mag-
netic resonance imaging (MRI) scanning for human
tissues.

IV. IMAGE-BASEDWORKFLOW

There is always a principle of DIML that post-
processed data should be easy to expand at high-
dimensional mapping space as the bridge connecting
inputs and outputs. Inevitably, some information will be
lost in the feature-extraction period from original data
to post-processed data, like from the full-wave simula-
tion model to the tabular dataset. The more information
is retained from the original data, the more complicated
and accurate outputs can be predicted [2]. In the tabular
workflow, the original data from 49152 full-wave sim-
ulations are extracted and stored in the tabular dataset.
Five input features (W, L, hi, ε rj, and WTL) in the five
columns are applied to predict four single-value labels
column by column as BC, MC, Rf, and BW regression.

For each label in the tabular workflow, the sin-
gle value is extracted from all S11 values at 996 fre-
quency points with presupposed conditions and assump-
tions. Hence, all four labels highly summarize the S11
responses but discard lots of information in the original
996 values. It restricts the tabular workflow from achiev-
ing the purpose of generalization and scalability.

This section presents the details of the image-based
workflow, showing that images carry much more input
information than the tabular dataset, and the workflow
will predict all the S11 values in the whole frequency
range. The same patch antenna in Fig. 2 demonstrates the
image-based workflow. Two images with 600×600 reso-
lutions are encoded and shown in Fig. 7. They represent
two cross-sectional views of a 60 mm× 60 mm× 60 mm
EM problem space. The antenna is placed at the center
of the problem space based on proportional dimensions.
Two cross-sectional views are selected as the observation
of the patch antenna at the x-y and x-z planes in Fig. 2.
All pixels in the two images are assigned the encoded
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Fig. 7. Encoded images of top and side views of two
random samples at the index of 6823 and 42312 in total
49152 samples.

values in Table 5, to represent the materials considered
with EM characteristics. For instance, the pixels with
values of 0.22 represent substrate material RO5880 in
these pixels.

Table 5: Encoding card
Materials Info Encoded

Value

Encoded

Range

Free Space Lossless
Transmission

0.0 [0.0, 0.1]

Buffer 1 Boundary NaN (0.1, 0.2)
RO5880 ε r=2.2 0.220 [0.2, 0.8]
RO4003C ε r=3.38 0.338 [0.2, 0.8]
FR4 Type 1 ε r=4.0 0.400 [0.2, 0.8]
FR4 Type 2 ε r=4.2 0.420 [0.2, 0.8]
FR4 Type 3 ε r=4.4 0.440 [0.2, 0.8]
RO4360G ε r=6.12 0.612 [0.2, 0.8]
Buffer 2 Boundary NaN (0.8, 0.9)
Port SMA Feed 0.9 [0.9, 1.0]

Perfect
Conductor

Lossless
Reflection

1.0 [0.9, 1.0]

Encoded values in the range [0.0, 1.0] are assigned
to distinguish components by filling in the image pixels
to represent antenna configurations with material infor-
mation. Table 5 lists the encoding information for all
corresponding components. There are two boundaries
to split all components into three sections with enough
buffering. In the middle-encoded range [0.2, 0.8], all
dielectric materials are normalized in this range. Cur-

rently, the normalization factor 10 is applied on all
dielectric materials, and it can be modified for scalability
if the dielectric materials have relative permittivity less
than 2 or larger than 8.

The two terminal values, 0.0 and 1.0, represent the
free space and perfect conductor (PEC) as the lossless
transmission and lossless reflection, respectively. The
values can be assigned in the range [0.0, 0.1] for any
lossy propagating environment. Any conducting mate-
rials with losses can be placed in the range [0.9, 1.0].
For example, the Subminiature Version A (SMA) port is
assigned as 0.9. When new materials are involved, they
can be designated as new values in the encoded card as
new rows in Table 5. Then, new antenna configurations
can pick up the values to form the images accordingly.
Thus, the image-based workflow can be extended to any
antenna configurations with the scalable card in Table 5.

Two encoded images for the demo configurations
are displayed in Fig. 7, and they exemplify all configura-
tions through shapes and colors. Instead of defining the
variables in the tabular dataset, images carry all infor-
mation in pixels, even for the different antenna types.
In Fig. 7, two antenna configurations with the indices
of 6823 and 42312 are selected from the total 49182
antenna samples. In the left column of Fig. 7, two top-
view images embody the difference in three aspects: sub-
strate materials, radiating patch dimensions, and width
of TL. From the right column, the difference is pre-
sented in substrate thickness, width of TL, and substrate
materials. Applying this encoding strategy using the inte-
grated CEMSPy scripts, all 49152 antenna samples can
be encoded and stored in a high-dimensional matrix with
shape (49152, 600, 600, 2) as the ML inputs.

In the input matrix, the 1st dimension shows the
number of samples Nsam, the 2nd and 3rd dimensions are
the resolution of Rx and Ry, and the 4th dimension is
the number of the plane-cut views Ncp. As the target of
image-based workflow, all S11 values at 996 frequency
points from 0.1 to 20 GHz are predicted. Hence, the out-
put matrix is formed in the shape (49152, 996). In the
output matrix, the first dimension is the same as Nsam for
inputs, and the second dimension is the number of S11
values at Nfreq frequency points.

So far, the I/O matrices are ready for the image-
based DIML workflow. However, the I/O here is much
more complicated than that for the tabular dataset.
Furthermore, as the S11 curves manifested in Figs. 3
and 4, there are correlations among adjacent points on
the curves. In other words, the S11 curve could be
regarded as sequential data. Theoretically, it means for
the EM response of the conjugated impedance matching
at the excitation port, there should be a continuous EM
response along with frequency [39]. This EM property
makes the traditional ML architecture not suitable for the
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image-based workflow since the independent and iden-
tical distribution (i.i.d.) is often assumed in many ML
models [2]. Therefore, FNO is raised as a succinct and
efficient solution using an eight-layer structure with rel-
atively faster convergence for the S11 curve regression. It
involves the EM I/O characteristics in the spectral con-
volutional transformations [35].

For the training/validation splitting, 152 samples are
dropped out randomly only for observation purposes, as
the observers mentioned in the tabular regression work-
flow. Then, an 80/20 splitting ratio is applied to the
remaining 49000 samples. So, there are 39200 samples
for training and, during the training iterations, 9800 sam-
ples are monitored to provide the performance feedback
simultaneously. The model performance is optimized by
evaluating the R2 score and L2 loss on the training and
validating sets correspondingly. The R2 score is illus-
trated in (4) and L2 loss is the squared value of RMSE
mentioned in (5). Second, after the training/validation
process, all 152 samples are used to “observe” the well-
trained models and provide the evaluation since those
152 samples are new and unseen by the well-trained
model.

The brief NN architecture with matrix shape infor-
mation is portrayed in Fig. 8, based on a single data batch
with five samples. Four fully connected (FC) layers and
four Fourier layers alternately construct the main skele-
ton of this NN used in the image-based workflow.

In the dashed zoom-in box of Fig. 8, each input v(x)
processes the Fourier layers shown in the gray shadow
area. The Fourier operator starts from the Fourier trans-
form F , to the linear transform ℜ with a low-pass filter,
then applies the inverse Fourier transform F−1. During
the backpropagation, the operator adjusts weights w to
maximize the R2 score and minimize L2 loss.

By superimposing the transform and weights, the
activation function Gaussian Error Linear Unit (GELU)
introduces non-linearity into the model. The FNO learns
the complex patterns from the images with 600×600 pix-
els. GELU provides a smooth curve, making it compu-
tationally beneficial for optimization with faster conver-
gence during training. The same activation function is
also applied to link the FC layers. Taking five samples as
the batch size Bs of a 4-D input, the variation of batch
shape between NN layers is described in the intermedi-
ate flow of Fig. 8. The batch shape starts from the initial
inputs with shape (Bs, Rx, Ry, Ncp) to the final output
with shape (Bs, Nfreq). The smoothness and nonmono-
tonicity of GELU bring the possibility of predicting the
continuous S11 curves at Nfreq points.

The hyperparameters in the NN architecture are
fine-tuned to achieve the trade-off between the best
performance of the R2 score and L2 loss. This work-
flow optimizes eight hyperparameters: learning rate Lr,
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Fig. 8. Neural network architecture with four Fourier and
four fully connected layers takes five samples as a batch
during optimizing the R2 score and L2 loss.

batch size Bs, step size Ss, gamma Γ, modes Nmod,
widths Wd, number of FC layers NFC, and number of
FNO layers NFNO. By grid searching the hyperparameter
space, eight hyperparameters are selected as Lr=0.001,
Bs=Ss=5, Γ=0.5, Nmod=Wd=32, and NFC=NFNO=4. The
L2 loss and R2 scores are achieved as 0.0742 and 0.9091
on 39200 training samples after 160 epochs and corre-
sponding 0.0871 and 0.8728 on 9800 validation samples.

The L2 loss and R2 score variations with epochs are
shown in Fig. 9. Both loss and score values for train-
ing and validation remain stable after 60 epochs, which
indicates that the DIML model can converge and catch
the prediction properly without underfitting or overfitting
issues.

After the training/validation process with 160
epochs, 152 random samples are fed into the well-trained
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Fig. 9. Training/validation L2 loss and R2 score varia-
tions with epochs.

model to review the prediction performance on random
antenna configurations. A total of 152 samples perform
0.0877 and 0.8725 for the averaged L2 loss and R2

score, respectively. Figure 10 compares the simulated S11
results as ground truth and the predicted S11 results by
the FNO model on three representative antenna config-
urations. In each subplot of Fig. 10, the floating textbox
shows the sample index in 152 total observation sam-
ples. The red-dashed curves represent the simulated S11
results as true values. The solid black curves show the
predicted S11 when two encoded images are fed into the
well-trained NNs without simulation. Moreover, for the
input matrix with shape (152, 600, 600, 2), the model can
make the prediction for all 152 samples in near real-time
and produce an output matrix with shape (152, 996).

In the top subplot of Fig. 10, when the S11 curve
transits smoothly with less resonance along the full fre-
quency range from 0.1 to 20 GHz, the fluctuations are
relatively small. The FNO model can predict the S11 val-
ues on all 996 frequency points very well. This case is
classified as MC 0 in Table 1 with both zero Rf and BW.

Fig. 10. Representative comparison of prediction and
full-wave simulation at three indexes in all 152 samples:
34, 137 and 59.

In the middle subplot, this kind of S11 response is a typ-
ical performance requirement of an alternative antenna
design. The EM response has several resonances with
S11 values below -10 dB, and the impedance matching
at the excitation port is conjugated harmoniously with-
out glitches. But, in the higher frequency range, the FNO
model could not predict the bands with two nearby res-
onances, like around 15 and 17.5 GHz. It is one topic of
the authors’ following work to fine-tune the FNO model
on the required narrower band. As for the bottom subplot
in Fig. 10, there are more resonances and narrower BW
in the whole frequency range compared to the red-dashed
curves in the top and middle subplots. This causes more
difficulty in prediction for the well-trained model. How-
ever, there is a tendency for the FNO model to catch all
ripples on the curve. A similar observation is that the pre-
diction at the lower frequency range is better than that at
the higher frequency range.

The image-based workflow is backward compati-
ble with all four models in the tabular workflow: BC,
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MC, regression for Rf, and BW. More than that, it
breaks the limitation of the tabular dataset. The plane-cut
images reserve much more information from the orig-
inal antenna model. The dataset is no longer bothered
by pre-defined labeling and imbalanced sampling issues.
The FNO model could provide a near real-time predic-
tion close to the simulation results for a given antenna
described by the encoded image. CEMSPy developers
and users could customize or truncate the frequency
ranges based on specific applications and then fine-tune
the antenna designs.

Furthermore, the I/O data formats allow general-
ization and scalability when more antenna configura-
tions are involved. As the input matrix follows the shape
(49152, 600, 600, 2), sample numbers at the 1st dimen-
sion will be increased if there are more configurations.
More complicated configurations add more plane-cut
views at the 4th dimension. Those views describe the
antenna structure from different observation directions.
The 4th dimension will always consider the maximum
number of views compatible with different antennas. If
some antennas don’t need specific views, those images
will be filled with NaN values to keep the uniform num-
ber of views at the 4th dimension. A total of 600×600
pixels at the 2nd and 3rd dimensions could accommo-
date the 0.1-mm dimension changes in the design. When
considering the fabrication tolerance, this resolution is
adequate in antenna design, and users can refine it. This
0.1-mm dimension is also the limitation of the CEMS
cell size setting. In the current simulations, the minimum
cell size is 0.1 mm along the x direction, and the other
two cell sizes are 0.25 mm and 0.2 mm along the y and
z directions, respectively. The image resolution and the
CEMS cell size both ensure that the simulation results
can be relied on as the true values in ML regression.

In the view of input encoded images, colors
will hold all material information in the images with
600×600 resolution. Users can pick the color from the
encoded card in Table 5 and then fill all pixels using the
CEMSPy API for all plan-cut views. In the case there
is no required material in the card, users can define the
encoded values derived from the corresponding encoded
ranges with solid boundaries. From another view of the
output shape (49152, 996), the 1st dimension keeps the
one-on-one mapping with the 1st dimension of inputs.
The 2nd dimension reserves a list of predicted values
for each sample. In this general workflow, it is an S11
list with 996 frequency points. Similarly, it can be the
list like voltage standing wave ratio (VSWR), maximum
gain (G), minimum axial ratio (AR), and so on. By mod-
ifying the final FC layer structure in the FNO model
presented in Fig. 8, the pipeline could also predict the
2D matrix, like the whole spherical radiation pattern at
defined frequency points.

However, there are also limitations to this image-
based workflow. First, as for the input, since it only
demonstrates the generalization and scalability purpose,
only a classic patch antenna is utilized as the proof of
concept. The authors’ following work will generate a
more diverse dataset in which there are more antenna
configurations as input. Second, only S11 values are
predicted as output in the current image-based work-
flow, and no other antenna performance is involved. It
will be the extended work of this pipeline to consider
more radiation parameters as output. For any develop-
ers or users applying the tabular or image-based work-
flow, except for customizing the antenna configuration
and performance requirements, all parts will remain the
same as the proposed workflow by applying the auto-
matic pipeline with integrated CEMSPy APIs. The scal-
able pipeline will handle all work from simulation, data
post-processing, and ML training to validation. Unlike
the MLAO models, both tabular and image-based work-
flows are freed from the cost function customized by
the trial-and-error approach, and neither need to calibrate
the parameters with ML assistance during the iteration.
CEMSPy packages all work inside the DIML black box
in the training/validation process. With the well-trained
model, users could get near-real-time predictions based
on tabular or image inputs.

V. CONCLUSION

This paper proposes an automated architecture to
predict the antenna performance S11 values using the
DIML methods in different data-format levels. The tab-
ular and image-based workflows take the same 49152
samples with 12 different material combinations but uti-
lize different dataset formats. Both exhibit the proper-
ties of scalability and generalization from various points
of view. In the tabular workflow, the binary and multi-
class classifications achieved 0.970 and 0.933 F1 scores
on the test dataset with 9831 samples. The single-value
regression models for Rf and BW accomplished 0.912
and 0.819 R2 scores on 8663 test samples. In the image-
based workflow, the 9800 validation samples reached a
0.873 R2 score for prediction after hyperparameter opti-
mization in the FNO DL model. The scalable workflows
and the easy-to-append dataset format give the architec-
ture great potential to accommodate other antenna types
and more diverse performance needs. It can be regarded
as a pre-trained model for other projects. This DIML is
also a necessary part of the future PIMLwork, with much
fewer samples required.
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Abstract – This paper proposes a differential evolution
modified with adaptive ε-constraint handling and whale
optimization algorithm (ε-WOA-DE) for the synthesis of
unequally spaced linear arrays under array layout con-
straints and array pattern characteristics constraints. In
particular, the success history based adaptive differential
evolution with linear population reduction (LSHADE)
serves as the basic search engine in this study. To ensure
the searching ability of LSHADE under multiple con-
straints, an adaptive ε-constraint handling technique is
implemented in LSHADE, in which the epsilon level is
adjusted dynamically to make the solution scalable to the
feasible region when it is in the infeasible region. In addi-
tion, the WOAmutation is implemented in the LSHADE
to enhance the local search capability. Two array syn-
thesis examples with multiple constraints are chosen to
demonstrate the effectiveness of the proposed algorithm.
The simulation results comparison and the convergence
analysis of the ε-WOA-DE illustrate the superior capa-
bility of the proposed method.

Index Terms – adaptive ε-constraint handling, array
synthesis, differential evolution, unequally spaced linear
arrays, whale optimization algorithm.

I. INTRODUCTION

Synthesis of unequally spaced arrays has been
widely explored in the last decades [1]. Compared with
uniform spaced arrays, the element positions of the
unequally spaced arrays can be exploited to achieve bet-
ter pattern radiation characteristics. In particular, when
array design is further combined with array amplitude
and phase optimization, arrays with unequal spacing can
achieve better array pattern performance [2].

Generally, the layouts of the unequally spaced arrays
involve several constraints, such as element number, the
total array length and the spacing between two adjacent
elements [3–6]. Despite the array layout constraints, sev-
eral array pattern characteristics, such as the maximum
sidelobe level (SLL), the required mainlobe beamwidth

(BW) and the maximum null depth (ND) in some speci-
fied directions, are required in the array synthesis. These
multiple constraints and requirements in the antenna
array design lead the synthesis of unequally spaced
arrays to complicated nonlinear constrained optimization
problems, which increase the difficulty of the antenna
synthesis.

Various evolution algorithms, such as the genetic
algorithm, differential evolution (DE), seagull optimiza-
tion algorithm, comprehensive learning particle swarm
optimization (CLPSO) and whale optimization algo-
rithm (WOA), have been concerned about solving this
complicated nonlinear constraint problem [7–11]. For
the geometry constraints, [7] has successfully trans-
formed the geometry constraints to the unconstrained
model by employing the vector mapping method and
has been widely used in array synthesis. However, there
is difficulty in satisfying the array pattern characteristic
constraints. To deal with the array pattern characteris-
tic constraints, [8–12] incorporate the constraints into the
fitness function, by which the fitness values of the infea-
sible vectors are large and will be discarded in the opti-
mization process. To satisfy the array pattern characteris-
tic constraints, [12] proposed the modified DE with con-
strained vector projection (MDE-CVP) algorithm, the
CVP method is used to exclude the infeasible solutions
which unsatisfy the desired null depth. Although the
lower null depth was realized, the SLL could not reach
the desired value.

When constrained array synthesis evolutionary algo-
rithms give priority to the satisfaction of constraints [13],
it is likely to cause the following two problems. On the
one hand, it is likely to make the population fall into a
local infeasible region, so that the algorithm cannot find
a feasible solution, which may result in failing to satisfy
some constraints. On the other hand, it is likely to make
the population converge to a locally feasible region, but
far away from the location of the constraint in which the
complete pareto optimal solution set in the target space
cannot be found. Thus, in the constraint array synthe-
sis, instead of excluding the infeasible solutions directly,
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exploring infeasible regions around the feasible region is
very effective in searching for the global optimal solu-
tions in the constraint optimization [14].

In this study, in order to find better layouts of the
antennas under multiple constraints, a modified DE algo-
rithm with the adaptive ε-constraint control method is
proposed to deal with the constraints, in which the epsilon
level dynamically is adjusted to enhance the exploration
of the infeasible regions in the optimization process. To
ensure the convergence speed of the optimization, the
adaptive ε-constraint control method is incorporated
with the success-history based differential evolution
with linear population reduction (LSHADE), which has
shown superiority in the single objective optimization
[15]. In addition, WOA mutation is introduced in the
mutation process to enhance exploitation [16, 17]. The
optimization of the array geometry is initialized to gener-
ate optimal radiation pattern under geometry constraints
and the SLL, the BW and the ND constraints. Compared
with other synthesis techniques [9, 10, 12], the proposed
method performs well in the constrained array synthesis.

II. PROBLEM FORMULATION

As shown in Fig. 1, consider a 2N element linear
array symmetrically placed along the x-axis with the
aperture of 2L, the array factor can be written as follows:

AF(θ ,X) =
N

∑
n=1

cos
(
2π
λ

xncosθ
)
, (1)

where θ is the steering angle, λ is the wavelength,
X = [x1,x2, ...,xN ] denote the element positions. Since
the array aperture is 2L, xN is L. The SLL of the radi-
ation pattern can be expressed as:

SLL(X) = max
θ∈Sidelobe

∣∣∣∣ AF(θ ,X)

AF(θs,X)

∣∣∣∣ , (2)

where Sidelobe is the sidelobe region corresponding to
X , θs is the mainbeam direction. The maximum ND is
denoted as:

ND(X) = max
m=1,2,..,M

∣∣∣∣AF(θm,X)

AF(θs,X)

∣∣∣∣ , (3)

where ND(X) is the maximun nulldepth corresponded
with X , and θm,(m = 1,2, ..,M) are the specific direc-
tions of the steering nulls.

1   2         n        N
x

y

θ

Fig. 1. Geometry of the 2N-element symmetric linear
array.

In this study, we aim to design the layout of the lin-
ear array with the desired array aperture, the minimum
element spacing constraints and limited SLL, BW and
ND in some specific directions. Based on the vector map-
ping method in [7], the array layout constraints can be
transformed in the element positions optimization:{

xn = ∑n
j=1 Δx j

Δxn = Δdxn +(L− (N −0.5)dc))×an/∑N
j=1 a j

,

(4)
where Δx j = x j − x j−1 is the element spacing, A =
[a1,a2, ...,aN ] is randomly generated among the range of
[0,1], Δdx = [0.5dc,dc, ...,dc] is a N-dimensional vector,
dc is the required minimum element spacing and Δdxn is
the nth element of Δdx.

Inspired by the objective function implemented in
[18], the new objective function, which not only aims to
meet the BW, the SLL and the ND requirements, but also
optimizes these array pattern characteristics is developed
as follows:

min
A

|BW (A)−BWd |+SLL(A)+ND(A)

s.t. SLL(A)≤ SLLd

ND(A)≤ NDd

|BW (A)−BWd | ≤ τBWd

, (5)

where BW (A) is the beamwidth corresponded with A,
BWd is the desired beamwidth, SLLd is the constraint
SLL, NDd is the desired maximum ND, and τ is the
desired tolerance percentage of the beamwidth.

III. PROPOSAL OF THE ARRAY
SYNTHESIZER

The array synthesis model in (5) is a nonconvex
and highly nonlinear problem. With good global search
capability, the success history based adaptive differential
evolution with linear population reduction (LSHADE) is
used in this study. Additionally, to handle the constraints
and enhance the local search capability, the LSHADE
is modified with the adaptive ε-constraint handling and
WOA mutation, respectively.

A. Basic LSHADE

LSHADE is an improved DE algorithm, which
adapts the parameters based on the success-history and
employs the population size reduction (LPSR) mecha-
nism [19]. The population of LSHADE is initialized as
follows:

y0i, j = lb j + rand · (ub j − lb j) , (6)
where rand represents a random number which dis-
tributed uniformly in [0,1]. y0i, j is the jth component
( j = 1,2, ..,D) of the ith individual (i = 1,2, ..,N) in the
initial population, ub j and lb j are the upper and lower
bounds of the jth variable. And then, these individu-
als are evolved by the mutation, crossover and selection
operators with the successful history based parameter
adaption and linear population reduction.
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a) Mutation: in this operator, the mutant vector vG
i

is created according to current-to-pbest/1 mutation strat-
egy:

vG
i = yG

i +FG
i

(
yG

pbest − yG
i

)
+FG

i
(
yG

r1− yG
r2
)
, (7)

where yG
i represents the ith target vector of the Gth

generation. yG
pbest is randomly selected from the best

NP× p,(p∈ [0,1]) vectors of current population. yr1 and
yr2 is randomly chosen from the union of the current pop-
ulation and the external archive. FG

i is the scaling factor
and is updated according to its historical successful expe-
rience.

b) Crossover: in this operator, the trial vector uG
i =

[uG
i,1,u

G
i,2, ...,u

G
i,D] is generated according to the crossover

rate, which can be expressed by:

uG
i, j =

{
vG

i, j i f
(
randi, j ≤CrG

i or j = jrand
)

yG
i, j otherwise

, (8)

where jrand is an integer randomly selected from [1,D],
CrG

i is the crossover rate and is updated according to its
historical successful experience.

c) Selection: in this operator, not only the popula-
tion is generated, but also the external archive is updated.
After the selection of the vectors with better fitness func-
tion value, only NPG+1 best vectors will survive into the
next generation, which is updated by linear population
size reduction mechanism:

NPG+1=round
[(

NPmin−NPini

MFES

)
×FES+NPini

]
, (9)

where NPini is the initial population size, NPmin is the
population size of the last generation, MFES is the max-
imum number of fitness function evaluations, and FES
is the current number of fitness function evaluations. The
other NPG −NPG+1 vectors are removed to the external
archive.

B. Adaptive ε-constraint handling
To ensure the searching ability under multiple con-

straints, this paper incorporates an adaptive ε-constraint
handling technique in SHADE. In constraint problems
optimization, the constraint violation is an important fac-
tor in measuring the constraints. In this array synthesis
problem (5), the constraint violation is:

ϕ(A) =max(0,SLL(A)−SLLd)

+max(0,ND(A)−NDd)

+max(0, |BW (A)−BWd |− τBWd)

, (10)

For two solutions A1 and A2, their constraint viola-
tions are ϕ1 and ϕ2. Then, for any ε satisfies ε ≥ 0, the ε-
level comparison selects the better solutions as follows:

(A1,ϕ1)�ε (A2,ϕ1)⇔

⎧⎪⎪⎨
⎪⎪⎩

A1 � A2, if ϕ1,ϕ1 ≤ ε

A1 � A2, if ϕ1 = ϕ2

ϕ1 < ϕ2, otherwise

. (11)

Through the ε-level comparison, LSHADE algo-
rithm can be used for constrained optimization
directly [15]. Moreover, the ε-level comparison can
extend the exploration of the infeasible regions around
the feasible regions by setting appropriate ε value. Thus,
to maintain the balance of searching between infeasible
and feasible regions, an improved adaptive ε level con-
trol based on the exponential decline scheme is formu-
lated in this study as:

ε(t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(1− t
Tc
)cpϕmax if ϕmax≤T h or rt ≤ap1

and t ≤ T c

ap×ϕmax if ϕmax > T h or rt > ap1

and t ≤ T c

0 if t > T c

, (12)

where ϕmax is the maximum constraint violation in the
current generation, cp controls the speed of declining
constraints, rt is the ratio of feasible vectors to total vec-
tors in the tth generation, T h and ap1 is to control the
preference rule of setting ε value, ap is a small value.

Considering that in the exponential decline scheme,
the ε may maintain a big value over a long period, which
will degrade the search efficiency. When ϕ is larger than
T h or there are enough feasible vectors, the ε value is
set as a relatively small value to make the search focus
on the feasible region and the infeasible region around
the feasible region. In the final-stage, when the iteration
number is larger than T c, the ε value is set as 0 to enable
the final exploitation in the feasible region.

C. WOA mutation

To enhance the exploitation around the best vectors,
the spiral movement operator of WOA is incorporated
into the mutation process[16]. The mutant vector vG

i has
a chance to make further updates using the spiral move-
ment of WOA:

vG
i =

{
wDiel cos(2πl)+ yG

pbest if rand < 0.5

vG
i otherwise

, (13)

where w = cos( 0.5πG
Gm ) is the weight coefficient, Di =∣∣∣yG

pbest − vG
i

∣∣∣ and l is the uniform random number in the
intervals [−1,1].

D. Synthesis procedure

The pseudo-code for the ε-WOA-DE is summarized
in Algorithm 1.
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Algorithm 1: ε-WOA-DE based array synthesis proce-
dure
1: Set the number of elements N, the required array char-
acters, the initial population size NPini, maximum gener-
ation number Gmax.
2: Randomly generate NPini individuals
3: Calculate the fitness value by (5) and the constraint
violation by (7)
4: Set G = 1
5: while G < Gmax, do
6: for i = 1 : NPG, do
7: Calculate FG

i and CRG
i

8: Make mutant vector vG
i by (10) and (12)

9: Make trail vector uG
i using (11)

10: Calculate the fitness function by (5) and
the constraint violation by (7)

11: Select the next generation and update
the external archive

12: end for

13: G = G+1
14:end while
15: Output the best vector and the corresponding array
element positions

IV. NUMERICAL RESULTS

To verify the effectiveness and efficiency of the ε-
WOA-DE algorithm, two linear array synthesis examples
are presented and compared with CLPSO [9], WOA [10]
and MDE-CVP [12].

The initial population size NPini, the minimum pop-
ulation size NPmin and the maximum generation number
Gmax are set as 50, 10, 500, respectively. The other DE
control parameters are the same as those in [19]. For the
ε level handling, the decline speed cp is set as 2, ap is set
as 0.2, the threshold parameters T h, T c and ap1 are set
as 0.25, 150 and 0.2, respectively. For all examples, ten
independent trails are performed and the best simulation
results are evaluated.

The first example is a 28-element unequally spaced
linear array synthesis. For comparison, we set 2L =
15.8 λ , dc = 0.25 λ , θs = 90◦,θm = [120◦ 122.5◦ 125◦],
BWd = 8.35◦, τ = 0.05, SLLd = −23 dB and NDd =
−90 dB, respectively. The corresponding optimal array
geometry is shown in Table 1. Figure 2 compares the
radiation pattern obtained by the ε-WOA-DE algorithm

Table 1: Optimal geometries of the antenna arrays obtained by the the ε-WOA-DE algorithm
Example [ x1/λ ,x2/λ , ...,xN/λx1/λ ,x2/λ , ...,xN/λx1/λ ,x2/λ , ...,xN/λ ]
Example 1 [0.3380 0.6104 1.3092 1.8184 2.1648 2.8049 3.1209 3.4471 4.1020

4.9288 5.8134 6.5189 7.1720 7.9]
Example 2 [0.2042 0.6589 1.0253 1.3998 1.8792 2.2190 2.7378 3.0639 3.5908

4.0176 4.5907 5.0038 5.7295 6.6059 7.5015 8.4 ]
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Fig. 2. Best radiation pattern of the 28-element array
obtained by different algorithms.

and the other algorithm. The corresponding array pat-
tern factors comparison of different algorithms are listed
in Table 2. The ε-WOA-DE algorithm has achieved the
lowest SLL and satisfied all the required array pattern
characters in the two examples. The convergence plots of
the objective function value, constraint violation, and the
value of ε are shown in Fig. 3. The ε value is adjusted
adaptively during the optimization process while the
constraint violation declined gradually to 0. The algo-
rithm converges in generations, respectively.

The second example is a 32-element linear array.
The desired array factors are set as 2L = 16.8 λ , dc =
0.25 λ , θs = 90◦, θm = 99◦, BWd = 8.3◦, SLLd =
−23.5 dB and NDd = −110 dB, respectively. The opti-
mal array geometry is shown in Table 1. The perfor-
mance comparisons are presented in Fig. 4 and Table 3.
The ε−WOA-DE algorithm has met all the required

Table 2: Comparison of the MDE-CVP algorithm with
other algorithms for the 28-element array

Algorithm SLL, dB ND, dB BW, deg

CLPSO [9] -21.60 -60 8.35
WOA [10] -21.86 -106.27 8.49

MDE-CVP [12] -22.80 ≤−150 8.6
ε-WOA-DE -23.03 -114.02 8.6
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Fig. 3. Convergence curve plots of the 28-element array.
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Fig. 4. Best radiation pattern of the 32-element array
obtained by different algorithms.

Table 3: Comparison of the MDE-CVP algorithm with
other algorithms for the 32-element array

Algorithm SLL, dB ND, dB BW, deg

CLPSO [9] -22.73 -60.45 8.35
WOA [10] -23.62 -122.41 7.86

MDE-CVP [12] -22.98 ≤−150 8.4
ε-WOA-DE -23.83 -151.17 8.5

array pattern characters with lower ND and lowest SLL.
The convergence curves of the objective function, con-
straint violation, and the ε value can be seen in Fig. 5.

In order to investigate the convergence performance
and computational costs of the proposed ε-WOA-DE,
Table 4 compares the required number of fitness function
evaluations for convergence (NEC) in all examples. In
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Fig. 5. Convergence curve plots of the 32-element array.

Table 4: Convergence analysis of different methods

Algorithm
NECs

Example1 Example2

CLPSO [9] 47560 27360
WOA [10] 21460 7440

ε-WOA-DE 7711 6220

addition, the algorithm converges at around 24000 NECs
for all the examples in MDE-CVP [12]. In comparison,
the ε-WOA-DE algorithm not only has powerful search
capability but also performs quick convergence rate.

V. CONCLUSION

In this study, in order to optimize the positions of
the unequally spaced array under multiple constraints,
we propose a modified DE algorithm. The algorithm is
based on the LSHADE and modified by implementing
the adaptive constraint handling technique and integrat-
ing the spiral movement of the DE mutation process.
Simulation results show that the proposed ε-WOA-DE
algorithm has an improved performance in the array pat-
tern characteristics control and the efficient computation
time. Although ε-WOA-DE is only used for linear array
synthesis in this study, it is worth noting that the con-
straint handling implemented technique is suitable for
the other geometry array synthesis such as the circular
and planar array. In future, in order to more accurately
simulate and optimize the performance of unequally
spaced arrays, we will investigate the incorporation of
mutual coupling into the synthesis of unequally spaced
arrays.
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Abstract – In this paper, two band-pass filters based on
the high-order mode of spoof surface plasmon polari-
tons (SSPPs) are introduced. A novel compact bow-
folded strip is proposed as a cell, which exhibits per-
fect band-pass characteristics. By adjusting the width
and groove of the bow-folded strips, high-order mode
can be obtained to support the design of band-pass fil-
ters. Compared to the conventional single-side rectan-
gular groove SSPPs cell, our proposed bow-folded strip
structure cells reduce the electrical size by 59% and 70%
at the same cut-off frequency. In addition, the trans-
mission lines of the two proposed band-pass filters are
microstrip lines and their over-conversion structures are
simple trapezoidal over. A single-band and a dual-band
band-pass filters using the proposed SSPPs cell are fab-
ricated and measured, both having almost the same size.
The measured results are in good agreement with simu-
lated results, which verify the feasibility of our design.

Index Terms – band-pass filter, bow-folded strip, novel
compact, SSPPs.

I. INTRODUCTION

Surface plasmon polaritons (SPPs) refer to elec-
tromagnetic waves that are excited along the surface
of metallic media and propagate within the optical
frequency range, which have field-bound and field-
enhanced properties in the subwavelength range [1]. Due
to their strong optical confinement in the subwavelength
region and their ability to break the diffraction limit,
SPPs have garnered growing attention due to their poten-

tial applications in the design of integrated optical com-
ponents and circuits with high density. In 2004, Pendry
and his colleagues proposed the concept of spoof sur-
face plasmon polaritons (SSPPs). SSPPs and SPPs have
similar features [2]. The dispersion characteristics of the
spoof surface plasmon polaritons can be controlled by
directly changing the structure size of the SSPPs cell [3].
As a result, SSPPs research has received a lot of coverage
in the microwave and terahertz bands.

However, previously proposed devices based on
SSPPs are large-sized bulk structures, which poses a
challenge for the integration of SSPPs with microwave
and terahertz planar circuits. To solve this problem, Cui
and his coworkers proposed the conformal surface plas-
mons (CSPs) waveguide based on an ultra-thin and flex-
ible film printing grooved metal strip [4, 5], which accel-
erated the development of SSPPs technology. Since then,
different shapes of SSPPs transmission lines have been
reported, such as folded [6] and double-sided serrated
[7]. Based on this, functional devices based on SSPPs
transmission lines, such as filters [8–14], antennas [15–
17], power dividers [18–20], frequency dividers [21], and
so on, have been extensively investigated.

However, most of the above work is done based
on the design of the fundamental mode of SSPPs,
which requires complex transmission transitions in the
design of transmission lines. For the high-order mode of
SSPPs, there is no need to use the complex transmission,
only simple microstrip lines are needed to excite effec-
tively. When the groove depth in the SSPPs cell struc-
ture is greater than the period, the designed transmis-
sion line can operate in the high-order mode state [22].
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Some band-pass filters based on the high-order mode
of SSPPs have been reported [23–27]. However, these
SSPPs structures cannot achieve better size advantages.
The transitions of the SSPPs transmission lines are very
complex in the instance of multi-frequency filters now
being developed [28, 29]. Therefore, it is valuable to
study the application of a compact multi-frequency fil-
ter based on the high-order mode of SSPPs and a simple
SSPPs transmission line.

In this paper, we propose a novel bow-folded strip
SSPPs structure based on high-order mode for single-
band and dual-band band-pass filters. We study the con-
ventional rectangular groove SSPPs cell and the bow-
folded strip SSPPs structure. It is demonstrated that the
bow-folded strip SSPPs structure outperforms the tradi-
tional SSPPs structure in terms of size and better field
binding. The structural characteristics of the SSPPs cell
with a bow-folded strip are then examined. The first-
order high-order mode of the SSPPs structure is used
to construct a single-band band-pass filter by designing
the structural parameters. A dual-band band-pass filter
is constructed by using the first high-order mode and
the second high-order mode using a similar theoretical
method. Hence, it indicates the structure’s suitability for
designing band-pass filters and the commendable per-
formance of said filters. Moreover, the structure has the
advantage of miniaturization.

II. STUDY OF HIGH-ORDER MODE OF
SSPPs

In this section, we initially investigate the funda-
mental mode (Mode 0) and the first high-order mode
(Mode 1) of the bow-folded strip SSPPs structure. Sub-
sequently, by employing a straightforward trapezoidal
transition, we can successfully excite the Mode 1 of the
SSPPs, resulting in the generation of a passband that
exhibits exceptional transmission capability.

The SSPPs unit structure based on the bow-folded
strip structure is shown in Fig. 1 (b). Unlike the conven-
tional single-side rectangular groove SSPPs unit struc-
ture (Fig. 1 (a)), it is formed by etching bow-folded
strip on top of the rectangular groove SSPPs unit struc-
ture, based on Rogers RT5880 substrate with thickness
of 0.508 mm, relative dielectric constant of 2.2 and tan-
gent loss of 0.0009. In order to improve the SSPPs field
confinement capability, the backside of the substrate is a
continuous metal ground structure [30]. The dimensions
of two-unit structures are listed in Table 1. The period is
d, the deep grooves are h (slot depth of conventional rect-
angular groove) and h1 (slot depth of bow-folded strip),
the top edge is length l, and the line widths are W1 and
w, respectively.

As stated in the study conducted by [27], the sin-
gle grating structure of SSPPs demonstrates the ability to

(a)

(b)

(c)

(d)

Fig. 1. (a) Conventional rectangular groove SSPPs cell
structure, (b) bow-folded strip SSPPs cell structure,
(c) dispersion characteristics of conventional rectan-
gular groove and bow-folded strip SSPPs cells with
h1=h=6.2 mm, and (d) dispersion characteristics of con-
ventional rectangular groove and bow-folded strip SSPPs
cells with h1=6.2 mm, h=15 mm.
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sustain high-order modes of SSPPs if the depth of groove
h exceeds the period d. The number of SSPPs modes (N)
can be denoted by:

N = 1+ int(h/d). (1)

Table 1: The dimensions of two-unit structures
(unit=mm)

l d h h1 W1 w1 W w
4 7 6.2 6.2 2 2 0.5 0.5

The SSPPs cell structure is simulated using the
eigenmode solver of the commercial software CST
Microwave Studio. The boundary conditions for the
propagating x-direction are specified as periodic bound-
aries, and the non-periodic y- and z-boundaries are spec-
ified as either electric or magnetic boundaries. By setting
the intrinsic phase shift between periodic boundary con-
ditions to the parameter phase, one can use the parameter
scan function to get the mode frequency. According to
the definition, the conversion relation between the intrin-
sic phase shift value phase and the propagation constant
k in the propagation direction is as follows [31]:

k = phaseπ/180d. (2)
According to the dispersion curve in Fig. 1 (c), the

dispersion curves of both modes of SSPPs start from the
intersection with the dispersion curve of light in free
space. As the intrinsic phase shift value increases, it
gradually veers away from the light line until reaching
the maximum frequency value, known as the cut-off fre-
quency. When the dispersion curves closely approach the
cut-off frequency, the field’s binding capability to SSPPs
reaches its maximum strength. When h=h1=6.2 mm, the
cut-off frequency of the conventional rectangular groove
cell structure is 7.4 GHz and that of the bow-folded
strip cell structure is 3.5 GHz. Therefore, the designed
bow-folded strip cell structure in the same size has a
lower cut-off frequency than the conventional rectangu-
lar groove cell structure, indicating that the transmission
line of the bow-folded strip cell structure has a higher
field-binding force in the frequency band range of 0 to
14 GHz.

Here we investigate the characteristics of the high-
order mode, making h=15 mm and h1=6.2 mm. At this
point the transverse dimension of the designed bow-
folded strip structure reduces to 59% of the conventional
rectangular groove. The dispersion curves in Fig. 1 (d)
show that both the conventional single-side rectangu-
lar groove structure and the bow-folded strip appear in
high-order mode, and the cut-off frequencies of the fun-
damental and high-order mode are almost the same for
both. The fundamental mode of their cut-off frequency
is 3.5 GHz, featuring low-pass characteristics. The first

high-order mode cut-off frequency is 10.1 GHz, which
exhibits an inherent band-pass. Thus, it is shown that the
bow-folded strip structure occupies less area at the same
cut-off frequency. The groove depth primarily deter-
mines the cut-off frequency of SSPPs, thus leading to
this phenomenon. The curved groove of the bow-folded
strip SSPPs unitary structure increases the relative effec-
tive groove depth of the SSPPs and further reduces the
horizontal dimension. In addition, there is no overlap
between the fundamental and high-order mode, indicat-
ing single-mode propagation for each mode, unlike the
conventional rectangular waveguide.

Previous work has shown that the cut-off frequency
of SSPPs’ fundamental mode is mainly determined by
the groove h1. Further, it is also important to investi-
gate the relationship between the high-order mode and
the structural parameters of the bow-folded strip SSPPs
cell. As shown in Fig. 2 (a), when the width l of the
bow-folded strip SSPPs cell is increased from 2 mm
to 4 mm, the intersection of the first high-order mode

(a)

(b)

Fig. 2. (a) Dispersion characteristics of bow-folded strip
SSPPs cells of different l and (b) dispersion characteris-
tics of bow-folded strip SSPPs cells of different h1.
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with the light (i.e., the lower cut-off frequency) gradu-
ally decreases from 7.1 GHz to 4.8 GHz. The cut-off
frequency (i.e., the upper cut-off frequency) gradually
decreases from 13.9 GHz to 10.1 GHz. As shown in
Fig. 2 (b), when the length h1 of the bow-folded strip
SSPPs cell is increased from 4.2 mm to 6.2 mm, the
intersection of the first high-order mode with the light
(i.e., the lower cut-off frequency) gradually decreases
from 6.1 GHz to 4.8 GHz, and the cut-off frequency (i.e.,
the upper cut-off frequency) gradually decreases from
11.5 GHz to 10.1 GHz. As a result, the structural char-
acteristics of the bow-folded strip can influence the pass-
band frequency range created by the first-order higher
mode, and the desired passband can be flexibly altered
by choosing alternative structure sizes. As can be seen in
Fig. 2, the groove depth h1 and width l affect the cut-off
frequency of the high-order mode, so the desired pass-
band can be flexibly adjusted by setting different struc-
tural dimensions.

III. IMPLEMENTATION OF BAND-PASS
FILTERWITH HIGH-ORDER MODE

A. Single-band band-pass filter

Based on the above high-order mode analysis and
the proposed bow-folded strip SSPPs structure, a single-
band band-pass filter is designed, as shown in Fig. 3 (a).
It has an overall length of 53 mm. Table 2 shows
the optimized dimensions of the single-band band-pass
filter. Region I is a microstrip line with a character-
istic impedance of 50 ohm which is adopted as the
input/output waveguide. Region II serves as a straight-
forward trapezoidal interface, ensuring a smooth con-
nection between the microstrip lines and the proposed
SSPPs structure, thereby minimizing space occupation.
Region III comprises four identical units of SSPPs cells.

Table 2: The optimized dimensions of single-band band-
pass filter (unit=mm)

L0 Lm W0 W1 w l h1
7 5.5 1.55 2 0.5 4 6.2

Figure 3 (b) presents the simulated S-parameters of
single-band band-pass filter. Good band-pass character-
istics and efficient propagation are obtained in the fre-
quency range from 4.8 GHz to 10.1 GHz, with inser-
tion loss less than 0.3 dB and in-band return loss better
than 14 dB. The low and high frequency band edges of
the passband are located at 4.8 and 10.1 GHz, respec-
tively. This is essentially the same as the high-order
mode cut-off frequency of the bow-folded strip SSPPs
cell structure. While the fundamental mode produces a
low-passband ranging from 0 to 3.5 GHz, the insertion
loss in this range is significantly higher compared to the

(a)

(b)

(c)

(d)

Fig. 3. (Continued.)
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(e)

(f)

Fig. 3. (a) Schematic diagram of the structure of the
single-band band-pass filter, (b) S-parameters of the
single-band band-pass filter, (c) return loss of the single-
band band-pass filter with different W1, (d) return loss
of the single-band band-pass filter with different N, (e)
return loss of the single-band band-pass filter with dif-
ferent h1, and (f) electric field distribution of the single-
band band-pass filter at 7 GHz.

passband created by the first high-order mode. In this
design, the transmission method without the addition of
traditional staircase graduation SSPPs transition struc-
tures can effectively inhibit the low-pass effect of the
fundamental mode and enhance the band-pass character-
istics of the first high-order mode.

Among them, the return loss of the band-pass fil-
ter is affected by the width W1, the groove depth h1, the
length l, and the number of cells. As shown in Figs. 3 (c-
e), the return loss gradually decreases and shifts to the
left when W1 increases from 0.5 to 2 mm. The return
loss increases when the number of cells is 8, and the best
result is obtained when the number of cells is 4. The best
result is obtained when the return loss is 6.2 mm when h1
increases from 5.6 to 6.8 mm. Through the above anal-
ysis, it can be concluded that by optimizing the width,
groove depth, length and cell number, the return loss can
be improved, resulting in better performance of the band-
pass filter.

To further examine the propagation properties of the
high-order mode of SSPPs, we illustrate in Fig. 3 (e)

the electric field distribution of the single-band band-
pass filter at 7 GHz. Evidently, the transmission of
energy from the input port to the output port is done
efficiently. Hence, the successful stimulation of the high-
order mode enables the acquisition of a passband with
high efficiency.

B. Dual-band band-pass filter

In order to delve deeper into the characteristics of
the bow-folded strip SSPPs structure at high-order mode,
we piloted another dual-band band-pass filter design.
The dimensions of the bow-folded strip cell structure are
smaller, with a transverse dimension reduced to 70% of
the conventional rectangular groove cell structure with
h=22 mm. The total length of dual-band band-pass fil-
ter is 64 mm. Figure 4 (a) shows the schematic diagram
of the dual-band band-pass filter structure, and Table 3
shows the optimized dimensions.

The dispersion curve of the dual-band band-pass fil-
ter cell structure is illustrated in Fig. 4 (b), and it can be
seen that the groove depth clearly affects the total num-
ber of modes in the SSPPs structure, and there are two
high-order mode. There is a forbidden band between the
fundamental mode and the first high-order mode. There
is also a forbidden band between the second high-order
mode and the first high-order mode. The cut-off fre-
quency for the first high-order mode is 7.2 GHz, whereas
the cut-off frequency for the second high-order mode
is 11.5 GHz. It is worth noting that the fundamental
mode has a lower cut-off frequency compared to the
single-band band-pass filter unit structure. By observ-
ing Fig. 4 (c), it becomes evident that two passbands
are generated by the first high-order mode and the sec-
ond high-order mode, covering the frequency ranges of
3.57-7.2 GHz and 7.9-11.5 GHz, respectively. These fre-
quency ranges align with the dispersion curves illustrated
in Fig. 4 (b). The first high-order mode demonstrates an
insertion loss of below 0.2 dB, accompanied by a return
loss better than 19 dB. Similarly, the second-order high
mode shows an insertion loss lower than 0.3 dB and a
return loss better than 19.5 dB. Consequently, the sys-
tem exhibits a favorable response in terms of dual-band
filtering.

In order to obtain a comprehensive understanding
of the transmission characteristics, Fig. 4 (d) illustrates
the distribution of electric fields at frequencies of 5, 7.5,
and 10 GHz. At 5 GHz and 10 GHz passband range, the
microstrip line effectively converts the guided wave into
the SSPPs mode, resulting in a passband that exhibits
excellent transmission performance. It is important to
highlight that the electric field intensity is higher at
5 GHz compared to 10 GHz, indicating potential energy
losses during transmission. At the blocking band fre-
quency of 7.5 GHz, the majority of the electric field is
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(a)

(b)

(c)

(d)

Fig. 4. (a) Schematic diagram of the structure of the dual-
band band-pass filter, (b) dispersion characteristics of
the dual-band band-pass filter SSPPs cell structure, (c)
S-parameters of the dual-band band-pass filter, and (d)
electric field distributions of the dual-band band-pass fil-
ter at 5 GHz, 7.5 GHz, and 10 GHz.

concentrated on the initial SSPPs cell, resulting in the
blocking of signals within the blocking band range.

Table 3: The optimized dimensions of dual-band band-
pass filter (unit=mm)

L0 Lm W0 W1 w l h1
7 11 1.55 2 0.3 6 6.6

IV. TEST RESULTS

In an effort to confirm the possibility of employ-
ing the high-order mode SSPPs band-pass filter, we
fabricated and measured two distinct types of filters.
Figures 5 (a) and (b) show the single-band and dual-band
band-pass filters, correspondingly. This was achieved by
taking into account the correlation between the high-
order mode dispersion attributes of the proposed SSPPs
cell and the geometric alteration of the slot. To acquire

(a)

(b)

(c)

Fig. 5. (Continued).
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(d)

(e)

(f)

Fig. 5. (a) Fabricated samples of single-band band-pass
filter, (b) fabricated samples of dual-band band-pass filter,
(c)measuredand simulated result of the single-bandband-
pass filter, (d) measured and simulated result of the dual-
band band-pass filter, (e) comparison of simulated solder
loss result for single-band band-pass filter with measured
results, and (f) comparison of simulated solder loss result
for dual-band band-pass filter with measured results.

the S-parameters of the filter, we joined the filter with
two SMA connectors. The connectors were used to con-
nect the 50-ohm microstrip lines, and they were securely

attached to both ends of two fabricated prototypes for the
purpose of measurement. The results of the measurement
are very similar to the simulation. As shown in Fig. 5 (c),
the simulated return loss is better than 19 dB and the
measured return loss is better than 10 dB in the passband
from 4.8 GHz to 8 GHz, and the simulated return loss is
better than 20 dB and the measured return loss is better
than 10 dB in the passband from 8 GHz to 10.1 GHz. As
shown in Fig. 5 (d), the simulated dual-band band-pass
filter exhibits an insertion loss of less than 0.2 dB and a
return loss better than 19 dB in the frequency range of
3.57 GHz to 7.2 GHz. Correspondingly, the measured
dual-band band-pass filter showcases an insertion loss
below 0.7 dB and a return loss greater than 14 dB in
the identical frequency span. In the frequency range from
7.9 GHz to 11.5 GHz, the simulated dual-band band-pass
filter attains an insertion loss below 0.3 dB and a return
loss exceeding 19.5 dB. The measured dual-band band-
pass filter exhibits an insertion loss less than 1dB and a
return loss better than 10dB within the same frequency
range.

It can be seen that the measured results match well
with the simulation result curve, but the measured inser-
tion loss and return loss are both higher than the simula-
tion loss. This is mainly due to the SMA connector sol-
dering and manufacturing tolerance. In order to reduce
soldering loss, we can optimize the loss due to weld-
ing by simulating them before soldering, thus reducing
the loss due to soldering during measurement. As shown
in Figs. 5 (e) and (f), the S-parameters of the band-pass
filter are simulated with the same environmental factors
(with the same SMA connector and manufacturing tol-
erance) as in the measurement. It can be seen that the
S-parameters of the single-band and dual-band band-
pass filters with soldering loss agree with the curve fit
of the measured S-parameters. Therefore, the soldering
loss can be continuously optimized during the simula-
tion process so that the simulation results can reach the
best value to reduce the loss caused during soldering
and make a better agreement between the measurement
results and simulation results.

Table 4 presents a comparison of the performance
and size of the band-pass filters proposed in this study
with those previously reported based on the high-order
mode of SSPPs. Both band-pass filters proposed in this
research exhibit wider bandwidth fractions compared
to the previously suggested filters. Compared to the
single-band band-pass filters in [24, 27], the proposed
single-band band-pass filter in this paper achieves a size
reduction of nearly 50%while maintaining excellent per-
formance. The proposed single-band band-pass filter has
an insertion loss that is half of that in reference [23],
and it also achieves a size reduction of nearly 67%.
Compared to the single-band band-pass filters in [25],
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Table 4: Comparison of the proposed band-pass filters
based on the high-order mode of SSPPs with the previous
work
Ref. Number

of

Modes

f0
(GHz)

IL

(dB)

RL

(dB)

Horizontal

Dimension

(λg )

FBW

(%)

[23] Mode 1 11.5 2.3
measured

10
measured

0.59 56.5

[24] Mode 1 7.79 1.46
measured

10
measured

0.39 43.4

[25] Mode 1 8 1.7
measured

12
measured

0.24 50

[26] Mode 1
Mode 2

7.95,
14.65

0.2,
0.36

simulated

15,
15

simulated

0.2,
0.36

64.2
29.4

[27] Mode 1 8.2 0.16
simulated

12.6
simulated

0.47 58

This
work

Mode 1 7.5 0.3
simulated

1
measured

14
simulated

10
measure

0.2 78.5

Mode 1
Mode 2

5.4,
9.7

0.2,
0.3

simulated
0.7,
1

measured

19,
19.5

simulated
14,
10

measured

0.15,
0.27

67.2
37.1

the proposed single-band band-pass filter demonstrates
advantages in terms of insertion loss and size. With
nearly identical dimensions, we have fabricated dual-
frequency band-pass filters using first high-order mode
and second high-order mode. According to Table 4, the
size of the proposed dual-band band-pass filter is smaller
than that of the dual-band band-pass filter of [26] and the
performance of this filter is better.

Hence, both of the proposed band-pass filters pos-
sess the benefits of a compact structure and minimal
insertion loss, and have potential application in inte-
grated devices.

V. CONCLUSION

In this paper, we design two types of band-pass
filters: single-band and dual-band filters. These filters
utilize the high-order mode of spoof surface plasmon
polaritons as their foundation. Compared to the conven-
tional single-side rectangular groove SSPPs cell, our pro-
posed cells reduce the electrical size by 59% and 70%
at the same high-order cut-off frequency. By simulat-
ing the dispersion curves of the SSPPs cell structure,
we examine the primary parameters that impact the cut-
off frequency of both the fundamental and high-order
mode of SSPPs. The simulation and measurement of the
single-band and dual-band band-pass filters, which are
based on the high-order mode of SSPPs with a bow-
folded strip structure, are performed using microstrip

line feed. The simulation results align well with the mea-
sured results, demonstrating the feasibility of applying
the SSPPs high-order mode to band-pass filter design.
We also verified the key factors that cause a slight differ-
ence between the measured and simulated results. The
simplicity and small size of the proposed structure and
design method suggest promising potential applications
in plasma devices and systems.
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Abstract – In view of the challenges and difficulties
encountered in the analysis and application of time-
driven ultra-wideband array antennas (TD-UWB arrays),
this study investigates the pulse radiation characteris-
tics of discretized apertures based on aperture radiation
theory and space superposition principle. The impact of
discretized aperture linear arrays and planar arrays to
restore the radiation of original aperture is examined,
along with an analysis of how discretization methods
influence the radiated pulse waveforms. The potential
application of discretized aperture radiation in research
of TD-UWB array antennas is studied, and a method is
proposed for predicting time-domain radiation character-
istics of TD-UWB arrays. Numerical results demonstrate
that the proposed method derived from the discretized
aperture radiation can effectively predict the temporal
pattern and radiation waveforms of TD-UWB arrays.
The research expands and advances the practical appli-
cations of aperture radiation, thereby offering a novel
perspective for analyzing the radiation characteristics of
TD-UWB arrays.

Index Terms – discretized aperture, pulse radiation char-
acteristics, tangential electric field, TD-UWB arrays,
time-domain pattern.

I. INTRODUCTION

With the rich frequency components and short-pulse
characteristics in time-domain [1], ultra-wideband pulses
have demonstrated significant advantages and exten-
sive potential applications in ground penetrating radar
[2, 3], high-precision positioning [4, 5], biomedicine
[6, 7], wireless communications [8, 9], nondestruc-
tive testing [10] and electromagnetic compatibility
[11–14] as well as other domains. Sequentially, the ultra-
wideband antenna has been a research focus within the
field of antenna technology [15–17]. Time-driven ultra-
wideband array antenna (TD-UWB array) enhances the
radiation gain by increasing the aperture area, while
also expanding the capabilities of the radiation sys-

tem through the introduction of multiple spatial degrees
of freedom such as beam customization and waveform
reconstruction [18]. This approach has emerged as a
prominent method for generating and applying ultra-
wideband time-domain pulses [19–23]. The radiation of
ultra-wideband pulse falls within the realm of transient
electromagnetics, which indicates that the study of ultra-
wideband array antenna significantly deviates from con-
ventional time-harmonic antennas. The introduction of
time variable results in the radiation characteristics of
UWB array antennas having dual dependencies on both
time and space. In addition, the radiation performances
are not only related to the element antenna structure and
array scale but also depend on excitation pulse wave-
forms and delay constraint conditions [21]. Because of
the influences of multiple factors, there is a dearth of
robust research methodologies for the analysis of ultra-
wideband array antennas. Specifically, array pattern syn-
thesis and beamforming pose significant challenges due
to the absence of universally applicable field distribution
functions.

Analysis of array antennas is closely tied to the array
factor, which serves as a concrete representation of the
spatial arrangement of the array elements. Foo proposed
the temporal array factor to describe the pattern char-
acteristics of UWB array antenna in time-domain [22].
Yan et al. introduced the temporal array factor of pla-
nar array with the basis of the three-dimensional impulse
point source response, and further proposed the theory
of time-domain pattern convolution employing the tem-
poral array factor of isotropic planar array and time-
domain pattern of array element [23]. However, the mea-
surements of time-domain pattern and radiation pulses is
indispensable in practical applications. The extraction of
array factors can solely investigate the impact of array
layout and scale on the time-domain pattern. Neverthe-
less, a complete depiction of time-domain radiation char-
acteristics necessitates integrating the array factors with
the radiation characteristics of array elements. Fortu-
nately, aperture radiation encompasses both aspects and
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provides a direct assessment of the combined effect. That
is the aperture radiation characteristics already demon-
strate the influence of both tangential electric field and
aperture dimensions, without requiring additional extrac-
tion of the array factor. Aperture radiation theory derived
from the equivalent source theorem of electromagnetics
is an effective means for analyzing the radiation charac-
teristics of aperture antennas [24–26]. Nevertheless, the
application of aperture radiation theory on the analysis
and prediction of radiation characteristics for TD-UWB
arrays remains a technical challenge.

To break the current dilemma and satisfy practi-
cal requirements, an investigation is conducted into dis-
cretized aperture radiation characteristics. Then the real-
istic applications of discretized aperture radiation are dis-
cussed. Subsequently, a method for rapidly predicting the
pulse radiation characteristics of TD-UWB array anten-
nas is proposed, thereby offering a novel approach to
analyze TD-UWB arrays. This paper is organized as fol-
lows. The first section is the introduction of the research
background. The second section reviews the derivation
of aperture radiation theory and the solution method in
time-domain and presents two discretization approaches
for radiation apertures. The third section analyzes the
radiation characteristics of the discretized aperture pla-
nar arrays. In the penultimate section, the potential appli-
cations of discretized aperture radiation are explored and
a verified prediction method for pulse radiation char-
acteristics of TD-UWB arrays is proposed. The final
section is the conclusion of this paper.

II. APERTURE RADIATION THEORY
A. Derivation of aperture radiation in time-domain

A rectangular aperture is taken as an example to
review and derive the aperture radiation field in time-
domain. Figure 1 illustrates the radiation diagram of a
rectangular aperture, which is positioned in the x-y plane
with side lengths a and b. The tangential electric field on
the aperture is uniformly distributed in the y direction.
Point P represents the external field point of the radia-
tion aperture. To differentiate the source point and field
point, the coordinates of source points are denoted by a
superscript.

Based on the surface equivalent source theorem, an
ideal conductor is chosen as the medium within the aper-
ture, allowing only for consideration of the equivalent
magnetic current contribution on the aperture surface
[27]. The equivalent magnetic current on the aperture
surface can be obtained from the tangential electric field:

−→
J m =−−→n ×−→

E t , (1)
where −→n is the unit vector in the normal direction of the
aperture and

−→
E t refers to the tangential electric field.

Ignoring the edge effect of radiation aperture, the
electric field at external field point can be obtained by

Fig. 1. Radiation diagram of the rectangular aperture.

Maxwell’s equations with magnetic current source:
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where R refers to the distance between field point and
source point.

Employing a series of vector analysis to simplify the
integral term in equation (2), the electric field radiated
from the equivalent magnetic source is derived as fol-
lows:
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It is assumed that the tangential electric field on the

aperture is denoted as:

Et
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= f
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c

)
. (4)

Then, the radiated electric field expressions in differ-
ence polarizations at external field point are presented:

E (−→r , t)−→e y =
−1
4πc

∫
s

⎡
⎢⎢⎣
(

z−z
′)

R2 ·
∂ f
(−→

r
′
,t− R

c

)
∂ t

+
c
(

z−z
′)

R3 f
(−→

r
′
, t − R

c

)
⎤
⎥⎥⎦ds

′
,

(5)
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The results illustrate that the tangential electric field
in y direction generates two kinds of electric field com-
ponents in orthogonal polarization directions. The elec-
tric field in y direction is the principal polarization com-
ponent, which is the focus to be investigated. Addition-
ally, it can be clearly observed from the electric field
expressions that the distribution of the tangential elec-
tric field and the aperture dimensions are key points to
determine the radiated pulse waveforms and amplitude.
Specifically, there are many variations of the tangential
electric fields, which is exactly the emphasis and signif-
icance to utilize the aperture radiation theory to conduct
realistic problems.

The integration is transformed into summation
through discretization approach to calculate the princi-
ple polarized electric field [28]. Firstly, the time variable
is represented as follows:

t = nΔt +
R
c
. (7)

Then, the discretization forms of equation (5) are
conducted as:

E
(
−→r ,nΔt +

R
c

)
−→e y = ∑

i, j

⎡
⎣ Ai, j f ((n+1))
+Bi, j f (n)
+Ci, j f ((n−1))

⎤
⎦ΔxΔy,

(8)
where Δt refers to the time step, ΔxΔy is the cell area in
summation, and other coefficients are defined as follows:⎧⎨

⎩ Ai, j = 1
4πc

(
z−z

′
i

)
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1
4πc

c
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Ci, j = − 1
4πc

(z−z′i)
2ΔtR2
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Furthermore, rounding operation is conducted on
equation (8), and a new coefficient α is introduced:

α = n+
R

cΔt
−n∗

∣∣∣∣
n∗=round(n+ R

cΔt )
. (10)

The new coefficient describes the relationship
between radiated electric field in different moments,
which is the propagation characteristics of transient elec-
tromagnetic waves:{

E (−→r ,n∗) = (1−α)E
(−→r ,n+ R

cΔt

)
E (−→r ,n∗+1) = αE

(−→r ,n+ R
cΔt

) . (11)

Finally, the discretized calculation expressions for
principal polarized electric field are derived as:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

E (−→r ,n∗ −1) = ∑i, j [(1−α)Ai, j f2 (n)]ΔxΔy

E (−→r ,n∗) = ∑i, j

[
(1−α)Bi, j f2 (n)
+αAi, j f2 (n)

]
ΔxΔy

E (−→r ,n∗+1) = ∑i, j

[
(1−α)Ci, j f2 (n)
+αBi, j f2 (n)

]
ΔxΔy

E (−→r ,n∗+2) = ∑i, j [αCi, j f2 (n)]ΔxΔy

.

(12)
It is worth mentioning that the time step in the above

calculations must be much less than the rise time or fall
time of the excitation pulse. The derived expressions are
the specific calculation process of the electric field, not

the aperture discretization involved in this paper. In the
next section, the aperture discretization methods will be
discussed in detail.

B. Aperture discretization approach

The aperture radiation process and expressions of its
radiated electric field show that there are two kinds of
discretization approaches for radiation aperture.

The first approach is focused on the discretization
to the tangential electric field distribution function. That
means, the tangential electric field with different ampli-
tudes and time sequences on different aperture positions
are expressed by special functions. With the basis of
above analysis, the tangential electric field in equation
(4) can be represented as follows:

f
(−→

r
′
, t
)
= f1

(−→
r
′
)

f2

(
t − td

(−→
r
′
))

, (13)

where f 1 refers to the amplitude function of the tangen-
tial electric field varying with positions, and td describes
the time delay between different source points.

Let us take a simple example to demonstrate the cal-
culation of radiated electric field. It is assumed that the
amplitudes of the tangential electric field on the aperture
vary along the x direction, and the time delay for each
source point is the ratio between source point coordinate
x’ and light velocity. Then, equation (5) can be further
crystallized:
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To simplify the practical calculation, the time delay
term can be denoted as:

x
′
i = micΔt. (15)

Next, the radiated electric field of the aperture
excited by discretized tangential electric field can be cal-
culated as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

E (−→r ,n∗ −1) = ∑i, j
[
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ΔxΔy

.

(16)
Equation (16) shows that, when taking the first

approach to solve the discretized aperture radiation char-
acteristics, the amplitude matrix of the tangential electric
field should be given in advance. Time delay should be
transformed into mi. If the time delay varies along both
x and y directions, the matrix of time delay is necessary
written as mi j. These operations ahead of radiation calcu-
lation brings additional complexities, resulting in obvi-
ous inconveniences.



WANG, NING, CAO, LIU, ZHANG: INVESTIGATION ON PULSE RADIATION CHARACTERISTICS OF DISCRETIZED APERTURES 310

The second discretization approach can be derived
from TD-UWB array antennas. The key point is dividing
the original aperture into several small apertures with the
same area. Employing the calculation method in section
II.A, the radiated electric field of arbitrary small aperture
with uniform tangential electric field can be calculated
easily. Then, simple translations are conducted to obtain
the electric field waveforms radiated by small apertures
at the external field point. The translations are deter-
mined by distances between field point and the centers of
these small apertures. It should be noted that, the ampli-
tudes and time delays of the tangential electric fields for
each small aperture can also be considered in the trans-
lation operations. The final step is space superposition,
and the radiated electric field is calculated as follows:

−→
E (−→r , t)−→e y =

N

∑
i

fi
−→
E i (

−→r i, t − tdi)
−→e y, (17)

where fi refers to the tangential electric field amplitude
of the ith small aperture,

−→
E i refers to the radiated elec-

tric field at the external field point of the ith small aper-
ture, and tdi is the time delay of the corresponding small
aperture.

Compared with the first discretization approach, the
second approach obviously simplifies the calculations by
putting the operations to amplitude and time delay of
small aperture in the middle step, and the physical mean-
ing of the time delay distribution is clearer.

III. DISCRETIZED APERTURE RADIATION
CHARACTERISTICS

The calculation expressions of radiated electric field
and the physical process of aperture radiation illustrate
that the number of integral cells decreases after dis-
cretization operations, leading to an increase of the cal-
culation efficiency. However, how to discretize the aper-
ture reasonably and the corresponding discretized aper-
ture radiation performances are significant problems to
investigate. Therefore, an example is employed to fur-
ther verify and illustrate the radiation characteristics of
the discretized aperture array.

It is assumed that there is a rectangular aperture as
shown in Fig. 1 with side lengths of 1.2 m and 0.6 m.
The second discretization approach is operated on this
aperture to obtain two discretized aperture linear arrays
and three discretized aperture planar arrays. Typical dis-
cretized arrays are drawn in Fig. 2. Other discretized
array parameters are listed in Table 1.

Two Gaussian pulses with pulse widths of 0.6 ns
and 1 ns are employed as the tangential electric field as
shown in Fig. 3. All tangential electrical fields are uni-
formly distributed in each discretized aperture, so as to
study the differences and connections between the radi-
ation characteristics of the single and these discretized
aperture arrays.

Fig. 2. Typical discretization of the rectangular aperture.

Fig. 3. Two Gaussian pulses with different pulse widths.

Table 1: Array parameters of discretized aperture arrays
No. 1 2 3 4 5 6

Type Single Linear Planar
Row 1 5 1 3 6 12

Column 1 1 6 4 8 12
hE /m 0.60 0.08 0.60 0.18 0.075 0.028
wH /m 1.20 1.20 0.15 0.27 0.115 0.056
dE /m — 0.13 — 0.21 0.105 0.052
dH /m — — 0.21 0.31 0.155 0.104

According to the calculation method outlined in
section II, the radiation field waveforms of each aper-
ture excited by different tangential electric field pulses
are obtained and compared. Specifically, Figs. 4 and 5
illustrate a comparison of radiation field waveforms at
three field points radiated by apertures 1 and 4 under dif-
ferent excitation pulses. The coordinates of these three
field points are (0,0,10), (8,0,10), and (8,8,10), respec-
tively.

Figures 4 and 5 demonstrate intuitively that the field
waveform characteristics of discretized aperture planar
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Fig. 4. Electric field waveforms of aperture 1 and 4
excited by Gaussian pulse with pulse width of 1 ns.

Fig. 5. Electric field waveforms of aperture 1 and 4
excited by Gaussian pulse with pulse width of 0.6 ns.

array 4 at three field points are essentially consistent with
those of aperture 1 when excited by the same tangential
electric field distributions.

To provide a more general comparison, the radiation
field waveforms of aperture 1 are taken as references at
each field point, and the pulse mean square error (pulse
RMS) is utilized to quantify the impact of aperture dis-
cretization on the radiation field waveform. The calcula-
tion for pulse RMS is as follows [29]:

σ =

√√√√√∫T
[

Ei(t)
|(Ei(t)max)| −

E0(t)
|E0(t)max|

]2
dt∫

T
(
E0 (t)

/ |E0 (t)max|
)2 dt

, (18)

where Ei and E0 refer to the electric field waveforms of
the ith aperture and the aperture 1, Eimax and E0max are the
corresponding electric field amplitudes, and T represents
the duration time. According to equation (18), the pulse

RMS of the radiation field waveforms for each aperture
relative to aperture 1 can be computed under varying tan-
gential electric fields, as illustrated in Fig. 6.

Fig. 6. The pulse RMS of the electric field waveforms for
each aperture excited by Gaussian pulses.

As observed from Fig. 6, the discretization to the
rectangular aperture introduces a slight distortion to the
waveforms of the radiation field. The extent of this dis-
tortion is dependent on both the tangential electric field
and the chosen approach of discretization. This phe-
nomenon can be analyzed by the principles and pro-
cesses involved in aperture radiation. Specifically, when
an aperture is decomposed into a discretized aperture
array, empty gaps devoid of tangential electric field dis-
tribution emerge between individual element apertures.
These gaps, illustrated in Fig. 2, do not contribute to
the overall radiation field and consequently result in
discontinuities during superposition with adjacent aper-
ture cells. Consequently, a subtle waveform distortion
becomes apparent. Furthermore, this distortion is influ-
enced by both the tangential electric fields and the size
of these blank gaps. In other words, for tangential elec-
tric fields of different pulse widths, it may be possible
to select an appropriate gap size or discretization method
that closely approximates the radiation performances of
the original aperture.

The above analysis suggests that reasonable selec-
tion of discretized aperture can be further investigated
by incorporating the following variables:

Dc =

√
d2

E +d2
H

τc
, (19)

where τ is the time constant of the Gaussian pulse and c
denotes the speed of light.

Taking aperture 4 and 6 as examples, the variation
curves of pulse RMS of radiation field waveform versus
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Dc at the field point of (8,8,10) under different tan-
gential electric field pulses are solved and compared in
Figs. 7 and 8.

Fig. 7. Radiated pulse RMS at (8,8,10) of aperture 4 and
6 excited by Gaussian pulse with pulse width of 1 ns.

Fig. 8. Radiated pulse RMS at (8,8,10) of aperture 4 and
6 excited by Gaussian pulse with pulse width of 1 ns.

The raising of Dc leads to a linear increase of the
pulse RMS as observed from Figs. 7 and 8, which means
the distortion is more serious. When Dc is below 1.4, all
pulse RMS are less than 0.2. These results demonstrate
that when employing a discretized aperture planar array
to restore the original aperture for reducing computation
consumption, certain conditions must be met to ensure
close resemblance to the radiation field waveforms of
original aperture.

Despite the calculations and comparisons of radia-
tion field waveforms, an investigation into the tempo-
ral pattern of each aperture is also conducted. Figure 9

depicts the E-plane and H-plane time-domain patterns of
each aperture excited by the Gaussian pulse with pulse
width of 1 ns.

Fig. 9. Time-domain patterns of each aperture excited by
the tangential electric field with pulse width of 1 ns.

The time-domain patterns in E-plane and H-plane
of each aperture exhibit a relatively consistent behavior
when excited by the same tangential electric field wave-
forms. This indicates that the discretized aperture planar
arrays still retain original pattern characteristics, which
essentially correspond to the array factor. Discretization
accurately restores the array factor of the original aper-
ture. In general, more emphasis is placed on the 3-dB
beam width. The differences of each aperture’s 3-dB
beam width with respect to aperture 1 are depicted in
Fig. 10.

In the case of the planar array, apertures 4, 5, and 6
exhibit distinct differences in time-domain patterns com-
pared to aperture 1, as clearly depicted in Fig. 10. How-
ever, for the linear array, both the H-plane pattern of
aperture 2 and the E-plane pattern of aperture 3 remain
consistent with that of aperture 1. This indicates that the
discretizing way of linear array effectively preserves the
array factor in respective planes. Consequently, two addi-
tional small apertures (aperture 7 and aperture 8) are con-
structed for further analysis. They are the dashed boxes
in Fig. 2. The dimensions of aperture 7 are wH=1.2 m
and hE=0.1 m, while those of aperture 8 are wH=0.1 m
and hE=0.6 m.

Figure 11 presents the calculated time-domain pat-
terns for these two apertures excited by a tangential elec-
tric field with pulse width of 1 ns. The time-domain pat-
tern in H-plane of aperture 7 is observed to be nearly
identical to that of aperture 1, while the pattern in E-
plane of aperture 8 closely resembles that of aperture 1.
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Fig. 10. The differences of the 3-dB beam width with
respect to aperture 1.

Fig. 11. Time domain patterns of aperture 7 and 8.

This suggests that the time-domain pattern in the corre-
sponding plane can be equivalently calculated using two
smaller apertures.

When a Gaussian pulse with pulse width of 1 ns
and an amplitude of 1 kV/m is employed as the tangen-
tial electric field waveform, the comparisons between the
electric field waveforms radiated by these apertures at
typical field points are made in Fig. 12. The change in the
number of integral aperture elements leads to a modifica-
tion in the amplitude of the radiation electric field. There-
fore, the ratio between the area of new constructed aper-
ture and aperture 1 is employed as an amplitude coef-
ficient, enabling us to obtain the complete waveform of
the radiation field.

Fig. 12. The radiated electric field waveforms at typical
field point.

Figure 12 clearly shows that the accurate calcula-
tion of the radiation field waveform at the field points
on the E-plane and H-plane can be achieved by utilizing
two narrow apertures. This is attributed to the symmet-
ric time delay effect caused by the distance R between
the field and source points when solving for the radia-
tion field waveform at either E-plane or H-plane. In other
words, the radiation field waveform at a given field point
in E-plane or H-plane solely depends on the source point
located in that respective plane.

IV. ANALYSIS AND DISCUSSION OF
POTENTIAL APPLICATIONS

This section focuses on exploring potential appli-
cations of discretized aperture for analyzing TD-UWB
array antennas. Figure 13 (a) depicts an antipodal Vivaldi
antenna with the dimensions indicated, which is a typical
UWB antenna. The dielectric substrate utilized is FR4,
with the relative dielectric constant of 4.3 and loss tan-
gent of 0.025. Employing the antipodal antenna as the
array element, an 8×8 time-driven array is constructed
as illustrated in Fig. 13 (b). The spacing between array
elements on the E-plane is dE=0.27 m, while on the H-
plane the spacing is dH=0.15 m. The reduced scale of
this array antenna aims to alleviate computational bur-
den during numerical simulations.

Based on the aperture radiation theory, there are two
crucial factors for predicting the time-domain radiation
characteristics of the TD-UWB arrays. The first is the
equivalent aperture, while the second is the tangential
electric field on the aperture. According to the analysis in
section III, two narrow apertures can be employed sep-
arately to solve and estimate the time-domain radiation
characteristics of this array antenna under synchronous
excitation mode. The dimensions of these two narrow
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Fig. 13. The antipodal Vivaldi antenna and the 8×8 array
antenna.

apertures are 1.2 m × 0.1 m (aperture E) and 0.1 m ×
2.16 m (aperture H), respectively.

According to the radiation process of the array
antenna, the tangential electric field of its equivalent
aperture is an intermediate quantity that relies on both
the excitation pulse of the array antenna and element
antenna structure. Also, it serves as the source for the
aperture radiation field. For simplicity, numerical sim-
ulation based on finite integral techniques is employed
to obtain the tangential electric field waveform. First, to
construct a 5×5 subarray, the layout of which is the same
as the 8×8 array antenna in Fig. 13 (b). Then, the elec-
tric field in the reactive near-field region of the middle
element of the subarray is extracted and serves as the tan-
gential electric field on the aperture surface. This opera-
tion has taken the mutual coupling of the array elements
into account. It is assumed that the excitation pulse is
still the Gaussian pulse with pulse width of 1 ns and
amplitude of 7.07 V/m. The extracted tangential elec-
tric field waveform by numerical simulation is displayed
in Fig. 14.

Fig. 14. The extracted tangential electric field waveform.

The distribution of tangential electric field on the
radiation aperture surface of the array antenna is non-
uniform. This means that there exists a certain amplitude
and time delay distribution of tangential electric fields
on the equivalent aperture. However, for simplicity pur-
poses, the uniform distribution of tangential electric field
on each narrow aperture is assumed as the precondition.
Then, the time-domain patterns in E-plane and H-plane
of the 8×8 array antenna are predicted, employing aper-
ture E and H, as illustrated in Fig. 15.

Fig. 15. The predicted time-domain patterns in the H-
plane and E-plane of the 8×8 array antenna.

As can be clearly seen from Fig. 15, the time-
domain pattern in E-plane predicted by aperture E (2.16
m × 0.1 m) exhibits excellent agreement with the sim-
ulated results of the 8×8 array antenna, while for the
H-plane pattern, the agreement is only observed within
the range of ±30◦. However, notable disparities emerge
beyond this range due to the fact that the prediction
solely considers radiation contributions from the front
of the array, whereas there are additional contributions
emitted by the side array elements outside ±30◦ in
numerical simulations. Remarkably, considering that the
3-dB beam width in H-plane is merely ±12◦, these find-
ings adequately meet estimation requirements.

Additionally, the radiation field waveforms at typ-
ical field points can be accurately predicted using the
two narrow apertures, as depicted in Figs. 16 and 17.
The radiated electric field waveforms predicted by the
two narrow apertures exhibit remarkable concordance
with the numerical results in terms of both amplitude
and waveform characteristics. This further exemplifies
the efficacy of utilizing narrow apertures to predict the
radiation characteristics of array antenna.

Similar to phased arrays, TD-UWB array antennas
are capable of beam scanning. In this case, the narrow
aperture can be discretized to predict the time-domain
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pattern during beam scanning mode. For instance, when
the 8×8 array antenna operates in beam scanning mode
in E-plane, the aperture E is discretized into an 8×1
linear array consisting of small apertures measuring
0.24 m × 0.1 m.

Fig. 16. The electric field waveforms at two field points
predicted by aperture H.

Fig. 17. The electric field waveforms at two field points
predicted by aperture E.

The waveform shown in Fig. 14 is still utilized as
the excitation tangential electric field, but the excitation
time sequence (i.e., tdi in equation (17)) is reset accord-
ing to beam scanning mode [30]. The time-domain pat-
terns operating in E-plane beam scanning mode are pre-
dicted and compared with simulated results, as depicted
in Fig. 18. Notably, the field strengths working in beam
scanning mode are normalized relative to that of princi-
pal axis radiation field strength during synchronous exci-
tation.

Figure 18 demonstrates that the time-domain pat-
terns in E-plane with different scanning angles are all
in good agreement with the simulated results. Moreover,
it is observed that the field strength on the principal axis
decreases as the scanning angle increases. The quanti-
tated results for both 3-dB beam widths and scanning
angles are presented in Table 2.

Fig. 18. Comparisons of time-domain patterns in E-plane
beam scanning mode.

Table 2: The quantitated results of time-domain pattern
in E-plane beam scanning mode

Time delay/ns 0 0.16 0.31 0.45
Desired angle/◦ 0 10.24 20.15 30.00
Simulated angle/◦ 0 10.00 20.00 29.00
Simulated BW/◦ 13.54 13.95 14.69 15.90
Predicted angle/◦ 0 10.00 19.00 28.00
Predicted BW/◦ 14.63 14.86 15.57 16.26

The results presented in Table 2 demonstrate a close
agreement between the predicted scanning angles and
both the simulated and desired values. Although the
predicted 3-dB beam width (BW) slightly exceeds the
numerical results, the consistent trend suggests that this
method is suitable for analyzing radiation characteristics
of TD-UWB arrays operating on beam scanning mode.
Additionally, Fig. 19 compares the predicted and sim-
ulated radiation field waveforms at two different field
points when the beam scanning angle is set to 20◦.

Figure 19 demonstrates that the method can also cor-
rectly predict the amplitude and oscillating characteris-
tics of electric field waveforms for the TD-UWB array
within beam scanning mode.

In this section, the tangential electric field wave-
form on the equivalent aperture is extracted by numer-
ical simulation to simplify the whole prediction process,
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Fig. 19. The predicted radiated electric field waveforms
at typical field points (FP) with the E-plane beam scan-
ning angle of 20◦.

and aimed to demonstrate the potential applications of
discretized aperture radiation. There are various meth-
ods to obtain equivalent tangential electric field wave-
forms, such as using normalized waveforms or combin-
ing impulse responses with measured radiation fields
for inversion. All of these approaches allow for pre-
dicting time-domain patterns and radiated electric fields
of TD-UWB array antennas through aperture radiation,
enabling further study and design of TD-UWB arrays
and facilitating pattern synthesis.

V. CONCLUSION

Aperture radiation theory is derived from the equiv-
alent source theorem of electromagnetics, which pro-
vides an effective approach for analyzing the radiation
characteristics of array antennas. This paper presents
a comprehensive review of the derivation process and
solution method for aperture radiation theory. Various
discretized aperture planar arrays were constructed to
investigate the radiation characteristics, such as wave-
form analysis, pulse mean square error evaluation, and
time-domain pattern examination. The results demon-
strate that a reasonable discretization accurately reflects
and restores the radiation characteristics of the origi-
nal aperture while significantly improving computational
efficiency through reduced integral surface elements.
Moreover, employing narrow apertures with dimensions
identical to the original aperture in E-plane or H-plane
enables rapid calculation of radiation field waveforms
and time-domain patterns within these planes. Building
upon the analysis of discretized aperture radiation, the
potential applications in TD-UWB array antennas are
discussed, and a fast method for predicting the time-
domain radiation characteristics of TD-UWB arrays is

proposed and validated through numerical simulation.
The findings and research expand upon practical applica-
tions of aperture radiation theory while providing novel
ideas and methods for analysis and design of TD-UWB
arrays. Furthermore, the proposed method can serve as
a foundation for array antenna synthesis while offering
guidance towards engineering implementation.
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Abstract – This paper presents an 8-port MIMO antenna
array for use with 5G handsets. The proposed MIMO
antenna array comprises eight U-shaped, coupled-fed
slot antenna components placed symmetrically on a
0.8 mm thick FR4 substrate. Each antenna has 200 MHz
bandwidth and covers 3.4-3.6 GHz. The operational fre-
quency range includes LTE band 48 for 5G cellular appli-
cations. Using spatial and polarisation diversity, antenna
components are isolated by over 15 dB. The prototype
antenna is fabricated and measured, and the experimen-
tal results agree with the simulated results. The esti-
mated Envelope Correlation Coefficient (ECC), less than
0.035 based on radiation characteristics, shows that the
suggested MIMO antenna array performs well in diver-
sity. These characteristics indicate that the proposed
MIMO antenna is a viable solution for 5G smartphone
applications.

Index Terms – 5G, 8-port, ECC, MIMO, sub-6 GHz.

I. INTRODUCTION

5G wireless communication will make it feasible to
move large amounts of data at a high pace and engage
in intelligent wireless communication. However, com-
munication through 5G has unique challenges, such as
high data rates and stringent requirements for channel
capacity. The MIMO technology that supports wide-
band operation may be the best choice for accomplishing
these goals [1, 2]. Compared to 3G and 4G smartphones,
5G devices must have MIMO that is 8×8, and must
also have broadband capabilities [3, 4]. Adding more
antenna components may enhance transmission rates
and channel capacity. As a result, the MIMO system’s
overall performance would deteriorate [5–8]. Because
of their restricted design, mobile phones make it hard
for users to experience a greater sensation of separa-
tion from others. These technologies (MIMO), which are
now accessible for commercial use, have been shown

to increase system performance in terms of high data
rate and channel capacity [8–14], and they are now in
widespread use. Several publications have presented nar-
rowband MIMO antenna designs for 5G smartphones.
The impedance bandwidth was increased to encompass
more sub-6 GHz operating bands [15–19]. The increas-
ing distance between antenna components requires var-
ious decoupling solutions. Several different decoupling
strategies have been used in the fight against isolation.
MIMO isolation was enhanced by the use of spatial
and polarization diversity techniques and an increase in
the distance between the various antenna components
[20, 21]. Improved isolation has also been achieved using
hybrid resonators, EBG structures, neutralising lines,
FSC, and inverted-I ground slot technologies [22, 23].
According to research, additional decoupling techniques
have the potential to improve isolation, yet they also
increase the complexity of production and take up valu-
able real estate on the system board. The significance of
this work may be summed up as follows. This article pro-
poses an eight-input MIMO antenna for 3.4-3.6 GHz.

We have raised the isolation between antenna com-
ponents by more than 15 dB, improving radiation effi-
ciency by 68-76% in our target band of operation. This
was accomplished without the assistance of decoupling
structures. The MIMO antenna with an ECC of 0.035
and a channel capacity of 38.789 bps/Hz is the one that is
suggested. All design particulars of the proposed antenna
have been validated using HFSS electromagnetic simu-
lator.

The originality of the work may be summed up as
follows:

(1) Better than 15 dB of mutual coupling may be
achieved between the antenna elements without
specialised processes or methods.

(2) A reduction in the mutual coupling leads to
higher MIMO performance in terms of overall
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radiation efficiency (68-76%) and Envelope Corre-
lation Coefficient (ECC). This is because a decrease
in the mutual coupling leads to fewer interactions
between the antennas (ECC<0.035).

(3) The total diameter of the individual antenna is very
small which leads to the system PCB board being
able to accommodate up to eight antennas.

(4) Despite its small size, the suggested antenna can
cover a reasonable range of the electromagnetic
spectrum, from 3.4 to 3.6 GHz.

II. ANTENNA DESIGN AND ANALYSIS

The geometry and general construction of the pro-
posed 8-port MIMO antenna array are depicted in detail
in Figs. 1 (a) and (b), respectively. As shown in Fig. 1 (a),
each antenna component is printed on an FR4 substrate
with the following dimensions: 150 millimetres long,
80 millimetres wide, and 0.8 millimetres thick. These
measurements make the substrate suitable for smart-
phones with screens measuring up to 5.7 inches in diag-
onal length.

Antenna elements 6 to 8 occupy the substrate’s left-
side edges, and antenna elements 2 to 4 occupy the right-
side edges of the substrate. Figure 1 provides a com-
prehensive illustration of the particulars of antenna 1’s

(a) (b)

(c) (d)

Fig. 1. Continued

(e)

(f) (g)

Fig. 1. (a,b) Front and back view of the simulated
antenna, dimensions of (c) slot in the ground plane, (d)
ground plane, (e) feeding stub, and (f,g) front and back
view of the prototype of the proposed antenna.

construction and its dimensions. The slot radiator, also
known as antenna 1, is made up of three different rect-
angular slots connected to one another to produce a U-
shaped open-ended slot. The initial step of the technique
involves cutting the ground plane along its top short edge
to create a rectangular slot with dimensions 9.5×6.5 mm.
Figure 1 (b) illustrates the process of carving two rectan-
gular slots, each of which has the following dimensions:
15×7 mm and 5.5×0.2 mm, respectively. A minute slit
open on all four sides and shaped like a square is cut into
the surface of the ground plane that is closest to the top
of the structure. All of the carved slots mentioned earlier
are combined, and then the combined slot is tuned to res-
onate at 3.4-3.6 GHz, creating an open-ended T-shaped
slot.

III. RESULTS AND DISCUSSION

Figures 2 (a-e) depict the manufacturing process
as well as the testing of the 8-port MIMO antenna
array prototype that has been proposed. To carry out
the measurements, 50-ohm SMA female connectors are
attached to the feeding strips associated with the antenna
components. An antenna’s S-parameters, isolation, and
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radiation pattern can be evaluated by first exciting the
antenna to be tested and then connecting all of the
antenna’s elements to matched loads of 50 ohms. The
reflection and transmission coefficients, both simulated
and measured, for the 8-port antenna array under consid-
eration are illustrated in Figs. 2 (a) and (d) and Figs. 2 (b)
and (e), respectively.

(a)

(b)

(c)

Fig. 2. Continued

(d)

(e)

Fig. 2. (a,b) Simulated scattering parameters, (c)
measurement setup, and (d,e) measured scattering
parameters.

As a result of the fact that all antenna components
are designed to be vertically symmetrical with respect to
the centre line of the PCB, the S-parameters of antenna
2 to antenna 4 will typically be the same as those of
antenna 6 to antenna 8. As can be seen in Figs. 2 (a)
and (d), the simulated and measured reflection coeffi-
cients of antenna 1-8 in the 3.4-3.6 GHz operating bands,
which correspond to the frequencies used for 5G applica-
tions, are less than −10 dB (2:1 Voltage Standing Wave
Ratio). As shown in Figs. 2 (b) and (e), the transmission
coefficients of neighbouring pairs are more than −15 dB
if there is adequate distance between each antenna. In
the work that is being suggested, no decoupling tech-
nique has been used to increase the isolation between the
components.
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This is because the open end has the lowest current,
and the closed end has the highest current. Figures 3 (a)
and (b) show surface currents at 3.5 GHz for antenna 1
and 2, respectively. This indicates that the T-shaped slot’s
fundamental mode is quarter wavelength mode. Open-
ended slots of varying lengths generate the resonances at
3.5 GHz.

(a) (b)

Fig. 3. Surface current distribution at 3.5 GHz: (a)
antenna 1 and (b) antenna 2.

To provide a design insight of the proposed antenna,
a parametric study has been carried out (with a lim-
ited number of points during simulation) as shown in
Figs. 4 (a) and (b), respectively. As shown in Fig. 4 (a),
when altering the slot length L1 from 17.5 mm to
20.5 mm, centre frequency has been shifted with a poor
reflection coefficient. It is observed that the higher the
value of slot length, the better the impedance matching of
the antenna. A similar response has been observed when
changing feed length L1 from 12 to 15 mm as illustrated
in Fig. 4 (b). For brevity, other performance metrics con-
cerning other antenna design parameters have not been
shown here.

Figures 5 (a) and (b) depict the measured radiation
patterns of antennas 1 and 2, respectively. Each antenna
has an omnidirectional radiation pattern (no deep null
is visible throughout the pattern). The radiation patterns
exhibit mutual reinforcement and symmetry, indicating
that the proposed antenna possess diverse patterns.

Figure 6 illustrates the radiation efficiency of anten-
nas 1-8, which varies from 68 to 76% over the necessary
working band of the device. The large gain in overall
efficiency is primarily attributable to the greater isolation
between antenna components.

ECC =

∣∣∣∣
‚

Ai j(θ ,ϕ)sinθdθdϕ
‚

Aii(θ ,ϕ)sinθdθdϕ ·‚ A j j(θ ,ϕ)sinθdθdϕ

∣∣∣∣
2

,

(1)
where:
Ai j = Eθ ,i(θ ,ϕ) ·E∗

θ , j(θ ,ϕ)+Eϕ,i(θ ,ϕ) ·E∗
ϕ, j(θ ,ϕ).

(2)
The observed ECCs of all array pairs are less than

0.5, as demonstrated in Fig. 7 (a), well within accept-

(a)

(b)

Fig. 4. Parametric analysis when altering: (a) L1 and
(b) L2.

(a) (b)

Fig. 5. Two-dimensional measured radiation pattern of
the (a) antenna 1 and (b) antenna 2.

able ranges. An 8-port antenna array that can achieve a
high diversity gain with a low ECC value is a significant
achievement.

To confirm the efficiency of the antenna’s band-
width, the Total Active Reflection Coefficient (TARC)
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Fig. 6. Radiation efficiency of antenna (Ant) 1-8.

(a) (b)

Fig. 7. (a) ECC and (b) TARC of the proposed antenna.

has been graphed by adjusting the phase angle of port 1
[20], as depicted in Fig. 7 (b). All antenna elements can
cover the desired frequency spectrum:

C = E
(
log2

(
det
(

IM +
SNR20dB

M
H
(
HT ))) . (3)

Using equation (3), the channel capacity of the pro-
posed antenna has been calculated.

A. Effects of handgrip

The hand phantom’s impact on the antenna’s per-
formance will be discussed in this part. The Single-
Handed Mechanism (SHM) and the Two-Handed Mech-
anism (THM) are two common types of implementa-
tions shown in Figs. 9 and 10, respectively. However,
the effects of the user’s head hits are not discussed, and
multi-port MIMO operating at frequencies sub-6 GHz
may be used for the data mode. Antennas 2, 3, and 4
are all attached to the fingers in SHM by a direct con-
nection. This arrangement considerably influences the
reflection coefficients of antennas 2, 3, and 4, as shown
in Fig. 9 (a). In this scenario, antenna 8 also shows
unfavourable impedance matching. Other antennas show
very slight variations in their resonant modes due to the
significant distance separating them from the fingers.

Fig. 8. Channel capacity of the proposed antenna.

Nevertheless, as shown in Fig. 9 (b), a strong barrier to
outside interference (>10 dB) is achievable across the
whole usable frequency range.

Due to the absorption of radiation by the hand tissue,
the efficiency of antennas 2, 3, and 4 has decreased to
below 40%. Because antennas 2, 3, and 4 are positioned
close to the fingers, the palm’s ability to absorb power
has also reduced their efficiency to somewhere about
30%. Other antennas have achieved overall efficiencies
of higher than 45%. This is because they are placed
further away from the hand. As may be observed in

(a) (b)

(c) (d)

Fig. 9. (a) Antenna with single hand phantom and (b-d)
performance of the antenna with single hand phantom.
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(a) (b)

(c) (d)

Fig. 10. (a) Antenna with two hand phantom and (b-d)
performance of the antenna with two hand phantom.

Fig. 9 (a), the reflection coefficients of antennas 6, 7, and
8 suffer a small degradation when thumbs are used to
cover them. Because the other antenna elements are sit-
uated near the hand phantom, their resonance properties
are the same. As can be observed in Fig. 9 (c), the isola-
tion is more than 10 dB over the whole operational spec-
trum. As shown in Fig. 9 (d), the overall efficiency of all
antenna elements is less than 50% due to the presence of
a hand phantom.

However, the overall efficiency of other antennas
(located above the little fingers) is greater than 48%. As
a consequence of this, it indicates that the 8-port antenna
that was recommended has significant performance in
contexts that operate in real-time. The effect of the head
phantom model has also been investigated to validate the
antenna’s performance, and corresponding SAR values
have been listed in Table 1. It proves the antenna exhibits
maximum SAR below 1 W/kg for both 1 g and 10 g of
tissue.

Fig. 11. Antenna with head phantom.

Table 1: SAR values of antenna 1 and antenna 2
SAR (W/kg) Antenna 1 Antenna 2

1 g tissue 0.985 0.97458
10 g tissue 0.654 0.6845

Table 2: Performance comparison of the proposed
antenna
Ref

No

S

(mm)

BW

(MHz)

I

(dB)

E

(%)

ECC N CC

(bps

/Hz)

3 17.4×6 200 19.6 65-70 <0.0125 8 34
5 7.5×6 300 15 40 <0.15 8 35
8 21×3 200 17.5 62 <0.05 8 40.8
9 30×30 600 13 75 <0.01 8 NA
15 9.6×10 200 11.2 51-59 <0.1 8 36.9
17 6.6×6 300 15.1 60-80 <0.21 8 NA
This

work

13×5.2 200 15 68-76 <0.035 8 38.78

Key: S=size of the antenna, BW=bandwidth,
I=isolation, E=efficiency, N=no. of elements,

CC=channel capacity.

Table 1 compares the performance of the recom-
mended MIMO antenna array and the performance of
other present MIMO antenna arrays for 5G mobile
devices. In addition to its many benefits, the recom-
mended method offers significant radiation and MIMO
performance, superb isolation (more than 15 dB), and a
low ECC of 0.035.

The proposed antenna, measuring 13×5.2 mm,
delivers a bandwidth of 200 MHz and 15 dB isolation.
With an efficiency ranging from 68 to 76%, it surpasses
most counterparts. Its error correction coding of <0.035
ensures robust performance. Offering 8 ports and a chan-
nel capacity of 38.78 bps/Hz, it excels in efficiency and
error correction. These attributes position it as a compet-
itive choice, balancing size, performance, and capability
effectively for the intended application.

IV. CONCLUSION

An 8-port MIMO antenna system for a 5G mobile
phone operating at 3.5 GHz has been tested and
successful. Neighbouring antenna components have high
isolation (>15 dB). Consequently, the radiation effi-
ciency might be increased to 68-76% throughout the
operational spectrum, bringing the ECC down to less
than 0.01. When the signal-to-noise ratio is 20 dB,
the expected peak channel capacity in an eight-element
MIMO configuration is 38.789 bps/Hz, over 11 times
more than the capacity of a Single Input Single Out-
put system. As a result, the 8-port antenna described in
this paper may be a great option for the hardware and
software of future generations of mobile phones.
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Abstract – A metamaterial-filled quarter circular
microstrip antenna (meta-QCMSA) is proposed for 5G
communications in the 3.5 GHz band. Compared with
traditional CMSAs, the new meta-QCMSA is superior
in its small patch in the subwavelength scale realized
by collaboratively using metamaterial and field symme-
try techniques. This combination method is observed to
be more powerful than a single method solely used. One
practical meta-QCMSA is designed and experimentally
demonstrated near 3.5 GHz. Its patch length is 0.1λ 0,
much smaller than the traditional CMSA. In addition, the
compact meta-QCMSA is observed to have a consider-
able bandwidth of 3.8% and antenna gain of 3.9 dBi in
experiments.

Index Terms –Metamaterials, quarter circular microstrip
antenna, subwavelength.

I. INTRODUCTION

With the continuous development of 5G/B5G wire-
less communications [1], compact microwave microstrip
antennas (MSAs) [2–3] are of much interest in both aca-
demic and industry areas. To make the MSAs smaller,
the filling materials for the substrate can have a high rel-
ative permittivity (εr) and/or permeability (μr) by using
ceramics and magnets [4–6]. However, these high-index
materials are usually difficult to fabricate with low-cost
printed circuit board (PCB) technology.

To address the problem, alternative microwave arti-
ficial metamaterials [7–17] were proposed in recent
decades. These microwave metamaterials do not need
high-index ceramics or magnets as substrates. In con-
trast, they can be realized by using common low-index
dielectrics, which are well-compatible with the PCB pro-
cess. By further loading new functional structures into
the low-index dielectrics, the metamaterials may have
effective high relative permittivity (εre f f ) and/or perme-
ability (μre f f ), which are equivalent to the natural high-
index materials.

In addition to material technology, there is another
useful technique to condense aMSA that takes advantage

of electromagnetic (EM) field symmetry for a regular
(such as square or circular) patch [2–3]. For instance,
regarding the circular MSA (CMSA) operating at its fun-
damental TM11 mode [2], the EM fields in the CMSA
cavity are symmetric in different quarters [2]. Hence,
according to the uniqueness theorem [18], it is possi-
ble to realize a half CMSA (HCMSA) or even a quar-
ter CMSA (QCMSA) (see Fig. 6.7 in [3]) by cutting the
original full circle in the CMSA into a half or quarter
[2–3] if the boundary conditions are well kept as a mag-
netic wall or electric wall. Note that the resonant fre-
quencies (f 0s) for these three antennas (CMSA, HCMSA
and QCMSA) are almost the same [2–3] if the margin
effects are not accounted for. The patch area for the new
HCMSA (or QCMSA) is nevertheless only half (or quar-
ter) of the original CMSA.

Metamaterial and EM field symmetry are two inde-
pendent techniques to shrink traditional MSAs. Inspired
by these two techniques, a new compact metamaterial-
filled QCMSA (meta-QCMSA) is proposed in this work
by synthetically using both technologies. Regarding
metamaterial technology, some sector mushroom struc-
tures [15] are chosen to fill into the substrate which can
be physically constituted from a two-layer substrate. Fur-
thermore, as to form a QCMSA [2–3], the magnetic wall
boundary condition is fulfilled by simply using an open
edge. The electric wall boundary condition is realized by
employing numerous shorting (conducting) pins [2–3].

This combination method is more powerful than a
single method solely used. One practical meta-QCMSA
was designed for 5G mobile communications in the 3.5
GHz band. It is experimentally demonstrated to resonate
at 3.51 GHz (free space wavelength λ 0=85.5 mm, guided
wavelength λ g=57.6 mm). Considering that the dielec-
tric constant for the substrate is 2.2, and the physical
length for the quarter circular patch is 8.8 mm, the elec-
trical length is therefore only about 0.1λ 0 or 0.15λ g in
the subwavelength scale. It is much smaller than the tra-
ditional CMSA [2–3] or meta-CMSA [15].

Although with a small patch, the new meta-QCMSA
has a considerable bandwidth (BW) of 3.8% and
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Fig. 1. The designing roadmap of the meta-QCMSA (feedings are not considered).

reasonably high gain of 3.9 dBi in the experimen-
tal demonstration. These performances make the new
antenna suitable to be applied in 5G/B5G mobile appli-
cations.

II. CONCEPT

The subwavelength meta-QCMSA is designed using
both the metamaterial substrate and field symmetry tech-
niques. We start from the traditional CMSA [2–3]. A
two-step designing roadmap is shown in Fig. 1. First,
the traditional CMSA is designed to become a meta-
material CMSA (meta-CMSA) by choosing some par-
ticular sector mushroom metamaterial structures [15] to
fill into the host low-index dielectric. These mushroom
structures were found to be able to increase the εre f f of
the antenna. Details for this meta-CMSA can be found in
our previous work [15].

Second, on the basis of the meta-CMSA [15], the
full circular patch is further reduced to a quarter circle,
forming a new meta-QCMSA as proposed in this work.
Inspired by the design in [3] (see Fig. 6.7 in [3]), if a
CMSA operates at its fundamental TM11 mode and the
feeding position is along the x-axis, the x-axis can be
regarded as the magnetic wall and the y-axis regarded
as the electric wall. In a practical antenna, this magnetic
wall boundary condition can be fulfilled by directly using
an open edge, providing that the antenna is very thin.
The electric wall is realized by using numerous shorting
(conducting) pins [2–3]. We remark that at the second
step, the f 0 for the meta-QCMSA is nearly the same as
the meta-CMSA if the margin effects are not accounted
for, but its patch area is much reduced. In the following
section, we will show the detailed design and results of
the conceptual meta-QCMSA.

III. DESIGN AND RESULTS

The configuration of a practical meta-QCMSA is
given in Fig. 2. Its overview is shown in Fig. 2 (a),
top view in Fig. 2 (b) and side view in Fig. 2 (c). The
antenna architecture is similar to [15] but different in the

(a)

(b)

(c)

Fig. 2. Configuration of the meta-QCMSA in (a)
overview, (b) top view, and (c) side view (feeding is not
shown).
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Fig. 3. (a) Antenna sample and (b) upper and lower dielectric layers.

patch shape. Note that the patch is a quarter circular disc
herein, and a full disc in [15].

From Fig. 2 (b), we see that the patch radius for the
quarter circle (note that it is also the patch length) is r.
The ground plane is a square with length G. Beneath
the quarter circular patch, there are three sector metallic
mushroom elements included in the host substrate. Each
mushroom element has a sector-shaped metal cap (with
radial length of a) that is linked to the ground plane by
a metallic via. The gap between the mushrooms is g. As
shown in Fig. 2 (b), the period for the mushrooms along
the ρ-axis is p=a+g=r/2.

The host substrate has relative permittivity εr and
loss tangent tanδ , which is separated by the mushroom
caps into two sub-layers with thickness of h1 and h2,
respectively. The via is supposed with a diameter of d0
and height of h2. All three (patch, cap, ground) metal lay-
ers have a thickness of t=0.035 mm. Figure 2 (c) clearly
shows its vertical profile including the two substrate lay-
ers and three metal layers (feeding is not shown).

As illustrated in Fig. 1, the y-axis radius on the
edge of the meta-QCMSA is an electric wall. In practical
implementations, this electric wall is realized by align-
ing three shorting pins along the edge. These shorting
pins have a diameter of d1. In addition, to make it eas-
ier to solder, each shorting pin is set to be located in a
larger soldering pad with a diameter of d2 (d2>d1). The
antenna is fed by a 50 Ω coaxial SMA probe at the left
lower corner of the quarter circular patch.

We now consider a meta-QCMSA with the follow-
ing default parameters: r=8.8 mm, G=30 mm, εr=2.2,
tanδ=0.001, h1=2 mm, h2=4 mm, d0=1 mm, d1=1.2 mm,

d2=3.4 mm, p=4.4 mm, a=2.8 mm and g=1.6 mm. The
metals are all copper with a conductivity of 5.8×107

S/m.
The meta-QCMSA is experimentally demonstrated

with the above parameters. The antenna sample is shown
in Fig. 3 (a), which is assembled from two dielectric lay-
ers as shown in Fig. 3 (b). Generally, it needs four steps to
realize such a practical antenna. First, the two dielectric
layers are fabricated using the PCB process that work as
the upper and lower layer, respectively, for the antenna.
The dielectric layers are both with nominal εr=2.2 and
tanδ=0.001, provided by Taizhou Wangling Corp. Sec-
ond, the two dielectric layers in Fig. 3 (b) are manually
assembled using nylon screws located at the four corners
of the boards. The third step is to add three solid short-
ing pins along the patch edge, which are subsequently
soldered to connect the quarter patch and ground plane.
The fourth (final) step is to solder the coaxial SMA probe
that feeds the antenna.

The simulated and measured S11 results for the
meta-QCMSA are given in Fig. 4 (a). It is observed that
the simulated f 0 for the meta-QCMSA is 3.5 GHz from
the numerical solver HFSS. The measured f 0 is how-
ever slightly upshifted to 3.51 GHz. By normalizing r
(8.8 mm) to the λ 0 (85.5 mm) or λ g (57.6 mm) at 3.51
GHz, we conclude that the patch radius is nearly 0.1λ 0
or 0.15λ g for this meta-QCMSA. The simulated BW is
168 MHz (4.8%) while the measured one is 135 MHz
(3.8%) from 3.445 to 3.58 GHz. The reduction in BW
is attributed to the imperfection of the antenna sample,
which results in an increased S11 level in the experi-
ment.
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(a)

(b)

Fig. 4. (a) S11 for meta-QCMSA, and (b) a comparison
of CMSA, meta-CMSA and meta-QCMSA.

To better feature the new meta-QCMSA, we also
consider the original CMSA [2–3] and meta-CMSA [15].
Note that the patches for the CMSA and meta-CMSA
are both full circles with diameter d=2r=17.6 mm. The
other parameters are all the same as the meta-QCMSA.
The CMSA and meta-CMSA are numerically calculated.
Their S11 curves, in association with the meta-QCMSA,
are shown in Fig. 4 (b). We see that the original simplest
CMSA resonates at 6.12 GHz (λ 0=49.0 mm, λ g=33.1
mm). The patch length is its diameter and is 17.6 mm
(0.36λ 0 or 0.53λ g). The meta-CMSA however resonates
at a lower 3.986 GHz (λ 0=75.3 mm, λ g=50.7 mm). Its
patch length is still the diameter (17.6 mm) normalized
as 0.23λ 0 or 0.35λ g.

We remark that for the new meta-QCMSA, its patch
length is the radius of nearly 0.1λ 0. It is much smaller

than the CMSA (0.36λ 0) and meta-CMSA (0.23λ 0). In
addition, we note that the f 0 values for the meta-CMSA
and meta-QCMSA in Fig. 5 (b) are close but not exactly
equal. This is due to the different margin effects for these
two antennas, as one patch is a full circle while the other
is a quarter.

As reported in [15], the resonances for the meta-
CMSA are greatly affected by the thicknesses h1 and
h2 (see Fig. 3 in [15]). Herein we observe their effects
on the meta-QCMSA. It is numerically studied for dif-
ferent h1 and h2 values. Their S11 curves are shown in
Figs. 5 (a) and (b), respectively. The default thicknesses
are h1=2 mm and h2=4 mm. As revealed from Fig. 5 (a),
f 0 becomes higher when h1 increases; from Fig. 5 (b), f 0
will be lower when h2 increases. These trends are con-
sistent with [15].

(a)

(b)

Fig. 5. S11 for meta-QCMSAwith different (a) h1 and (b)
h2 values.
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The far-field characteristics for the new meta-
QCMSA are also evaluated in both simulations and
experiments in the microwave chamber. The realized
antenna gains are shown in Fig. 6. The peak antenna gain
predicted from the numerical solver HFSS is 4.15 dBi.
The measured gain values are however slightly lower
than simulation in that its peak value is 3.9 dBi. Nonethe-
less, within the -10 dB impedance BW, the measured
antenna gains are all above 2.78 dBi.

Fig. 6. The realized antenna gains of meta-QCMSA.

Efficiency was not measured. The simulated peak
realized efficiency is greater than 90% in HFSS. The
radiation efficiency (without considering the mismatch-
ing loss) is even higher at over 95% predicted from
HFSS.

The radiation patterns of the meta-QCMSA are
shown in Fig. 7, obtained at 3.51 GHz. Generally,
the simulated and measured co-polarizations are always
in good agreement. However, the measured cross-
polarizations seem larger than simulation. In addition, it
is found that the cross-polarization levels on the H plane
(yoz) are larger than those on the E plane (xoz). In partic-
ular, at the bore sight (0◦) direction, the measured cross-
polarizations on both planes are suppressed lower than
-10 dB.

This meta-QCMSA is compared with several other
miniaturized MSAs in Table 1. We find that this antenna
is featured with a very small patch size (0.1λ 0×0.1λ 0)
while maintaining considerable BW (3.8%) and reason-
ably high antenna gain (3.9 dBi). As for the antenna
in [6], it is smaller (0.04λ 0×0.05λ 0) than our work by
loading a ferrite. However, its antenna gain is very low (-
9.06 dBi). In addition, regarding the antennas in the other
literatures [8, 10, 12–17], their patch sizes are all larger
than this work. The antenna gains are observed to vary

Fig. 7. Radiation patterns at 3.51 GHz.

Table 1: Comparison of several miniaturized metamate-
rial MSAs
Ref Patch Size Thickness BW Gain

(dBi)

[6] 0.04λ 0×0.05λ 0 0.034λ 0 4% -9.06
[8] 0.145λ 0×0.203λ 0 0.008λ 0 0.5% 3.2
[10] 0.233λ 0×0.233λ 0 0.018λ 0 3.29% 5
[12] 0.127λ 0×0.123λ 0 0.03λ 0 0.93% 2
[13] 0.20λ 0×0.20λ 0 0.01λ 0 3.9% 3.71
[14] 0.23λ 0×0.23λ 0 0.044λ 0 16.1% 5
[15] 0.232λ 0×0.232λ 0 0.035λ 0 3% 5.9
[16] 0.19λ 0×0.19λ 0 0.11λ 0 - 4.76
[17] 0.17λ 0×0.25λ 0 0.026λ 7.22% 1.94
This
work

0.1λ 0×0.1λ 0 0.07λ 0 3.8% 3.9
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from 2 to 5.9 dBi, which are in the same order of this
meta-QCMSA.

IV. CONCLUSION

A subwavelength meta-QCMSA is designed
by jointly using metamaterial and field symmetry
techniques. One practical meta-QCMSA is demon-
strated in both full-wave simulations and experiments,
operating at the 3.5 GHz band. The patch length for
the meta-QCMSA is about 0.1λ 0 or 0.15λ g. The BW,
antenna gain and radiation patterns for the new antenna
are also studied in the experiments, which can promis-
ingly meet the demands of portable devices for 3.5 GHz
communications.
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Abstract – This paper presents a new design approach
of a compact wideband branch line coupler based on
waveguide technique at 3.5 GHz. At the lower band of
5G technology, microwave devices such as hybrid cou-
plers tend to be narrower in bandwidth and big in size, in
addition to the phase difference error produced by using
common planar technology. Therefore, waveguide tech-
nology aims to solve those challenges. This work aims
to design a compact wideband coupler by implementing
a direct coupling aperture between two waveguides with
a cutting in the narrow wall of the structure. This tech-
nique helps in obtaining a wide bandwidth and reduces
the size of the whole structure. The coupler is simu-
lated using computer software technology and fabricated
using CNC machining. The measured S-parameters of
the coupler are observed to have low loss properties with
return loss and isolation less than −10 dB. The coupling
factor at the outputs are −3.21 dB with low loss of −0.2
dB. The measured phase error is about 2◦ at 3.5 GHz.
A size reduction of 70% is observed compared to con-
ventional waveguides and planar couplers. Overall, this
coupler shows great performance that could be used for
5G beamforming applications.

Index Terms – 5G, branch line coupler, compact size,
direct coupling, waveguide.

I. INTRODUCTION

Hybrid couplers, better known as branch line cou-
plers (BLCs), are widely implemented in microwave
and millimeterwave devices specifically for beamform-
ing network and antenna array systems [1–3]. Hybrid
couplers play significant component roles in designing
accurate antenna beamforming systems. This is due to
its importance in controlling the output power and the
phase difference for such complex systems [2]. Gener-
ally, a hybrid coupler is a two-port network with two
inputs and two outputs. It acts as a power divider which
equally splits the input power at the outputs with a phase
difference of 90◦ or 180◦ [3]. As one of the inputs is
excited, the outputs receive an equal magnitude of −3
dB with different phase of 90◦ between the output ports.
However, hybrid couplers are popularly known for their

narrow bandwidth properties [4]. In addition, at lower
frequency the size occupied by the planar couplers is
quite big and unfixable. Hence, various methods and
techniques are presented to enhance the coupler band-
width and the size by introducing waveguide and sub-
strate integrated waveguide technologies [5–7].

Waveguide couplers are usually presented in the
high frequency bands [8]. This is due to the small size
and high coupling that could be obtained in such fre-
quencies. Yet, few attempts have been done to implement
the waveguide structure in the coupler design at lower
bands (lower than 10 GHz). For example, a directional
waveguide coupler is designed from 7.7 GHz to 12 GHz
using coupling of two rectangular waveguides by [9]. A
good return loss and isolation are obtained of less than
−20 dB. However, the size of the coupler is not suit-
able for further beamforming implementation. Another
waveguide coupler at X-band is introduced by [10]. The
coupler is designed using a single waveguide structure
with slots cut in the broad wall of the waveguide struc-
ture. The obtained results showed a good performance at
10 GHz, with a size reduction of 44% and FBW of 50%.
As a result, this work aims to present a first attempt to
design a waveguide coupler using two waveguides with
modified narrow walls and a coupling aperture between
them at a lower band of 5G (sub-6 GHz).

The contribution of this paper is summarized in two
major points. First, modification of the narrow wall of
the waveguide to reduce the size at 3.5 GHz by more
than 70%. Second, provide a high-performance coupler
compared to the existing ones with different planar tech-
nology at the same frequency. Section II presents the
design method. Section III discusses the results. Section
IV summaries the paper.

II. DESIGN OF COUPLER

Figure 1 shows the common hybrid coupler struc-
ture with four ports implementation. The input port (port
1) is the return loss port denoted as |S11|. The isola-
tion port (port 4) is the port that blocks the signal and
denoted as |S41|. The through port (port 2) and the cou-
pling port (port 3) are the output ports and named as
|S21|and |S31|, respectively [11, 12]. The hybrid cou-
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pler is designed with four branches with quarter wave-
length transmission lines in which the input impedance
is equal to 50 Ω. To convert this hybrid coupler into a
waveguide structure form, two rectangular waveguides
replace two branches. The coupling branch is replaced
with a coupling waveguide aperture placed in the mid-
dle of the two rectangular waveguides as illustrated
in Fig. 2.

Fig. 1. The common hybrid coupler structure.

Fig. 2. The waveguide structure replacement of the
hybrid coupler in Fig. 1. (Lw = length of section, Wc
= width of coupled section, Lc = coupling area, P1 =
input port, P2 = output port, P3 = coupling port, P4 =
isolation port).

The first step is to calculate the guided wavelength
and the cut-off frequency of the waveguide structure.
This could be found by [13]:

fc =
c

2π√εμ

√(mπ
a

)2
+
(nπ

b

)2
+

(
lπ
d

)2

, (1)

λg =
λ0√
1− λ0

2a

, (2)

where the waveguide is air-filled with permittivity (ε0)
and permeability (μ0), the mode of T E10 of m and n,
and a × b as waveguide inner dimensions, and λ0 is
the desired wavelength. At 3.5 GHz, the initial dimen-
sions of the waveguide coupler are: Lw = 80 mm, Lc =
20 mm, Wc = 20 mm, a = 22.55 mm, b = 21.5 mm).

Fig. 3. S-parameters of the conventional waveguide
coupler.

The conventional coupler is simulated in order to ana-
lyze its S-parameters as shown in Fig. 3. The per-
formance of the return loss and the isolation at 3.5
GHz show good values below −10 dB with |S11| =
−17 dB and |S41| = −16 dB, whereas the outputs
power varies from −3.5 dB at port 2 to −4.8 dB at port
3. As a result, the coupler is operated at its minimal
requirements.

The second step is to modify the coupler in order
to reduce the size and match the output powers to have
equally split a −3 dB coupling. Figure 4 (a) shows the
coupler modification by adding two aperture slot cou-
plings to the middle aperture. This technique enhances
the S-parameters of the coupler. Figure 4 (b) demon-
strates the adding of slot cutting arms in the narrow wall
of the two waveguides. This method is used to reduce the
size of the two rectangular waveguides and improve the
output powers at port 2 and port 3.

To analyze the performance of the modified coupler,
a parametric study on the length (Lsc) and the width (Wsc)
of the two slots coupling aperture with arms coupling
length (Lnc) is done with the aid of CST 3D model soft-
ware as shown in Fig. 5.

From Fig. 5 (a), the length of the coupling slot aper-
tures affects the return loss in that it increases and shifts
the value of the return loss and the frequency, respec-
tively. As Lsc decreases, the return loss increases to be
−41 dB and shifts to 3.5 GHz. Hence, at Lsc = 6 mm,
the bandwidth is more than 2 GHz and the isolation is
below −20 dB. The width of the coupling slot apertures
can be varied in order to achieve a perfect−3 dB through
power at port 2 as seen in Fig. 5 (b). AsWsc increases the
through power tends to be−3 dB and return loss remains
unchanged. Hence, the optimal value for the width of the
coupling aperture is 8 mm. Finally, the coupling power
at port 3 increases as the arms coupling length increases
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(a)

(b)

Fig. 4. The proposed waveguide coupler. (a) Two slots
coupling apertures (Lcm= waveguide length, Lc= cou-
pling length, Wsc = width of coupling, Lc = coupling
area length) and (b) waveguide narrow wall modified
with arms coupling apertures (Lnc = arm length, P1 =
port 1, P2 = port 2, P3 = port 3, P4 = port 4).

as shown in Fig. 5 (c). Hence, the optimal value for
the arms coupling length in the waveguide narrow wall
is 12 mm.

As all the dimensions of the proposed coupler
are obtained from the parametric study and the S-
parameters performance, the final dimension for the pro-
posed coupler are as follows: Lcm = 25 mm, Wsc =
8 mm, Lsc = 6 mm, a = 8.36 mm, Lc = 10.8 mm, Lnc =
12 mm, Lnc1 = 4 mm, and Wnc = 1 mm.

Figure 6 shows the final structure for the proposed
coupler for the fabrication process. The structure has
been added with four additional arms bent to make
the measurements possible. The four ports couplers are
attached with waveguide adaptors in order to measure the
amplitudes and the phases.

The optimized coupler performance is plotted in
Fig. 7 in terms of S-parameters and phases. A fractal

(a)

(b)

(c)

Fig. 5. S-parameters parametric study of the proposed
coupler. (a) Return loss with respect to the length of
coupling aperture, (b) through power with respect to the
width of coupling aperture, and (c) coupling with respect
to the length of arms.

bandwidth of 97% is obtained with equal power split of
−3 dB over the bandwidth. A 90◦ phase difference at 3.5
GHz is also achieved at the output ports.
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Fig. 6. The final structure of the proposed coupler.

(a)

(b)

Fig. 7. (a) S-parameter responses of the proposed coupler
and (b) phases of the outputs.

III. RESULTS AND DISCUSSION

The coupler is fabricated using a metal plate of alu-
minum by CNC machining with depth of cut of 0.6 mm,
feed rate of 0.2 mm, and cutting speed of 3500 rpm.
Figure 8 shows the fabricated prototype with total dimen-
sions of 30 mm × 20 mm. The prototype highlighted a
small size compared to the conventional coupler (waveg-
uide) of 80 mm × 40 mm with a size reduction of 89%.

Fig. 8. The coupler prototype.

The S-parameter measurements are done as follows.
First, terminator loads are connected at port 2, port 3,
and port 4, respectively. Then, port 1 is connected with
a measurement cable of a standard vector network ana-
lyzer (VNA) port 1 to measure the return loss (S11). Sec-
ond, remove the terminator load at port 2 and connect
it to the measurement output cable of VNA port 2. This
step is to measure the output power at port 2. The same
procedure is repeated for port 3 and port 4 whilst port 1 is
still connected to the input port of the VNA. This allows
us to measure the coupling and isolation at port 3 and
port 4. The measurement process includes the results in
the form of magnitude and phase at all ports. Slight loss
can occur due to cable loss and mismatched port connec-
tions.

Figure 9 illustrates the measured responses of the
fabricated coupler in terms of the input and isolation
ports. The input port has a measured bandwidth of 3.22
GHz ranging from 2.1 GHz to 5.32 GHz with a peak
return loss of −23.78 dB at 3.5 GHz at shown in Fig. 9
(a). The isolation value over the bandwidth is less than
−10 dB as seen in Fig. 9 (b). Hence, low loss properties
are achieved compared with the simulated results.

Figures 10 (a) and (b) show the through and cou-
pling measured performances at output port 2 and port
3, respectively. The measured port 2 power is −3.12 dB
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(a)

(b)

Fig. 9. Comparison of (a) return loss and (b) isolation of
the coupler.

compared to the simulated power of −3.05 dB. Similar
results are obtained at output port 3 with a measured
power of −3.16 dB compared to the simulated one of
−3.22 dB. This indicates a low loss is achieved with
−0.1 dB error.

Figure 11 plots the measured phases of port 2 and
port 3 with the phase differences at these output ports. It
is clearly seen that the measured phases along with the
phase difference agreed well with the simulated phases.
The phase error is very low with a value of 2◦. Table 1
compares the measured and the simulated responses of
the proposed coupler. Comparison between the perfor-
mances of the fabricated prototype with respect to other
existing work in shown in Table 2. The comparison
shows that the proposed coupler has better bandwidth,
low loss, low phase difference error, and size reduction
among other designs. Overall, it is proven that using

(a)

(b)

Fig. 10. Comparison of (a) through power and (b) cou-
pling of the coupler.

Fig. 11. Comparison of the phases of the coupler at port
2 and port 3.
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this waveguide coupler with the coupling slot structure
and arms coupling slot in the narrow wall could work
well in reducing the size and maintaining the same
performance.

Table 1: Measured and simulated responses of the pro-
posed coupler at 3.5 GHz

Parameters Simulated Measured

|S11| −23.52 dB −23.78 dB
|S21| −3.05 dB −3.12 dB
|S31| −3.22 dB −3.16 dB
|S41| −22.5 dB −25.4 dB

Bandwidth 3.4 GHz 3.22 GHz
Phase Diff. 90◦ 88◦

Table 2: Comparison of other related works with the pro-
posed coupler
Ref Method Freq.

(GHz)

BW

(GHz)

Size

%

Phase

error (◦)
[3] Microstrip 3.5 2.3 25 5.6
[4] Microstrip 3.5 1.9 34 7.2
[10] Waveguide 10 2 15 6
[11] Waveguide 20 5 10 11
[12] Waveguide 12 4.3 18 8
[13] SIW 8.8 4 20 4.6
This
work

Waveguide 3.5 3.22 89 2

IV. CONCLUSION

This paper proposes a new method of designing
a waveguide hybrid coupler at lower bands of 5G
technology. The designed waveguide hybrid coupler is
implemented with two coupling aperture slots and arms
waveguide coupled structure in the narrow wall. The
performance of the coupler showed a size reduction
of 89% and a bandwidth of 3.22 GHz. The coupler
has low loss properties in terms of S-parameter and
phase difference with −0.1 dB loss and 2◦ phase error.
Hence, this coupler is a good candidate for future 5G
applications.
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Abstract – In complex environments such as mines and
pipelines, wireless power transfer (WPT) technology
stands as a safe and convenient method for supplying
power. However, in practical applications, the unavoid-
able angular misalignment between the sending and
receiving coils results in decreased power. To address
this issue, this paper proposes a variable direction WPT
design method based on auxiliary coils. The mutual
inductance of the system is analyzed with coils placed at
different positions and incorporating multiple auxiliary
coils. This paper conducts simulation and experimental
analysis based on a 45◦ angle between the horizontal
shaft and the slant shaft, showing a 14.92% increase in
received power. The effectiveness of the proposed design
method validates the feasibility of the technology and
offers substantial support for practical applications.

Index Terms – Codirectional coil, variable direction coil,
variable direction transfer, wireless power transfer.

I. INTRODUCTION

Wireless power transfer (WPT) technology has
lately gained increasing attention as an alternative way
to transfer power with respect to a cabled connection [1].
Due to its advantages of high reliability [2], safety [3],
flexible usage [4], low maintenance cost [5] and better
adaptability in some extreme or special conditions [6, 7],
it is widely used in various fields, including internet of
things [8], electric vehicles [9], medical devices [10], etc.

In 2007, MIT successfully illuminated a 60 W
bulb one meter away using magnetic field resonance
[11]. Magnetic coupled resonant wireless power trans-
fer (MCR-WPT) has emerged as the most promising
medium-distance wireless transfer mode.

Coupling coils are a key part of a WPT system [12].
Currently, the majority of WPT systems impose strict
requirements on the coil’s positioning during operation.

Misalignment between the sending and receiving coils
significantly reduces received power [13].

In certain application scenarios, coil placement is
restricted, preventing direct alignment. As shown in
Fig. 1, in the mining industry, the sending coil on the
mining car moves with the slant shaft, while the receiv-
ing coil is positioned on the wellbore. When the min-
ing car supplies power to electrical equipment on the
slant shaft, direct alignment is possible. However, when
powering equipment on the horizontal shaft, an angle
between the sending and receiving coils reduces received
power [14].

Fig. 1. Schematic of the location of WPT coils in coal
mines.

To enhance coil transfer efficiency in diverse sce-
narios, [15] introduced ferrite between the sending and
receiving ends to increase the transfer power when mis-
aligned. However, maintaining consistent shapes for the
sending and receiving coils is necessary. By winding Litz
lines at different positions on the ferrite, [16] altered
the magnetic field distribution, providing improved resis-
tance to misalignment.

To supply power to receiving coils at various angles,
[17] utilizes multiple relay coils for equipment power,
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but requiring separate capacitors to be configured for
each coil. Although multi degree of freedom WPT
technology energizes devices at different positions and
angles, its structure is generally complex and demands
sophisticated control methods [18].

Due to the angular misalignment between the send-
ing coil and the receiving coil, the distribution of the
electromagnetic field and the process of power transfer
become complex. Therefore, based on electromagnetic
field analysis and finite element simulation, a design
method for a variable direction WPT system was pro-
posed. Through mutual inductance calculation and sim-
ulation, the case of a horizontal shaft and a slant shaft
with an angle of 45◦ was analyzed. The proposed method
is applicable for cases where the angle is less than 90◦.
The main contributions of this paper are as follows:

(1) This paper analyzes the mutual inductance between
multiple coils and the occurrence of angular errors
between coils.

(2) A design method for variable direction WPT based
on auxiliary coils was proposed.

(3) The experimental prototype is designed to measure
the power transfer of different numbers of auxiliary
coils and auxiliary coils at different positions. With
the proposed design method, the received power can
be increased by 14.92%.

II. THEORETICAL ANALYSIS
A. Basic WPT analysis

The equivalent circuit method was utilized to model
the WPT system in our research. The equivalent cir-
cuit method simplifies complex electromagnetic systems
into circuit models for analysis, providing an intuitive
description of the power conversion and transfer pro-
cesses among system components.

The MCR-WPT system mainly consists of a high-
frequency (HF) power supply, sending module (sending
coil), receiving module (receiving coil) and load [12, 19].
The equivalent circuit is depicted in Fig. 2.

RAC represents the equivalent impedance of the HF
power supply AC. LS, CS and RLS denote the equiv-

Fig. 2. Equivalent circuit of MCR-WPT system.

alent inductance, resonant capacitance and equivalent
resistance of the sending module. Similarly, LR, CR and
RLR represent the equivalent inductance, resonant capac-
itance and equivalent resistance of the receiving module.
RL signifies the load resistance, while MSR stands for
the mutual inductance between the two coils. In accor-
dance with Fig. 2, deducing the Kirchhoff’s Voltage Law
(KVL) equations of the two circuits with the operating
angular frequency ω is straightforward:[

ZS jωMSR
jωMSR ZR

][ •
IS•
IR

]
=

[ •
UAC
0

]
. (1)

•
IS and

•
IR are the currents of the sending circuit and

the receiving circuit,
•

UAC is the input voltage and PL is
the power of load. The transfer efficiency η is defined as
the ratio of load power to input power. ZS and ZR repre-
sent the equivalent impedance of the sending coil circuit
and the receiving coil circuit, respectively. When reso-
nance occurs between the sending and receiving coils,
the load power PL and efficiency η are highest:

η =
PL
•

UAC
•
IS

×100%=

•
IR

2RL
•

UAC
•
IS

×100%. (2)

In the MCR-WPT system, the coupling coefficient
k represents the coupling strength between two coils,
defined as follows:

k =
MSR√
LSLR

. (3)

According to the definition of coupling coefficient,
the mutual inductance directly determines the coil cou-
pling strength when the coil parameters are fixed. There-
fore, mutual inductance is key to analyzing the transfer
capacity of WPT systems.

B. Variable direction WPT analysis

In WPT systems, power is transmitted from the
transmitter module to the receiving module through elec-
tromagnetic field coupling, where mutual inductance
serves as a crucial parameter to describe this coupling
strength [20]. When dealing with complex electromag-
netic systems, the simple equivalent circuit method may
not provide sufficiently accurate analysis results. To cal-
culate the mutual inductance between coils, the Neu-
mann formula from computational electromagnetics was
employed for analysis. This method enables precise cal-
culation of mutual inductance between coils at different
positions and angles, serving as a reference for system
design and optimization.

The coils used in this paper are all coaxial multi-turn
circular coils. For ease of observation, they are depicted
as single-turn coils in the figures.

Establishing a coordinate system with the center of
the sending coil as the origin, the center of the receiv-
ing coil remains in the yz plane and shifts towards the
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positive y-axis until the outer radius of the receiving
coil is tangent to the inner radius of the sending coil.
Subsequently, using the tangent point as the center of
rotation, a 45◦ rotation is performed about an axis paral-
lel to the x-axis, directed away from the sending coil. The
positional relationship between the sending and receiv-
ing coils post-rotation is illustrated in Fig. 3.

Fig. 3. Schematic of coil position.

The spatial position of the sending coil and the
receiving coil undergo changes after rotation, introduc-
ing complexity to the calculation of mutual inductance.
To simplify the calculation, assuming uniform flow of
coil current through the conductor element and neglect-
ing skin effect, mutual inductance can be expressed
as [21]:

MSR =
μ0NSNR

4π

∮
LS

∮
LR

d
⇀
LS ·d ⇀

LR

h
. (4)

μ0 represents the vacuummagnetic permeability. NS
and NR are the turns of the sending coil and receiv-
ing coil, respectively. Based on the proposed equivalent
model:

d
⇀
LS ·d ⇀

LR = rsro cosα cosβ , (5)
where ro signifies the length of the projection of the

differential element d
⇀
LR of the receiving coil in the xy

plane. Its value depends on the rotation angle ϕ of the
receiving coil and the angular relationship β of the dif-
ferential element with respect to the point of rotation. Its
expression is:

ro = rR

∮
LR

√
1+ cos2 β sin2 ϕ. (6)

The airline distance between d
⇀
LS and d

⇀
LR is h,

derived by:

h =
√
(rR − ro)2+[dSR + rR(1− cosβ )sinϕ]2. (7)

Compared with the topology before rotation, the
coupling between coils is reduced. Auxiliary coils with
the same radius as the sending coil can be added between
the sending coil and receiving coil to enhance transfer
efficiency.

This paper introduces two auxiliary coils, namely
the codirectional auxiliary coil Li and the variable direc-
tion auxiliary coil L j, positioned between the sending
and receiving coils. As illustrated in Fig. 4, the codi-
rectional auxiliary coil is placed near the sending coil,
aligned coaxially with it. The variable direction auxiliary
coil is placed close to the receiving coil, with its axis
in the positive half of the yz plane. The angle between
the coil plane and xy plane is denoted as θ n (θ n<ϕ).
The codirectional auxiliary coil enhances the magnetic
field intensity, while the variable direction auxiliary coil
is designed to alter the direction of magnetic field prop-
agation, facilitating variable direction transfer.

Fig. 4. Schematic of coil position (with auxiliary coils).

d represents the distance between coils, and the two
letters after d represent the corresponding coils. For coils
with an angle between the xy plane (L j and LR), when
representing their position with other coils, the point with
the highest y-value on the yz plane is used as the refer-
ence, as shown by the red and blue dots in Fig. 4.

Both the codirectional auxiliary coil and the variable
direction auxiliary coil are multi-turn coils, with sub-
scripts added after the coil name to indicate a particu-
lar turn of coil, denoted as Li1, Li2, . . . , Lin and L j1, L j2,
. . . , L jn. According to equation (4), the mutual induc-
tance between each coil can be calculated:

MSin =
μ0NSNin

4π

∮
LS

∮
Lin

r2s cosαSdαdβin√
2r2s (1− cosαS)+d2

Sin

, (8)
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MS jn =
μ0NSNjn

4π

∮
LS

∮
L jn

r2S cosαSdαSdβ jn
∮

L jn

√
1− cos2 β jn sin2 θn√(

r jn −
∮

L j1
r jn

√
1− cos2 β jn sin2 θn

)2

+[ds jn + r jn (1− cosβ jn)sinθn]
2

, (9)

MR jn =
μ0NjnNR

4π

∮
L jn

∮
LR

rS cosαRdαRdβ jn
∮

LR
r jn

√
1− cos2 β jn sin2 (ϕ −θn)√(

rR −
∮

LR
rR

√
1− cos2 β jn sin2 (ϕ −θn)

)2

+[dR jn + rR (1− cosβ jn)sin(ϕ −θn)]
2

,

(10)

MRin =
μ0NinNR

4π

∮
Lin

∮
LR

rin cosαRdαRdβin
∮

LR
rR

√
1− cos2 βin sin2 ϕ√(

rR −
∮

LR
rR

√
1− cos2 βin sin2 ϕ

)2

+[dRin + rR (1− cosβin)sinϕ]2
. (11)

The wire of the coil has a conductivity of 6×107

S/m, and the cross-sectional diameter of the coil wire is
1 mm. The coil LS has a turn number of 30, while coils
Li, L j and LR have turn numbers of 10. The radius of
coils LS, Li and L j are 10 cm, and the radius of coil LR is
5 cm.

The mutual inductance MSR varies with the fre-
quency f (f=ω/2π) and can be obtained using the above
parameters, as shown in Fig. 5. When f=70 kHz, the
mutual inductance is maximum. As ϕ increases, MSR
decreases.

Fig. 5. Curves of MSR varied with f at different ϕ .

For WPT systems, the maximum power can be real-
ized only at specific angles and distances [22]. Figure 6
illustrates the variation of MSR with respect to f at dif-
ferent dSi when dSR=8 cm. Similarly, when f=70 kHz,
the mutual inductance reaches its maximum. It is note-
worthy that the maximum value of mutual inductance is
obtained at dSi=5 cm.

All auxiliary coils are connected in series with corre-
sponding resonant capacitors Cin or C jn, and work reso-

Fig. 6. Curves of MSR varied with f at different dSi.

nantly with the system operating frequency. Based on the
equivalent circuit model, it is easy to deduce the voltage
KVL equations of the system with the operating angular
frequency ω:⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

•
IS•
Ii1
...
•

I j1
...
•
IR

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ZS jωMSi1 ... jωMS j1 ... jωMSR
jωMSi1 Zi1 ... jωMi1 j1 ... jωMRi1
... jωMi1i2 ... ... ... ...

jωMS j1 ... ... Z j1 ... jωMR j1
... jωMi1 j1 ... jωMi1 j2 ... ...
... ... ... ... ... ...

jωMSR jωMRi1 ... jωMR j1 ... ZR

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

•
UAC
0
...
...
...
0

⎤
⎥⎥⎥⎥⎥⎥⎦
. (12)



345 ACES JOURNAL, Vol. 39, No. 04, April 2024

•
IS,

•
Iin,

•
I jn and

•
IR represent the currents in the send-

ing circuit, codirectional coil circuit, variable direction
coil circuit and receiving circuit, respectively. The total
impedance for each circuit is shown in Table 1.

Table 1: Equivalent total impedance of the circuit
Circuit Total Circuit Impedance

Sending circuit ZS = RAC + 1
jωCS

+ jωLS

Codirectional
coil circuit

Zin =
1

jωCin
+ jωLin

Variable direction
coil circuit

Z jn =
1

jωCjn
+ jωL jn

Receiving circuit ZR = RL +
1

jωCR
+ jωLR

Furthermore, the current
•
IR in the receiving circuit

at various angles of ϕ and distances dSi can be calcu-
lated, which is illustrated in Figs. 7 and 8. Similar to
the analysis of mutual inductance, the current reaches its
maximum when f=70 kHz, and its magnitude decreases
with increasing ϕ .

Fig. 7. Curves of
•
IR varied with f at different ϕ .

As shown in Fig. 8, the current reaches its maximum
when dSi=5 cm at a frequency of 70 kHz. The magnitude
of the current is directly proportional to the power.

Through mutual inductance calculations, the impact
of auxiliary coils on transfer characteristics at different
positions and angles was analyzed. The combination of
the equivalent circuit method and the Neumann formula
provides us with an effective analytical tool, offering
essential insights for system design and optimization.
Therefore, the addition of auxiliary coils can enhance
the magnetic field near the receiving coil from within
the geometric structure of the system, thereby improv-
ing transfer power.

Fig. 8. Curves of
•
IR varied with f at different dSi.

Due to the proposed system having multiple coils
and the existence of angular misalignment, there is a lack
of explicit formulas to calculate the power. According to
equations (1) and (2), mutual inductance and current are
key parameters that affect the power transfer. Therefore,
feasibility needs to be validated through simulations and
experiments.

III. SIMULATION ANALYSIS
A. Design method

After determining the basic structure of the system,
it is necessary to further determine the specific posi-
tions of the two auxiliary coils. To achieve the maximum
received power, the goal can be accomplished through
the following steps. The specific process is illustrated in
Fig. 9.

The first step involves determining the positions
of the sending coil and the receiving coil. The angle
between the sending coil and the receiving coil is
application-specific, set at 45◦ in this paper.

In the second step, vary the position of the codi-
rectional auxiliary coil, measure the power received by
the receiving coil, and record the maximum power point
along with its corresponding position. Moving on to the
third step, fix the codirectional auxiliary coil at the iden-
tified maximum power point.

In the fourth step, determine the rotation center (blue
dot) and axis of the variable direction auxiliary coil. The
center position of dRi on the yz plane is the midpoint,
i.e., dR j=di j. The rotation axis passes through the rotation
center and is parallel to the x-axis.

For the fifth step, rotate the variable direction auxil-
iary coil around the rotation axis towards the direction of
the receiving coil, recording the maximum power point
and its corresponding position.

Finally, the sixth step involves fixing the variable
direction auxiliary coil at the maximum power point.
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Fig. 9. Variable direction transfer design process.

B. Electromagnetic field simulation

Here we match capacitors according to the coil
inductance to construct a resonant circuit. The coil
parameters are shown in Table 2.

Table 2: Coil parameters
Coils Inductance Series

Capacitor

Resistance

Sending coil LS 170 μH 30 nF 0.422 Ω
Codirectional
auxiliary coil Li

18 μH 30 nF 0.236 Ω

Variable
direction

auxiliary coil L j

18 μH 30 nF 0.236 Ω

Receiving coil
LR

170 nH 30 μF 0.15 Ω

The number of turns, radius and other parameters of
each coil are consistent with those mentioned earlier.

With a distance dSR of 8 cm between the sending coil
and the receiving coil, the position of the codirectional

auxiliary coil is altered to measure the system’s transfer
power at different locations. The measurement results are
shown in Fig. 10.

Fig. 10. The received power with codirectional auxiliary
coil.

It can be seen that when dSi=5 cm, the transfer
power is highest, so the codirectional auxiliary coil is
placed in this position. After the addition of the codirec-
tional auxiliary coil, a frequency splitting phenomenon
occurred, that is, when the distance between the codirec-
tional auxiliary coil and the sending coil is too close, the
power is lower than that without the addition of auxiliary
coil [23].

After determining the position of the codirectional
auxiliary coil, we studied the impact of the variable
direction auxiliary coil. We rotated the axis parallel to
the x-axis in the direction away from the sending coil,
and measured the transfer power at different angles. The
results are shown in Fig. 11.

Fig. 11. The received power with two auxiliary coils.
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Fig. 12. The received power with two auxiliary coils
when θ n=19◦.

When the angle between the variable direction aux-
iliary coil and the xy plane is 19◦, the power is maximum
and higher than when only the codirectional auxiliary
coil is added. Therefore, the proposed design method can
effectively improve transfer power and achieve variable
direction transfer.

When θ n is 19◦, we varied dR j and measured the
transfer power, as shown in Fig. 12. According to the
proposed design method, the rotational center of the
variable direction auxiliary coil is located at the center
position of dRi, i.e., dR j=di j=1.5 cm. Due to the pre-
cise requirements of coil positioning in WPT [22] and
the existence of frequency splitting phenomena [23], the
power rapidly decreases when the variable direction aux-
iliary coil is located at other positions.

The magnetic flux distribution of the system is
shown in Fig. 13. The magnetic flux generated by the
sending coil is guided towards the direction of the receiv-
ing coil through the auxiliary coils Li and L j, effectively
improving the transfer power.

Fig. 13. Magnetic flux distribution.

IV. EXPERIMENTAL MEASUREMENTS
AND RESULTS

Analysis from computational electromagnetics pro-
vided a basis for studying the placement of auxiliary
coils. Validation of the analysis results will be conducted
through experiment.

Fig. 14. Experimental prototype.

Figure 14 illustrates the experimental prototype
for the variable direction WPT system. Power supply
AG1019 is adopted to produce an HF voltage signal with
a frequency of 70 kHz. The impedance matching trans-
former T1K-7A is employed to mitigate the influence
of reflected power from the system on AG1019. The
parameters of each coil are consistent with those used
in the simulation. The experimental prototype adopts an
SS topology with a load resistance of 5 Ω.

After fixing the sending and receiving coils, the dis-
tance between the codirectional auxiliary coil and the
sending coil is varied, and the transfer power is measured
at different positions. The results are depicted in Fig. 15.

The power peaks when the distance between the
codirectional auxiliary coil and the sending coil is 5 cm.
Due to the manual winding of the coil, a slight error
in the design size leads to slightly lower experimental
power than the simulated power. Specific values mea-
sured during the experiment are detailed in Table 3.

To further enhance received power, a variable direc-
tion auxiliary coil is added to the system. Following the
method described earlier, the codirectional auxiliary coil
is fixed at dSi=5 cm. The angle of the variable direction
auxiliary coil is adjusted, and received power is mea-
sured at different positions, as illustrated in Fig. 16.

At θ n=19◦, the maximum received power is 58.07
W. Compared with the situation without the addition of
the codirectional auxiliary coil, the received power has
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Fig. 15. The experiment results of received power with
codirectional auxiliary coil.

Table 3: The experiment results of received power with
codirectional auxiliary coil

dSi dRi Received Power

1 cm 7 cm 39.2 W
2 cm 6 cm 40.65 W
3 cm 5 cm 43.76 W
4 cm 4 cm 45.8 W
5 cm 3 cm 51.03 W
6 cm 2 cm 47.67 W
7 cm 1 cm 43.58 W

Fig. 16. The experiment results of received power with
two auxiliary coils.

increased by 7.04 W. In comparison with the original
two-coil system, the received power has increased by
14.92%.

When θ n=19◦, the transfer power is measured by
varying the distance between the variable direction aux-
iliary coil and the receiving coil, as shown in Fig. 17.

The power rapidly decreases when the variable direction
auxiliary coil is located at other positions.

Fig. 17. The experiment results of received power with
two auxiliary coils when θ n=19◦.

When Li and L j are not placed according to the
proposed design method, even when operating at the
resonant frequency, the power is lower. As shown in
Fig. 18, at different distances, the power is consistently
below 35 W.

Fig. 18. Transfer power of coils at different positions.

The above experiment demonstrates that auxiliary
coils can effectively enhance the received power of the
system. The variable direction transfer method proposed
in this paper proves effective in improving received
power at specific positions. Consistency between the
computational electromagnetics analysis and experimen-
tal results validated the feasibility of our design method.

V. CONCLUSION

In application scenarios, when the sending and
receiving coils deviate from being parallel, the
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performance of the WPT system deteriorates sig-
nificantly. In traditional two-coil WPT systems, the
received power experiences a considerable reduction
when the receiving coil is rotated. Addressing this issue,
this paper introduces a method for a variable direction
WPT system based on two auxiliary coils.

Due to the lack of explicit formulas for calculating
power in complex WPT systems, the mutual inductance
and current related to transfer characteristics were ana-
lyzed. To validate the rationality of the design method,
the magnetic flux distribution of the system was studied
through simulations. Finally, the analysis results were
verified through experiments, confirming the feasibility
of the proposed approach.

Moreover, when altering the angle between the
sending and receiving coils, the proposed variable
direction transfer method also contributes to improved
received power. Nonetheless, the transfer efficiency
remains suboptimal, prompting further investigation into
optimizing the coil structure and control modes as our
next step. In other scenarios, adopting more coils and
using intelligent algorithms to calculate parameters are
also our future work.
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Abstract – In this paper, a wideband Butler matrix for the
uniform circular array antenna (UCA) generating multi-
mode orbital angular momentum (OAM) vortex wave is
designed. Firstly, the novel network topology of a But-
ler matrix is proposed. For the purpose of design and
optimization convenience, the 8×8 Butler matrix is sep-
arated into two different sub 4×4 Butler matrix modules
and one connection-output module. Then several wide-
band microwave components used in a Butler matrix,
such as 3 dB directional coupler and stable phase shifter
with composite right/left-handed (CRLH) transmission
line, are designed. To demonstrate the effectiveness of
the design process, a Butler matrix working in 5-7 GHz
is designed and fabricated. It is found that the simula-
tion results are in good agreement with the measured
data. The constant amplitude distribution and progres-
sive phase differences of±45◦,±90◦ between the output
ports are observed, hence the ±1, ±2 mode OAM waves
can be generated by the proposed Butler matrix.

Index Terms – Butler matrix, CRLH transmission line,
multi-mode OAM, wideband.

I. INTRODUCTION

Expected in the 2030s, 6-generation (6G) commu-
nication planning has begun. Compared with 5G, higher
capacity, higher data rates, and lower latency are required
by the 6G communication system. A possible way to
increase data rate of wireless communication is to use
orbital angular momentum (OAM) vortex waves instead
of traditional plane waves [1–4]. This spatial reuse of dif-
ferent OAM modes could improve greatly the channel
capacity [5–7].

Compared with other methods of generating OAM
waves [8–12], uniform circular array antenna (UCA)
support the generation of a variety of OAM modes [13–
15], and its feed status can be adjusted to generate OAM
of various modes flexibly. UCA can be fed by beamform-

ing network (BFN) which have economical and efficient
advantages to generate OAM waves with connection to
the UCA element. BFNs such as a Butler matrix [16–17]
are usually composed of coupler, crossover, and phase
shifter. In order to obtain a high quality OAM wave, the
design of the microwave components of a Butler matrix
is import and difficult to realize in wideband.

With a conventional Butler matrix with one layer
transmission line it is difficult to realize a stable phase
shift for wideband application [18]. In order to real-
ize wideband performance, a multi-layer coupling struc-
ture is discussed [19, 20]. For the design of the phase
shifter, a composite right/left-handed (CRLH) transmis-
sion line [21, 22] is applied to the phase shifter to obtain
larger phase shift values with necessary compact struc-
ture. To simplify the topology of a Butler matrix, fewer
phase shifters are desired for generating necessary OAM
modes. A simplified Butler matrix topology is necessary
but relevant research is rare.

In this paper, a wideband 8×8 Butler matrix for gen-
erating±1/±2 modes OAMwaves is designed. For some
key microwave components, 3 dB directional couplers
and phase shifters with the phase value of −45◦, 0◦, and
90◦ are designed by wideband structure with the CRLH
transmission line in order to realize stable phase shift.

II. TOPOLOGY OF A BUTLER MATRIX

For OAM application, the UCA element is fed by
BFN with equal amplitude and progressive phase differ-
ence [23]. In order to generate an OAM beam of ±1/±2
mode by feeding eight-element antenna array, an equal
amplitude distribution with phase differences of ±45◦
and ±90◦ are required.

Firstly, the sub Butler matrix module 1 and 2 is pro-
posed to realize consistent phase difference between the
four output ports. Then, the sub Butler matrix modules
are connected by connection-output modules to obtain
consistent phase difference of eight outputs. The sub
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Butler matrix module 1 based on 0◦/−45◦ phase shifter
and sub Butler matrix module 2 based on 90◦ phase
shifter are designed, as shown in Fig. 1.

(a) (b)

Fig. 1. Topology of sub Butler matrix module: (a)
sub Butler matrix module 1 and (b) sub Butler matrix
module 2.

As shown in Fig. 1, port #1-8 on the left side are
input ports and port #1’-8’ on the right side are output
ports. The sub Butler matrix modules 1 and 2 can realize
equal phase differences output of −45◦, 45◦, 90◦, and
−90◦ by the excitation of port 1, 4, 5, and 8, respectively.
The connection-output module is shown in Fig. 2.

Fig. 2. Connection-output module.

As shown in Fig. 2, four outputs of a sub But-
ler matrix module are connected to the input of a
connection-output module in sequence to obtain eight
outputs which have 180◦ phase difference between those
two outputs, ports G’ and H’. The entire 8×8 Butler
matrix network is shown in Fig. 3.

Fig. 3. Topology of an 8×8 Butler matrix.

As shown in Fig. 3, the input ports are located on
the outside and the transmission lines of the output ports
do not overlap with each other. In this design, only
0◦/−45◦/90◦ phase shifters are needed, so the design
complexity of the wideband phase shifter is reduced. For
sub module 1 (Fig. 3 zone I), the −45◦ phase shifter and
cross coupler are used to realize −45◦, 45◦ output phase
differences by excitation of ports 1 and 4, respectively.
For sub module 2 (Fig. 3 zone II), the 90◦ phase shifter
and cross coupler are used to realize 90◦, −90◦ output
phase differences by excitation of ports 5 and 8, respec-
tively. In order to generate +1 mode OAM, the excitation
of port 4 could realize 45◦ phase difference distributions
of −90◦, −45◦, 0◦ and 45◦. The phase distributions of
−90◦, −45◦, −0◦, 45◦, 90◦, 135◦, 180◦, and 225◦ can be
generated by the connection-output module (Fig. 1 zone
III) because of the 180◦ phase difference between the
two output ports of the connection-output module. The
phase distribution of −1 mode OAM can be realized by
the excitation of port 1, and the excitation of ports 5 and
8 can realize the phase distribution of −2 mode and +2
mode, respectively.

The detailed phase distribution of the Butler matrix
is listed in the Table 1 for ±1, ±2 mode with phase dif-
ference of −45◦, +45◦, −90◦, and +90◦. The phase of
each input port is zero, which satisfies the condition of
unequal phase differences with different excitations of
input ports. Compared with the conventional 8×8 But-
ler matrix exciting eight OAM modes, the proposed But-
ler matrix could provide the necessary modes with fewer
phase shifters.

Table 1: Phase distribution of 8×8 Butler matrix
Mode −1 1 2 −2

Input Port 1 4 5 8

Output Port

P9 45 −90 90 −180
P10 0 −45 0 −90
P11 −45 0 −90 0
P12 −90 45 −180 90
P13 −135 90 −270 180
P14 −180 135 0 270
P15 −225 180 −90 0
P16 −270 225 −180 90

III. DESIGN OFWIDEBAND COMPONENT

The performance of each component using an 8×8
Butler matrix would affect the wideband stability of the
whole network significantly. So, the accurate design and
balance optimization of 3 dB directional coupler and
−45◦/0◦/90◦ phase shifter are necessary. Firstly, a wide-
band 3 dB coupler is designed. Then, a −45◦ phase
shifter is obtained by adding a rectangular patch into
the 3 dB coupler structure. Also, a transverse slot line is
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introduced into the rectangular patch to realize a 0◦ phase
shifter. Finally, two 45◦ phase shifters based on CRLH
transmission line are applied to the 0◦ phase shifter to
realize a 90◦ phase shifter.

A. 3 dB directional coupler and−45◦/0◦ phase shifter
The 3 dB directional coupler is designed, as shown

in Fig. 4.

Fig. 4. 3 dB directional coupler (s1 = 4.78, s2 = 9.5, w0
= 1.61, s3 = 1.66, l1 = 3.8, l2 = 8.75 unit = mm).

As shown in Fig. 4, the 3 dB directional coupler con-
sists of two pieces of substrate (h = 0.6 mm, εr=2.6).
The top metal layer includes ports B and A’. The bottom
metal layer is similar to the top layer, but the ports here
are ports A and B’. The two coupling patches and the slot
are given a diamond shape in order to avoid the discon-
tinuity of the structure and reduce edge capacitance. The
impedance of input and output ports is 50 Ω to connect
with RF lines. The simulation results are shown in Fig. 5.

As shown in Fig. 5, the simulation results show
that the amplitude balance is 3.25±0.15 dB and the
phase balance is 90◦±0.5◦ in the operating frequency

Fig. 5. Simulation results of 3 dB directional coupler.

range. The isolations of SA,A and SB,A are less than
−24 dB which indicates that the coupling between the
two input ports is low and has little effect with the sit-
uation of multi-ports excitation. The −45◦ phase shifter
is designed based on the structure of the 3 dB directional
coupler. The structure of the−45◦ phase shifter is shown
in Fig. 6.

Fig. 6.−45◦ phase shifter (l open= 4.88, w open= 5.1,
unit = mm).

In order to obtain a wideband −45◦ phase shifter, a
rectangular patch is applied as an open-circuit structure.
The effect of width and length of the rectangle patch on
the phase shift is investigated. The simulation results are
shown in Fig. 7.

(a)

(b)

Fig. 7. Simulation results of−45◦ phase shifter: (a) effect
of w open and l open and (b) S parameter.
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From Fig. 7, a stable phase shift of−45±0.3◦ can be
observed. The 0◦ phase shifter is designed based on the
structure of the −45◦ phase shifter, as shown in Fig. 8.

Fig. 8. 0◦ phase shifter (l open1 = 4.64, w open1 = 5.2,
l gap = 0.5, unit = mm).

Based on the −45◦ phase shifter, a transverse slot
line is introduced into the rectangle patch to realize the 0◦
phase shifter. The simulation results are shown in Fig. 9.

Fig. 9. Simulation results of 0◦ phase shifter.

It can be seen from Fig. 9 that the phase difference
between port D and port D’ is near to 0◦ and thus the
0◦ phase shifter is generated. The error of the 0◦ phase
shifter is ±0.25◦ with the frequency range of 5-7 GHz.

B. 45/90◦ phase shifter
By cascading the 0◦ phase shifter to two 45◦ phase

shifters with the CRLH transmission line, a 90◦ phase
shifter could be realized. Firstly, the 45◦ phase shifter is
designed, as shown in Fig. 10.

As shown in Fig. 10, the CRLH transmission com-
posed of patch and microstrip line is simplified to the
parallel inductors and series capacitors existing in the
left-handed structure, so this shifter become miniatur-
ized. The effect of the dimensions of CRLH transmission
line structure on transmission parameter is investigated.
The simulation results are shown in Fig. 11.

(a)

(b)

Fig. 10. 45◦ phase shifter (a) model and (b) equivalent
circuit (m1 = 1.3, m2 = 7.1, m3 = 0.4, w0 = 1.61, w1
= 0.5, w2 = 1.3, w3 = 1.9, unit = mm).

(a)

(b)

Fig. 11. Continued.
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(c)

(d)

Fig. 11. Simulation results of 45◦ phase shifter: (a) effect
of series inductance, (b) effect of parallel inductance, (c)
effect of parallel capacitors, and (d) optimized simulation
results.

The series inductance, parallel inductance, and par-
allel capacitors have effect on both low-frequency res-
onance points and high-frequency resonance points.
Bandwidth can be changed by adjusting the structure
parameters. The simulation results show that the phase
imbalance does not exceed 0.8◦ at 5-7 GHz. Wideband
stable phase shift characteristics can be observed. The
90◦ phase shifter is designed based on the 45◦ phase
shifter as shown in Fig. 12.

Fig. 12. 90◦ phase shifter.

On the basis of the 0◦ phase shifter, the CRLH trans-
mission line is connected at the input port and output port

to obtain the 90◦ phase shifter structure. The simulation
results are shown in Fig. 13.

Fig. 13. Simulation results of 90◦ phase shifter.

As shown in Fig. 13, the simulation results indicate
that the phase shift value is 89.6◦±0.4◦. Hence, large
and stable phase shift values can be achieved in the wide
band, compared with a conventional phase shifter.

In general, the 3 dB coupler and −45◦/0◦/90◦ phase
shifter are designed in sequence. The imbalance of
the amplitude and phase shift are quite small for this
component.

IV. SUB BUTLER MATRIX AND
CONNECTION-OUTPUT MODULE

Based on the wideband components, a sub Butler
matrix module and connection-output module could be
obtained. The sub Butler matrix module is shown in
Fig. 14.

(a)

Fig. 14. Continued.
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(b)

Fig. 14. Sub Butler matrix module: (a) sub module 1 and
(b) sub module 2.

Using the phase shifter and 3 dB directional cou-
pler designed above, the sub Butler matrix module is
constructed by connecting these components with a
microstrip line in Fig. 14 corresponding to zones I and
II in Fig. 3. The simulation results are shown in Fig. 15.

It can be seen from Fig. 15 that the amplitude
imbalance of the output of sub Butler matrix modules
1 and 2 do not exceed 0.8 dB and 1.0 dB, respectively.
The ±45◦+1.6◦ and ±90±1.5◦ phase differences can be

(a)

Fig. 15. Continued.

(b)

(c)

(d)

Fig. 15. Simulation results of a sub Butler matrix mod-
ule: (a) Sx,1, (b) output phase of sub Butler matrix mod-
ule 1, (c) Sx,5, and (d) output phase of sub Butler matrix
module 2.

obtained by excitation ports 1, 4, 5, and 8. In order to
combine two 4×4 sub Butler matrix modules and out-
put ports, the connection-output module corresponding
to zone III in Fig. 3 is designed. The connection-output
module is shown in Fig. 16.
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Fig. 16. Connection-output module composed of 90◦
phase shifter and 3 dB directional coupler.

The simulation results are shown in Fig. 17.

Fig. 17. Simulation results of connection-output module.

As shown in Fig. 17, the simulation results indi-
cate the reflection coefficient and isolation are less than
−25 dB at 5-7 GHz. The amplitude balance of the output
ports is 3.2±0.3 dB. The 180±1.2◦ and 0±1.0◦ phase
difference between ports G’ and H’ can be realized by
the excitation of ports G and H, respectively.

V. RESULTS AND DISCUSSION

Based on the sub Butler matrix module and
connection-output module, an 8×8 Butler matrix can be
realized, as shown in Fig. 18.

Corresponding to the topology of Fig. 1, zone I and
zone II are sub Butler matrix module 1 and module 2,
respectively. These two sub Butler matrix modules are
connected by the middle connection-output module, as
shown in zone III. The phase distribution of ±1, ±2
OAM modes can be obtained from the 9-16 outputs by
the excitation of ports 1, 4, 5, and 8, respectively. The
simulation results are shown in Figs. 19 and 20.

Fig. 18. 8×8 Butler matrix.

(a)

(b)

(c)

Fig. 19. Continued.
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(d)

Fig. 19. Simulation results of S parameters: (a) port 1,
(b) port 4, (c) port 5, and (d) port 8.

(a)

(b)

Fig. 20. Simulation results of phase difference: (a) input
at port 1 and port 4 and (b) input at port 5 and port 8.

The simulation results indicate that there is a simi-
larity between ports 1 and 4, as well as between ports 5
and 8, due to the symmetry of the Butler matrix structure.

It can be observed that the amplification is almost equal
and phase distribution is consistent with theory results
as shown in Table 1. The reflection coefficient of ports
1 and 5 and the isolations are less than −20 dB in 5-
7 GHz. The transmission coefficients for input ports 1
and 5 is −9.9±0.6 dB and −9.7±0.5 dB, respectively.
The phase balances by the excitation of ports 1 and 5
are 45◦±2.1◦ and 90◦±2.2◦, respectively. Quite good
amplitude and phase stability can be observed in wide
band.

In order to demonstrate the design work, two sub
Butler matrix modules and a connection-output module
are fabricated, as shown in Fig. 21.

(a)

(b) (c)

(d)

Fig. 21. Photographs of the proposed Butler matrix: (a)
sub Butler matrix module 1, (b) sub Butler matrix mod-
ule 2, (c) connection-output module, and (d) whole But-
ler matrix.

A complete 8×8 Butler matrix structure can be
obtained by connecting the output port of the sub But-
ler matrix module with input port of the connection-
output module. The S parameters of these three modules
and the 8×8 Butler matrix are measured. The measured
results of the sub Butler matrix module 1 are shown in
Fig. 22.
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(a)

(b)

(c)

Fig. 22. Measured results of sub Butler matrix module 1:
(a) transmission coefficient, (b) reflection coefficient and
isolation, and (c) phase difference of output.

As shown in Fig. 22, the amplitude imbalance of
output of sub Butler matrix module 1 does not exceed
1.2 dB. The 45◦±5.6◦ phase difference can be obtained
by excitation port 1. The measured results of sub Butler
matrix module 2 are shown in Fig. 23.

(a)

(b)

(c)

Fig. 23. Measured results of sub Butler matrix module 2:
(a) transmission coefficient, (b) reflection coefficient and
isolation, and (c) phase difference of output.

As shown in Fig. 23, the amplitude imbalance of the
output of sub Butler matrix module 2 does not exceed
1.4 dB. The 90◦±5.5◦ phase difference can be obtained
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by excitation port 5. The measured results of connection-
output module are shown in Fig. 24.

As shown in Fig. 24, the amplitude and phase bal-
ance of connection-output module is −3.3±0.5 dB and

(a)

(b)

(c)

Fig. 24. Measured results of connection-output module:
(a) transmission coefficient, (b) reflection coefficient and
isolation, and (c) phase difference of output.

180◦±5.2◦ in the operating frequency range. The mea-
sured results of the 8×8 Butler matrix is shown in
Figs. 25 and 26.

From Figs. 25 and 26, it can be seen that the mea-
sured results are in good agreement with the simulation
results. The amplitude and phase balance in the operating
frequency range are −10.3±0.8 dB and −10.0±0.7 dB,
45◦±7.3◦ and 90◦±7.2◦ for −1 mode and −2 mode,
respectively. The amplified and phase error between
measured and simulation results is less than 0.5 dB
and 5◦ in most frequencies. Compared with the existing
designs of the Butler matrix listed in Table 2, the number
of beams for beamforming Butler matrix and the number
of OAM wave modes for OAM generate Butler matrix is
also listed. The proposed work has the advantages of low
insertion loss, small phase error, and wide bandwidth,
which is very attractive in wideband OAM generation.
Also, the modified topology of the Butler matrix needed
fewer phase shifters to generate necessary OAM modes.

(a)

(b)

Fig. 25. Measurement results for −1 mode: (a) transmis-
sion coefficient and (b) phase difference of output.
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(a)

(b)

Fig. 26. Measurement results for −2 mode: (a) transmis-
sion coefficient and (b) phase difference of output.

Table 2: Comparison with previews work
Ref. Freq.

(GHz)

Insert Loss/

Phase Error

Band-

width

Return

Loss/

Isolation

Ports

Num.

Beams/

Modes

Num.

[24] 1.8 −7±0.5
dB/4◦

12% <−25 dB/
<−20 dB

4×4 4 Beams

[25] 7.5 −7 ±1 dB /7◦ 10.7% <−10 dB/
<−15 dB

4×4 3 Modes

[26] 2.2 −10.1±2.2 dB/
20.7◦

27% <−10 dB/
<−10 dB

8×8 8 Beams

[27] 2.45 −10 ±1 dB/10◦ 8% <−15 dB/
<−15 dB

8×8 4 Modes

This
work

5-7 −10.3±
0.8 dB/7.3

33% <−15 dB/
<−15 dB

8×8 4 Modes

VI. CONCLUSION

In this paper, a wideband 8×8 Butler matrix for
generating ±1/±2 OAM modes is designed. Unlike the
conventional 8×8 Butler matrix generating eight modes,
this design requires fewer phase shifters to generate nec-
essary modes OAM vortex wave. Wideband microwave
components are designed, namely 3 dB directional cou-

pler and −45◦/0◦/90◦ phase shifters based on CRLH
transmission line. Two sub Butler matrix modules and
a connection-output module are designed to form the
8×8 Butler matrix. This provides a design for generating
multi-mode OAM waves with the advantages of simpli-
fied Butler matrix structure and stable transmission per-
formance in the wide band. It is found that the measured
results are in good agreement with simulation results.
The quite small imbalance of amplitude and phase shift
can be realized for different OAM modes.
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Abstract – Wireless power transfer has become a trend-
ing research area for remotely transferring power. This
paper presents the numerical simulation study of selec-
tive wireless power transfer to closely spaced wireless
sensors embedded in reinforced concrete. A selective
microwave wireless power transfer is achieved at a
10 mm separation between tightly-coupled monopole
antennas (wireless sensor antennas). Both tightly-
coupled wireless sensors operate at 2.45 GHz, hence
beating the diffraction limit at λ/12 with the incorpo-
ration of additional scatterers in the reinforced concrete
environment. The main objective is to realize selective
wireless power transfer to wireless sensors with sub-
wavelength separation (closely spaced) to which one
makes the power request. Here, the presence of meta-
structures creates some randomness serving as scat-
terers in the use of the electromagnetic time-reversal
technique which enhances the spatial refocusing beyond
the diffraction limit. This implies that the focal spot is
less than half of the carrier wavelength at the operating
frequency. At any time that one of the tightly-coupled
sensor antennas sends a power request, power will be
transferred to it alone. Cases of dry concrete with and
without reinforced bars have been studied with electro-
magnetic time-reversal techniques for the closely spaced
sensors embedded in concrete.

Index Terms – electromagnetic time reversal, sensors,
super-resolution, wireless power transfer.

I. INTRODUCTION

There is increasing demand for wireless devices
for various applications such as wireless power transfer
[1–4] and electronic toll collection systems [5]. Antennas
play crucial roles in wireless power transfer hence the

need for an optimum design. In [6], the authors proposed
the design of a dipole antenna with matching network
using genetic algorithm (GA) optimization. The antenna
designed in [6] comprised of a loaded wire dipole and
matching network, in which loads and matching net-
work were optimized by the GA in order to enhance the
antenna’s performance. In [7], an orthogonally integrated
hybrid antenna for intelligent transportation systems was
proposed. The authors in [1] studied a near field wireless
power transfer to sensors embedded in concrete under
different scenarios. However, the action distance for this
system is not large. Many wireless devices in the era of
the internet of things need to be powered and kept on to
perform their intended functions. Most of these devices
run on batteries which need to be replaced after they run
down or get trickle charged in their active service life. In
the literature, numerous methods for charging such bat-
teries to enable them to stay in active service over pro-
longed periods have been proposed.

Wireless power transfer has gained increasing atten-
tion in recent years due to the need to continuously
power wireless sensors used for various critical mon-
itoring applications. For example, in [3] the authors
designed and optimized a robust concrete embedded
antenna and minimized the influence of the background
material on the energy transfer efficiency to monitor the
health of civil structures. In [8], a proof of concept for
near field communication for powering sensors in con-
crete is studied, where the sensors were deeply buried
in the concrete. Here, the effect of re-enforcement bars
was not considered. Wireless sensors for health moni-
toring of civil structures can be buried inside the con-
crete during the construction phase or after the construc-
tion to report the health of the civil structure [9]. In [9],
power transmission to sensors embedded in reinforced
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concrete structures is presented. The study considered a
single antenna embedded in the concrete structure. Nev-
ertheless, to obtain accurate and timely information on
the health of civil structures, multiple sensors will be
required.

With the need to monitor civil structures in space
constrained environments, embedding closely spaced
sensors will be necessary and a super resolution method
for transmissions is much desired. This article presents
a numerical simulation study which explores the real-
ization of selective wireless power transfer to closely
spaced wireless sensors embedded in reinforced concrete
for structural health monitoring applications.

II. ELECTROMAGNETIC TIME-REVERSAL
WIRELESS POWER TRANSFER

The electromagnetic time-reversal (EMTR) tech-
nique which has been widely applied in acoustic has
found wide applications in electromagnetics as well.
It has been used in medical imaging, target detection
[10], wireless power transfer [11], wireless transmission
using pulse shaping [12], power wave forming [13] and
telecommunications [14] among others.

The EMTR technique is characterized by spatial
and temporal focusing effects. In electromagnetic time
reversal, the more complex the medium is with scatter-
ers resulting in reverberation and reflections (multipath),
the better the focusing effect. Such complex scattering
medium helps to increase the aperture of the antenna
time-reversal mirror (TRM). The TRM is enabled to col-
lect the scattered fields, record, flip in time and then
transmit back into the same medium from the TRM posi-
tioned outside the concrete. The time-reversed waves are
found to converge back to the source where the initial
transmission originated if the medium is reciprocal [15].
This is even more precise and can be exploited for selec-
tive focusing on closely spaced antennas. It is evident
that the EMTR technique has been used in various appli-
cations in literature but not much research has been done
on its application to wireless power transfer to tightly-
coupled sensors embedded in concrete with reinforce-
ment bars. In [11], a single-channel TRM is employed as
a novel method of wireless power transfer to a moving
target in a reverberant medium. EMTR wireless power
transfer can surmount the challenges of inductive wire-
less power transfer such as increasing the action dis-
tance and may also reduce the risk of electrocution in its
action path since the scattered waveform is not a beam
of waves. However, to the best of our knowledge, EMTR
wireless power transfer to tightly-coupled monopoles
embedded in concrete at separation of 10 mm with rein-
forcement bars in conjunction with an electromagnetic
scatterer plate has not been studied. This article aims to
study the selective microwave wireless power transfer to

tightly-coupled antennas operating at 2.45 GHz in mul-
tiple scattering environments within reinforced concrete
structures.

In EMTRwireless power transfer, the receiver trans-
mits a signal to the transmitter, which is then time-
reversed and re-transmitted back to the receiver. This
process can be described mathematically as:
ER(x,y,z,t) → ET (x,y,z,t) → ET (x,y,z,−t) → ER(x,y,z,−t), (1)

where ER(x,y,z,t) is the electric field at the receiver at time
t, ET (x,y,z,t) is the electric field at the transmitter at time
t, and ET (x,y,z,−t) is the time-reversed electric field at the
transmitter at time, −t.

Using time-reversal symmetry property, we can sub-
stitute E(-t) for E(t) in the electromagnetic wave equation
to obtain:

∇2E−μ0ε0∂ 2E/∂ t2 = 0, (2)

∇2E−μ0ε0∂ 2E/∂ (−t)2 = 0, (3)

∇2E+μ0ε0∂ 2E/∂ t2 = 0. (4)
These equations describe the behavior of the time-

reversed electric field in air medium during EMTR wire-
less power transfer. However, this equation alone is not
sufficient to calculate the exact behavior of the elec-
tric field during EMTR wireless power transfer. A more
detailed analysis, which considers the specific geometry
of the transmitter and receiver, is needed to derive more
accurate equations for this process. The electromagnetic
wave equation in a concrete environment can be derived
by modifying the wave equation in a vacuum to consider
the presence of a medium with a non-zero permittivity
and permeability. In general, the electromagnetic wave
equation in a medium can be written as:

∇2E−μ∂ 2E/∂ t2−μ∂
(
μ−1∂E/∂ t

)
/∂ t = 0, (5)

where E is the electric field, μ is the permeability of the
medium, and ε is the permittivity of the medium. The
second and third terms on the left-hand side of (5) con-
sider the effect of the medium on the propagation of elec-
tromagnetic waves.

In a concrete environment, the permeability and per-
mittivity of the medium can be different from those in a
vacuum. In general, the permeability of concrete is close
to that of free space (i.e., μ ≈ μ0), while the permittiv-
ity can be significantly higher (i.e., ε > ε0). Therefore,
the electromagnetic wave equation in a concrete environ-
ment can be written as:

∇2E−μ0ε∂ 2E/∂ t2−μ0∂
(
εrε−1

0 ∂E/∂ t
)
/∂ t = 0, (6)

where εr is the relative permittivity (or dielectric con-
stant) of the concrete, which describes howmuch the per-
mittivity of the concrete differs from that of free space.

III. DESIGN OF ANTENNA
TIME-REVERSAL MIRROR (ATRM)

For structural health monitoring of concrete struc-
tures, there will be the need for embedding wireless
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sensors near some concrete structures due to space
constraints for structural health monitoring and related
applications. Due to this, the study of selective focus-
ing of microwave wireless power transfer to embedded
tightly-coupled sensors is necessary. Electromagnetic
time reversal with spatial focusing properties promises
to help realize such selective transfer of power to such
tightly-coupled sensors embedded in concrete structures.
Therefore, this study focuses on the study of selec-
tive wireless power transfer from antennas located out-
side the concrete structure to tightly-coupled antennas
embedded in the concrete structure. The tightly-coupled
sensors are denoted by two tightly-coupled monopoles
both operating at 2.45 GHz with a separation of 10 mm.

Firstly, two tightly-coupled monopoles are designed
to represent the antennas of the wireless sensors embed-
ded in concrete. The two tightly-coupled wire monopole
antennas have a separation distance of 10 mm and are
positioned on the same ground plane with a radius of
150 mm. Both monopole antennas operate at 2.45 GHz.
The optimized height of each monopole is 28 mm.
Figure 1 shows the structure of the designed tightly-
coupled monopole antennas. The optimum height of
these monopole antennas was realized through param-
eter sweeping study.

Fig. 1. Tightly-coupled monopole antennas on a large
ground plane.

Secondly, we propose the design of a dual-band
antenna TRM operating at 2.45 GHz and 5.2 GHz to be
used in a wireless power transfer application as TRM to
wireless sensors embedded in concrete at 2.45 GHz. It
consists of a single-layer substrate (εr = 2.65, tanδ =
0.003) etched with round-end bowtie shaped patch made
of copper placed at alternate sides of a 49 mm × 43
mm substrate having a thickness of 0.8 mm and fed by
a coaxial feed line. The bowtie antenna evolved from
the conventional microstrip bowtie antenna as discussed
in [16]. The initial design of the bowtie antenna was
based on the design equation in [16]. After the initial
design, the antenna was modified to have a probe feed-
line. The antenna design was then fine-tuned through
numerical simulations. The rounded bowtie antenna is

closely related to the conventional one hence the reso-
nance frequency of the patch bowtie antenna for its dom-
inant mode can be derived following the equations in
[16] as:

fr = 1.152
c

L2√εe f f

(
(W +2ΔL)+(S+2ΔL)
(W +2ΔL)+(Wc +2ΔL)

)
, (7)

ΔL =
0.412h

(
εe f f +0.3

)(
εe f f −0.258

)
(

W+Wc
2h +0.262

W+W
2h +0.813

)
, (8)

ee f f =

(
er +1
2

)
+

(
er −1
2

)(
24h

W +Wc
+1
)− 1

2
. (9)

The guided wavelength of the bowtie antenna can be
obtained as:

λg =
λ0√εe f f

. (10)

The effective side length is expressed as [16]:

ae f f = a+
h√ee f f

. (11)

The final dimensions of the antenna were optimized
using HFSS. The optimum size of the substrate used is
30 mm × 30 mm and 0.8 mm thickness. The proposed
antenna TRM has slots etched on the radiator and metal-
lic scatterers at both sides of the substrate. The other
parameters of the proposed antenna TRM are as follows:
the flare angle is 130 degrees, the patch on the left-hand
side has a radius of 18.768 mm, and the dimensions of
the rectangular slot on the left patch is 1.5 mm by 18.678
mm. The patch on the right-side has a radius of 18.760
mm and its rectangular slot has dimensions of 1.5 mm
by 19.00 mm. The microstructures (slots) etched on the
patch have radii of 0.30 mm and 0.80 mm with a separa-
tion of 0.40 mm between them as shown in Fig. 2.

Fig. 2. Layout of the antenna time-reversal mirror.
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IV. DISCUSSIONS OF ANTENNA TRM
SIMULATION AND EXPERIMENTAL

RESULTS

A prototype of the fabricated bowtie antenna is
depicted in Fig. 3. The simulated and measured reflection
coefficient of this demonstrator are shown in Fig. 4. The
reflection coefficient of the dual-band bowtie antenna
with scatterers on both radiators and substrate is below
-10 dB from 2.295 GHz to 2.505 GHz resulting in 210
MHz measured bandwidth in the lower operating band
(2.45 GHz). For the upper band (5.2 GHz), a measured
-10 dB impedance bandwidth of 735 MHz was recorded
for frequencies ranging from 4.71 GHz to 5.445 GHz.
From Fig. 4, the simulated results for this antenna show
that the reflection coefficient is below -10 dB from 2.34
GHz to 2.56 GHz resulting in 240 MHz bandwidth at the
lower operating frequency (i.e. 2.45 GHz).

Again, the reflection coefficient is less than -10 dB
from 4.75 GHz to 5.54 GHz resulting in 790 MHz band-

(a) (b)

Fig. 3. Photograph of antenna TRM: (a) front and (b)
back.

Fig. 4. Simulated and measured S11 of the TRM.

width with the return loss reaching 12.20 dB at 5.2
GHz. We observed that there are some discrepancies
between the simulated and measured results. This can be
attributed to losses of the coaxial feedline (cable) used
for the measurement, the influence of the SMA connector
and the unbalanced feed structure of the antenna TRM as
well as non-ideal environmental conditions and fabrica-
tion uncertainties.

(a)

(b)

(c)

Fig. 5. Simulated radiation patterns of antenna TRM at
(a) 2.45 GHz, (b) 2.385 GHz, and (c) 2.485 GHz.
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The simulated radiation performance of the pro-
posed antenna at the lower band is shown in Figs. 5 (a-c).
It shows simulated radiation performance at 2.385, 2.45
and 2.485 GHz, respectively, all showing typical dipole
radiation patterns.

The antenna TRM was also characterized for radi-
ation performance for the upper band resonating at

(a)

(b)

(c)

Fig. 6. Radiation characterization (simulated) of bowtie
antenna TRM at (a) 4.885 GHz, (b) 5.2 GHz, and (c)
5.485 GHz.

5.2 GHz and two other frequencies within its oper-
ating bandwidth. The radiation patterns are shown in
Figs. 6 (a-c) at the frequencies indicated. The measure-
ment setup of the bowtie antenna TRM is shown in
Fig. 7.

Fig. 7. Measurement setup of the bowtie antenna TRM.

The scatterers on the bowtie antenna distract the
flow of shield current on the radiators serving as pertur-
bation structures on the patch radiators which changes
the direction of flow of these currents.

Hence a form of near-field scatterers on the bowtie
antennas analogous to the near-field metal wire medium
arranged at sub-wavelength scale. The size of these scat-
terers is much smaller than the size of the antenna radia-
tor implying that these slots will resonate at a far higher
frequency. From the observed radiation patterns, it shows
that the microstructure scatterers have enhanced the radi-
ation performance of the antenna TRM by decreasing
the cross-polarization levels. The resulting high cross
polarization discrimination decreases any unwanted field
components which is a desired feature of an antenna
TRM. This enhances the focusing properties based on
the evanescent wave reciprocity principles resulting in
super-resolution realizations when used with some wire
medium/microstructure array of scatterers in the near
field of the transmitting antenna since evanescent waves
experience exponential decay. A method of enhancing its
propagation to the far field is necessary, hence the tech-
niques adopted.

The simulated reflection coefficient of the tightly-
coupled monopole antenna is shown in Fig. 8. Opti-



369 ACES JOURNAL, Vol. 39, No. 04, April 2024

mum performance is realized when the length of the
monopole antenna is 28 mm. The two tightly-coupled
wire monopole antennas have separation of 10 mm with
a ground plane of 150 mm in radius and both operate
at 2.45 GHz. The optimized height of each monopole is
28 mm.

Fig. 8. Simulated reflection coefficient (S11) of the
tightly-coupled monopole antennas.

V. NUMERICAL SIMULATION OF
SELECTIVE WIRELESS POWER

TRANSFER TO SENSORS EMBEDDED IN
CONCRETE

Figure 9 shows the setup of the tightly-coupled
antennas embedded in concrete without re-enforcement
bars. In this setup, the antenna TRMs with slots are
positioned outside the concrete structure and the tightly-
coupled monopole antennas/sensors requesting power
are embedded in the concrete structure. The antenna
TRM has a face-to-face separation distance of 300 mm.

Fig. 9. Setup for concrete without re-enforcement bars
with embedded tightly-coupled monopoles.

Four TRMs were used to provide power transfer to
the embedded tightly-coupled antennas. Table 1 shows
performance comparison between the proposed antenna
and other studies. The proposed antenna compares favor-
ably with other works. The concrete material has a
dielectric constant of 4.5 with a loss tangent of 0.011.
A block of concrete was modelled with dimensions of
200 mm by 200 mm and a height of 150 mm.

For this study, three setups have been consid-
ered and numerically studied. In Fig. 9, there are
no re-enforcement bars and scatterers. In Fig. 10, re-
enforcement bars (rebars) are embedded in the concrete.
The re-enforcement bars are made of iron rods with the
properties of a lossy metal. The iron rods’ diameter is 16

Table 1: Performance comparison of the proposed
antenna and other works
Ref Dimension

(mm)

Bandwidth

(GHz)

Frequency

(GHz)

Gain

(dBi)

[17] 50×50
(etched on
both copper

layers)

NA 2.4, 3.5, 5.3 1.8,
1.5,
4.5

[16] 110×50
(etched on
single
copper
layer)

NA 0.9 / 1.8
1.25, 2.1

3.5/
4.4
3.9,
5.1

[18] 45 × 65
(edged on
both copper

layers)

4.0-6.8 4.2, 5.5, 6.6 11.08
at
5.5
GHz

This

work

49 × 43 2.295-

2.505,

4.71-5.445

2.45, 5.2 3.7,

3.0

Fig. 10. Re-enforced concrete structure with embedded
monopole antennas and rebars and surrounding TRMs.
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mm with a length of 200 mm and arranged as shown in
Fig. 10.

Further, the concrete is embedded with rebars and
additional two plates of electromagnetic scatterers close
to the iron rods.

The electromagnetic scatterer plate is designed with
a microwave substrate with copper strips of the length
of a wavelength at the operating frequency and sub-
wavelength separation arranged on one side of the
microwave substrate. The dielectric constant of the
microwave substrate used is 2.65.

Figure 11 shows the unit cell of the proposed scat-
terer embedded in the concrete structure. The corre-
sponding dimensions are listed in Table 2. The complete
15×15 scatterer plate is shown in Fig. 12.

Fig. 11. Unit cell of the scatterer showing its respective
dimensions.

Table 2: Dimensions of the scatterer
Parameter Value (mm) Parameter Value (mm)

L1 3.00 L10 8.625
L2 3.625 L11 9.25
L3 4.25 L12 9.875
L4 4.875 L13 10.50
L5 5.5 L14 11.125
L6 6.125 L15 11.75
L7 6.75 L16 12.375
L8 7.375 Width of

strip
1.00

L9 8.00

All numerical simulations were carried out using
Computer Simulation Technology (CST). MATLAB was
used to reverse the signals for the time-reversal signal
re-transmission. An initial channel-sounding pulse was

Fig. 12. The 15 × 15 array scatterer plate.

transmitted from the antenna/sensor making the power
request. This signal (total field) is then received by four
antennas (ATRM), flipped in time using the MATLAB
program and then re-transmitted from the TRM into
the concrete structure using CST. The complete setup
including the additional electromagnetic scatterers in the
form of a scatterer plate is shown in Fig. 13.

The objective is to improve the scattering of the
electromagnetic waves to realize super-resolution wire-
less power transfer. This structure consists of an array
of coiled copper strips with their unit cell as depicted in
Fig. 11 and the scatterer plate as shown in Fig. 12. The

Fig. 13. Setup of re-enforced concrete with additional
scatterers embedded in concrete.
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scatterers and the rebars embedded in the concrete have
helped to enhance the effective aperture of the embed-
ded monopole antennas hence yielding super-resolution
performance using the time-reversal technique.

VI. NUMERICAL SIMULATION RESULTS
AND DISCUSSIONS OF

SUPER-RESOLUTIONWIRELESS POWER
TRANSFER IN CONCRETE

The numerical simulation results of the three cases
studied are presented in this section. Figure 14 (a) shows
the time signals plot of the setup of wireless power trans-
fer into the concrete without rebars and the scatterer
plates. The results in Fig. 14 (a) show that this setup
failed to realize super-resolution wireless power trans-
fer for the tightly-coupled monopoles as the magnitude
of the voltage signal received by the two monopoles is

(a)

(b)

Fig. 14. Results for concrete without re-enforcement and
additional scatterers: (a) time signal plot and (b) electric
field distribution on the tightly-coupled antennas.

nearly the same in magnitude. There is no clear distinc-
tion showing the attainment of at least a 50% differ-
ence in the magnitude of the amplitude of the time sig-
nals received by the two tightly-coupled antennas [19].
Figure 14 (b) shows the electric field distribution for this
case.

It can be observed from Fig. 14 (b) that the two
monopole antennas have almost the same level of elec-
tric field distribution around them and no distinction
as to which monopole transmitted the channel-sounding
pulse. The two monopole antennas have been denoted on
the time signal plots as Port 1 and Port 2, respectively,
denoting monopole antenna 1 and monopole antenna
2. It can be observed from Fig. 15 (a) that the mag-
nitude of the time signals between antenna 1 (Port 1)
and antenna 2 (Port 2) shows at least a 50% difference
in magnitude of the time signals between the time 2-
4 ns, where the time from 0-2 ns can be regarded as

(a)

(b)

Fig. 15. Results for the two tightly-coupled monopoles
embedded in concrete with enforcement bars: (a) time
signal diagram of the two monopoles and (b) electric
field distribution.
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the early time response and also after 4-16 ns, regarded
as the late time response hence not considered in the
analysis. From the time signals plots and the electric
field distribution shown in Fig. 15 (b), it is observed
that this scenario has realized super-resolution wireless
power transfer to the tightly-coupled monopole antennas.
The monopole antenna that initially transmitted making
the power request has a stronger electric field distribu-
tion on it as compared to the other that did not trans-
mit. Figure 15 shows the time signals plot and the elec-
tric field distribution, where additional electromagnetic
scatterers have been embedded close to the rebars. It
can be seen from Fig. 15 that between 2 and 4 ns, this
study has realized super-resolution wireless power trans-
fer between the tightly-coupled monopoles with a sep-
aration distance of 10 mm. The electric field distribu-
tion shown in Fig. 15 (b) demonstrates a clear distinction
between the tightly-coupled antennas with the receiv-
ing antenna (Port 1) showing a stronger field distribution
than Port 2.

For the first time, to the best of our knowledge,
we propose a figure of merit (FoM) for evaluating
microwave wireless power transfer into concrete struc-
tures using the EMTR technique for tightly-coupled
monopoles. This can be derived based on the efficiency
of power transfer and the robustness of the technique to
variations in the properties of the concrete medium.

The power transfer efficiency (η) is a key metric for
evaluating the performance of wireless power transfer
systems. It is defined as the ratio of the power received
by the receiver (PR) to the power transmitted by the trans-
mitter (PT ), or η = PR/PT . In the context of microwave
wireless power transfer into concrete structures using
the EMTR technique, η can be calculated based on the
power received by the receiver during the time-reversal
process and the power transmitted by the receiver dur-
ing the forward transmission. The properties of con-
crete, such as its relative permittivity (εr) and loss tan-
gent (tanδ ), can vary significantly depending on factors
such as moisture content, temperature and the presence
of reinforcing materials (rebars). To ensure reliable wire-
less power transfer using the EMTR technique, the sys-
tem must be robust to such variations in concrete proper-
ties. One way to evaluate the robustness of the technique
is to calculate the sensitivity of the power transfer effi-
ciency to changes in the concrete properties. This can be
expressed as a relative change in efficiency (η) per unit
change in εr or tanδ .

Based on these considerations, a possible FoM for
evaluating microwave wireless power transfer into con-
crete structures using the time-reversal technique can be
defined as:

FoM= η/
(
s2εr+ s2tanδ

)
, (12)

where sεr and stanδ are the sensitivities of the power trans-
fer efficiency to changes in εr and tanδ , respectively.
This FoM considers both the power transfer efficiency
and the robustness of the system to variations in concrete
properties.

(a)

(b)

Fig. 16. Results for the two tightly-coupled monopoles
embedded in concrete with enforcement bars and addi-
tional scatterers: (a) time signals plot and (b) electric
field distribution of the tightly-coupled antennas embed-
ded in the concrete.

A higher FoM indicates a more efficient and robust
wireless power transfer system. For wireless power
transfer of closely spaced monopole antennas, the fol-
lowing leads to the derivation of a FoM for the system.

The spacing between the closely spaced monopole
antennas embedded into concrete can have a significant
impact on the efficiency of wireless power transfer. In
general, the spacing should be as small as possible to
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maximize the coupling between the monopole antennas,
while avoiding interference between them.

Based on these considerations, a possible FoM for
evaluating microwave wireless power transfer into con-
crete structures using the electromagnetic time reversal
technique for closely spaced monopoles embedded into
concrete can be defined as:

FoM =
η

s2εr + s2tanδ +
λ
δ
, (13)

where λ is the wavelength of the transmitted signal and
δ is the spacing between the monopole antennas. The
last term in the equation considers the practical con-
straint on the spacing between the monopole antennas. A
higher FoM indicates a more efficient and robust wireless
power transfer system for a given spacing between the
monopole antennas. Note that the specific values of the
sensitivities and the practical constraint term may vary
depending on the specific application and the design of
the wireless power transfer system.

In many applications, it is desirable to limit the
extent of power transfer to a localized region of the con-
crete structure. The degree of localization of power trans-
fer can be evaluated using metrics such as the spatial dis-
tribution of the power density, or the ratio of the power
density in the target region to the total power density
received by the receiver.

Based on these considerations, a possible FoM for
evaluating microwave wireless power transfer into con-
crete structures using the electromagnetic time reversal
technique for closely spaced monopole antennas embed-
ded into concrete can be defined as:

FoM=
η

s2εr + s2tanδ
× (PT ,PR)target

(PT ,PR)total
, (14)

where sεr and stanδ are the sensitivities of the power
transfer efficiency to changes in εr and tanδ , respec-
tively, and (PT , PR)target and (PT , PR)total is the total trans-
mitted and received power in the target region and the
total transmitted and received power, respectively. This
FoM considers the power transfer efficiency, robustness
of the technique and degree of localization of power
transfer. A higher FoM indicates a more efficient, robust
and localized wireless power transfer system.

VII. CONCLUSION

In this paper, a super-resolution microwave wire-
less power transfer to antennas embedded in concrete has
been studied. Furthermore, the operating environment of
the tightly-coupled monopole antennas has been studied
with its effect on the selective wireless power transfer
realization. The case of receiving power by one tightly-
coupled monopole antenna using electromagnetic time
reversal coupled with scatterers has shown that the anten-
nas’ environment can affect it constructively or destruc-
tively depending on the technique used. With the EMTR

technique, the scatterers have constructively aided the
realization of selective wireless power transfer of 1/12λ
of the operating frequency at 2.45 GHz within the indus-
trial, scientific and medical (ISM) band. This study has
shown some promising potential in selective wireless
power transfer with the electromagnetic time reversal,
which will help transfer power to tightly-coupled anten-
nas in space-constrained applications for wireless trickle
charging of wireless sensors for civil health structural
monitoring. In addition, a figure of merit (FoM) has
been defined for the first time to characterize wireless
power transfer into concrete structures using the elec-
tromagnetic time-reversal technique for tightly-coupled
monopoles (sensors).
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