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Abstract — Better understanding of electromagnetic wave
propagation through vegetation and forest environments
can be achieved with the aid of modeling and simula-
tion. Specifically, modeling the coherent summation of
electromagnetic waves due to both single scatter and
multi-scatter effects. To accurately perform simulations
in lower frequency bands, S-band and below, the Body
of Revolution (BOR) Method of Moments (MoM) must
be extended to calculate the scattered electric and mag-
netic near-fields from BOR in the presence of a plane
wave. The near field interactions specifically occur dur-
ing the various higher order scattering harmonics, i.e. 2"
order and greater harmonics. Additionally, the method
must accurately capture scattered fields in the presence
of a non-plane wave incident upon BOR. The focus of
this study is modeling lossy dielectric BOR that are char-
acteristic of vegetation and forest environments, e.g.,
cylinders representing tree branches. Although the for-
mal electric and magnetic field scattering definitions are
known, this report presents analytical formulations of
near field scattering from BOR for this implementation
of BOR-MoM. The scattered-field extensions are val-
idated using the commercial software FEKO©O, which
simulates electromagnetic-wave scattering in 3D using
MoM formulation of scattered fields.

Index Terms — Body of Revolution, Method of Moments,
near fields, remote sensing, scattering.

L. INTRODUCTION
Accurate modeling and simulation of electromag-
netic wave scattering from vegetation within forest
environments is essential for various remote sensing
and communications applications including Synthetic
Aperture RADAR imaging and cellular connectivity.

Submitted On: January 19, 2024
Accepted On: June 21, 2024

These models should consider the coherent single and
multi-path effects of electromagnetic waves propagat-
ing through environments consisting of vegetation and
forests. These effects can be described using Multiple
Scattering Theory (MST) [1]. Previously, multi-scatter
has been characterized through shooting bounce ray
methodologies where the physical optics approximations
apply, A < d, where d is the maximum size of the scat-
tering object [1-3]. These methodologies, however, are
not suitable when the physical optics approximation no
longer applies, i.e., objects in the scene are not suffi-
ciently electrically large.

Other methods that have been studied include itera-
tive radiative transfer methods and Fresnel double scat-
tering using Discrete Dipole Approximation [4, 5]. Full
wave solutions have also been used to examine mul-
tiple scattering effects in trees. The software FEKO®O,
which is for simulation of electromagnetic-wave scatter-
ing in 3D using the Method of Moments (MoM) formu-
lation of scattered fields, was used to examine scatter-
ing from electrically small vegetation above a dielectric
ground plane [6]. Additionally, a two-step hybrid method
was employed, combining (1) 3D MoM (via FEKOO®) to
fill in the T-Matrix coefficients for the individual scat-
terers and (2) MST [7]. These modeling efforts [6, 7]
showed exceptional results, but were not suited for the
study of large stochastic forest environments due to com-
putational requirements. Accordingly, these efforts have
motivated the need for faster simulation of wave propa-
gation through vegetation and forest environments, using
MoM formulation of Maxwell’s Equations.

Traditionally, trees and vegetation are characterized
by axi-symmetric objects, e.g., cylinders, which allows
for the use of the Body of Revolution (BOR) MoM [1-
8]. The classical BOR-MoM provides a full wave solu-
tion to scattering phenomenon for incident plane waves

https://doi.org/10.13052/2024. ACES.J.390501
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[9-23]. Since the method only discretizes over an ana-
lytically singular generating arc for a set of harmonics,
the computational burden is an order of magnitude less
than that of the traditional 3D MoM. In turn, BOR-MoM
provides a fast, accurate solution for BOR. Additionally,
it allows for the calculation of both near fields and far
fields from the induced electric and fictitious magnetic
surface currents. Previous applications of BOR-MoM
analyzed singular scatterers with respect to an incident
field [9-22]. These analyses included: far field electric
and magnetic field expansions [9-23], RADAR Cross
Section (RCS) analysis using the scattering amplitude
[13, 17, 20], expansion of the integral formulation to con-
sider a dielectric medium surrounding BOR in a layered
system [15], and evaluation of the resonances of a BOR
in a lossy dispersive half-space [11-12, 15]. Typically,
these methodologies considered only a single scatterer or
integral expansions to BOR derivation to handle multi-
reflection/scatter effects that can occur in a scene.

Due to the stochastic nature of trees and foliage
however, expansion of the integral operators to account
for the connections between the branches is not well
posed computationally, in terms of discrete numeri-
cal representation. Additionally, BOR-MoM is primarily
used for single objects, and not multiple discrete scatter-
ers, within a scene. Thus, various scatterers must interact
via multi-scatter techniques rather than via integral oper-
ator additions in the impedance matrix. In turn, the nature
of foliage is that of Multiple BOR (MBOR) scattering
which has been extensively researched and applied to
foliage [24-31]. These techniques include various meth-
ods such as cylindrical and spherical wave expansions,
T-matrix approximations, and thin cylinder approxima-
tions [25-31]. To flush out the subtleties of tree scatter-
ing using MBOR approaches, however, these methods
are not ideal for physically and accurately understanding
the mechanisms by which the waves propagate through
foliage mediums and interact when minimal assumptions
are present.

To analyze these multi-scatter effects, both near field
and far field scattered electromagnetic waves must be
analyzed for both plane wave and non-plane wave inci-
dence. The non-plane wave case occurs when a branch
scatters onto another branch that is within the near field;
the resultant incident wave upon the second branch has a
specific wave front, assumed non-plane wave, across the
branch [5-7].

In what follows, the focus of this paper is near field
scattering from a BOR. Although the formal electric
and magnetic field scattering definitions are known, this
paper provides a detailed derivation of the formal scat-
tering for this particular implementation of BOR-MoM.
Note that the near field derivation is valid for all of space;
however, it is not computationally advantageous to use it

ACES JOURNAL, Vol. 39, No. 05, May 2024

when in the far field for a scatterer. First, presented is
a derivation for BOR-MoM. Secondly, the generalized
scattered fields for all of space - including the near fields
- are derived for this implementation of BOR-MoM.
Then the near field calculation method is validated for
both perfect electric conductors (PEC) and lossy dielec-
tric cylinders against the 3D MoM in FEKOO®©.

II. BODY OF REVOLUTION METHOD OF
MOMENTS

BOR is the rotation of a generating curve, planar arc
C, about an axis, see Fig. 1. In this study, the axis of
rotation will be the z-axis of a Cartesian coordinate sys-
tem, and the generating curve will only exist in the right
half plane where by definition the curve is rotated 360°
around the z-axis. In turn, the surface, S, formed by BOR
will be the interface separating free space and the scat-
terer with material properties €=¢.&y and =Ll L.

(b)

Fig. 1. A Body of Revolution where (a) is the three-
dimensional model with the relevant coordinate system
definitions and (b) is the coordinate definitions along the
surface of BOR. Note that the BOR figure representa-
tion is from and with permission of Matthaeis and Lang
[10, 11].

The coordinate unit vectors are defined in Fig. 1 by:
T=sinycosQ X+sinysing §y+cosyz, (1)
N=cosycos@ X+cosysin@ y—siny z, (2)
@=—sin@X+cosQy. 3)

The Electric Field Integral Equations (EFIE) used

to evaluate the surface currents along the surface, S, are
defined by:

Ey(r)
2
— jouo(1—fn) PV / G (r.r')-J, (') dS'+

+

S

=E(r)+

— (I—nn) -PV/K(r,r’) x M (r')dsSs’, (@)

st



B0 o) PV [ G (r.x) 4, () ds'+

a
— (I—nn) ~PV/K (r,r) xM; (r')dsSs’,  (5)
-
where E(r) is the tangential field on the surface, ® is
the angular frequency, I is the unit dyadic, PV denotes a
principal value integral, STis the outer surface of S,S™
is the inner surface of S,G (r,r’) is the electric dyadic
Green’s function, K (r,r’) is the magnetic dyadic Green’s
function, Js (r') are the induced electric surface currents,
and M (r') are the induced, fictitious magnetic surface
currents.
The incident fields and induced sources within EFIE
can then be split into T and @ vector components:

Ei(r) =EL(,9)2+E,(1,0)9, (6)
Ji(r) =1:(L,9)T+15(1,0)0, (7)
M (r) = M (1,0)T +My(1,0)®, 8)

where | denotes the location on generating arc, C.

A. Fourier series expansion

To evaluate the induced surface currents on the gen-
erating arc, EFIE are expanded in Fourier series around
the z-axis such that MoM is only evaluated over the
generating arc for a series of harmonics. The resulting
induced sources are:

Bp'(r) = ) Epa'e, ©)
=Y Jpae?, (10)
Mp(r) = ). Mp,e?, (11)

where p,q = 7, ¢ and the Fourier Series Coefficients are
defined as:

T
1 -
= — —ne !
Cn 2n/f(qo)e do’, (12)

for f(@)=

B. Method of Moments expansion
Now the electric and magnetic surface currents can
be discretized for MoM such that:
NOALPL (1)

N
Jea(l) = Z Jema= ), ———=%,  (13)

m=1 Pm
N+1

Ton(1) ZJMFZA“’" (14)

N
Mr,n (1) = Z Mr,m,n: Z Q;{an (1)7 (15)
m=1

m=1

E, J, M, etc.

N N+1 R
Mon()= Y Mema= Y Q8"Pu(1),  (16)
m=1

m=1
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where Jzmn,Jp.mn, Mrmn, and Mg, are the surface
currents per harmonic for their respective polarization
vector on each discretized segment of the generating arc,
m is the segment number, N is the total number of seg-
ments, Py, (1) is the chosen basis function expansion, ppy
is the distance from the z-axis, and AS", AZ", Q5" and
Q2™ are the basis function coefficients.

Testing functions are now applied using the symmet-
ric product:

(2 M),(D) == x () -0 (1)dl. (17)

Now the interaction matrix and incident field matrix
can be evaluated for a signal harmonic on BOR gener-
ating arc. The equivalent sources are solved by inverting
the interaction matrix:

o] = [Zo] ' [Eal. (18)
III. SCATTERED FIELD EQUATIONS FOR A
BODY OF REVOLUTION

The scattered field definition using equivalent
sources is:

E(r) = —jouo %QO (r,x') - Js (') dS"+

7%&0 r7r/
fKO rr) I, (¢)dS'+
—jweojfgo (r,r)-M (r')dS’, (20

where ES(r) is the scattered electric field, H*(r) is the
scattered magnetic field, r is the scattered field loca-
tion, and r’ is the surface current source location. Note
that equations (19) and (20) are derived from the gen-
eral formulation, E*(r) = E°@! (r) —E" (r). The dyadic
Green’s functions are defined as:

M (r)dS, (19)

\YAY
G’ (r,r) = <1+ 1<2> g (r,r), 1)
K’ (r,r) =vg (r,r) x L, (22)
where: )
ooy

Next, the scattered electric ﬁeld equations, equation
(19), are separated, i.e.:

E*(r) = —jouoE; (r) — Ej(r), (24)
- 7( G (r,r') - J; () dS/, (25)
5(r) = ]f K (r,r) M, (F)dS.  (26)

A. Ej (r) integral expansion

The electric field integral operator for the electric
surface currents, equation (25), can be combined with
equations (7), (10), and (21) to yield:

Z E}, {Jsa (1) )L, (27)

n=-—oo
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where ¢ is the azimuthal scattering angle. The Fourier
series coefficients are:

= / GO(r,r)- (Jent +Jp, @) e/ dS'.  (28)
S

Next, performing the dot products of the dyadic
Green’s function in spherical coordinates with the local
BOR coordinate system, and separating the scattered
field components into separate spherical components, T,
¢, and 5 yields:

lnr /g I‘I‘

= / & (0,F) Fp (Jon) "'dS'D,  (30)

F(Jon)e™®'dS's, (29

Ebi,n,e = /gO (l',l'/) FG (Js,n) ejn(p'dsl/é. (31)

The definitions of F;, Fp, and Fg are given in
Appendix I. Given derivation of the proper terms
accounting for the angular dependencies of the two coor-
dinate systems, equations (29-31) can be expanded fur-
ther using MoM definitions, equations (13) and (14):

lnr Z/g I‘I‘

Fr (Tam) e e"dS's, (32)
ng = Z/g rr F(p(Jnm)e]n(peﬂwdS , (33)

El,o= Z / & (r,1') Fg (Jum) €7 e 77°dS'6. (34)
m=1

Recognizing that the basis-function sets chosen are
rectangular and triangular, and that the discretization is
appropriately fine, the integration over a segment can be
approximated by:

/f(l’)dl’:(tB—tA)f<tB;tA>. 35)

Application of this approximation, with triangular
basis functions, minimizes error if either side of the basis
functions (left and right of the triangle) are evaluated
independently. Using equation (35) and equations (32-
34), the integration along the generating arc, 1, over a
single segment becomes:

El prm = AlnkPm /go (r,rm) Frnm (Jnm) ejn(p,d(P,f'v
0

(36)

i,n,(p,m = Al kPm /go (r,rm) Fpnm (Jnm) ej""’/dfp’@,
0

(37
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1n,0.m = AlmkPm /go (r,rm) Fo nm (Jnm) ejn(p,d(l’//é-

(38)
Consistently, this reformulation has reduced the

multivariable integration to that of a single integration
around the ¢-axis.

B. ES (r) integral expansion
As for equation (27), E5 can be expanded into
Fourier series as:

E3(r Z ES, {M;, (1)}, (39)

n=-—oo

where:

- / K'(r,r) - (Mf,ni#M(p,na’) e ds. (40)

Next, applying analysis similar to that for Ej (r)
yields:

a,r,n,m = Alm,kpm/‘Dr,n,m (Mn,m) ejn(p/dq)/fv (41)
0

00 = AniPn [ Doam (Man)e"dg'D,  (42)

;,(p,n,m = Alm,kpm /D(p,n,m (Mn,m)ejnqj/dq)/a- (43)
0

Note that Dy, Dgm, and Dy are listed in
Appendix I. Additionally, note that both D, , and Fy
- where 0 is the unit vector direction of interest - can
be expanded in other coordinate systems. The Cartesian
coordinate expansions of these quantities are given in
Appendix II.

C. Hj (r) and Hj (r) integral expansion

Observing the forms of equations (19-20) and equa-
tions (24-26), it is apparent that Hj (r) and H5(r) are of
similar form to Ej (r) and E3(r) except with the surface
currents substituted as - Js (r') — M (') and Mg (') —
—Js (). Thus, based on this formal similarity and elec-
tromagnetic duality, the expansions for Hj (r) and H3 (r)
are:

S —
l,rnm —

2n L, »
Alm,kpm 0 Dr,n,m (Jn,m)e]n(p d(P,l'a (44)

2

Loam=AlniPn | Donm(um) " de'd,  (43)

2T .y N
o = Al P /0 Dpnm(nm)e™ dp'@,  (46)

2

go (rv rm) Fr,n,m (Mn,m) ejn(p/d(P/?a

(47)

H%,n,r,m = Alm,kpm 0



27 s —~
3,n,<p,m = Al kPm b g (r,¥m) Fo nm (M m)e"? do'e,

(48)
21

H , o.m = Al kPm A g (r,rm)Fo (Mnm) ejn(p,dfpla-

(49)
IV. SCATTERED FIELD VALIDATION

The near field scattering calculations were initially
examined in the far field by comparing the far field solu-
tion (scattering amplitude) of BOR-MoM - previously
validated by Matthaeis and Lang [10] - with the general-
ized scattering equations evaluated in the far field. Addi-
tionally, the FEKO© 3D MoM solution was used to com-
pute the near fields around cylinders, and those results
were compared to BOR generalized scattering calcula-
tions within the near field of cylinders. The general scat-
tered field equations reduce to the far field results, as
expected.

The complexity of near field scattering presents a
vast dataset to validate against. For brevity, only the
magnitude of the scattered fields is compared for both
the scattered electric and magnetic fields in the princi-
pal component directions, r, 0, @, x, y, and z. The cross
polarized terms are neglected, and only bistatic scatter-
ing is considered. The results presented examine only
scattering from both PEC and lossy dielectric cylinders,
although the methodology can and has been evaluated
for other shapes and material properties, e.g., spheres.
For this analysis, the incident electric field will be 377
V/m, at a frequency of 3 GHz. Figures 2 and 3 shows the
scene and scattering angles.

BOR

Fig. 2. Cylinder scattering scene for spherical coordi-
nates where E! is the incident electric field at ¢, = 0°
and an arbitrary polar angle 6;. The variables ES, ¢y, and
6, are the scattered electric field vector, radial scattering
angle, and polar scattering angle, respectively.
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L J

Fig. 3. Cylinder scattering scene for Cartesian coordi-
nates where E! is an incident electric field at ¢; = 0° and
an arbitrary polar angle 6;. The variables E, E§ and ES
are the cardinal direction vectors in which the scattered
fields shall be examined.

A. Far field evaluation

Presented in this section is validation of the scat-
tered electric field calculation for the far field (r >
2D?/2) using the generalized scattering definition for
PEC BORs. Inherently, PEC BORs are of little value to
vegetation scattering, but their evaluation is relevant in
the total examination for the near field derivation. Table 1
lists the relevant statistics for the evaluation and valida-
tion. The first set of plots, Figs. 4-11, describe a far field
comparison between BOR near field calculator and BOR
scattering amplitude calculator at 100 m from BOR.

Table 1: PEC cylinder test cases for the validation of
MoM with BOR, specifically cylinders

Cylinder Length 14, 34,54, 104
Cylinder Radius 0.041
0 [°] 20°
Er PEC
Harmonics 10
Mesh Size Am/10
Range 100 m
E; 377 Vim

B. Near field electric and magnetic field validation
Presented in this section is validation of the scattered
electric and magnetic field calculation for the near field
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(r <2D?/A and kr >> 1) where A is the free space wave-
length and A, is the material adjusted wavelength, using
the generalized scattering definition. Table 2 lists the
relevant statistics for the evaluation and validation. The
plots shown in Figs. 12-22 compare BOR near field sim-
ulation and the FEKO© 3D MoM simulation. Note that
because there exists a significant number of validation
cases, the plots presented tend to capture an “entourage”
of validation cases.

The first set of plots, Figs. 12—15, consider near
field scattering from PEC cylinders with respect to rs,
6, and ¢ for both the electric and magnetic scattered
fields. The second set of plots consider near field elec-
tric and magnetic field scattering from lossy dielectrics in
Cartesian coordinates, i.e., scattering with respect to X,
ys, and zg.
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Table 2: Dielectric cylinder test cases for the validation
of MoM with BOR, specifically cylinders

Cylinder Length 14,51, 104
Cylinder Radius 0.041
Far Field Criterion 21, 501, 2001
0; ] 45°,90°
&; 18-j6
Harmonics 10
Mesh Size Am/10
Range Varies
E; 377 V/m
=30

&
a
.

A
©

&
o

Magnetic Field [dBA/m]
A
[3,]

o
a
"

-3
o

50 100 150 200
Scattering Angle: 0s [deg]

o

Fig. 12. Magnitude of the bistatic magnetic field vs. 6
on a PEC cylinder with a radius of 0.044, L = 1A, at
6, =45°atry =0.1 m.
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Fig. 13. Magnitude of the bistatic magnetic field vs. ¢

for a PEC cylinder with a radius of 0.04A, L = 1A, at
6, =45° atry = 0.1 m.

The following plots will switch notation from XX,
e.g., HH and VV, where XX represents an X-polarized
scatter from an X-polarized incident field, to XR, X6,
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and X¢, where R, 0, and ¢ are the scattered field polar-
izations and X is the incident field polarization, either H
or V. The change creates a more understandable repre-
sentation of the three (3) orthogonal scattering polariza-
tions for near field scattering.

Throughout part B, the validations between the 3D
MoM and BOR-MoM show a greater degree of error
than that of the far field comparison from part A.
This error can be attributed to two factors. First, this
implementation of BOR-MoM uses lower order basis
functions resulting in lower order accuracy, especially
in the near field where the fields are highly oscilla-
tory and volatile, i.e., Gibb’s Phenomenon. Addition-
ally, the error can be attributed to an inherent weak-
ness of BOR-MoM, poor cross-polarization characteri-
zation of scatterers, e.g., HV and VH. This is a known
phenomenon that occurs in BOR-MoM since the basis
functions span only two principle directions whereas
the 3D MoM basis functions span the three principle
planes. Thus, the coherent summation of any cross polar-
ized terms are neglected within this model resulting in a
higher order of error. This does not affect the far field
results as the cross-polarized terms are of significantly
lower magnitude in the far field. Overall, this additional
error can be considered inconsequential with regards
to our applications; a discussion better served for a
future work.

V. VECTORIZATION OF BOR

BOR-MoM was selected as the method for evaluat-
ing axisymmetric objects due to its reduction of MoM
from a 3D simulation to a 2-D simulation. This reduced
the memory and computing requirements from N %D ele-
ments to approximately n - N%D elements (n - N%D<<
N3p), where 7 is the number of harmonics and N is the
number of segments due to the discretization. Based on
previous simulation results, a maximum of 10 harmonics
are required; thus, any object discretized into more than
10 segments will benefit in terms of speed and memory
usage from BOR methodology.

A comparison of the FEKO© MoM solution and
BOR-MoM solution with respect to computation time,
number of elements, and peak memory usage is pre-
sented in Tables 3, 4 and 5. Additionally, Table 4 specit-
ically compares the effects of vectorization on BOR-
MoM implementation in MATLAB®©. The comparisons
use a dielectric cylinder with a dielectric constant of
€ =4 and aradius of A at 6; = 45° and ¢; = 0°.

The test cases were run on a computer with an Intel
19-10900k CPU overclocked to 4.9 GHz all core, 64 GB
of 3600 MHz DDR4 RAM, and a Samsung 970 Evo Plus
NVMe SSD. Note that the computer had enough RAM
such that a full in core solution was able to be run in
FEKO®. If enough RAM is not available, an out of core
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Table 3: BOR-MoM solution with respect to peak mem-
ory usage and computation time. Note that N represents
the number of triangular elements and number of seg-

ments for the FEKO© and BOR meshes, respectively

BOR-MoM Non-Vectorized
Length | N Memory [GB] | Solver Time [s]
A 122 8.7 207
32 202 10.6 481
6A 322 10.6 1111
101 482 10.6 2399

Table 4: Vectorized BOR-MoM solution in MATLAB©O
with respect to peak memory usage and computation
time. Note that N represents the number of triangular ele-
ments and number of segments for the FEKO© and BOR
meshes, respectively

BOR-MoM Vectorized
Length | N Memory [GB] | Solver Time [s]
A 123 22.1 29
32 203 22.7 78
6A 323 24.1 196
104 483 26.4 469

Table 5: FEKO®© 3D MoM solution with respect to peak
memory usage and computation time. Note that N repre-
sents the number of triangular elements and number of
segments for the FEKO© and BOR meshes, respectively

FEKO© MoM
Length N Memory [GB] | Solver Time [s]
A 4264 1.2 61
31 8328 4.7 238
6A 14664 14.5 680
104 | 23320 35.9 2005

solution must run - FEKO®© writes data to and from the
hard drive - which more than doubles computation time.

Overall, vectorization of BOR provided approxi-
mately a 10x speed but required additional memory
usage. With regards to the 3D MoM, BOR provided an
approximate 4x speed up. This implementation of BOR-
MoM can be improved with regards to speed and mem-
ory usage through careful algorithm implementation in a
coding language other than MATLAB®.

VI. CONCLUSION

Although scattering from BOR using MoM has been
studied extensively, this paper provides derivation and
application of an optimal and formally elegant math-
ematical formulation for near field scattering, for a
particular implementation of BOR-MoM using a well-
conditioned and numerically-stable basis function set.
This elegant formulation should provide analysts with a
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direct computational encoding that minimizes required
integrations. Although direct computational encodings
have been derived previously for far field scattering,
those derivations were not for the near fields.

The results of this study are a derivation of the gen-
eralized scattered field equations for BOR-MoM. Fields
were derived for both the scattered electric and magnetic
fields for all of space while accounting for the various
coordinate transformations, Fourier series expansions,
and basis function definitions.

The results were validated by comparison to the
FEKO® 3D MoM solution near field calculations. The
results showed great agreement between the different
MoM implementations. The primary sources of error
occurred in the reactive near field region of BOR. This
error is likely due to the low order basis functions, tri-
angular and rectangular, used within this implementa-
tion of BOR-MoM. This can be partially attributed to
the occurrence of Gibb’s phenomenon within the Fourier
series expansions and discretization along the generat-
ing arc. The sacrifice in accuracy due to low order basis
functions, however, provides a benefit in computational
speed for larger MoM problem sets. Overall, the error
between the FEKO© MoM and BOR-MoM is an accept-
able trade-off for the >4x speed increase that BOR-
MoM provides, providing more tractable predictive sim-
ulations in practice.

With regards to this works impact on tree scattering
analysis, examining the connections between branches
and the interaction between multiple discrete scatterers
is important for continued model verification, valida-
tion, and performance characterization. Further examina-
tion of these aspects, and associated discussion, however,
defines separate and continuing studies in themselves,
and thus not within the scope of this paper. Appropri-
ately, such discussion is within the context of future
studies.
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APPENDIX I: SPHERICAL COORDINATES

The scattering definition using equivalent sources is:

E(r) = —jopo § G (r.r') - J, (1) dS'+
%KO r, r

H(r) = ?{KO (r,r')-Js (r') dS'+

(r)ds, (50)

—jweofgo (r.X) M, (F)dS’. (51

Following the analysis from section III, the integra-
tion along the generating arc, I, over a single segment for
a single harmonic becomes:

Tnrm = Al kPm /go (r,rm) Frnm (Jnm) ejn(p,d(P’f'v
0

(52)
2

i,n,(p.,m = Al kPm /go (r,rm)Fonm (Jnm) ejmpld(P/qA)»
0

(53)

. 2n 0 ! Iy
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(54)

E%,r,n,m = A]m,kpm / Dr,n7m (Mn,m) ejnq)ldﬁo/f', (55)

E;,G,n,m = Alm,kPm /De,n,m (Mn7m) ejn(p’d(pl/e\7 (56)
2

ES pnm = AlnkPm / (M) ™ do'@. (57)
@,n,m

These equations require the expansion of

Fr.n.,my F(p,n,m’ Fe,n,ma Dr.,n,m, DG,n,m; and D(p,n,m
terms. Due to the length of the derivation for these
terms, only the final results will be listed below. The F
terms are:
A1) nCr+A1JpnCot
+AsJ; nsin@siny’ cos (@ — ')+
+AxJ;pcosOcosy'+ ’
+A2JpnsinBsin (¢ —¢’)

F; (Js,n) =

(58)
= ApJensiny’sin (¢’ — @) +
+AJpncos ((p — (p’) , (59)
= AsJzncosOsiny’ cos (@ — @) +
— AgJrpsin@cos '+
+AxlpncosBsin (@ —¢'), (60)

Fo (Jsn)

FG (Jsm)

where the A terms and C terms are:

3 3]
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2 KR ICR2 (62)
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C, =sinBsin ((p — (p/) , (64)
and R in spherical coordinates is:
242+
R = | —2rr'sin0 sin6’cos (¢ — ¢') + . (65)
—2rr'cos0 cosO’
The D terms are derived as:
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where
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APPENDIX II: CARTESIAN COORDINATES

Similar to Appendix I, the scattered electric and
magnetic fields can be expanded in the Cartesian coor-
dinate system. The electric field (Ej, , «) as a function
of the electric surface currents for a single harmonic over
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a single segment is: where:
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Abstract — This paper proposes a proximal policy opti-
mization (PPO) algorithm for coupling matrix synthe-
sis of microwave filters. With the improvement of filter
design requirement, the limitations of traditional meth-
ods such as limited applicability are becoming more and
more obvious. In order to improve the filter synthesis
efficiency, this paper constructs a reinforcement learn-
ing algorithm based on Actor-Critic network architec-
ture, and designs a unique filter coupling matrix synthe-
sis reward function and action function, which can solve
combinatorial optimization problems stably.

Index Terms - bandpass filters (BPF), coupling matrix
synthesis, Proximal Policy Optimization (PPO).

L. INTRODUCTION

With the development of wireless communication
technologies such as 5G or post-5G, the requirements
for the integration and design efficiency of passive
microwave devices are increasing, among which filters
are the most important ones since they can select specific
frequencies. Filter design involves multiple steps and
several factors, such as insertion loss, bandwidth, work-
ing frequency, out-of-band suppression, physical size,
power capacity and stability [1].

Automation of filter design has long been pursued
to enhance design efficiency [2]. In recent years, a ris-
ing number of artificial intelligent methods have been
incorporated in the filter design process. Among them,
optimization is a common method in the design pro-
cess based on electromagnetic simulation. Optimization
aims to transform the design specification into a suit-
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able objective function, and then obtain the parameters
that meet the final design requirements through an opti-
mization algorithm. For example, rapid simulation and
optimization of microwave component models based on
functional substitution modeling technology can enable
advanced circuit design or computer-aided tuning of
microwave components [3], The coupling matrix algo-
rithm based on neural network can realize filter syn-
thesis and fine tuning [4-7], and the adaptive synthe-
sis of resonant-coupled filters can be realized based on
particle swarm optimization [8, 9] and spatial mapping
technology [10, 11].

In this paper, we propose to solve the filter synthe-
sis problem by applying a proximal policy optimization
(PPO) algorithm based on deep reinforcement learning.
We construct a neural network model based on the Actor-
Critic architecture and design specific reward function
and action function to synthesize the filter coupling
matrix. The novelty and main contributions of this paper
are as follows: (1) to the best of our knowledge, this is
the first work to present a complete PPO framework and
apply it to the synthesis of filter coupling matrix; and
(2) based on extensive experiments, we design a model
structure that can solve this problem and achieve satis-
factory results.

II. METHODOLOGY: PPO ALGORITHM
A. Framework
A PPO algorithm is a reinforcement learning
algorithm proposed by OpenAl in 2017 [12]. It is con-
sidered a state-of-the-art method in the field of reinforce-
ment learning and is one of the most widely applicable

https://doi.org/10.13052/2024. ACES.J.390502
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Fig. 1. PPO evolution process.

algorithms in the field. Because it is simple to imple-
ment and exhibits stable performance, a PPO algorithm
can handle both discrete or continuous action spaces and
conduct large-scale training. It has received widespread
attention in recent years due to these advantages, and its
evolution is shown in Fig. 1.

The core idea of a PPO algorithm is to use PPO to
train the agent. PPO is a kind of policy gradient rein-
forcement learning algorithm that optimizes the policy
by maximizing the expected return.The core of a PPO
algorithm is the use of the following policy loss function:

Lepp(0) = E, [min(r,(G)At,clip(r,(O), 1—¢,1 +8)/ft)]. (1)

Where we have the following definitions.

r(0) = (7o (als))/(mgo1q (als)) is the policy update
ratio. The larger the r;(6), the higher the probability of
taking action a under state s by the current policy, and
the larger the update ratio relative to the old policy.

A = Oryold (8,a) —Vzgora(s) is the advantage func-
tion, which represents the difference between the value
of the current state and action and the average value,
which is used to calculate the clipping range in the proxi-
mal ratio clipping loss. The larger the value of the advan-
tage function, the better the current state and action, and
they should obtain a larger reward.

€ is a hyper-parameter that controls the clipping
range.

clip(x,a,b) is a clipping function, which means that
X is restricted to the interval [a,b].

E, represents the expected experience over time
steps.

To summarize: the proximal ratio clipping loss con-
sists of two parts, and we chose the smaller one. This can
ensure that the policy update does not deviate too much
from the original policy, thus achieving stable and effi-
cient training results.

The Actor-Critic network, and their basic architec-
ture are shown in Fig. 2. The Actor network is responsi-
ble for outputting policies, i.e., the probability distribu-
tion of action selection at each state; the Critic network

ACES JOURNAL, Vol. 39, No. 05, May 2024
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Fig. 2. Actor-Critic architecture.

is responsible for estimating the state value function, i.e.,
the expected cumulative reward at each state. The core
idea of the PPO algorithm is to limit the magnitude of
policy updates to ensure that the policy does not deviate
too far, thereby improving the stability and efficiency of
learning.

B. Coupling matrix synthesis based on PPO

By modeling the comprehensive process of the cou-
pling matrix as a deep reinforcement learning problem,
a deep neural network model is trained by taking the
performance index of the filter (such as bandwidth and
return loss) as the state, the adjustment of the coupling
coefficient in the coupling matrix by the agent as the
action, and the change of the performance index when
the coupling coefficient is adjusted as the reward. The
method consists of the following modules.

State and action space: The state space refers to
the set S of possible states in the coupling matrix syn-
thesis problem, expressed as follows S = {sy,s2,,5,}-
The action space refers to the set A of all of the possi-
ble actions that the agent can take, expressed as follows
A ={ay,az,,a,}. In this method, the agent uses discrete
actions to add or subtract the elements of the coupling
matrix with a fixed step length within a certain range to
achieve the change of the state.

State transition: In reinforcement learning, a state
transition is the agent learning by interacting with the
environment, observing the current state, and then acting
on its own strategy and receiving a reward or punishment
from the environment. It then moves to a new state, and
this process is called a state transition. The state transi-
tion function is usually expressed as:

s'=f(s,a), 2)
where s is the current state, a is the action taken by the
agent, and s/ is the new state transferred to by the agent.

Reward function: The reward function is used to
evaluate the value of each state and action and is denoted
as R(s,ar,5(41))- In this paper, a special reward func-
tion is proposed for coupling matrix synthesis that con-
sists of two parts: target difference reward Rg,, . and
distance reduction reward Rg The target difference

reduce *



reward refers to the absolute difference between the max-
imum return loss and target return loss, and the absolute
difference between the minimum out-of-band return loss
and target return loss in the coupling matrix synthesis
process. The target difference reward can be written in
the following form:

1

< ——
Sllmax _Sllgoal

LT )
Rs, ... sets the reward by measuring the difference
between the current S-parameter state and next S param-
eter state by means of the mean square error. We define
Dist so as to construct a set consisting of the values of the
S parameters of each frequency of the target state, and the
mean-square error of the frequency point values between
the two sets is calculated using the following formula.
After the action is executed, when the Dist of the next
state is greater than that of the current state, it means that
the agent is moving away from the target, and the reward
is 0. Otherwise, the reward is 1, thereby encouraging the
agent to execute actions in the direction in which Dist
becomes smaller. The award may be written as follows:

) 1 & . .
Dist = ;Z(S]lreul(l)_S”gﬂal(l))27 “)
i=1
~J 1, ifnewDist > lastDist )
Sreduce = 0, ifnewDist < lastDist.

Network architecture and training process: The
basic structure of the Actor and the Critic network adopts
a fully connected neural network and is shown in Fig. 3.
The neural network structure in the PPO algorithm con-
sists of an input layer, a hidden layer and an output layer.

Neural network training can be described as an opti-
mization problem, and this optimization algorithm usu-
ally needs to calculate the gradient. In the neural network
with sigmoid function, the gradient becomes smaller and
smaller in the process of backpropagation and gradu-
ally approaches zero as the number of layers increases.
Gradients approaching zero prevent weights from being
updated during training. Such a problem is called the
vanishing gradient problem. In fact, when using sig-
moid activation functions, the gradient will usually van-
ish,especially at the beginning of learning [13, 14].
ReLU allows deep neural networks to have no gradient
vanishing problem during training[15, 16]. Deep neural
networks with ReLU have been proven to be effective for
speech recognition[17].

In order to overcome the problem of gradient dis-
appearance during deep neural network training, we use
ReLU as the activation function.The ReLU function is
expressed as:

(6)

0, otherwise.

if 0
fmmax(y,o){% hr
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Fig. 3. Actor (a) and Critic (b) network structure.

The gradient of ReLU is:
) = {1, ify>0
0,

In the case of a negative input, it will output 0, then
the neuron will not be activated. This means that only
some neurons are activated at the same time, making the
network sparse and thus very efficient for computation.

Step I: The Actor and Critic networks are con-
structed by initializing the parameters 8y and @y.

Step 2: Collect data and store them in experience
pool Do:D; = (s;,a:,71,5(11)), Where s, represents the
state at time ¢, a; represents the action at time step ¢, r;
represents the reward at time 7, and s, 1) represents the
state at time £ + 1.

Step 3: For each training cycle, we repeat the follow-
ing steps:

(N

otherwise

a: Update the experience pool data.

b: The PPO method optimizes the policy function 6y =
argmaxgL““'F (6;_),0), where L (6,_y),0)
represents the loss function of the Actor network.

c: We repeat steps a and b until the specified num-
ber of training rounds is reached or the convergence
condition is reached.

Step 4: Output the optimal policy function and
use it to generate the agent’s actions 7n*(als) =
argmaxg LY (7). The optimization process must be
limited to ensure that the step size of each update is not
too large to avoid excessive updating. The optimal pol-
icy function 7* (a|s) can be obtained through the Actor
network and is used to generate the actions of the agents.

ITI. DESIGN EXAMPLES

A. Design specification
The sixth-order dielectric waveguide BPF shown in
Fig. 4, uses PPO for coupling matrix synthesis.
The design specifications are as follows:
1): Center frequency: fy=3.0 GHz.
2): Fractional bandwidth: Af fy = 5%.
3): Transmission zero: 2780 and 3220 MHz.
4): Number of resonators: Ng = 6.
The dielectric constant of the dielectric waveguide filter
is 20.5.
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Fig. 4. (a) Sixth order filter topology with symmetric
transmission zeros, and (b) 3D model.

B. Concrete realization

During the coupling matrix synthesis process, when
the intelligent agent interacts with the environment, the
first step involves acquiring the current state. In this case,
a sixth-order filter with a center frequency of 3 GHz
and a bandwidth of 150 MHz is employed. Based on
the symmetry of the coupling matrix, there are a total
of eight nonzero values in the current state. The role
of the intelligent agent is to modify these eight values
by either increasing or decreasing them, with the val-
ues along the diagonal of the coupling matrix ranging
from [0.5,1.3]. The range for the cross-coupling mo 5
is [—0.5,0.5].

According to the symmetry of the coupling matrix,
the agent has a total of 10 different actions, which are
expressed as follows:

A= {mglli,ml,gi,m273i,m314i7m275i}, (8)
m, )£ = max (min (m, ,) & change,max M), min M),
C))
where m, ,) refers to the currently adjusted matrix ele-
ment.

After the agent performs an action, it transitions to
a new state. In this process, the environment provides
the agent with rewards for the action based on the old
state and the new state. As described in section II, these
rewards are utilized by the agent through the use of a
reward function to select actions for coupling matrix syn-
thesis, thus adjusting the direction and objectives for the
coupling matrix. During the agent’s training process, the
PPO network gradually learns the relationship between
S-parameters and the adjustment of the coupling matrix.
The agent continues to explore in search of better solu-
tions. Upon training completion, the agent is capable
of identifying coupling matrices that meet the specified
requirements.

C. Design results

In this paper, a PPO algorithm is used to opti-
mize the eighth order coupling matrix for 2 minutes,
which is a relatively long value in the optimization pro-
cess because the PPO algorithm itself has randomness.
The comprehensive process is shown in Figs. 5 (a)-(c).

ACES JOURNAL, Vol. 39, No. 05, May 2024

The eight nonzero coupling coefficients M of this sixth-
order filter are M = {My; = Ms7 = 1.009,M;, =
Msg=0.851,Mr3 =Mys5=0.617,M34 = 0.61, M5 =
—0.025}. As can be seen from Fig. 5 (c), the S param-
eters meet the in-band return loss and insertion loss,
and generate two transmission zeros near the specified
frequency. In addition, according to the synthesized cou-
pling matrix, a full-wave simulation was performed in
simulation software Ansys HFSS, and the simulation
result is shown in Fig. 5 (d). The simulation result is
basically consistent with the S parameters of the filter
synthesized by the coupling matrix.
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Fig. 5. (a)-(c) Coupling matrix synthesis process based
on PPO algorithm, and (d) full-wave simulation result.

IV. CONCLUSION

In this paper, a PPO algorithm in deep reinforce-
ment learning is introduced, and an Actor-Critic net-
work for coupling matrix synthesis is constructed and
designed with unique action function and reward func-
tion. The coupling matrix of a six-order filter is synthe-
sized by using PPO, and the corresponding full-wave
simulation is performed after obtaining the coupling
matrix. It is proved that the S parameters of the coupling
matrix synthesis and the full-wave simulation results cor-
responding to the coupling matrix are basically consis-
tent. The feasibility and generality of the PPO algorithm
are verified. In the proposed PPO comprehensive cou-
pling matrix in this paper, although the synthesis time for
complex coupling matrices is relatively long, this algo-
rithm not only synthesizes traditional common coupling
matrices but also can synthesize some special coupling
matrices. That is, it can synthesize uncommon coupling
structures.
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Abstract — Optimal characterization is assumed to pro-
vide the best solution for the designed cost function
among the possible solutions within the specified range.
These processes can take a long time depending on the
applications and computer hardware used. Here, the opti-
mization process is supported by ANN modeling in order
to shorten the current optimization processes as much as
possible. For this purpose, the selection of design param-
eters of the bowtie patch antenna (BPA) is presented as a
multi-dimensional, multi-objective modeling-supported
design optimization problem. The operating frequency
of the proposed antenna is 28 GHz, which is the stan-
dard for millimeter wave band and 5G technologies.
To overcome this challenging design optimization, a
new, fast and powerful optimization algorithm was used
by modifying the non-dominant sorting genetic algo-
rithm (NSGA)-III, and the optimal characterization of
the microwave antenna design was achieved. Although
the proposed method gives the same results compared
to the existing process, it takes much less time. There-
fore, it is possible to shorten the process and reduce costs
without the need for extra applications or hardware. As
a whole, the proposed design optimization process is an
efficient, fast and reliable solution for all design prob-
lems.

Index Terms — Accelerated optimal characterization,
antenna applications, modeling support, non-dominated
sorting genetic algorithm, optimization.

L. INTRODUCTION

In recent years, antenna design for 5G systems has
become very popular in the communication world and
has become one of the most demanded topics. As a
result of the developments so far, this technology will
be used almost all over the world by the end of 2024
[1] (delay may occur due to pandemic conditions). Inter-
national Mobile Telecommunications (IMT) and Inter-
national Telecommunications Association (ITU) boards
have stated their requirements for 5G. In addition, in the
final statement of the 2019 World radiocommunication
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conference, the operating frequencies of 5G antennas
were reported as 25, 38 or 66 GHz [2]. In another state-
ment, the Federal Communications Board (FCC) speci-
fied the operating frequencies of 5G antennas as 28 or
38 GHz, and for open source and unlicensed work, 37 or
64-71 GHz [3, 4]. It has been reported that the channel
bandwidth of the system should be a minimum of 1000
MHz for 6 GHz and above and a minimum of 100 MHz
for a frequency below 6 GHz [5, 6].

Pareto optimal characterization for microwave ele-
ments has been demonstrated in [7]. In a similar study,
the optimal characterization of a microwave transis-
tor was addressed as a multi-objective optimization
problem [8]. The older version of the algorithm used
in the study was non-dominated sorting genetic algo-
rithm (NSGA)-II [9, 10], which is a method used in
antenna design optimization problems in the literature
[11, 12]. Additionally, the other compared method, a
multi-objective evolutionary algorithm based on decom-
position (MOEA/D), is used for the pattern synthesis of
a Vivaldi linear array [13], for the design of a compact
broadband circularly polarized helical antenna [14], for
the synthesis of the shaped beam pattern of an antenna
array [15] used. NSGA-II and MOEA/D have been used
to overcome the problems stated in conventional antenna
design [16]. In [17], MOEA/D was proposed for antenna
design. In another study, a simple base station antenna
using two bow-tie dipoles has been proposed [18], devel-
oped for a compact log-periodic dipole array [19], and
proposed as an automation design scheme for com-
pact, high-isolation multiplex systems [20]. However, a
modeling-assisted optimization problem solving method
has not yet been found. Bowtie patch antenna (BPA) dif-
ferent frequencies [21, 22] and different design types pi-
and U-shaped [23, 24] are available in the literature.

As an optimization technique, NSGA-III uses the
MATLAB 2021a toolbox. The basic framework of the
proposed multi-purpose NSGA-III algorithm is similar
to that of NSGA-II, although it incorporates significant
changes [25]. Keeping variety among population mem-
bers in NSGA-III, on the other hand, helps by supplying
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and adaptively updating a collection of well-distributed
reference points, as detailed in [25, 26]. The ideal char-
acterization of the NSGA-III, a new, quick, and power-
ful optimization technique, is considered to be obtained
in this work to handle the tough optimization problem of
the 5G-28 GHz microwave antenna design. Furthermore,
the Method of Moments (MoM) was employed to pre-
cisely quantify the gain and S;; performance measure-
ments of the antenna design when the geometric design
parameters changed. The acquired performance measure
was then utilized to generate a cost function for use in the
design optimization issue. By using the MATLAB 2021a
application at 28 GHz, the design problem for 5G anten-
nas in accordance with the 5G criteria mentioned above
has been solved.

The remainder of this paper is briefly structured as
follows. Section II discusses the antenna design param-
eters and geometric form. The objective and cost func-
tion of the multi-objective optimization problem are dis-
cussed in Section III. Section IV discusses the function-
ing component. Literature comparison and self-criticism
are made in Section V. Section VI concludes the paper.

II. ANTENNA ARCHITECTURE

A planar variation of bionic dipole antennas is the
bowtie antenna. Bowtie antennas are one of the most
commonly used antenna types for communication sys-
tems and ground penetrating radar (GPR) applications.
Bowtie antennas offer several advantages such as small
weight, cheap cost, low profile and symmetrical emis-
sion pattern. It also offers ultra-wideband solutions with
high bandwidth [21]. There are design possibilities in
different shapes and geometries, for example, there are
modified examples with U [23] and pi [24] shaped slots.
The frequency value can go up to 28 GHz, which is the
candidate standard for SG technologies [22]. The reflec-
tion coefficient is defined as the ratio of the amplitude
of the reflected signal to the amplitude of the transmit-
ted signal. Determining antenna performance is the most
basic parameter. Directivity, another important param-
eter, is the ratio of the power density in the direction
where the antenna radiates maximum radiation to the
power density of an isotropic antenna of the same power
at the same distance. Directional antennas are anten-
nas that can emit very strong radiation and receive very
strong signals when receiving. The gains of such anten-
nas are large wherever they are directed. Where it is
not directed, it is very low. Thus, unwanted noise or
broadcasts are prevented. The measure of the directiv-
ity ability of a lossless antenna is the antenna gain.
This value is closely related to the directivity of the
antenna. Unlike the directivity of the antenna, which only
describes its directivity characteristics, antenna gain also
includes the efficiency of its antenna and therefore also
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represents the actual radiated power. This power is usu-
ally less than the power provided by the sender. How-
ever, since measuring this power is easier than measur-
ing directivity, antenna gain is more often used as direc-
tivity. Assuming that the antenna is a lossless antenna,
the directivity can be taken equal to the antenna gain.
However, the performance measurements of the design
largely depend on the geometric design values. Bowtie
antenna design can therefore be considered a multi-
purpose, multi-dimensional design optimization issue.
A triangular-shaped microstrip bowtie antenna is con-
sidered in this study on the application of the NSGA-
IIT algorithm for Pareto optimization of antenna design.
Figure 1 and Table 1 show the diagram of the antenna
design and its design parameters.

! = Length v
2= FlareAngle
7 =FeedLocation

Fig. 1. Bowtie antenna.

Table 1: Antenna design parameters

Parameter Value Definition
Length (meters)| 0.001-0.04 | Planar bowtie length
Flare angle 5-90 Planar bowtie flare
(degrees) angle
Conductor PEC Type of metal material
Tilt 0 Tilt angle of antenna

The design optimization of bowtie antenna is per-
formed by NSGA-III algorithm using the optimization
variables given in Table 1. All these processes were per-
formed by a computer with 8th generation Intel Core i7
CPU, 3.20 GHz processor and § GB RAM.

III. MULTI-OBJECTIVE OPTIMIZATION
Evolutional multi-objective optimization methods
have proven their age in finding many successful com-
bined and diversified non-dominant solutions in opti-
mization problems with two or more goals since the early
90s. Of course, in problems involving multiple goals and



functions, there are usually many optimization problems
with three or more input and output values [27, 28].
For this reason, evolutional multi-objective optimiza-
tion algorithms are expected to research and develop by
addressing this problem for the last five years. Many
objective issues pose difficulties in an evolutional multi-
objective optimization algorithm as with any optimiza-
tion algorithm. The most significant of them is the pres-
ence of a high number of non-dominant solutions in the
solution set, which expands the archive solution set. If
these non-dominant solutions occupy a large place in the
solution set, the algorithm may have great difficulty in
dominating a sufficient number of new solutions. This
situation significantly slows down the search process of
the algorithm [29, 30]. Another challenge is that enact-
ing a large-scale problem can be a challenging task, so
evaluating the performance of the algorithm used in later
decision-making situations can be misleading and dif-
ficult. For this reason, performance evaluation criteria
hyper volume measure [31] and other criteria [29, 32]
are computationally meaningless or too costly. Using the
diversity protection operator crowd-distance [25], clus-
tering [33] operators as a third challenge, the solution
can increase the cost in terms of computation.

It is feasible to solve multi-objective optimization
issues by using evolutional optimization procedures,
which typically involve two or more goals. To address
the multi-objective optimization issue in this article, a
modified NSGA-III method will be employed.

A. Multi-objective optimization for generic formula-
tion

A minimized multi-objective optimization problem
with N goals is defined as follows:

Minimize ¥ = F (¥) = [iX, p¥,..., %],

subject to g,~(7) <0, j=12,....M,

where ¥ = [xl,xz,...,xp]T eQ.

The variable y is an objective vector, the variable
g; represent restrictions, and the variable X is a P-
dimensional vector expressing choice variables inside a
parameter space Q. The area filled by objective vectors
is referred to as objective space. The relevant space is

the subspace of goal vectors meeting the requirements
[7, 34, 35].

B. Non-dominated sorting genetic algorithm acceler-
ated by modeling

Since the current optimization processes are unde-
sirably long and hardware upgrades or other tools will
increase the cost, optimization is supported by modeling.
For this purpose, it was modeled using a multi-layer per-
ceptron (MLP) with reduced data using the Latin hyper-
cube sampling (LHS) method before optimization. There
is a similar study in the literature [36]. Then, the modeled
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parts will be included in the optimization process and a
unified structure will be created.

We use a reference point-based multi-objective evo-
lutionary algorithm following the NSGA-II framework.
This highlights population members that are not domi-
nant but are close to a set of provided reference points.
The NSGA-III used can be applied to multi-objective
testing problems containing 2 to 15 targets. mNSGA-III
was used in this study by making a series of modifica-
tions on the existing NSGA-III. First of all, a cutoff point
was added among the results found. For results that fall
outside the desired limits, the cost is shown to be high
and the algorithm is forced to find the desired results.
Subsequently, after calculating the targets, before creat-
ing the solution archive, ANN modeling is added and the
solution archive is multiplied. By reducing the number
of iterations to reach the minimum cost value, less costly
results can be obtained in terms of optimization time. In
addition, a feasible solution set was created by combin-
ing all the results found in each step and the selection
process was made from that set. A version of this con-
verted into a mathematical model is shown in Fig. 2. As
defined in Fig. 2, the process begins with the definition of
algorithm parameters, especially population size, max-
imum iteration and weight coefficients. Here, the most
important innovation, ANN model support, is specified
externally. Thus, a decrease of up to 8 times in optimiza-
tion time was observed. Again, as can be seen in Fig. 2, if
the ANN contains a model, this time saving is achieved
by skipping the calculation part. All of this results in
achieving optimal characterization.

ANN Modeling

Y

Genetic Algorithm

Population Size
Maximum Iteration Number,
Weight Coefficient
ANN included in e
model?
Define Solution Space Compute Objectives
Fitness Function +
Nan-Dominant Optimal

No
X

Yes

Solution Archive

Selection by cost

( Optimal Characterization }7

Fig. 2. Flow chart of microwave antenna by model-
ing accelerated non-dominant sorting genetic algorithm
(NSGA)-III optimal solution modification.

C. Objective and cost functions
Among the antenna measurement functions, S;; and
90-degree directivity, which are among the most basic
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parameters determining the performance of the antenna
explained in detail in the previous section, were cho-
sen as reference points. Since multi-objective optimiza-
tion problems try to converge the two selected objec-
tive function values to zero at the same time, func-
tions that will keep the directivity parameter high and
the S;; parameter low are tried to be selected. Accord-
ing to all these, the following objective functions are
defined.
Objective functions:

directivity

OF | =min{e "1 1}, (1)

N
OF; = min{e™ }. @

Here, the maximum reference points are given as
directivity>0 and the minimum reference points are
given as S1; <=0. Thus, the algorithm will try to opti-
mize both performance parameters at the same time
according to the importance of the determined weight
coefficients (wcy—2). The objective functions used in the
optimization of the algorithm are collected to determine
the cost function that will be used to demonstrate the suc-
cess of the results in comparison with each other and are
used to create the cost function:

cost = OF |+OF,. 3)

Objective functions (1-2) to be used in the optimiza-
tion process have been selected since analysis is required
for predefined performance parameters at a frequency of
28 GHz. It was tried to determine the result with the min-
imum average cost (3) taken over 10 runs with the deter-
mined goal functions.

In this optimization process, the decision variables
are antenna length (meters) and flare angle (degrees),
respectively. Since the importance of the requirements
is different, trials have been made for different weight
coefficients (wcy, wea).

IV. RESULTS

A. Comparison of ANN aided and unaided NSGA-IIT
and MOEA/D

First, the performance of NSGA-III was compared
with a recently proposed MOEA/D procedure. The
default parameters of the algorithm used (MOEA/D)
are given as crossover percentage (P.)=0.5, maximum
iteration=30, archive=100 and population (N)=100.
The default parameters of the proposed algorithm
(NSGA-III) are given as percentage of crossover used
(P.)=0.5, mutation (P,,)=0.5, maximum iterations=30
and population (N)==80. Experiments were conducted
for four different conditions in total. The results of
two different algorithms are presented, with and without
modeling support. Figure 3 shows typical cost and func-
tion evaluation number (FEN) variations with a repeat
of the best performance. It was selected from 10 dif-
ferent studies for MOEA/D and NSGA-III with and
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without ANN support. As seen in the figure, the pro-
posed algorithm showed more successful results than
its rival. With ANN support, the steps to reach the
MOEA/D minimum cost were reduced from 26 to 23.
Similarly, NSGA-III also decreased from 16 to 13.
Thus, the optimum was reached approximately 20% ear-
lier in NSGA-III. In addition, since the ANN model-
ing part added to the very beginning of the applica-
tion shown in Fig. 2 and the archive part created with
these models skipped the calculation part of the lenses,
there was an approximately 8-fold decrease in the total
time.

-3
25710 ‘ - 3000
==-=-- MOEA/D with ANN
—%F— NSGA-IIl with ANN

MOEA/D without ANN ,-”‘\ %2500
—%— NSGA-II| without ANN " | v

Cost
Function Evaluation (x10%)

0 5 10 15 20 25 30
lteration

Fig. 3. Typical cost and FEN variations with iteration of

the best performance of NSGA-III and MOEA/D algo-

rithms selected from 10 runs for multi-objective opti-
mization.

B. Optimal parameter set selection for optimization

Instead of starting from a single point, genetic algo-
rithms seek from a collection of points. It is vital to select
the algorithm settings that are best for this purpose. The
algorithm’s default settings are supplied as follows: pop-
ulation (N)=80; crossover percentage (P.)=0.5; muta-
tion (P,,)=0.5; maximum iterations (/)=30. For the 28
GHz algorithm, tests with various population character-
istics have been conducted. With a duplicate of the best
performance chosen from 10 distinct runs with crossover
percentage (P.)=0.5, mutation (P,)=0.5 and popula-
tion (N)=30, 50, 80. Figure 3 displays typical cost and
FEN fluctuations. Additionally, a numerical summary
of the cost and FEN changes from Fig. 4 is provided
in Table 2. The best parameter set was determined to
be crossover percentage (P.)=0.5, mutation (P,,)=0.5,
maximum iteration=30 and population (N)=50 based
on the graph and table. The chosen optimal parameters
will be used to continue the investigation in the next
section.



Function Evaluation (x10%)

lteration

Fig. 4. Typical cost and FEN variations with iteration
of the best performance of the algorithm selected out
of 10 runs for optimization by population: crossover
percentage (P.)=0.5, mutation (P,,)=0.5 and maximum
iteration=30.

Table 2: Performance evaluations of the algorithm by
population for optimization: crossover percentage (P.)
= 0.5, mutation (P,;) = 0.5 and maximum iteration = 30

Popz;:;tlon Minimum| Maximum Mean
30 Cost| 0.119x [2.307x1073]0.220%x 1073
1073
FEN| 450 60 930
50 Cost| 0.117x [0.454x 1073 [0.157x 1073
1073
FEN| 1000 100 1550
%0 Cost| 0.119x [0.196x 1073 [0.125x 1073
1073
FEN| 2430 160 2480

C. Weight coefficient selection for cost

Determining the weight coefficients inside the cost
(3) function is crucial since the working concept of the
algorithm aims to obtain the solution with the lowest
cost. Weight coefficient-1 (wcy) represents the directivity
parameter in the cost function, while weight coefficient-
2 (wcy) represents the parameter Syj. The best perfor-
mance, chosen from 10 distinct runs, is shown in Fig. 4
along with its repeating typical cost and FEN variations
for we1-»=0.3, 0.5 and 0.7, respectively. Additionally, a
numerical summary of the cost and FEN changes from
Fig. 5 is provided in Table 3.

D. S;; for bowtie antenna

Figure 6 shows the typical magnitude and frequency
variations at 25-32 GHz for S;; of three antennas with
the best performance for percent transition (P.)=0.5,
mutation (P,,)=0.5, and population (N)=30, 50 and 80.
Additionally, the variations in magnitude and frequency
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Fig. 5. Typical cost and FEN variations with iteration of
the best performance of the selected algorithm over 10
runs for optimization by weight coefficients: crossover
percentage (P.)=0.5, mutation (P,)=0.5, maximum
iteration=30 and population (N)=50.

Table 3: Performance evaluations of the algorithm
according to the weight coefficients for optimization:
crossover percentage (P.)=0.5, mutation (P,)=0.5,
maximum iteration=30 and population (N)=50

Weq | We2 Minimum |Maximum Mean

03 | 07 Cost | 0.138 x 1073 ().]58_93X 0.197 < 103
FEN 900 100 1550

05 | 05 Cost | 0.117x 1073 O‘fgix 0.157 < 103
FEN 1000 100 1550

07 | o3 |Cost]0914x 1073 41.2)? X 1.20x 1072
FEN 1500 100 1550
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Fig. 6. Si; of antenna for the best performance selected
among different population values: P.=0.5, P,,=0.5 and
maximum iteration=30.
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in Fig. 6 are given in Table 4 as a numerical table.
As a result, the increase in the population value gives
more result value and increases the cost of optimization.
Figure 7 shows the three best performances for popula-
tion (N)=50, wc;=0.3, 0.5 and 0.7, and wcr,=0.3, 0.5
and 0.7, in addition to the parameters used in Fig. 6.
The S;; of the antenna shows typical angle and fre-
quency variations between 25 and 32 GHz. Addition-
ally, the variations of angle and frequency in Fig. 7 are
given in Table 5 as a numerical table. It is seen that
increasing the weight coefficient of S is reflected in the
results. According to the results in Figs. 6 and 7, it can
be said that the bandwidth of the antennas is 26-30 GHz.
In addition, using the population (N)=80, wc;=0.5 and
wcp=0.5 parameters given in Fig. 6, the best result is -
47.96 dB S;. Directivity for the result is shown in Fig. 8,
and the most successful design parameters were obtained
using the 3D EM simulation tool CST Microwave stu-

Table 4: Numerical form of frequency and Sy values in
Fig. 6

Population (V) | Frequency (GHz) Si1 (dB)
30 28.1 —43.41
50 27.9 —47.27
80 28 —47.96
-5
19
A \i:».
o 20k oA
Az
g -25
3
E a0t
o
= |
40 ﬁ —edB(S, ) - WE1=0.3, we2=0.7
e il —5—dB(S,,} - We1=0.5, we2=0.5
"7_‘1‘ —o—dB(S, ) - wel=0.7, we2=0.3
-5025 2‘6 2‘7 2‘8 29 30 31 32

Frequency (GHz)

Fig. 7. Sy of antenna for the best performance selected
among different weight coefficients values: P.=0.5,
P,,=0.5, N=50 and maximum iteration=30.

Table 5: Numerical form of frequency and Sy; values in
Fig. 7

we1-wer Frequency (GHz) Si; (dB)
0.3-0.7 28.1 —36.86
0.5-0.5 27.9 —47.27
0.7-0.3 28 —48.96
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dio. In Fig. 9, the variation of Sy is given as typical
amplitude-frequency.

Directivity (dBi) @ 28.00 GHz
g0

120 197 60

AN 3
150 1\95 )

240 300

Fig. 8. Directivity of antenna for the best perfor-
mance selected: P.=0.5, P,,=0.5, N=80 and maximum
iteration=30.
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N/

\
\
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Fig. 9. Sy; of the antenna from the results using CST
(Substrate to RT/Duroid 5880).

V. DISCUSSION

In a similar study, it was stated that the proposed
antenna had good performances operating at 28 GHz,
with a Sy of -30 dB, VSWR below 2, good directivity
and the radiation pattern of the proposed antenna provid-
ing a good match on the required frequency [22]. In our
study, a S1; of -49 dB was obtained at 28 GHz. It is stated
in detail in Table 6. In another study, two multi-objective
optimization meta-heuristic strategies combined with the
carrier model NSGA-II and MOEA/D are used to over-
come the problems noted in conventional antenna design
[16]. A total of 4 hours of process was reduced to 55
minutes with improvement. Thus, the process was made
4.4 times faster. In our study, it was seen that the time
was made 8 times faster in total. It is stated in detail
in Table 7. When compared with both similar studies,
the success of the proposed method was once again con-
firmed.

At the very beginning of the study, modeling support
was not added because the optimization processes for the



Table 6: Comparison of Sy; values

Frequency (GHz) Si1 (dB)
Current Study 28 —48.96
[22] 28 -30
Table 7: Comparison of optimization time
Previous Subsequent
Working Time Working
Time
Current Study 8X 1X
[16] 8X 14X

relevant model did not take very long. In similar studies
or different models, it was observed that the optimiza-
tion processes took undesirably long and this situation
made optimization inextricable, and the flow of the study
evolved in this direction. Architecturally, a longer lasting
model could have been chosen. However, this would only
prolong the processes and would not have any impact on
the confirmation of the success of the application.

In future studies, the processes can be further accel-
erated by changing the network used in modeling sup-
port. Additionally, the suggested method can be tried on
models that take more time, such as filter optimization.

VI. CONCLUSION

In the literature, the definition of optimal character-
ization is defined as the process of finding the optimal
solution possible within the range specified by the user.
This process may take an undesirably long time due to
both the complexity of the problem and hardware inade-
quacies.

In this study, it has been shown that the current opti-
mal characterization process can be reduced up to 8 times
with only ANN support, without requiring any additional
hardware or tools. Thus, this and similar optimization
processes can be solved much more economically with-
out any additional cost. The proposed ANN modeling
addition is only a software add-on and does not require
any additional budget. In the application part, compact
microstrip single-band antenna designs that can operate
in millimeter wave communication are formulated as a
multi-objective optimization problem supported by ANN
modeling, and are expressed in terms of dominant solu-
tions and variation relations according to the geomet-
ric design parameters of the antennas. NSGA-III algo-
rithm has been successfully applied to obtain optimum
design values for desired cost functions using MOM
technique. The fact that the originally designed system
was supported by modeling caused the current optimiza-
tion process to reach optimum by an additional 20%
earlier. In addition to all these, the results in the study
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were compared with the MOEA/D, a recently proposed
EMO algorithm, to compare the superiority of the prob-
lem and it was found to be more successful. When com-
pared with similar studies in the literature, more effective
results were obtained. As can be seen from the simula-
tion results, the proposed NSGA-III-based design opti-
mization method is an impact algorithm for generating
optimal solutions of a microwave antenna in terms of
geometric design parameters and performance criteria.
In terms of verifying the results with a different pro-
gram, the most successful design parameter was obtained
using the 3D EM simulation tool CST Microwave
studio.

In summary, the proposed modeling support can be
successfully applied to any optimization algorithm pro-
cesses and thus significant savings can be achieved in all
other optimization processes.
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Abstract — In this paper, we propose an approach to
develop an application independent library of Laplace
and Helmholtz fast multipole method (FMM) that can be
used in different applications. For this purpose, we con-
sider a generalized problem and a corresponding canon-
ical problem (defined below). In the first main contribu-
tion, we show that it is possible to capture the essential
characteristics of the canonical summation from sam-
pling the values of certain potentials or signature func-
tions. In the second main contribution, we show that
partial derivatives of arbitrary orders acting on the far
field can be represented as product of sparse matrices
within the library, transparent to the user. Combining the
two ideas, we show that once the FMM is configured to
compute the canonical summation, the same setup can
be used to work with a much wider, general class of
problems.

Index Terms - Fast multipole methods, integral
equations.

L. INTRODUCTION
In this paper, we describe an approach to develop a
stand-alone, application independent library of the fast
multipole method (FMM) [1-3] to be used in different
physical applications and developed by multiple teams
with differing backgrounds. In particular, we are con-
cerned with the evaluation of summations of the form:

N
Ym = ZAmnxna 1 SmSM, (13)
n=1

with:
A, = / 2m(® M, / Fu@)LLGET)dQdQ, (1b)
Q Q/

- o 3
u,v=ux,y2 X,xX € R’

where M, and L, are linear partial differential operators
with constant coefficients and:

1
> o ) IX=X
G(xax ) = {eikuxq

=+l

for the Laplace Equation
for the Helmholtz Equation.
(1)
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Note that, in general, Q' # Q. Furthermore,
following the terminology used by the method of
moments (MoM) practitioners in electromagnetics, we
shall refer to f;(X) and g;(¥) as the basis and resting func-
tions, respectively, with the understanding that they can
be Dirac d-functions to represent “point” particles.

Such computations can arise from a wide variety
of applications, such as electromagnetics, acoustics and
elastic wave scattering. Since its development in the
1980s [4, 5] for the Laplace equation to the elegant
extension to the Helmholtz and Maxwell equations in the
1990s [2, 3, 6], FMM and its multilevel variants have
transformed computational physics, especially, compu-
tational electromagnetics. It is beyond the scope of this
paper to provide a comprehensive overview of these
remarkable developments. Instead, we refer the reader to
the recent review by He et al. [7].

Although the theory of FMM has been well estab-
lished and many high quality implementations exist, both
in the public domain and in proprietary products, the
development of an application independent library is
still a challenging problem due to various practical con-
straints such as:

* Different formulations and physics lead to different
choices for M, and L,.

¢ Different domain and geometry; the integrals could
be defined over surfaces or volumetric regions, dis-
cretized with surface elements such as flat or curvi-
linear triangles and/or quadrilaterals and volume
elements such as tetrahedra. It is also possible to
have mixed formulations involving both surface ele-
ments and volume elements. The quality of such a
mesh can often be poor, with highly non-uniform
elements.

* Different basis and testing procedures in reducing
the integral equations to a matrix equation; note that
each basis and testing function can be supported by
one or more mesh elements.

* Familiarity/background knowledge of the library
user. Even though one can expect the users to have
a sound understanding of the integral equation and
the underlying physics, it is not necessary that they

https://doi.org/10.13052/2024. ACES.J.390504
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have a sufficient understanding of FMM to develop
the components needed to integrate their code with
a library.

We illustrate this with an example. In an imple-
mentation of Laplace FMM that uses spherical
harmonics, the library user may have to provide
the multipole coefficients of basis/testing functions.
Although standard implementations of spherical
harmonics are available, it may be tricky to ensure
consistency between third party implementation of
spherical harmonics and the ones used in the FMM
implementation.

One of the ways to address these issues is to replace
the basis and testing functions with weighted (point)
“particles” as shown in Fig. 1. Although this approach
simplifies the implementation of the library, it has sev-
eral drawbacks. First, as illustrated in Fig. 1, replacing
mesh elements and basis/testing functions with weighted
particles generally leads to incompatible partitioning of
the geometry, requiring error-prone bookkeeping, com-
plicated data interchange between the application and the
library, and messy corrections in the near field. In addi-
tion, given that the number of quadrature points is gener-
ally larger than the number of basis/testing functions, the
matrix as seen by the library tends to be larger as well,
potentially affecting the performance.

Fig. 1. The two triangles are near to each other, but
some of the quadrature points can still be well separated
(shown in ellipses) leading to tricky bookkeeping and
near field corrections.

Therefore, the objective of this paper is to present
an approach that can handle a wide class of problems
through the use of good abstractions to capture the
physics, the formulation and the discretization. The main
contributions of this work are:

e Abstractions to characterize the geometry of the ele-
ments in a way that allows consistent handling of
non-uniform meshes.

* A technique to compute required multipole coeffi-
cients of the shape/basis and testing functions from
sampled values of their corresponding potentials or
signature functions which are easy to define and
simple to evaluate, without involving any special
functions.
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e We show that the partial derivatives of the far field,
represented by multipole or plane wave expan-
sions, can be represented as products of sparse
matrices independent of the basis and testing func-
tions allowing the user to compute these deriva-
tives without having to directly work with multipole
expansions.

Finally, we demonstrate that once the library is inte-
grated into an existing code to compute what we call
the canonical problem, defined in equation (4), the same
implementation can be used to evaluate summations in
equation (1) without modifying the library and without
adding new subroutines to the application code.

I1. PRELIMINARIES
A. General class of problems

We assume that the reader is familiar with the basic
mathematical formulation and the octree based computa-
tional structure of the Laplace and Helmholtz multi-level
fast multipole methods (MLFMM). Except when speci-
ficity is needed, we shall use the abbreviation MLFMM
to refer to either of the two versions.

In the context of MLFMM, we begin by noting that
if g, and f, in equation (1) belong to well separated
boxes, the Green’s function in equation (1) does not
involve any singularities. Since:

G G

Ju  du’
whenever X # ¥, the differential operator £ appearing
on the source point ¥ can be transferred to the observa-
tion point X when g, and f,, are geometrically well sep-
arated. Therefore, for far field computations, it is possi-
ble to transform equation (1b) to a linear combination of
integrals of the form:

A= [ en@ Dy [ £1F)G(T) a0, G

ap+q+r . i
8xpayqazr , X # X, (3b)

with p, g and r being non-negative integers.

One of the key results presented in this work is that
the differential operator D), can be exactly represented
as a product of certain sparse matrices in the calculation
of far interactions. Anticipating this result, we define a
new summation:

u=xyz, 2)

where D, =

N
Y=Y, Punkn, 1<m<M, (4a)

n=1
WMHM:/Mw/ﬁ@m@ﬂﬂwQ(m
Q Q

and refer to it as the canonical problem.

B. Some notations and definitions
If r=||X|| and X = ”§T” for X € R, we shall often write
X = (%) = (r,0,¢) in spherical coordinates. We shall
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denote the unit sphere centered at the origin by Qg =
{# € R3: || = 1} and will typically use the symbol § =
(1,0,9) to denote a vector on €.

Following [8, 9], we define the associated Legendre
function P} (x) of degree n > 0 and order —n <m <n
and by the formula:

(1 _x2)m/2 qrtm
2np! dntmy

Following Messiah [9], we define the spherical har-
monic Y,"(60,¢) of degree n and order m by the relation:

P (x) = (—1)" (x> —=1)".  (5a)

o =[] ] e
(sb)
We have:
Y, (0,9) = (~1)"[12(8,0)])", (50)
Anf%ﬂawgfwwmmmwm=awaw
(5d)

where * denotes the complex conjugate.
LetX=rk=(r,0,¢) € R. We define inner and outer
multipole functions for the Laplace equation by the for-

mulae [10]:
D G Ve A CN)

O (%) = 2n+1 An prtl 7 (62)
m (= 4TC M Am_nym
I (X) = 2n+1l ARTY(0,9), (6b)

1)
where A} = (=D ) (6¢)
(n—m)!(n+m)!

Similarly, for the Helmholtz equation, we define the
inner and outer functions, denoted by (%) and O"(%),
respectively, by the formulae [10]:

LX) = ju(kr)Y;" (%), (7a)
O (%) = ha(kr)Y,"(R), (7b)

where j,(kr) and h,(kr) are, respectively, spherical
Bessel and Hankel functions of the first kind and of
order n.

III. ABSTRACTIONS FOR THE FAR FIELD
COMPUTATIONS
We first develop the abstractions needed to evalu-
ate the canonical summation in equation (4). Assuming
the existence of an octree structure, let B; and B, be the
boxes in which the basis function f; and the testing func-
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tion g;, respectively, reside. ! Referring to Fig. 2, let:

B, C D, (e R}||[i—&| <R}, ®)

B, C D, & e R?|[¥—&| <R} 9)

We assume that supp f; C D, and suppg; C D, and
that D;N D, = 0.

~

/,D ~
\
T

LN

I

1 c-® l
1 ]
\ 4

~ e
-

Source Particle

Receiver Particle

Fig. 2. The basis function, f;, and the testing function,
gi,» (“generalized particles”) are enclosed in spheres Dy,
with center at ¢ and D,, with center at ¢,, respectively,
under the condition that DyN D, = 0.

To represent the matrix element in equation (4), we
first let:

v@= [ HEeET . o
Pi= [ e®w) dx (10b)
Suppgi

For a given accuracy € > 0, let N > 0 be given.
Let O'(X) and Z]'(X), respectively, denote the outer and
inner multipoles of either Laplace or Helmholtz kernel.
Then, we recall the following foundational results from
the theory of MLFMM [2, 10]:

1. The potential y;(¥) can be approximated by a finite
outer multipole series valid outside Dy:

N n
vi® ) Y oonRE-¢),x¢Ds. (lla)

n=0m=-—n

2. The potential y;(X) can be approximated as an
inner multipole series valid inside D,:

N’ n
vi)~Y Y BrIix-¢,),XeD.. (11b)

n=0m=—n

3. There exists a linear operator, 7, called a translation
operator, relating the coefficients {¢,'} and {B)"}
by:

N q
Br=Y Y T(nmp,qa.

p=0g=-p

(11c)

"Note that we are not providing a strict definition for the term
“reside.” It is simply a rule that the user provides to determine if a
given basis/testing function can be considered as belonging to a given
box. For example, in the case of point particles, if the location of the
particle falls into a box, it can be considered to be a resident of that
box.



4. To evaluate F;;, we substitute equation (11b) into
equation (10b), and obtain:

min{N.N'} 5
PBj=~ Z Y Brox, (11d)
m=—n
m def Nm= =\ g
Pn / (X)L (X —¢) dx. (11e)
Supp g;

Borrowing the terminology from Laplace FMM par-
lance, we shall refer to @) as the “Q2M” coefficients and
pit as the “L2P” coefficients.

Expressing the Q2M and L2P coefficients in terms
of multipole functions presents a challenge to imple-
mentation when multiple teams are involved. For exam-
ple, a team developing a stand-alone library of FMM, to
be used by multiple product teams, may not be deeply
familiar with the applications themselves. On the other
hand, a product team, although experts in, say, integral
equations, may have little or no familiarity with FMM.
Given that it is these coefficients that couple the applica-
tion side (integral equation) with the FMM implementa-
tion, it is imperative that they are evaluated correctly and
efficiently.

An obvious way to do this is to let the FMM library
be aware of the basis and testing functions, and thus let
the library evaluate these functions. This has the advan-
tage that if the library decides to change, say, the defi-
nitions of inner functions, it will remain transparent to
the application. However, this approach has the severe
disadvantage that the library is deeply tied to a particular
class of basis and testing functions. It is then left with the
task of potentially adding a new class of basis and testing
functions for every new application. This is inefficient
and will eventually make the code unmaintainable.

A second approach is to let the application evaluate
the coefficients (o, p)') using formulae similar to those
in equation (11d) and then hand-over the results to the
FMM kernel. This has the great advantage that the FMM
library remains completely decoupled from the applica-
tion. However, this approach has the disadvantage that
the application team must have some familiarity with
FMM and multipoles. This may not always be the case.

Therefore, our goal is to evaluate the coefficients o)’
and p;”" within the library without exposing the functions
(O, ™) to the application.

We now present an approach that eliminates these
difficulties and it is inspired by ideas from [11-14].

A. Evaluation of Q2M and L2P coefficients for the
Laplace equation

We begin by noting the basis function f; is defined
by the application and that the application “knows”” how
to evaluate y;(¥) in equation (10a) at any point ¥ € R>.
Moreover, if X ¢ supp f;, the integral can be accurately
evaluated using simple quadrature.
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Consider a sphere § & {¥ ¢ Rmx— cs| =R>R,}
so that SNsupp f; = 0. Let X € S. Then X = ¢ 4 RS where
§ € Q. Then, substituting the definition of O]’ from
equation (6a) into equation (11a) and using the orthog-
onality of ¥/"(8) from equation (5d), we obtain the well
known relation (see, for example [14, equations 4-5]):

a =" 2n+1 Rn+1_
" 4n(n—m)!(n+m)!

[ wie s ronr @) ae,. (12)
Qo

Now assume that the degree of approximation used
in the FMM is p > 0. Then, the maximum degree of
spherical harmonics under the integral that is relevant to
the computations is 2p. Therefore, if we use a quadra-
ture, such as a composite Gauss-Legendre-Trapezoidal
rule, that can integrate spherical harmonics of degree
2p exactly, we will be able to compute the coefficients
exactly as well. Let N, be the number of quadrature
points, {(8,wr)}, be quadrature points and their cor-
responding weights on g, respectively, and let X; =
Cs + R8, for 1 < k < N,. Then, equation (12) can be
approximated as:

&, m""\/ Cini—
dx(n—m)!(n+m)!
Ny
Y wiew (Re) Y (8).- (13)
k=1
Therefore, to compute the coefficients @', all the
library needs are the values of y;(X), given by equa-
tion (10), at a set points on a specified sphere, which the
application can readily supply. As remarked earlier, since
the observation points Xj are chosen to be far away from
the support of f;, the integrand in (10a) is non-singular
and hence y;(X;) can be evaluated using simple quadra-
ture rules.
Using the addition theorem [10]:

FA L

Om=—n

'L ™R —2) 00 (R —¢),

(14a)
for || ¥ —&|| > ||¥ — &| in equation (10a) and comparing
with equation (11a), it is easy to see that:

W:GWLWL(WWwwMﬂ

Comparing equation (14b) with the definition of p;!
in equation (11d), we see that:

Py =(=1)"e,, "™, 15)
for the f; if it were also used as a testing function in a
Galerkin MoM. Since:

/gm /fn

= | fu@) / gn(X)G(R,X)dQd<Y
Q' Q

(14b)

¥)dQ'dQ
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it follows that we can use exactly the same technique
(equations (12) and (13)) for computing p;' of any test-
ing function g; by evaluating the corresponding Q2M
coefficients and using the relation in equation (15).

By this process, we have thus decoupled the appli-
cation and the library for computing the L2P and Q2M
coefficients for the Laplace equation: the application
does not have to work with ' functions and the library
does not have to know the nature of the basis and testing
functions, (fj,8:)

A.1. Comparison of performance

Given a multipole degree p > 0 and using a com-
posite Gauss-Trapezoidal rule with 2(p + 1)? quadrature
points, it is easy to see that the standard approach to
computing Q2M (and L2P) coefficients and the potential
based approach proposed above have the same asymp-
totic complexity. However, the proposed method has a
larger constant associated with it. We now demonstrate
that this additional cost for engineering a simplified
interface is negligible in the context of the much larger
initialization time (the time for the matrix-vectors are not
affected).

To do this, we have taken 30 distinct triangular
meshes ranging in size from 200 to about 1.2 million.
They were generated by Ansys Q3D Extractor for differ-
ent test cases and do not share a common geometry. For
our purposes, it is sufficient to replace the triangles with
point sources at their centroids. The canonical matrix in
equation (4) is then constructed with a multipole degree
of p =5 which gives roughly 4 digits of accuracy in the
matrix vector products. All the computations were done
on a single core of a virtual machine with two Intel(R)
Xeon(R) 6238R @2.20GHz processors with 182GB of
RAM. In Fig. 3, we compare the time for evaluating the

100 | |—+— Q2M (Direct Multipole)
—@ — Q2M (Potential)

—+— Total Setup (Direct Multipole)
—< — Total Setup (Potential)

75

50

Time (s)

25

ul)" 10
Matrix Size
Fig. 3. Comparing the time for evaluating Q2M coef-
ficients using standard (“Direct Multipole”) and using
sampled potentials (“Potential”) for various test cases.
We have also plotted the total setup time to provide the
larger context.
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Q2M coefficients using the standard approach and from
the potential samples.

It is important to note that the bulk of the initializa-
tion/setup time is spent in computing the near matrix and
that the near matrix evaluation for concentrated sources
gives the least possible time. This is because the com-
monly used basis functions require more expensive han-
dling of singularities and near singularities. In other
words, we are comparing the cost of Q2M evaluations
against the best case scenario for the rest of the initial-
ization. It is clear from Fig. 3 that although the proposed
method is slightly more expensive, the increase is neg-
ligible when compared with the overall setup time. We
have also compared the accuracy of the computed matrix
vector products and the largest 2—norm error observed
was less than 2 x 10, which is comparable to the over-
all precision of the matrix-vector products corresponding
to the degree of multipole approximation p = 5.

B. Evaluation of Q2P and L2P coefficients for the
Helmholtz equation

In the case of Helmholtz FMM that uses only mul-
tipole expansions involving O and I™, it is clear that
an approach analogous to the one described in section A
can be readily developed. However, most applications
of Helmholtz FMM involves electrically large structures
where a diagonalized form is employed [2, 10], often
combined with multipole expansions to handle multi-
scale structures [15]. For such a mixed-form FMM, it is
simpler to compute signature functions [10] rather than
work with potentials. We now show how signature func-
tions can be used to decouple the FMM library from the
applications.

The signature function of the potential y;(X) of
equation (10a), now with the Green’s function for the

Helmholtz equation (1), is defined by formula [10]:
i(8) = lgn kre” %y (& +18), (16a)
r—yo0
which when approximated by equation (11a) with O =
O, can be shown to be:

- (A - - er:nA
Bo-Y ¥ aril

n=0m=—n

(16b)

Therefore, given a signature function W(8), the
orthogonality of spherical harmonics implies that we can
recover the coefficients of the multipole expansion in
equation (11a), &), using the formula [16]:

o = it / 7 (8)Y™ (8)ds. (17
Q

It is well known that [2, 10] the signature function
of the Green’s function G(7,7) = % for 7 € Dy is
given by:

G(8) = ke (&7,



Therefore, it follows that signature function of y;(X)
of the canonical problem in equation (IOa) is given by:

/ MET) g (18)

and we define the 51gnature of the basis function f; by
Fi®) = ;(8).

Using the representation [9, 10]:

"(F—7) = — / HEDSym§) 40 (19a)
4mi" Jo,
it is easy to show that the L2P coefficients:
1 Ay s
o= i o BOM @40, (19
where 3;(3) & / g(®@)e T8 gz (19¢)
Supp g

are defined by the signature function of the testing func-
tion g; °.

Hence, in a mixed-form broadband FMM that uses
both diagonalized and (possibly scaled) multipole expan-
sions, the user only has to provide the signature functions
in equation (18) and equation (19¢) for setting up the
far field calculations in Helmholtz FMM. Furthermore,
these functions are easy to define and easy to calculate.

IV. COMPUTATION OF THE DERIVATIVES
OF THE FAR FIELD

We claimed in the introduction that it is possible to
represent the derivatives of far fields as product of sparse
matrices. In this section, we shall demonstrate this claim.
The approach relies on the following observation for the
Helmholtz equation (A similar argument can be made
for the Laplace equation by setting k = 0 and replacing
I with I™.)

Consider the potential field y;(X) due to sources
in D; having an approximation of the form in
equation (1 lb)'

Z Z ﬁn n —C,

n=0m=-—n

XeD,.  (20a)

Since:
Iy 20 _ 9
vz,TV: +k2<TIZJ = AVY Y =0, u=xyz,
(20b)

. oy; .
it follows that a—u;’ also must have an expansion of the
form:

awl Z Z 6mlm Fed

n=0m=—n

and that the coefficients {$,"} and {5/} must be related
through a linear operator 7, so that:

v s (B e (5 = T,

,XeD,, (200

2Compare with equation (18) for subtle differences.
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Thus, for non-negative integers p,q,r > 0, an induc-
tive reasoning shows that:

PHatry, m m R
Vit Jeayar = BT ST = TTTTE BT,

Therefore:
. ap+q+rwj =
/suppgi si®) dxPdy1dz" @
N n ~
“Y Y o a@pe-c)ar el
n=0m=-n suppgi
N’ n
=Y Y &', (Qlb)

n=0m=—n
where p;' are the same receiving coefficients defined in
equation (11d). Thus, we see that partial derivatives of
arbitrary order manifest as product of linear operators
that can be applied to the local expansion coefficients 3"
transparent to the application/user.

So far, we have not said anything about the nature
of T,. In the next three sections, we shall demonstrate
that the finite dimensional representation of 7, is a sparse
matrix for the Laplace and low frequency Helmholtz
FMM that use explicit multipole expansions and a diag-
onal matrix for the high frequency Helmholtz FMM that
uses signature functions.

A. Derivatives for the Laplace kernel

Let ¥ = (1,0,¢) € R?. We begin with the integral
representation of the inner function I/ (¥) derived in [10,
equation 2.33]:

miw _ (DT

In (x) - nl E
3 .
/ (z+ixcosa +iysina)" e da. (22)
-7
Without the loss of generality, consider the case of

%. From Appendix A, we have:

I (3 ; .
ayg) 2(’ R ®) 23)

Substituting equation (23) into equation (20a), we
get:

81//, Z Z By 81’" ")

n=0m=—n
-y Y8
n=0m=-—n

i
tl/=> = 1= =
3 (IIT_1 (X—¢p)+1", (x—cr)).
Since I'" = 0if n < 0 or |m| > n, the above equation
can be rewritten as:

0 LA N
v Y Y S B2,

n=| ()m——n

(24a)

(24b)
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Identifying:
1 +1
6, = ( i B )
and NV =N—1in equatlon (20c), we see that the matrix
representation of 7, has at most two non-zero entries per

row. It is clear from Appendix A that a similar reasoning
can be made for 7 and T} as well.

B. Derivatives for the Helmholtz kernel with multi-
poles

Without the loss of generality, we consider the par-
tial derivative with respect to x. Then, it can be shown
that 331;2" can be expressed as a four-term recurrence of
the form (see Appendix B for the derivation and for the
explicit expressions):

aim - n+1
s(x) =Y Y mRTE). (25
X Va1 p=—1,1
v#n

A reasoning similar to that made in the previous
section shows that each row of the matrix representa-
tion of 7, has at most four entries, once again showing
that the derivative can be represented as a sparse matrix.
Furthermore, a closer look at equation (25a) shows that
if equation (20a) has degree N, then equation (20c) will
have degree N’ = N + 1. However, if the degree of the
“L2P” coefficients p; is truncated to N, then the sum-
mation in equation (21b) will be truncated to degree N
and we can set N' =

C. Derivatives for the Helmholtz kernel in diagonal-
ized form

A potential field y;(¥) having an approximation of
the form in (20a), can also be represented as [2, 10]:

w,-<f>=ﬁ I %(@)-el‘k@*m@das, (62
where ; (3 def Z‘am;nﬁ i +1 , (26b)
so that:
Py, si@wi@ar
8i
i ~ A o a

= 47 Jo, 518) Wi(8) dQs, (26¢)

0
where g;(8) = / gi(®) )8 gz (26d)

and we recognize g;(8) as the signature function defined
in equation (19c). Since:

oWi®) i [

%) T in /Qoﬁksx) P(8)MT%a0,, (26e)
from equation (26a), it follows that:

L oy(Y)
(X dx
/sum)g,-g( ) dx
i

L / RORUISRZOLS

ar Jo (261)
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demonstrating that the partial differential operator
appears as a diagonal modification to the incoming sig-
nature function ;(8).

Note that this result has been known from the very
early days of FMM and has been effectively used for
computing with derivatives [17]. The novelty in our
approach is that we are using it to transfer the respon-
sibility of computing the derivative to the library instead
of requiring the application do it.

V. A PSEUDO-EXAMPLE FOR A LIBRARY
INTERFACE

We now discuss how the results from sections III
and IV can be used to develop an application indepen-
dent library of Laplace and Helmholtz FMM. Our objec-
tive is not to describe a concrete implementation, but to
discuss the essential functionality.

To that end, we divide the library functionality into
two parts: the matrix build/initialization functions and
matrix apply (“matrix-vector” product) functions. Dur-
ing the initialization, we expect the user to provide what
are called “call-back™ functions. The library, in turn,
repeatedly calls these functions to get the information
needed to complete matrix initialization. After the matrix
is built, the library provides the functionality to evalu-
ate matrix-vector products, potentially involving differ-
ent combinations of derivatives.

A. Matrix initialization
Building the matrix consists of three phases:
e tree constru
e evalyation o Eear 1nteﬁaﬁl
¢ evaluation 0 e far representatlons
(“Q2M” and “L2P” coefficients).

A.1. Constructing the tree
Rationale:

In general, each source/receiver can be assigned a
“center” and a spatial extent. The former can be captured
as a array of three floating point numbers. Given that the
mesh used in the discretization can be extremely non-
uniform in practical cases, it is often necessary to take the
spatial extent into account to ensure sufficient accuracy.
This can lead to non-uniform trees with internal nodes
also “hosting” sources and/or receivers. The following
listing shows an example of an interface.

function get_center(particle_index, center|[])<«

function get_bounding_box(particle_index, ¢«
xyzMin[], xyzMax|[]);

A.2. Computing near interactions with multiple
matrices
Rationale:

With the ability to compute arbitrary derivatives of
the far field, it becomes necessary to handle multiple
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matrices as well. As a simple example, consider the fol-
lowing summations:

N
f()_C',) = Z Cle()?,',)?j), (278.)
Jj=1

N
F()?,) = Z ajVG()_c},)_c'j).

j=1
Although potential and the derivatives of the far field
can be computed from a single FMM representation,
the four components of the near matrix must be stored
simultaneously. In other words, the library needs to allow
for the possibility of multiple matrix entries resulting
from each pair-wise interaction. If we assume that every
pair-wise near interaction results in the same number of
matrix entries (although there are exceptions, this usu-
ally the case), the following interface would be adequate

for most purposes.

(27b)

function get_matrix_element(receiver_index, <
source_index, elements|[]);

In the above example, dim(elements)=4 and a
user can return the Green’s function and its gradient as:
dG JdG 9G
elements = [G, ox’ dy’ 0z }
A.3. Computing Q2M and L2P coefficients
Rationale:

In section III, we have shown that the required Q2M
and L2P coefficients can be evaluated from sampled
potential values or signature functions. For the Laplace
equation, this can be implemented in the following way.
Given a node with sources (or receivers) in it, we can
construct a sphere with center, ¢ at the center of the box
and a sufficiently large radius, R >> d where d is the
box length, and introduce a Gauss-Trapezoidal rule as
discussed in section A. Then, a function of the following
nature can be invoked repeatedly to evaluate the poten-
tial, as defined by equation (10a) at each integration point
Xx = ¢+ R§; in equation (13).

function P(xk) =
, xk[]);

get_potential(particle_index<—

1

2
3
4
5
6

7

8
9

10

11

B. Evaluating matrix-vector products

In order to offer maximum flexibility, we split the
evaluation of the matrix-vector products (MVP) into
three steps:

* multipole_pass: performs all the source-
to-multipole  (Q2M),  outer-to-outer (M2M,
aggregation), outer-to-inner (M2L) and inner-to-
inner (L2L) translations in the standard FMM
flow. This is a pre-requisite for calling the far field
evaluation step below.

e far_axpy: evaluates (the integral of) the potential
(or its derivative) for every testing function using
the results in Section IV.

* near_axpy: evaluates the contribution due the near
interaction matrix selected by the user (if there are
multiple matrices involved).

The library can offer a functionality similar to the
following one to accomplish these tasks:

/% takes the input vector X and performs MM, <
M2L and L2L passes of EMM

% Must be called before calling far_axpy.

®/

function multipole_pass(input_x);

/+ mnear_matrix_index lets the user select the<«
correct near matrix =/

function near_axpy(near_matrix_index,
,output_y);

input_x<

/+ the input array deriv tells the to+
apply the desired derivatives

the far field coefficients before <
evaluating the potential =/

function far_axpy(deriv[], output_y);

library

* to

where the array deriv specifies the orders of the partial
derivatives. For example:
2* 9% 9
072 dy? dx’

The motivation for this is best illustrated by an
example. Towards this, consider the evaluation of the two
sums in equation (27). A psuedo-code is given below.

deriv[l,2,2] =

For the Helmholtz equation, we expect the user to
return the signature function, defined by equation (18).

function F(sk) = get_signature(particle_index<
. cs[], sk[]);:

Note that in this case, we need both the center of
the box ¢ and the direction vector §; passed to the
application.

1

2
3
4
5
6
7
8

/+ Let X denote the input
dPy and dPz, respectively denote
potential and

# the three components of the gradient

%/

vector and P, dPx, <«
the

/+ do M2M, M2L and L2L =/

multipole_pass(X);

/+ compute P = A %« X for potential; matrix ¢«
index 0 => Green's function /

near_axpy (0,X,P);
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deriv = [0,0,0];
*/

far_axpy(deriv,P);

/+* no partial derivatives ¢«

/+ compute dPx = dAx * X for partial
derivative with respect to x =/

near_axpy(l, X,dPx); /% matrix index 1 =>+¢
partial derivative with respect to x ¢
®/

deriv = [1, 0, 0]; /% partial
with respect to x =/

far_axpy(deriv,dPx);

derivative <+

Computation of the partial derivatives with respect
y and z can be done analogously. Note that the
multipole_pass is usually the most dominant part dur-
ing a matrix-vector evaluation and it is invoked only
once.

VI. SUMMARY AND CONCLUSIONS

In this paper, we have proposed an approach
to developing a stand-alone, application independent
library of Laplace and Helmholtz FMM. Towards this
end, we have demonstrated a technique to capture the
essential characteristics of the problem needed for set-
ting up the FMM - the basis and testing functions, mesh
etc. — using samples of either potentials or the signature
functions of a canonical problem. Furthermore, we have
shown that it is possible to transfer the responsibility of
computing the partial derivatives of the far field to the
library, instead of burdening the user to implement com-
plicated integrals. This is accomplished by representing
partial derivatives of arbitrary orders as product of cer-
tain sparse matrices. We have also outlined a pseudo
interface that illustrates how the methods can be used.

Within Ansys Inc., we have developed a flexible
library, called Q3Dfastmvpack incorporating these ideas
and it is currently being used by multiple Ansys prod-
ucts.
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APPENDICES
A. Partial derivatives of I
Let h(a;X) = (z + ixcosa + iysina) in equa-
tion (22). Consider:
(7 1)n+m

oY) I
— /’l n— lmOC d
o 1)1 27[/ (a;%) cosada
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n+m H n 1 o € zoc +efzoc
n—l ! 2717/ ha 2
+
(( 1)n1 r'nzln- {/ ]’l a: x)n 1 1(m+l)ada
n—

T2
/ axnltml)ada}

/4
( )n+m 1 T

—da

h(a;)—co)n—lei(m+1)oc da

2 (n—1)! 21
i (= /” cn—1im—1)a
—|—2 =1 2z h(a;X)" e do

2 (Im+1( )+Im:ll()—c»))7
where we have used the facts n —1+m — 1 =n+m and

that (—1)"7"=2 = (—1)"*™_ The following results can be
similarly derived:

8[§)E ) %(lm-&-l( ) Im 1( ))’
D @,

B. Partial derivatives of [ (¥)
We have, from equation (19a):

gptatr (s
axpayqazr n (.X)
ik\Ptatr
:(’37/9 SS9 40, (28)
0

where § = (sy,5y,5;) = (sinBcos@,sinOsing,cos ).

Noting that:
; 8
sin@e® = (—)y/ ;Y] 8),

from the definition of spherical harmonics ¥,"(6,¢) in
equation (5b), and using equation (5c), we get:

sin@cosq):(—)\/? (Yl (8)— Y, '(8)] (30a)

(29)

2
sin@sing = iy ?” @) +v'()] (30b)
4
cos 6 =4/ ?nYlO(é). (30c)
Let:
— 1 A\ m
V= /QO Y (8)e Y (8)dQy, p = —1,0,1.

(31)
Then, substituting equation (30) into equation (28)
and using equation (31), we get:

oIN(X) \/E . -
L=k ?(M(x)—HLl(x)) (32b)
alf;f) = ik %”Vo(f) (32¢)
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Now, substituting the following well known addition
theorem [9, 10]:

=)

— Y Y an (kY RN 6),

n'=0m'=—n'

into equation (31), we can express:

. I ¢
Vp(x) =T

o
1kx S _

S

v
G L L Ami (=R (kEDY
v=0u=-v

Y (8)Y) (8)Y,(8) dQ

0

Y ety @ ().

).

(33a)

e}

=)
v=0

u= Hpm
(33b)
where 7 is the Gaunt coefficient defined as
ny ny n3 \ def m| P mz m3
Y(m1 ms m3> QOY (8%, (O, (8) dds,
(33¢)

for integers n; > 0 and —n; <m; < n;fori=1,2,3. Using

the properties of Gaunt coefficients [9], for Y # 0, we

have tohave [n— 1| <v <n+1,v+n+1evenand u+

m+p=0.Thus, v=|n—1|and v =n-+ 1 and therefore:
n+1

=Y "=

v=|n—1|

v#£n
\% 1 n
"\—(m+p) p m

n+1

l)m+p Z l-vfn

v=|n—1|

v#£n

7/(—(varp) 11? :1) ),

showing that the right hand sides of equations (32a)-
(32c¢) have at most four non-zero terms.

1™ jy (K[| Y™ (%)

(33d)

(33¢)
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Abstract — This paper focuses on designing a new struc-
ture of beamforming networks with an array antenna
to control the beams. The 3x4 array antenna struc-
ture connects to the 3x3 Rotman lens beamformers to
achieve this goal. The middle time delay line is around
14 mm. The design allows the x-axis to cover +25, 0,
—25 degrees. Therefore, this work targets fifth gener-
ation (5G) application, which necessitates coverage in
all directions by other base stations or users. Computer
Simulation Technology (CST) microwave software facil-
itates the simulation process. The design begins with a
single microstrip patch antenna, designed to function as
an array antenna resonating at 26 GHz. The half-lambda
separation (A/2) among antennas gives 13.8 dBi gain
with S11< —10 dB. The final structure for beamforming
networks has a gain of 14 dBi. This work uses the Roger
5880 substrate, which has a dielectric constant of 2.2, a
loss tangent of 0.0009, and a thickness of 0.127 mm.

Index Terms — array antenna, CST studio, mm-wave,
Rotman lens, series feed antenna.

L. INTRODUCTION

The introduction of fifth generation (5G) wireless
communication technology marks a significant advance-
ment in mobile wireless communication systems [1].
Positioned as a notable improvement over previous gen-
erations, 5G aims to enhance data transmission rates,
reduce latency, and increase the capacity for intercon-
nected devices. Engineered to support various applica-
tions such as virtual reality, autonomous vehicles, smart
cities, and the Internet of Things (IoT), 5G technology
integrates high-frequency radio waves, advanced antenna
technologies, and network virtualization [2, 3]. An
important challenge faced by array antennas equipped
with beamforming circuits relates to coverage direction,
particularly in addressing blind angles and optimizing
beamforming for wider radiation. In response, series-
feed array antennas offer a flexible solution by allowing
the adjustment of beam patterns through modulation of
signal phase and amplitude, often with the assistance of
a beamformer. Furthermore, integrating a Rotman lens
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(an effective microwave lens capable of directing electro-
magnetic waves) can improve the performance of series-
fed array antennas [4]. The effectiveness of Rotman lens
design relies on careful consideration of factors such as
frequency range, lens geometry, material composition,
and relevant parameters. When combined with a series-
fed array antenna, the Rotman lens is typically positioned
at the array’s focal point to concentrate electromagnetic
waves emitted by array elements, thereby enhancing
antenna system gain and directivity [5]. Series-fed array
antennas with Rotman lenses find applications in various
fields, including 5G wireless communication, radar sys-
tems, and remote sensing, especially in scenarios requir-
ing precise energy transmission or reception [6, 7].

This paper delves into the design of series-fed
array antennas integrated with Rotman lenses, specif-
ically resonating at 26 GHz, for application in fifth-
generation wireless communication networks. The pri-
mary objective is to address unseen and blind angles
within the coverage area. Computer Simulation Technol-
ogy (CST) software is employed for simulation and pro-
totype design purposes. The substrate material selected
for this simulation is Rogers 5880, featuring a thickness
of 0.127 mm.

II. PROPOSED ROTMAN LENS DESIGN

Rotman lenses play a pivotal role in microwave
engineering, facilitating precise manipulation of elec-
tromagnetic waves through focusing and beam steer-
ing mechanisms [8]. Researchers extensively utilize a
sophisticated set of equations to ascertain crucial aspects
of the lens, including its geometry, dimensions, material
composition, and thickness [9, 10]. These calculations
are indispensable for attaining the desired performance
parameters necessary for optimal functionality and effi-
ciency in various applications [11, 12]. Figure 1 illus-
trates how the link technique demonstrates the connec-
tions between different components in the system, offer-
ing insightful information on the internal mechanisms of
Rotman lens-integrated setups [13, 14].

The design process of the printed Rotman lens began
by establishing the dimensions of the transmission line,
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Fig. 1. (a) Structure of a 33 Rotman lens and (b) reflec-
tion coefficient for the Rotman lens’s input ports.

denoted as Wr (transmission line width) and Lr (trans-
mission line length):

 (ex2xf)
Wr= JEr—(sin20)’ M

B (c*2xf)
br= e —sime )’ @
d=Lxn—1). 3)

Equation (3) determines the position of the feed net-
work by calculating the distance between it and the first
transmission line. This calculation involves considering
the width (Wr) and length (Lr) of the transmission line,
the speed of light (¢), the operating frequency (f), the
relative permittivity of the substrate (€r), and the beam
scanning angle (0):

S:Wr*tan<§>. @

The position of the radiating elements is deter-
mined using equation (4), where S represents the element
spacing, Wr is the width of the transmission line, and 6
denotes the beam scanning angle. This equation plays a
crucial role in establishing the precise placement of the

ACES JOURNAL, Vol. 39, No. 05, May 2024

radiating elements in the system, ensuring optimal per-
formance and functionality:
x=(n—1)xS*sin(0) . 3
The position of the i-th radiating element, denoted
by x, in an array of n transmission lines with an element
spacing of S is crucial in determining the beam scan-
ning angle, represented by 6 as shown in equation (5).
The relationship between these parameters is fundamen-
tal to the design and analysis of antenna arrays for var-
ious applications in wireless communication and radar
systems [15, 16]. The precise calculation and adjustment
of these values in Table 1 are essential to achieving the
antenna array’s desired radiation pattern and beam steer-
ing capabilities.

Table 1: Dimension of Rotman lens design structure (all
dimensions are in mm)

Dimensions Value (mm)

a 8.67

b 12.78

c 9.30

d 10.94

f 1.63

fl 3.66
2 5.70

III. SERIES FEED ARRAY ANTENNA
DESIGN AT 26 GHz
A. Microstrip patch antenna
A pre-established formula is implemented during
the fabrication process of microstrip antennas. Equations
(6-10) provide a representation of the antenna’s equa-
tion:

c

wWp = ————F—, (6)
2f0 2 (Er;-l)
C
Left = S roarerr ™
8reff—£r+l+er_l{1+12h]z, ®
2 2 wp
wp
M:0.412h(8reff+0.3)( £ 40.264) ©

(ereff—0.258) (%2 +0.8)’

Lp=Leff—2AL. (10)

Initially, equation (6) is employed to determine the
width of the patch, denoted as Wp, predicated on key
parameters such as the resonant frequency (fr), relative
permittivity (€r), and substrate height (). Subsequently,
equation (8) is utilized to derive the effective permittiv-
ity, €rsy, crucial for computing the length extension,
ALp, attributed to fringing fields, contingent upon the
condition Wp/h>1 as delineated in equation (9). Finally,



equation (10) facilitates the calculation of the patch
length, Lp, completing the design process with meticu-
lous precision.

B. Series feed array antenna

To successfully integrate a Rotman lens with a
series-fed array antenna operating at 26 GHz, it is cru-
cial to meticulously assess the antenna’s frequency range
and bandwidth, along with the configuration of the array
consisting of four elements spaced at half a wavelength.
The choice of elements in the array significantly influ-
ences the antenna’s performance metrics such as gain,
directivity, and bandwidth [17, 18].

Figure 2 and Table 2 provides insight into the (W, x
L,) series feed structure and its corresponding equivalent
circuit with 3.89 mm separation distance which is A/2.
It’s printed over Roger 5880 substrate with 2.2 dielectric
constant and 0.127 mm substrate thickness to radiate at
26 GHz.

Lp

s —
| T wp
(@)

A2
+—
Input | I
Z1 | zZ2 I | Z3 |
—
Zin 1 Zin 2 Zin 3
(b)

Fig. 2. Microstrip series feed patch antenna (a) 1x4
series feed antenna and (b) equivalent circuit of series
feed antenna.

Employing a series feed array configuration yielded
a substantial gain enhancement, elevating the gain
from approximately 8.5 dBi to approximately 14 dBi.

Table 2: Microstrip series feed array antennas dimen-
sions (all dimensions in mm)

Dimensions | Value (mm) Explanation
Wp 4.80 Patch Width
Lp 3.65 Patch Length
S 3.89 Elements Spacing
h 0.127 Substrate Hight
er 22 Epsilon
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Additionally, fine-tuning of the bandwidth allocation
facilitated the generation of a single beam transmitting
at 26 GHz, thereby enhancing signal efficiency. These
advancements are visually elucidated in the accompany-
ing schematic in Fig. 3 (a,b).

—~Four Elements S11/dB
—Tree Elements S11 /dB
—Two Elements S11 /dB
—One ElmentS11/dB

Reflection Cofficient /dB

20 22 24 26 28 30
Frequency GHz

(a)

14
13

1
10

GaindB

1 2 3 4

Number of Elements

(b)

Fig. 3. (a) Reflection coefficient for single patch to four
series feed antennas and (b) gain of single patch to four
elements series feed antennas.

IV. RESULTS AND DISCUSSIONS

In the design process, the series feed antennas are
fabricated using Roger 5880 material to ensure reso-
nance at 26 GHz. In order to verify the accuracy of the
antenna fabrication, the reflection coefficient and radia-
tion pattern were measured, as shown in Fig. 4 (a, b).

The proposed structure is simulated using CST soft-
ware, and the performance is monitored by the reflection
coefficient (S11), gain, bandwidth, and radiation pattern.
Figure 5 shows the integration of an array antenna with
a Rotman lens over 80 by 31 mm using a 13-14 mm
delay line to achieve a phase difference based on the
True Time Delay (TDD) concept of the Rotman lens
[19, 20]. Figure 6 shows the reflection coefficient S11
of the integrated final structure. From the analysis, the
reflection coefficient is less than 15 dB. Synchronization
between the array antennas and the beamforming net-
work is achieved by a 3x3 Rotman lens set by resonating
at the same frequency. The connected Rotman lens was
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Fig. 4. (a) Fabricated series feed array antennas with
reflection coefficient and (b) radiation pattern compari-
son (phi=0).

prepared to shift the phase at —25, 0, +25 degrees. The
array antennas have connected single-layer 0.127 mm
Rotman beamformers to allow the beam to cover blinded
angles efficiently [21, 22].

The radiation pattern of the proposed final structure
depicted in Fig. 7 is analyzed at 26 GHz with Phi=0 deg.
The beam is observed to have a beam at —25, 0, and +25
degrees, with the gain of ports 1 to 3 around 14.2 dBi.
The beams exhibit an angular width (3 dB) ranging from
20 to 30 degrees.
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Fig. 5. Integrated structure of 3 x3 Rotman lens and 3 x4
array antennas.

—S33/dB
—822 /dB
—S11/dB

Reflection Coefficient /dB

-35
-40

-45
20 22 24 26 28 30

Frequency GHz

Fig. 6. Reflection coefficient S11 of integrated final
structure of Rotman lens and array antennas.

The results presented in Table 3 exhibit a strong
alignment with prominent references in the field, show-
casing the efficiency of this particular structure in iden-
tifying broad blinded angles that were previously unad-
dressed by alternative designs. Notably, the comparison
highlights the remarkable capability of this configuration
to attain 0 and +25 degrees utilizing merely three
input ports. This significant breakthrough accentuates
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Fig. 7. (Continued.)



Fig. 7. Radiation pattern of final structure (a) directivity
using Cartesian coordinate and (b) 3D radiation pattern.

the considerable potential for further advancements and
the implementation of optimizations tailored to specific
applications.

Table 3: Performance of final structure in comparison
with other references
Variables

This Ref Ref Ref
Work | (11) | (13) | (16)
Frequency GHz 26 6-18 60 | 10-14
Return Loss dB 20 16 12 25

Gain dB (Max) 14.2 - - 11.37
Beam angle (deg) | 0+25 | 0+28 | 0+25 | 0+16
Subs thickness 0.127 - 0.127 {0.0027

(mm)
No. of input ports 3 8 5 11
V. CONCLUSION

The microstrip series feed patch antenna is oper-
ated at 26 GHz with a separation of half lambda. A
single-series-fed patch antenna is enhanced into a 3x4
array antenna configuration. To widen the coverage
angle and improve sensitivity, 3 x3 Rotman lenses were
designed. A beamforming network circuit was metic-
ulously devised to match the array of antenna ports,
incorporating a delay line with 14 mm separations. This
novel structure aims to eliminate blind angles effectively.
The array antennas demonstrated a gain of 14 dBi and
a reflection coefficient of 20 dB or less, showcasing
their high performance. The precise beam control of the
array, coupled with the Rotman lenses, enables cover-
age of angles from —25 to +25 degrees along the x-
axis. This advancement makes the antennas suitable for
applications in 5G and automotive radar systems. For
future improvements, integrating a programmable con-
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troller chip could further optimize beam characteristics
based on specific application requirements.
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Abstract — This paper presents a theoretical method to
estimate the pulse radiation characteristics of Vivaldi
antennas. Based on the surface current distribution and
the ultra-wideband radiation principle, Vivaldi antenna
is equivalently modeled as a dipole array, and the pulse
radiation characteristics of a single Vivaldi antenna are
brought out utilizing the spatial superposition approach.
Then, the influences and results of the Vivaldi antenna
pulse characteristics prediction with different construc-
tion ways of the dipole array and element numbers are
furthermore investigated. Next, a quadratic spatial super-
position technique is employed to complete the theo-
retical prediction for time-domain radiation characteris-
tics of Vivaldi antenna arrays. Experiments and simu-
lations are conducted separately to verify the proposed
method for both single Vivaldi antenna and array. The
validated results demonstrate that the dipole array-based
theoretical prediction method can effectively capture the
pulse radiation characteristics for both individual Vivaldi
antenna and array operating in different modes, thereby
addressing challenges associated with estimating radia-
tion characteristics in ultra-wideband pulse applications.

Index Terms — Antenna array, beam scanning, dipole
array, pulse radiation characteristics, Vivaldi antenna.

L. INTRODUCTION

The Vivaldi antenna, also known as the tapered slot
antenna, is a planar end-fire antenna initially proposed
by Gibson in 1979 [1]. Owing to its exceptional char-
acteristics of ultra-wideband operation, high gain, low
profile and excellent directivity, it has garnered signif-
icant attention and extensive applications in the field
of radio communication technology [2—10]. Particularly,
the attributes of stable phase center behavior, easy inte-
gration capability and cost-effectiveness exhibited by the
Vivaldi antenna render it highly suitable for time domain
radiation applications such as through-wall radar [11-
12], ground-penetrating radar [13—14], non-destructive
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testing [8, 15] and biomedical imaging [16—-18]. In
comparison to traditional pulse radiation antennas like
TEM horn antennas [19-20] or IRA [21-22], the Vivaldi
antenna offers numerous advantages. Furthermore, akin
to most antennas, Vivaldi antenna can be employed
as array elements. Radiation gain enhancement can be
achieved while enabling functionalities like beamform-
ing and beam-scanning through precise control of exci-
tation timing [23-34]. However, despite the remark-
able advantages mentioned above, this type of antenna
also encounters several technical challenges. Foremost
among them is accurately calculating the radiation char-
acteristics of Vivaldi antenna array in time domain. The
absence of clear field distribution function poses diffi-
culties for large-scale synthesis and beamforming oper-
ations on Vivaldi antenna arrays [25], thereby signifi-
cantly limiting the engineering realization and practical
application.

The computational electromagnetics methods and
commercial electromagnetic simulation software can
accurately compute the radiation characteristics of the
array antennas [26-28]. However, when dealing with
very short excited pulses and excessively large array
scales, the computation grid number becomes too
large, leading to significant consumption of computing
resources and time due to limitations in computer hard-
ware conditions. Consequently, the calculation efficiency
becomes extremely low or even impractical. In order to
address this challenging issue associated with calculat-
ing radiation characteristics for large-scale array anten-
nas, Pozar proposed the active element pattern method
[29], which predicts the total radiation field by combin-
ing the active patterns of each array element using super-
position principles. Building upon this approach, Yang
introduced the subarray equivalent extrapolation method
[30] to enhance computational efficiency for determin-
ing array antenna radiation characteristics. Zhang et al.
applied the active element pattern method to calculate
time-domain patterns for TEM horn antenna arrays [31].
Although widely utilized and validated, employing the
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active element pattern method requires extensive data
measurement efforts that are labor-intensive, costly and
tedious. Additionally, when there are changes in excita-
tion pulse waveforms, re-measurements become neces-
sary. Theoretical predictions have also been explored in
relevant studies. For instance, Mikheev et al. derived an
electric field calculation formula based on electromag-
netic tensor methods for arbitrary wire antennas [32],
enabling prediction of radiation characteristics for wire
antenna arrays through superposition principles. Refer-
ence [33] has employed multiple reflection theory-based
estimations to determine time-domain radiation charac-
teristics of bowtie antennas. Theoretical methods, how-
ever, are confined to a subset of radiating antennas with
relatively simplistic structures that lend themselves to
analytical solutions.

To summarize, the theoretical prediction method
stands out as the most cost-effective and ideal approach,
primarily based on calculating the time-domain radiation
field of a single antenna and employing spatial superpo-
sition principles. The spatial superposition process takes
into account the influence of array factors, thereby elim-
inating the need for additional extraction of array fac-
tor. Therefore, accurately predicting the radiation char-
acteristics of an array antenna in the time domain hinges
upon precisely calculating the radiation field of the array
element. This paper proposes a dipole array-based theo-
retical method for predicting radiation characteristics of
Vivaldi antennas and their array in time-domain, build-
ing upon surface current distribution and wideband radi-
ation principles, and verified by experiments and numer-
ical simulation. This paper is organized as follows. The
first section is the introduction, the second section out-
lines prediction concepts and implementation processes,
the third section presents the verification, and the final
section is the conclusion.

II. PREDICTION METHOD

Figure 1 illustrates the typical Vivaldi antennas,
coplanar Vivaldi and antipodal Vivaldi [34], respectively.
The sole distinction lies within the feeding structures,
while the radiation principle remains unaltered. In accor-
dance with the theory of time-domain electromagnet-
ics, the pulse radiation characteristics of the antenna can
be acquired utilizing the Maxwell’s equations and time-
domain retarded potential after determining the antenna
surface current distribution. However, for most UWB
pulse radiating antennas, the time-domain surface cur-
rent distribution is so complicated that there are chal-
lenges in providing an analytical solution. Therefore, it
is imperative to reasonably approximate and solve for
the current distribution in order to address this prediction
problem.
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Fig. 1. Typical Vivaldi antennas: (a) coplanar Vivaldi and
(b) antipodal Vivaldi.

Firstly, the investigation focuses on the antenna sur-
face current distribution. Figure 2 illustrates the current
distribution at typical frequency points of the two Vivaldi
antennas, obtained using the time-domain finite integral
techniques.

Fig. 2. Current distributions of the Vivaldi antennas in
typical frequency points.

Figure 2 qualitatively demonstrates that the surface
current of the Vivaldi antenna is primarily concentrated
along the exponential gradient edge of the radiation
patch, with minimal contribution from other positions on
the patch. Consequently, it can be inferred that the pri-
mary path of the surface current flow corresponds to this
exponential gradient line. Therefore, the Vivaldi antenna
can be considered as a curvilinear radiator composed of
two exponential gradient lines, as illustrated in Fig. 3.

The simplification of the solution difficulty is greatly
facilitated by the equivalence based on surface current
distribution. Upon examining the operating principle and
radiation process of Vivaldi antenna, it becomes appar-
ent that the ultra-wideband feature stem from the varied
length between the gradient slots, radiating electromag-
netic waves with distinct wavelengths while preserving
relatively stable phase centers [35]. Thus, the equivalent
curvilinear radiator shown in Fig. 3 can be further mod-
eled by a dipole antenna array, as plotted in Fig. 4.

In order to elucidate the estimation idea more
clearly, Fig. 4 only employs an array consisting of
three dipole elements to simulate the Vivaldi antenna.
It is worth noting that the array with multiple elements
can also be utilized, wherein the curvilinear radiator is
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Fig. 3. Vivaldi antennas and the equivalent curvilinear
radiators: (a) coplanar Vivaldi and (b) antipodal Vivaldi.
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Fig. 4. Utilizing the dipole array to model the curvilinear
radiator and the primary path of the surface current flow.

divided into several segments and each segment corre-
sponds to an equivalent dipole antenna at the respec-
tive position. However, it should be emphasized that this
dipole array differs from the conventional arrays in terms
of the spatial distribution of the array elements, which
follows the exponential gradient lines of the Vivaldi
antenna. Moreover, unlike independently feeding ele-
ments in traditional arrays, current propagates along the
previous dipole element towards the end and then contin-
ues into the subsequent dipole element. The total length
of all elements of the dipole array matches that of the
dimensions in the E-plane of the Vivaldi antenna. Over-
all, this equivalence effectively divides a dipole antenna
with the length identical to the E-plane size of Vivaldi
antenna into smaller dipoles, distributed according to
the exponential gradient line structure characteristics of
Vivaldi antenna. From the perspective of current ele-
ment, when the element number of the dipole array is
sufficient, the dipole array can be regarded as a col-
lection of current elements, which is equal to solve the
radiation characteristics of Vivaldi antenna utilizing the
current element analysis. In fact, the Vivaldi antenna is
considered as the dipole array in y direction, disregard-
ing the x component current of the curvilinear radiator.
This is because, from an external viewpoint, the current
flows in the x-direction on the upper and lower poles
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of the curvilinear radiator are opposite, and the contri-
bution to the field on the yoz plane is zero. For other
field points, the contribution of the x component remains
negligible.

The above-mentioned equivalence simplifies the
radiation characteristics prediction of the Vivaldi antenna
to the calculation of the radiated field of a dipole array
in time-domain, the foundation of which is the pulse
radiation of a single dipole antenna. Figure 5 illustrates
the radiation process of the dipole antenna, which is
positioned along the y axis. To differentiate the source
point and field point, the coordinates of source points are
attached by a superscript s.

J ¢ Field Point(x,y,z)

Neo
2\

Fig. 5. Radiation process of the dipole antenna.

According to the theory of multiple reflections, the
frequency domain current distribution of dipole antenna
can be elegantly expressed as [36]:
eIk 4 Ty ik(2L~1)

1— F]l—‘zefﬂdL ’
where Iy represents the amplitude of excitation current,
k is the propagation constant, / refers to the distance
between the current element and the feeding point of
dipole, L denotes the length of dipole arm, and I'; and
I'; stand for the reflection coefficients at the feeding and
terminal end, respectively.

The current distribution reveals that the magnetic
vector potential in the y-direction at the field point 7
is:

T (1,0) = I (o) 1)

A (7,0) dl,

@

where R is the distance between field and source points:

tolo (w) L + erfjk(ZLfl) e JkR
o 4w ,/2L 1— F]erfijL R

for dipole

R=1/(x—x)2 + (= 7y + (2 2,)? 3)

x5=0,2,=0

The magnetic field at the field point can be derived
from equation (2), thereby enabling us to ascertain the
components of the electric field in each direction:
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where the mentioned functions are designated as:
R = o~ Jk(R+1) +r‘ze:]{c(2L+Rfl)
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By performing the inverse Fourier transform on
equations (4-6), the corresponding radiation field in
time-domain of the dipole antenna can be acquired, and
the electric field in y direction is the principle polarized
component, which is the subsequent focus to be investi-
gated.

A simple verification to the theoretical calculation of
the radiation field for dipole antenna is presented below,
employing the time-domain finite integral techniques. As
marked in Fig. 5, a dipole is positioned along the y direc-
tion with the pole length of 15 cm and the feeding gap of
4 mm. Utilizing a Gaussian pulse with pulse width of 0.6
ns shown in Fig. 6 as the excitation, the principle polar-
ized electric field at the field point (5,0,0) is obtained, as
plotted in Fig. 7.
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Fig. 6. Excitation pulse with pulse width of 0.6 ns.

The radiated electric field waveforms of the dipole
antenna obtained by the prediction method, as depicted
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Fig. 7. The normalized principle polarized electric field
waveform at the field point (5,0,0).

in Fig. 7, exhibits remarkable concordance with the
numerical results with the pulse mean square error of
0.43. Only a slight discrepancy in pulse duration is
observed. This variation is primarily attributed to the
pole radius of the dipole. Current concentration occurs
along the dipole axis during the equivalence process,
while the practical current is distributed across the dipole
surface, thereby inducing a certain degree of broadening
on the radiated electric field waveform.

The pulse radiation characteristics of a dipole array
can be obtained by combining the radiation field of a
single dipole with the principle of spatial superposition.
However, for the dipole antenna array proposed and con-
structed in this paper, slight deviations in the calcula-
tion of radiation field arise due to differences in feeding
ways and structure. These deviations are manifested in
the integral range. For the i;;, element in Fig. 4, the inte-
gral range of [-L,L] in equation (5) should be replaced by
[-vi+1,-yi] and [y;,yi+1], while the pole length L remains
unchanged. That means, the current distribution of the
iy, element is equal to that on the corresponding position
of the dipole with total length of 2L, reflections resulted
by the feeding gap and the terminal end of the dipole
with length of 2L has been taken into account. More-
over, the reflections present in the current distribution on
the i;, element are generated by both the feeding gap
of the first element dipole and the terminal end of the
n;;, element dipole. And the positional difference among
array elements has already been considered through R in
equation (5).

According to the radiation process, there exist two
approaches for calculating the radiation field of the pro-
posed dipole array. The first approach involves direct
superposition, whereby the radiation field generated by
each individual dipole element at the designated point is
considered. Consequently, the overall radiation field of



the dipole array can be determined:
Eo(7.0)=Y Ei(7ur). ®)
i=1

where 7; refers to the position vector of the field point
7 relative to the feeding center of the i, element.

A more sophisticated approach involves treating the
dipole array as an individual dipole, thus solving the
radiation field of each segment. Subsequently, spatial
superposition is performed while considering the time
delays determined by the actual distance between field
and source point:

Fu(P0) =Y Bar(P ot —ta)., ©)
i=1

where #;4; indicates the relative time delays of the array
elements.

Take an antipodal Vivaldi antenna with the dimen-
sions of 200 mm x 300 mm as an example. Figure 8 illus-
trates the antenna model and the excitation pulse with the
upper frequency limit of 3 GHz.

1.2
1.0

0.8 1

wu oz

0.6+

0.4 4

300 mm

0.2 1

Normalized Current Amplitude

0.0+

Time (ns)

Fig. 8. Antipodal Vivaldi antenna and the excitation
pulse.

Employing the aforementioned prediction method,
the normalized electric field waveform in the principle
polarized direction at the distance of 5 m along the main
axis of the Vivaldi antenna is obtained, as depicted in
Fig. 9. Subsequently, a comparison was made with the
numerical results.

As observed in Fig. 9, the main pulse features of
the predicted radiation waveform are in good agreement
with the simulated results, except for a slight discrepancy
in the tail oscillation. The corresponding pulse mean
square error is 0.28. This can be attributed to the differ-
ent treatment of the reflections at the feeding and termi-
nal end in the simplified equivalent process, compared
to the actual radiation. However, these predictions ade-
quately meet the requirements for capturing the primary
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Fig. 9. Normalized radiated waveform at a distance of 5
m along the main axis of the Vivaldi antenna.

pulse characteristics. Furthermore, the impact of various
dipole array elements on the radiation field of Vivaldi
antenna is investigated. As depicted in Fig. 10, a com-
parative analysis is conducted to examine the predicted
results of the radiation field with different dipole array
elements.

o 1.0 e e
= s ' i ¥
£ php il
B B ——— Simulation
E ol . -
< 05- :I % ' : i r ..... H73
= :: ol @ g | P
o | :
& f
m .
= g
5 [ apiddy
g S
= b2 b
: P i
w S — = n=10
-1.0 ; ; : : : .

Time (ns)

Fig. 10. Radiation field waveforms estimated by dipole
array with different element numbers.

As illustrated in Fig. 10, the discrepancy between
the theoretically estimated radiation waveforms and the
numerical results diminishes with the increase of the
dipole array element number, denoted as n. This con-
vergence can be attributed to the increasing equiva-
lence between the proposed dipole array and the gradient
curve, aligning with expectations. It is well established
that the time-domain radiation waveform of an antenna
is determined by its current distribution. The duration
of the radiation field waveform pulse is not only related
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to the excitation pulse but also to the relative position
of the current elements. As the number of equivalent
dipole array elements increases, the positional equiv-
alence becomes more pronounced. In essence, when
the element number of the dipole array becomes suffi-
ciently large, it approximates decomposing the gradient
curve into an adequate number of elementary currents. It
should be noted that a larger number of array elements
leads to increased computational complexity, hence, the
element number of the dipole array should be not over-
much in practical calculations and applications.

The dipole arrays utilized in the prediction process
are uniform arrays with equidistant spacing along the
x-axis. However, it is worth noting that non-uniform
arrays can also be employed for an equivalent purpose.
Figure 11 illustrates the schematic diagram of both a uni-
form dipole array and a non-uniform dipole array with
the same element number of n=6. In the case of the
non-uniform dipole array, the spacing along the x-axis
adheres to a relationship of equal proportional variation,
where g represents the common ratio.

(a) | '(b) y

Fig. 11. Modeling methods of the curvilinear radiator: (a)
uniform dipole array and (b) non-uniform dipole array.

The normalized radiation waveforms at the distance
of 5 m along the main axis of the Vivaldi antenna
obtained through the utilization of both uniform and non-
uniform arrays is depicted in Fig. 12.

Figure 12 reveals that the non-uniform dipole array
can also achieve a good prediction of Vivaldi antenna
radiation field waveform. Specifically, for Vivaldi anten-
nas, the initial section of the exponential gradient slot
line primarily facilitates current propagation with min-
imal contribution to radiation, while it is the sharply
changing length in y-direction in the end part of the
exponential gradient slot line that plays a crucial role
in generating radiation. In other words, the terminal part
can be considered as the main radiating section. How-
ever, given that an excessive number of segments would
lead to a significant increase in computational load, non-
uniform segmentation allows for a more precise focus on
the principal radiating components of the antenna. This
precisely highlights the advantages offered by the non-
uniform dipole array depicted in Fig. 11.

This section presents the concept and methodology
of the dipole array-based prediction, while also analyz-
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Fig. 12. Normalized radiated waveforms estimated by
uniform dipole array and non-uniform dipole arrays.

ing the impact of array construction ways and element
number on prediction effectiveness. Moreover, it should
be noted that the discrete equivalent approach described
herein can also be applied to antennas with more intricate
structures as well as for estimating time domain radiation
characteristics. In the following section, experiments and
simulations are employed to further validate the predic-
tion method.

III. VALIDATION AND DISCUSSION
A. Fabrication and measurement of antipodal Vivaldi

To validate the proposed theoretical prediction
method, an antipodal Vivaldi antenna is designed and
fabricated, as depicted in Fig. 13, which is printed on
a FR-4 dielectric substance with thickness of 2 mm, rel-
ative dielectric constant of 4.3 and loss tangent of 0.025.

Firstly, the S11 of the antipodal Vivaldi antenna
is measured within the frequency range of 10 MHz
to 6 GHz, employing a vector network analyzer of
KEYSIGHT E5080B. Figure 14 presents the measured
curves, compared with numerical results obtained by
finite integral techniques.

Top Patch

200 mm
o

300 mm TNC connector

FR4 substrate

Fig. 13. The designed and fabricated antipodal Vivaldi
antenna.

As depicted in Fig. 14, the measured results exhibit
excellent agreement with the numerical simulations. The
measured lower cut-off frequency (S11<-10 dB) is 0.64
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Fig. 14. Comparison of the measured and simulated S11
parameter.

GHz. Aperture width is about 0.43A( where A is
the maximum operating wavelength. The measured fre-
quency upper limit exceeds 6 GHz, resulting in a propor-
tional bandwidth close to 10, proving that the fabricated
antipodal Vivaldi antenna is a typical ultra-wideband
antenna.

Secondly, the time-domain radiation characteristics
of the antipodal Vivaldi antenna are demonstrated. The
excitation pulses utilized in the second section are all
ideal Gaussian pulses, which is too difficult to imple-
ment. Hence, an ultra-wideband solid-state pulse gen-
erator based on avalanche transistor is designed and
employed to output the excitation pulse for the Vivaldi
antenna. The measured excitation pulse is shown in
Fig. 15. Then, a testing apparatus is established to mea-
sure the radiation field waveform of the antipodal Vivaldi
antenna. Figure 16 illustrates the experimental setup.
The antipodal Vivaldi antenna is feeding via TNC coax-
ial cable which is connected to the solid-state pulse
generator. The field measurement system comprises a
monopole probe and photoelectric module with the band-
width up to 3 GHz and response time less than 150 ps.
An oscilloscope of TELEDYNE LECROY 806Zi-B with
the bandwidth of 6 GHz and sampling rater of 20 GSa/s
is utilized. The measured radiation field waveform at the
distance of 5 m along the main axis of the antenna is pre-
sented in Fig. 17, which is compared against theoretical
estimation and numerical results.

As observed from Fig. 17, the radiated electric
field waveforms are bipolar pulses under the excita-
tion of the pulse depicted in Fig. 15. It is evident that
the measured bipolar pulse accurately matches both the
numerical and theoretical estimated results, demonstrat-
ing the effectiveness of the proposed prediction method
for Vivaldi antenna radiation field. Comparatively speak-
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Fig. 15. The measured excitation pulse generated by the
solid-state pulse generator.

Fig. 16. Experimental setup for antipodal Vivaldi
antenna.
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Fig. 17. Comparison of the measured radiated field wave-
forms of Vivaldi antenna with theoretical prediction and
numerical results.

ing, there are no related studies on the prediction of
the radiated electric field for Vivaldi antenna in previ-
ous references, which further emphasizes the innovation
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and significance of this work. Additionally, the pro-
posed method and the conducted work in this paper
offer a novel approach to analyze Vivaldi antennas. For
instance, the theoretical prediction method enables quick
examination of the impact of antenna dimensions on the
radiation field, which is beneficial for antenna design and
UWB pulse generator development. The time-domain
pattern of single Vivaldi antenna is not particularly sig-
nificant and was not elaborated here. In the subsequent
section, the temporal pattern of the Vivaldi array will be
analyzed and predicted.

B. Antipodal Vivaldi antenna array

The prediction of pulse radiation characteristics of
Vivaldi antenna array primarily relies on the spatial
superposition of the radiation field of each element
antenna, in which the array factor has been incorporated.
To differentiate with the aforementioned spatial super-
position, the new spatial superposition in this step is
referred as the quadratic spatial superposition. Assum-
ing a M xN Vivaldi antenna array with a relative delay
sequence between excitation pulses of each element rep-
resented by matrix 7, the radiation field waveform at
any field point of the array can be obtained using the
quadratic spatial superposition'

Eac(7,1) Z Eij(Fijpt—1,),  (10)
i=1,j=1
where 7; _j stands out the position vector of the field

point 7 with respect to the (i,j) element, E, ,j refers to
the radiated electric field of the (i,j) element antenna.

For cost reasons, numerical simulation is employed
to validate the prediction method to the pulse radiation
characteristics of antenna array. A 6x12 array is con-
structed using the antipodal Vivaldi antenna in previous
part as the array element, as shown in Fig. 18, with spac-
ing of 250 mm in E-plane between each element and
spacing of 200 mm in H-plane.

The excitation pulse of each element in the array
remains as the measured output waveform from the
pulse generator, as depicted in Fig. 15. First consider
synchronous excitation, where the time delay sequence
matrix is set to zero. The theoretical prediction approach
is utilized to obtain the radiated waveforms at the dis-
tance of 10 m along the main axis of the array antenna, as
illustrated in Fig. 19, and then a comparison is made with
numerical results acquired by finite integral techniques.
Additionally, Fig. 20 presents the predicted temporal pat-
terns for both E-plane and H-plane under synchronous
excitation of the Vivaldi antenna array.

As observed in Fig. 19, the theoretical predicted
electric field waveform exhibits excellent agreement
with the numerical results, which indicates that the pro-
posed prediction method is capable of achieving accurate
predictions for the array antenna radiation field wave-
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Fig. 18. A 612 Vivaldi antenna array.
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Fig. 19. Radiated waveforms at 10 m along the main axis
of the Vivaldi antenna array.

form. In fact, this outcome is inevitable due to ideal
conditions where the waveforms at the main axis field
point of an array antenna are essentially identical to those
of a single antenna under synchronous excitation. The
array antenna beam exhibits a higher degree of concen-
tration and achieves greater gain compared to an indi-
vidual antenna array element, therefore, it places greater
emphasis on its time domain pattern. As depicted in
Fig. 20, it can be clearly observed that the theoretically
predicted patterns in both E-plane and H-plane for the
array antenna align closely with numerical results across
a wide range of angles. Notably for the concerned 3-dB
beam width, the errors remain below 5%. These findings
demonstrate that the proposed theoretical approach also
yields effective predictions for the time domain pattern
of the Vivaldi antenna array.
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Fig. 20. Temporal patterns of the Vivaldi antenna array
in E-plane and H-plane under synchronous excitation.

The beam width of the antenna is determined by
the size of the radiating aperture. As evident from both
the array aperture dimension and the obtained time-
domain patterns, the temporal pattern of the 6x 12 array
in H-plane appears relatively narrow, necessitating beam
scanning in most application scenarios. Beam scanning
operates on the principle of configuring the time delay
sequence based on the desired scanning angle and spac-
ing between array elements, thereby controlling the exci-
tation timing for each element within the array to deflect
the radiation beam, ensuring optimal spatial superposi-
tion at the desired angle. Here, employing the theoret-
ical prediction method to obtain the H-plane temporal
patterns in different scanning angles, compared with the
numerical results, is depicted in Fig. 21.
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Fig. 21. Temporal patterns on H-plane within different
scanning angles.

As demonstrated in Fig. 21, the time-domain pat-
tern of the array can still be effectively predicted when
operating in the beam scanning mode, which further val-
idates the correctness and effectiveness of the proposed
theoretical prediction method. Based on the proposed
prediction method, the time-domain radiation charac-
teristics of the array under different excitation delay
sequences can be thoroughly studied and analyzed, lead-
ing to significant cost reduction and facilitating the
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design, development and engineering implementation of
array antennas. Moreover, the issues of pattern synthe-
sis for antenna arrays become feasible by integrating
global optimization algorithms and the proposed predic-
tion method. This approach can offer guidance and con-
venience for radiation characteristics measurements of
array via advance prediction.

IV. CONCLUSION

Vivaldi antenna is a widely used ultra-wideband
pulse radiating antenna. Estimating the time-domain
radiation characteristics of Vivaldi antennas holds sig-
nificant importance for antenna design, array develop-
ment and engineering realization. This paper presents a
theoretical method for predicting the radiation character-
istics of Vivaldi antennas in time-domain, in which the
dipole array is employed to model the Vivaldi antenna.
By superimposing the pulsed radiation electric fields
of dipole antennas, the time-domain radiated field of
Vivaldi antenna is obtained. The influence of the con-
struction way and element number of the dipole array on
the estimation effect of Vivaldi antenna radiation field
in time-domain is investigated, and the specific imple-
mentation process of the theoretical estimation method
is presented. Additionally, quadratic spatial superposi-
tion is employed to incorporate the array factor, enabling
the realization of pulsed radiation characteristics of the
Vivaldi antenna array. The measurement of a fabricated
antipodal Vivaldi antenna is conducted, which demon-
strates that the proposed dipole array-based method
can accurately predict the radiation field waveform of
the Vivaldi antenna. Furthermore, numerical simulation
to the Vivaldi antenna array also indicates that this
approach effectively enables estimation of radiation field
waveform and time-domain patterns of Vivaldi array
operating on synchronous excitation and beam scanning
mode. This methodology serves as a foundation for array
temporal pattern synthesize and contributes to designing
and characteristics measurements of the Vivaldi array.
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Abstract — This paper presents a compact lightweight
beam-reconfigurable antenna system for unmanned
aerial vehicles (UAVs). The antenna system consists of
a central active monopole element surrounded by eight
parasitic elements, which can be controlled using PIN
diodes to switch the beam across four elevation angles
and eight azimuth beams. This beam-reconfigurable
antenna system has several advantages over traditional
UAV antennas, including light weight, efficiency, and
compactness. The antenna system operates at 5.09
GHz and achieves a measured peak gain of 4.55 dBi,
with a remarkably low weight of 9 g and a size of
1.00Ap % 1.0049 % 0.22.

Index Terms — Beam-reconfigurable, compact, electron-
ically steerable parasitic array radiator (ESPAR) antenna,
PIN didoes, UAV applications.

L. INTRODUCTION

Unmanned aerial vehicles (UAVs) are increasingly
being used in various military applications and mission
scenarios, as they offer several advantages over tradi-
tional aircraft, including flexibility, maneuverability, and
cost-effectiveness. In the context of the Fourth Industrial
Revolution, UAVs are expected to play an even more
critical role in diverse fields such as logistics, disaster
relief, and environmental monitoring. One of the key
challenges in designing UAVs is developing efficient and
compact communication systems. Reconfigurable anten-
nas offer a promising solution to this challenge, as they
can dynamically adjust their radiation patterns to adapt
to changing environmental conditions and communica-
tion requirements [1-8].

Electronically Steerable Parasitic Array Radiator
(ESPAR) is a well-known type of reconfigurable antenna
that has been widely studied for UAV applications.

Submitted On: May 17, 2024
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ESPAR antennas consist of a central active radiating
element surrounded by passive radiating elements. The
passive elements play a crucial role in reflecting or re-
radiating the waves emitted by the central active element.
The re-radiation process is controlled by variable loads
or switches that are connected to each passive element.
By adjusting the loads applied to the passive elements,
it is possible to alter the phase of the re-radiated waves.
This allows for precise control over the radiation pattern
and direction of the entire antenna array [9-19].

In this paper, we propose a modified ESPAR antenna
design for UAV applications. The modified design
enables precise control over both azimuth and elevation
angles, facilitating enhanced beam steering capabilities
at a center frequency of 5.09 GHz.

II. BACKGROUND THEORY

This section provides the theoretical foundation to
comprehend the fundamental principles behind the func-
tioning of the proposed antenna. To begin with, there are
three mechanisms responsible for the mutual coupling in
a multi-element ESPAR antenna, as depicted in Fig. 1 (a)
[20]. These mechanisms include (1) direct spatial cou-
pling between elements, (2) indirect coupling that can
occur through scattering from nearby objects, such as
support towers, and (3) a feed network that provides a
pathway for coupling. Furthermore, there are elements in
the multi-element antenna that do not generate their own
current. Instead, they have significant currents induced
by radiation from neighboring elements. These elements
are referred to as parasitic elements, which have a sig-
nificant impact on the performance of an antenna system
that includes them. Let’s consider ESPAR antenna con-
sisting of one active element and (N-1) passive elements
(a total of N elements). This ESPAR antenna can be rep-
resented as an N-port network, as shown in Fig. 1 (b).

https://doi.org/10.13052/2024.ACES.J.390507
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Port#1 Port#2 Port #N

(b)

Fig. 1. (a) Mechanisms for coupling between elements of
a multi-element antenna and (b) a side view of the multi-
port network representing the mutual coupling between
active and parasitic elements.

The voltages and currents at the feeding point of each
element can be defined using the following equation:

Vi =Zuh +Ziphh + - +Zinly,
Vo =Zo111 +Zpolr + - - + Zondn,

= : (1)
Vv =Znih +Znola + - + Znnin,

where Vi, I, and Zy; represent the voltage, current, and
self-impedance of the kth element, and Z;; represents the
mutual impedance between the kth and ith elements. The
variables k and i = 1, 2, ... N. In ESPAR antenna, the
parasitic elements are typically terminated with reactive
loads, short circuits (SC), or open circuits (OC). There-
fore, in a general form, we can consider them loaded with
complex impedances denoted as Z; . Thus, the voltage of
parasitic ports is expressed as:

Vi= —LiZyy, ()
where Z ; represents the impedance load of the kth ele-

ment. By substituting (2) into (1), the matrix form can be
obtained as in (3):

Vi Zn Z Zi3 Zin I
0 2y Zn+7Z12 Z3 e Zon L
0 _ 731 Z3 Z3+7Zr ... Z3n L
0 Zni Zn2 Zn3 ZNN +ZiN Iy

3)

The Method of Moments (MoM) and the Finite

Element Method (FEM) are the most commonly used

numerical methods for computing the mutual impedance

matrix in (3) then the elements’ currents can be deter-
mined as given in (4):

-1
I Z11 VAT Z13 ZiN Vi
I Zn Zon 471> 73 Zon 0
Lo _ 231 Z3n Zy3+7Z13 ... Z3n 0
Iy Zni Zn> Zns ... ZNNtZLn 0

4)
The mutual impedance matrix governs the magni-
tude, phase, and distribution of the elements’ currents
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for the ESPAR antenna. The total field pattern of an N-
element ESPAR antenna is the superposition of all ele-
ments’ radiation patterns and can be obtained by (5). In
this ESPAR antenna, the parasitic elements are arranged
in a circular pattern around the active element [21]:

a (97 ¢) =E (97 ¢) + i IE} (97 ¢)ej(l3~d~7?)sin9 cos( (P*ﬁ”k))7

k=2

)
where the angular position of the kth element is denoted
by ¢, = % represents the position vector of the kth
element is the unit vector toward the observation point.
E1(6,9¢) is the radiation patteren of the active element
Er(6,9¢) is the field pattern of the single kth element. f3
is the phase constant. d is the distance between the active
element and each passive element. /; is the complex cur-
rent excitation coefficient of the kth element. This current
coefficient includes both magnitude and phase informa-
tion, enabling precise control of the antenna’s radiation
pattern. The phase of these current coefficients deter-
mines the direction of maximum power radiation, while
the magnitude influences the directivity, gain, and cov-
erage characteristics of the antenna. In this paper, four
different modes (Mode A, Mode B, Mode C, and Mode
D) have been developed to generate multiple beams in
the azimuth and elevation directions. Each mode can be
constructed by activating one or more of the PIN diodes
connected to the passive elements. The activation of the
PIN diode connected to the kth passive element impacts
its complex load impedance. Therefore, its complex cur-
rent excitation coefficient I; varies, resulting in different
beam directions as described in (5).

ITI. ANTENNA CONFIGURATION

The proposed antenna consists of a central active
element, which is a monopole, surrounded by passive
elements, as illustrated in Figs. 2 (a-c). The active ele-
ment at the center is fed by an RF signal, while the neigh-
boring passive elements can either be connected or dis-
connected to the ground using the PIN diodes. The PIN
diodes (SMP1331-079LF), which have a forward bias
voltage of 0.8 V and reverse current of 10 (LA have been
selected for implementation with the passive elements
due to their high-power handling, switching, and low
insertion loss characteristics [22, 23]. Figure 2 (e) shows
the equivalent circuit of the PIN diode. The resistance
in the ON state (1.7 Q) can cause RF losses. In ESPAR
antennas, beam steering can be achieved by configuring
the passive elements using the PIN diodes. The passive
elements consist of bow-tie-shaped HPEs and monopole-
shaped VPEs forming an antenna structure. Each of these
elements is controlled by PIN diodes. Crucial parameters
for impedance matching include the distance between
the active element and VPEs, as well as the height of
the VPEs. Increasing the distance improves the reflection
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Fig. 2. Proposed antenna configuration: (a) a top view,
(b) a perspective view, (c) a side view, (d) a HPE cutting
plane view with a diode junction diagram, and (e) on/off
equivalent model of the PIN diode.

coefficient, while increasing the height raises the opera-
tional frequency and narrows the bandwidth. When the
PIN diodes are activated, the HPEs’ arms connect, result-
ing in resonance at 5.09 GHz. These effectively act as
reflectors. Similarly, when the PIN diodes of the VPEs
are activated, they act as directors.

Figures 3 and 4 show that the number of activated
passive elements controlled by PIN diodes determines
the mode, and the simulated 3D gain patterns for Modes
A, B, C,and D.

The primary difference among modes lies in the
elevation angle. In Mode A, the antenna uses a single

On Ooff

Mode C Mode D

Fig. 3. Schematic diagram according to the operation of
parasitic elements.
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(b) (c) (d)

Fig. 4. Simulated 3-D realized gain patterns of different
modes: (a) Mode A, (b) Mode B, (¢c) Mode C, and (d)
Mode D.

HPE for beam steering and achieves azimuth angles of
0°, 90°, 180°, and 270°. The key feature of Mode A is
that HPEs act as reflectors. In this mode, the antenna
steers the beam in four different azimuth directions while
maintaining an elevation angle of 45°. This means that
the antenna’s beam is tilted 45° upward from the hori-
zontal plane. Mode B offers specific beam steering capa-
bilities, using only two HPEs for achieving azimuth
angles of 45°, 135°,225°, and 315°. Similar to Mode
A, Mode B maintains a consistent 40° elevation. Mode
C employs one HPE and two VPEs for beam steering,
achieving azimuth angles of 0°, 90°, 180°, and 270°.
The presence of two VPEs helps to provide more pre-
cise beam direction while maintaining a relatively higher
elevation angle of 55°. Mode D, the final operating
mode, uses two HPEs and one VPE for beam steering
at azimuth angles of 45°, 135°, 225°, and 315°. Sim-
ilar to Mode B, this mode allows for diagonal beam
steering, providing directional flexibility. This is particu-
larly valuable when the target or communication point is
not aligned with the primary azimuth points. One of the
challenges in antenna design, especially when incorpo-
rating active components like PIN diodes, is managing
potential interference between DC and RF signals. Such
interference can degrade antenna performance, resulting
in inconsistent radiation patterns and reduced efficiency.
Figure 2 (d) shows how to address this challenge by
integrating a chip inductor into the antenna design. This
inductor, known as an RF choke, is connected in parallel
to the HPE arm. Its purpose is to facilitate the smooth
flow of the DC signal required to control the PIN diode
while isolating it from the RF signal. This separation
ensures that the DC signal does not interfere with the RF
signal, enabling consistent and optimal antenna perfor-
mance. The antenna’s design philosophy prioritizes both
performance and structural simplicity. A simple design
expedites manufacturing, reduces potential points of fail-
ure, and often leads to cost savings. To align with this
philosophy, the placement of the RF choke inductor has
been carefully selected. Instead of introducing an exter-
nal component or a complex network, the inductor was
positioned directly on the substrate. This was achieved
by drilling a via at the junction of the HPE arm and
the PIN diode. This strategic placement minimizes the



length of the signal path, thereby reducing signal losses
and ensuring efficient operation. Additionally, this place-
ment contributed to a compact design.

IV. RESULTS AND DISCUSSION

For the experimental verification, the substrate of
the proposed antenna is used in the TACONIC RF-35
which has a dielectric constant (g,) of 3.5, and loss
tangent (tan 8) of 0.0018. The substrate has a thickness
of 0.76 mm, and the thickness of the copper layer is
0.018 mm. Figure 5 shows the fabricated proposed
antenna. The optimal parameters of the proposed
antenna are shown in Table 1. These design parameters
define the structure of the proposed antenna, which
has a significant impact on its radiation pattern and
frequency response. For instance, d; and d» represent
the distances between elements in the proposed antenna,
while H; and H, denote the height of the elements. D,
L, and W determine the size and shape of the antenna,
and the selection of these parameters is crucial in
achieving the desired antenna performance. In Figs. 6
(a-b), simulation results are presented based on design
parameters related to the most critical aspect of the
proposed antenna, namely VPE. As the distance (d»)
between the central active element and VPE increases,
the reflection coefficient improves. Additionally, when
the height of VPE (H;) is increased, the operating
frequency shifts to higher frequency bands, resulting
in a narrower bandwidth. The comparison of simulated

iode
ut

o Qs
(a) (b) (©)

Fig. 5. Fabricated proposed antenna: (a) a perspective
view, (b) a top view, and (c) a bottom view.

Active element

‘
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Frequency (GHz)
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Fig. 6. Simulated impedance characteristics of the pro-
posed antenna with regard to the design parameters: (a)
impedance characteristics in regard to the distance (d5)
between active element and VPE and (b) impedance
characteristics in regard to the height (H;) of VPE.
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Table 1: Geometric design parameters of the proposed
antenna (unit = mm)

dq d; w L
6 13 2.8 12.28

gap H, H, D
6 10.5 13.3 58.93

&
-

P g

~

Gain (dBi)

o
2

b

Reflection Coefficient (dB)

i 0
45 50 55 60 65 1.0 4.6 48 5.0 52 54 5.6
Frequency (GHz) Frequency (GHz)

=
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(@) (b)

Fig. 7. The characteristics of the proposed antenna at
operating mode.

and measured results for various operating modes of
the proposed antenna underscores its versatility and
flexibility. Figure 7 (a) illustrates the measured 10-dB
bandwidth of the proposed antenna, which spans from
4.61 GHz to 5.86 GHz. The operating frequency range of
the proposed antenna makes it suitable for a wide range
of applications. The measurements of the S-parameters
were carried out using a vector network analyzer by
Rohde & Schwarz (RS-ZND 40). The simulated and
measured gains are shown in Fig. 7 (b), a peak gain of
approximately 4.55 dBi can be obtained when Mode D
is selected. The discrepancy between the simulated and
measured results is attributed to the use of PIN diodes.
PIN diodes exhibit non-ideal behavior in real-world
applications, including parasitic inductance, resistance,
and capacitance, which are often simplified or neglected
in simulations. Consequently, PIN diodes can introduce
additional impedance variations and losses that are diffi-
cult to accurately model in simulations. Modes C and D
exhibit higher discrepancies between the simulated and
measured results because they utilize more PIN diodes
compared to the other proposed modes.

Figures 8 (a-d) illustrates the comparison between
simulation and measurement values for the azimuth
angles for each mode. In each operational mode, the
configuration was systematically classified based on dis-
tinct azimuth angles. These radiation patterns in Modes
A to D demonstrate the antenna’s ability to steer the
beam in specific directions, offering precise directional-
ity required in various application scenarios.

Modes A and C exhibit azimuth angles of 0°, 90°,
180°, and 270°, while Modes B and D show angles of
45°, 135°, 225°, and 315°. As previously mentioned,
equivalent resistors in the PIN diodes cause RF losses.
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Table 2: Comparison of the proposed antenna parameters with other antenna designs

Antenna [14] [15] [16] [17] [18] Prop.
Parameters
f.(GHz) 2.055 2.45 2.484 2.44 5.09 5.09
BW (%) 2.6 16 N/A N/A 8.6 12.7
Peak gain (dBi) 4.58 N/A 53 8.1 4.9 4.55
Num. of Az. 2 15 12 6 8 8
Beams
Num. of Ele. 2 3 1 3 1 4
Beams
Num. of Act. 4 1 1 1 1 1
Elem.
Num. of Para. 4 8 12 12 8 8
Elem.
L (Ao) 1.21 1.63 1.26 1.06 1.00 1.00
Elect.Size (7(03) W (Ao) 1.17 1.63 1.26 1.06 1.00 1.00
H (L) 0.05 0.26 0.25 0.36 0.25 0.22
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Fig. 8. Radiation pattern with regard to the operating
modes at 2D cutting plane: (a) Mode A at 6 = 45°, (b)
Mode B at 6 = 40°, (¢) Mode C at 8 = 55°, and (d) Mode
D at 6 = 50°.

Since the proposed antenna utilizes up to three PIN
diodes in a single mode, the actual measured gain of the
antenna exhibits some discrepancies from the simulated
gain. Figs. 9 (a-d) illustrate a comparison of elevation
angles for all beam patterns from Mode A to Mode D.
With a single reflector (HPE), Mode A has an elevation
angle of 45°. Mode C with added VPEs achieves a max-

Radiation Pattern (dBi)
Radiation Pattern (dBi)

(d)

Fig. 9. Radiation pattern by operating mode at 2D cutting
plane: (a) Mode A, (b) Mode B, (c) Mode C, and (d)
Mode D.

imum elevation angle of 55°. Mode B, with two reflec-
tors, maintains a 40° elevation angle, while Mode D, fea-
turing an additional VPE, reaches an elevation angle of
50°. The proposed antenna has the highest number of
elevation-beams compared to the other antenna designs.
Furthermore, the performance of the proposed antenna,
in terms of compact size, wide bandwidth, high gain,
simple structure, and a high number of azimuth-beams,
is comparable to that of the previous antenna designs,
as indicated in Table 2. Compared to the other antenna
designs in Table 2, the proposed antenna has the smallest
size. When compared to [17] and [18], which also utilize



a single active element, the proposed antenna uses fewer
parasitic elements while achieving control over two addi-
tional azimuth angles and one additional elevation angle
compared to [17]. Despite having the same number of
parasitic elements as [18], the proposed antenna can con-
trol four elevation angles, unlike [18], which cannot con-
trol elevation angles.

V. CONCLUSION

A 5.09 GHz beam-reconfigurable antenna for U2X
communications is presented in this paper. The proposed
antenna consists of VPEs and HPEs parasitic elements,
each using PIN diodes, and it switches the beam direc-
tion to eight azimuth and four elevation angles. This indi-
cates that fewer parasitic elements are used compared to
the number of reconfigurable modes, while still using a
small number of active elements. The RF choke of this
antenna is inserted through via in the substrate, making it
more compact and reducing signal loss, thus increasing
efficiency. The antenna was fabricated and tested in an
anechoic chamber, and the results show that the antenna
achieves a peak gain of 4.55 dBi and a low weight of 9
g. The proposed antenna design has the potential to sig-
nificantly improve the communication, radar, and search
and rescue capabilities of UAVs. It is also lightweight
and compact, making it ideal for UAV applications.
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Abstract — This paper introduces a thin, polarization-
insensitive (PI), and multiple-band electromagnetic
metamaterial absorber (MMA). The unit cell of the
MMA consists of a slotted octagonal metallic patch
printed on an FR4 dielectric substrate, backed by a
grounded metallic layer, and notably does not incor-
porate resistive lumped elements. The proposed MMA
exhibits measured absorption, exceeding 75% for normal
incidence, across frequency bands ranging from 2.22—
2.38 GHz, 6.86-7.24 GHz, 11.68-12.71 GHz, 14.1-14.8
GHz, and 15.47-16 GHz. The proposed MMA unit cell
has dimensions of 0.214g x 0.21Ay and a thickness
of 0.001Ay, where Ay represents the wavelength corre-
sponding to the lowest frequency at 2.22 GHz. The per-
formance of the proposed MMA is simulated using CST
Microwave Studio and MATLAB, and subsequently val-
idated through experimental measurements.

Index Terms - Absorption, metamaterial absorber
(MMA), metasurface absorber, polarization-insensitive
(PI), transmission line (TL) model.

L. INTRODUCTION

Absorbers are commonly utilized in various applica-
tions, including stealth technology and anechoic cham-
bers. The wedge-tapered absorber is the most commonly
used type of electromagnetic absorber, often employed
in anechoic chambers. However, this pyramid-shaped
array absorber is susceptible to damage and has large
dimensions [1]. One of the most widely used absorbers
is the Salisbury absorber, which is composed of three
layers. The first layer consists of a thin resistive sheet,
the middle layer is a low-loss dielectric with a thick-
ness equal to an odd multiple of the quarter wave-
length, and the bottom layer is a perfect electric con-
ductor (PEC) located behind the dielectric slab. The
odd multiples of the quarter-wavelength thickness of
the dielectric material result in the transformation of a
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short circuit at the bottom layer into an open circuit
at the top resistive layer. The effective impedance of
the Salisbury structure is determined by the impedance
of the top resistive layer. Impedance matching occurs
when the impedance of the resistive layer matches that
of free space. However, the Salisbury screen is lim-
ited by two primary constraints: its thickness and oper-
ational bandwidth. Furthermore, the Salisbury absorber
maintains a bulky structure, especially when operating
at lower frequencies. To address the problem of lim-
ited bandwidth, the Jaumann absorber has been devel-
oped to provide a wider absorption bandwidth by using
a multi-layered design, while still maintaining a signifi-
cant thickness similar to previous absorbers. The circuit
analog absorber (CAA) consists of a periodic arrange-
ment of conductive metal instead of a resistive sheet.
The challenge of thickness persists in the CAA due to
the middle layer’s thickness being approximately one-
quarter of the wavelength. Metamaterials can be used
as absorbers because they have the potential to effec-
tively prevent the reflection and transmission of inci-
dent waves within specific frequency bands and polar-
izations. The metamaterial absorber (MMA) consists of
periodic unit cells, with each cell comprising a dielec-
tric substrate positioned between a top metallic layer and
a ground layer at the bottom [2-4]. MMA may exhibit
negative permeability and permittivity, or a negative
refractive index. The negligible transmission through
the absorber is attributed to the existence of a copper
ground at the bottom of each unit cell [S]. The thin struc-
ture of the metamaterial can be classified as a meta-
surface [6]. Metasurface absorbers exhibit unique char-
acteristics due to their artificial sub-wavelength struc-
ture. In the metasurface configuration, the surface cur-
rents present on the top resonance layer induce an elec-
tric resonance. Furthermore, the top resonance structure
has the ability to interact with the ground layer, lead-
ing to the creation of anti-parallel currents that produce
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magnetic resonance [7]. The permittivity and permeabil-
ity can be manipulated by utilizing the induced elec-
tric and magnetic resonances, respectively. As a result,
it is possible to achieve impedance matching between
the metasurface absorber and free space [8, 9]. There
are many approaches that can be used to enhance the
bandwidth of the electromagnetic absorber. One strat-
egy is to incorporate lossy materials, such as resistive
sheets, lumped resistors, or high-loss substrates. Another
approach is to introduce multiple absorption bands and
combine them to create a broader absorption bandwidth.
Additionally, the pin diodes can be integrated with elec-
tromagnetic absorbers to switch between different fre-
quency bands. For instance, in [10], a wide fractional
bandwidth absorber was constructed by symmetrically
placing eight 100 Q chip resistors along a 16-sided loop.
Notably, there is a gap between the substrate layer and
the ground in this configuration. In [11], the unit cell of
the periodic structure contains two bow-tie dipoles, along
with an additional resistive load. In [12], a low-profile
absorber with ultrawideband capabilities was developed
by incorporating a resistive frequency selective surface
(FSS) layer on a ground-backed substrate. The utilization
of single- and double-layer resistive FSS was introduced
in [13]. Additionally, a design for an absorber using
concentric circular rings loaded with lumped resistances
was presented in [14]. A low-cost, extremely thin, and
angularly stable metallic high-impedance FSS absorber
was presented in [15]. In [16], a configuration of three
interconnected hexagonal split-ring resonators was intro-
duced to create an MMA with a negative refractive
index. Additionally, the design of metamaterial unit cells
with matching permittivity and permeability was pre-
sented in [17] to generate an absorber with an impedance
equal to that of free space. In [18], a periodic arrange-
ment of double-split ring resonators was presented. This
MMA demonstrated the ability to absorb electromag-
netic waves regardless of their polarization. The rela-
tive permeability was controlled by inducing magnetic
resonance, which was caused by the generation of sur-
face currents flowing in opposite directions between the
top and bottom layers. Furthermore, the dielectric con-
stant was manipulated by the induced electric field in the
capacitive gap on the top layer. In [19], it was observed
that the intense concentration of electromagnetic fields
leads to the absence of reflection, causing the incident
EM wave to be absorbed. In [20], two FSS layers posi-
tioned on either side of a dielectric substrate were uti-
lized to create a dual-sided absorber. In [21], an ultra-thin
MMA was designed to minimize the in-band radar cross-
section (RCS) of a waveguide slot antenna. This absorber
comprised two metal layers separated by a lossy dielec-
tric spacer. The top layer consisted of an etched oblique
cross-gap patch arranged in a periodic pattern, while the

ACES JOURNAL, Vol. 39, No. 05, May 2024

bottom layer was made of solid metal. Additionally, in
[22], a C-band microwave absorber based on comple-
mentary split-ring resonators (CSRR) was introduced. In
[23], the FSS unit cell design allows for the integration
of PIN diodes between neighboring unit cells to facili-
tate switching between the X-band and C-band for RF
shielding applications.

This research presents a novel MMA design, notable
for its capacity to support a greater number of frequency
bands when compared to designs of similar size and low
profile. Unlike prior studies that relied on complex struc-
tures or resistive lumped elements, the proposed MMA
design utilizes a new simple structure consisting of a
slotted octagonal unit cell with a symmetrical configura-
tion to ensure remarkable polarization insensitivity and
offers high absorptivity for both TE and TM polariza-
tions.

II. THEORETICAL BACKGROUND

In this section, an overview is presented on the the-
oretical foundation for the mathematical modeling of
MMA. Two approaches are employed for the modeling
of these absorbers. The first approach involves manip-
ulating the permittivity and permeability of the MMA,
whereas the second approach is based on applying trans-
mission line (TL) theory to model the MMA.

A. Mathematical modeling of MMA based on permit-
tivity and permeability

The input impedance of the MMA (Zy) can be
adjusted by controlling its complex relative permittivity
(&) and complex relative permeability (u,). This can be
expressed as follows:

Poltr (@)
Zum (@) = 26 (@) 1

The reflection coefficients for perpendicular and
parallel polarizations at oblique incidence are provided
by the following equations:

_ Zmmcos(6;) —Z,cos(6;)

(6;) (
I = 2
L Zym cos(6;) +Z,cos(6;)’ @)
L\ — Zmm cos(6,) — Z, cos(6; 3)
I Zym cos(6,) +Z,cos(6;)

Where 6; and 6, are the incident and transmission
angles, respectively. Z, is the free space impedance. By
adjusting the geometry of the MMA unit cell, it is pos-
sible to tailor the absorber’s permittivity and permeabil-
ity. As a result, the impedance of the MMA will match
that of free space, leading to the absence of reflection
of the incident electromagnetic waves from the absorber.
The reflection coefficients will change as the incident
and transmitted angles are varied. When an electromag-
netic wave hits the surface of the MMA, it is reflected
and transmitted. To achieve high absorption, it is impor-
tant to minimize both the reflection coefficients (I"; and



I')) and transmission coefficient (T). This is because the
absorption (A) can be determined as:

A=1— [T P+ P -7 )

B. Mathematical modeling of MMA based on trans-
mission line theory

The MMA can be represented using a TL model. In
this model, the straight metallic strip is represented as an
inductor (L), while the gap between the metallic strips
is represented as a capacitor (C). Additionally, the losses
of the conductor and substrate, as well as any lumped
resistors that may be utilized, can be modeled by a resis-
tor (R). It is important to note that the dielectric losses
increase as the number of metallic gaps increases [2].
The TL model only considers the capacitances that are
aligned with the incident electric field, while disregard-
ing those in other orientations. The specific values of
inductances, capacitances, and resistors depend on the
configuration and structure of the MMA unit cell and
can be calculated using various mathematical formulas
[2, 5,13, 15, 16, 22-26]. The number of RLC resonant
circuits that can be created in the TL model is determined
by the number of current paths in the MMA [2]. The
equivalent impedance for the ground and substrate lay-
ers is denoted by Z; as indicated in Fig. 1.

Z) = Zoltanh(yh). 5

Where (Z,,l =Zo/ %) represents the characteris-

tic impedance of the substrate, and 4 is the substrate
thickness. (y = a + jf) represents the propagation con-
stant in the dielectric substrate layer, while & represents
the attenuation constant, and 3 denotes the phase con-
stant. f and ¢ denote the frequency and speed of light,
respectively. Also, the complex relative permeability in
the substrate is denoted as U, and the complex rela-
tive permittivity inside the substrate is represented by
(&e =6 — j%), where €, and o represent the relative
permittivity and the conductivity of the substrate, respec-
tively. €, represents the permittivity of free space. The
impedance of the resonant layer of the MMA (Zyp4) is

h
g
o Z’ul
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Fig. 1. TL model for the MMA.
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given as:
M

Z, = R 27 L, . 6
MMA ng,l nt 20 f "+j27thn (6)

The total number of RLC resonant circuits in the TL
model is represented by M. The input impedance of the
MMA can be expressed as follows:

Zum = Zyma || 21 (7

Equations (2), (3), and (4) can also be applied simi-
larly to the TL model to determine the absorptivity of the
MMA.

III. RESULTS AND DISCUSSION

The proposed MMA unit cell consists of the top
layer featuring a slotted octagonal metallic patch printed
on an FR-4 dielectric substrate, backed by a grounded
metallic layer. The relative permittivity of FR-4 is 4.3,
with a thickness of 1.6 mm, and a loss tangent of 0.025.
The FR-4 substrate was selected for the proposed MMA
due to its high-loss characteristics. Both the top and bot-
tom metallic layers are constructed from copper, each
with a thickness of 0.035 mm. The octagonal shape was
selected for constructing the unit cell to achieve sym-
metry. The dimensions of the unit cell were determined
based on the desired operational frequency. Incorporat-
ing slots into the octagonal shape induces resonances at
the desired frequency bands. By selecting the octagonal
shape for the unit cell, optimizing its geometry, and uti-
lizing slots within the octagonal shape, it is possible to
control the values of permittivity and permeability of the
MMA unit cell, thereby improving the absorption prop-
erties of the MMA. The proposed unit cell size is 28.854
mm X 28.854 mm; the dimension parameters are shown
in Fig. 2.

The absorptivity of the proposed MMA was simu-
lated using the S-parameters obtained from the frequency
domain solver in CST MWS. In the frequency domain
solver, the periodic boundary conditions and Floquet
port excitation were adopted to approximate the periodic
structure of the MMA as shown in Fig. 3. The proposed
MMA unit cell was excited with two Floquet modes: TE
and TM. In the TE mode, the incident wave propagates
in the z-direction, with the electric field polarized in the
y-direction, while the magnetic field is directed in the x-
direction. On the other hand, in the case of the TM mode,
the incident wave also propagates in the z-direction, with
the electric field polarized in the x-direction and the mag-
netic field in the y-direction.

To extract the material properties of the proposed
MMA, a time domain solver with two TE ports is used
in CST simulation to obtain the reflection coefficient
(STE) and transmission coefficient (SI£), as illustrated
in Fig. 4. Here, STE defines the reflection coefficient
when the reflected and incident waves are at port 1, while
SglE represents the transmission coefficient for reflected
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1

Fig. 2. Geometry of the proposed MMA unit cell. (p =
28.854 mm, s; = 2.426 mm, s» = 4.734 mm, s3 = 6.963
mm, s4 = 4.574 mm, w; = 2.148 mm, g = 0.16 mm, a;
=0.226 mm, ap = 3.038 mm, /; = 9.073 mm, /. = 3.833
mm, ¢, =3.76 mm, g, = 0.325 mm, g, = 0.175 mm).

Y

. .

Fig. 3. CST simulation for the proposed MMA using fre-
quency domain solver.

and incident waves at ports 2 and 1, respectively. The
permeability, permittivity, refractive index, and normal-
ized impedance of the proposed MMA have been sim-
ulated using MATLAB. The MATLAB simulations uti-
lized the extracted S-parameters obtained from the time
domain solver in CST, with mathematical formulations
provided in [27].

The real part of the refractive index exhibits neg-
ative values around the resonance frequencies of 2.245
GHz, 6.76 GHz, 12 GHz, and 14.88 GHz, demonstrat-
ing the metamaterial properties of the proposed absorber,
as illustrated in Fig. 5 (a). Moreover, the imaginary part
of the permeability has higher values near the resonance
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Fig. 4. CST model with two TE ports to extract the S-
parameters of the proposed MMA unit cell: (a) CST
model and (b) extracted S-parameters.

frequencies as shown in Fig. 5 (b). Furthermore, the
value of the imaginary part of the permittivity increases
in the vicinity of the resonance frequencies, as shown
in Fig. 5 (c¢). The proposed MMA unit cell will be
matched at frequencies of 2.245 GHz, 6.76 GHz, 12
GHz, and 14.88 GHz. This occurs when the real part
of the normalized impedance tends to have high values,
while the imaginary part is close to 0, as illustrated in
Fig. 5 (d).

The electric field and surface current distributions
for the proposed MMA were simulated using CST at
2.35 GHz, 6.97 GHz, and 11.87 GHz under TE and TM
wave excitations to analyze the absorption mechanism
in the proposed MMA unit cell. In TE mode excita-
tion, the electric field on the top layer is more concen-
trated along the y-direction. The electric field intensity
decreases at the center of the MMA unit cell as the reso-
nance frequency increases as shown in Figs. 6 (a), 6 (e),
and 6 (i). Additionally, on the bottom layer, the electric
field concentration becomes more weakened as the res-
onance frequency increases, leading to a greater reduc-
tion in capacitive leakage loss as indicated in Figs. 6 (b),
6 (), and 6 (j). In the TM mode, the electric field distribu-
tion remains the same as in the TE mode, but the electric
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Fig. 5. MATLAB simulation for the material properties of the proposed MMA unit cell: (a) refractive index, (b)
permeability, (c) permittivity, and (d) normalized impedance.

field is concentrated along the x-axis on the top and bot-
tom layers as shown in Figs. 7 (a), 7 (b), 7 (e), 7 (f),
7 (i), and 7 (j). As the resonance frequency increases,
there is a corresponding increase in the number of metal-
lic gaps, which consequently leads to higher dielectric
losses [2]. However, there is a greater decrease in the
concentration of the electric field across a larger area
on the top and bottom layers, thereby causing a reduc-
tion in capacitive leakage losses. The increase in reso-
nance frequency results in an overall-decrease in losses
and the imaginary part value of permittivity associated
with electric field distribution under both TE and TM
as indicated in Fig 5 (c). In the TE mode excitation at
2.35 GHz, surface currents on the top and bottom lay-
ers flow in opposite directions, creating cyclic current
loops in the y-axis direction as shown in Figs. 6 (c) and
6 (d).

This leads to high permeability due to magnetic res-
onances along the y-axis. With increasing resonance fre-
quency, these current loops gradually shift away from
the y-axis and begin to flow in multiple directions, as
depicted in Figs. 6 (g), 6 (h), 6 (k), and 6 (1), lead-
ing to reduced magnetic resonances and a decrease in

the imaginary part value of permeability as shown in
Fig. 5 (b). Similarly, in the TM mode, cyclic current
loops are formed in the x-axis direction, with the imag-
inary part value of permeability decreasing as the res-
onance frequency increases as illustrated in Figs. 7 (c),
7(d),7(g), 7 (h),7 k), and 7 (1).

Figure 8 shows the fabricated prototype of the pro-
posed MMA consisting of 9 x 9 unit cells. The experi-
mental setup for the proposed MMA is shown in Fig. 9.
The experimental setup utilizes a pair of double-ridged
waveguide horn antennas operating in the frequency
band of 0.8-18 GHz. The S-parameters were measured
using a Rohde & Schwartz ZNB 40 vector network
analyzer. Initially, the S-parameters of a metallic sheet
were measured as a reference. Subsequently, the metal-
lic sheet was replaced with the fabricated prototype, and
the S-parameters were remeasured and normalized. The
S-parameter corresponding to the reflection coefficient
with the reflected and transmitted waves in TE mode
(S11c0) 1s used to determine the perpendicular polariza-
tion reflection coefficient as I'} = Sj.,. Furthermore,
the cross S-parameter representing the reflection coef-
ficient with the reflected wave in the TE mode and the
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Fig. 6. Electric field and surface current distributions for the proposed MMA under TE mode excitation: (a) TE mode
- top layer (E-field at 2.35 GHz), (b) TE mode - bottom layer (E-field at 2.35 GHz), (c) TE mode - top layer (surface
current at 2.35 GHz), (d) TE mode - bottom layer (surface current at 2.35 GHz), (e) TE mode - top layer (E-field at
6.97 GHz), (f) TE mode - bottom layer (E-field at 6.97 GHz), (g) TE mode - top layer (surface current at 6.97 GHz),
(h) TE mode - bottom layer (surface current at 6.97 GHz), (i) TE mode - top layer (E-field at 11.87 GHz), (j) TE mode
- bottom layer (E-field at 11.87 GHz), (k) TE mode - top layer (surface current at 11.87 GHz), and (1) TE mode -

bottom layer (surface current at 11.87 GHz).

incident wave in the TM mode Sii¢ross 1S used to cal-
culate the reflection coefficient for parallel polarization
as FII = S1icross- In order to measure the Sy, param-
eter, the alignment of the transmitting and receiving
horn antennas is crucial, with both antennas being ori-
ented vertically and parallel to the y-axis as indicated in
Fig. 9. Furthermore, the transmitting horn antenna will
be horizontally positioned, while the receiving antenna
will be vertically positioned to measure the Siicross
parameter. The simulated and measured magnitudes
of the S-parameters Sijc, and Siicoss are depicted in
Fig. 10 (a).

Absorptivity, also known as absorption, refers to
the ability of a designed structure to absorb electromag-
netic radiation that is incident upon it within a specific

frequency range. For the proposed MMA, the absorp-
tion can be expressed as: A = 1 — [S11c0]> — [St1cross|*
Figure 10 (b) shows the simulated and measured absorp-
tion at normal incidence for the proposed MMA. The
measured results indicate that across the frequency
bands of 2.22-2.38 GHz, 6.86-7.24 GHz, 11.68-12.71
GHz, 14.1-14.8 GHz, and 15.47-16 GHz, the mea-
sured absorption exceeds 75%, indicating the multiple-
band absorption characteristics for the proposed MMA.
Although the decrease in losses is observed within
the proposed MMA structure at higher resonance fre-
quencies, the proposed MMA exhibits higher measured
absorption in the frequency ranges of 6.86—7.24 GHz and
11.68-12.71 GHz due to better matching and lower val-
ues of the reflection coefficient (S11¢,). The absorption
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Fig. 7. Electric field and surface current distributions for the proposed MMA under TM mode excitation: (a) TM mode
- top layer (E-field at 2.35 GHz), (b) TM mode - bottom layer (E-field at 2.35 GHz), (c) TM mode - top layer (surface
current at 2.35 GHz), (d) TM mode - bottom layer (surface current at 2.35 GHz), (¢) TM mode - top layer (E-field at
6.97 GHz), (f) TM mode - bottom layer (E-field at 6.97 GHz), (g) TM mode - top layer (surface current at 6.97 GHz),
(h) TM mode - bottom layer (surface current at 6.97 GHz), (i) TM mode - top layer (E-field at 11.87 GHz), (j) TM
mode - bottom layer (E-field at 11.87 GHz), (k) TM mode - top layer (surface current at 11.87 GHz), and (1) TM mode
- bottom layer (surface current at 11.87 GHz).

(b)

Fig. 8. Fabricated prototype of the proposed MMA: (a) 9
% 9 unit cells and (b) enlarged unit cell. Fig. 9. Experimental setup for the proposed MMA.
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Fig. 10. Simulated and measured S-parameters and
absorption at normal incidence for the proposed MMA:
(a) simulated and measured magnitudes of the S-
parameters at normal incidence and (b) simulated and
measured absorption at normal incidence.

characteristics of the proposed MMA depend on the inci-
dent angle. At £15° angle of incidence, the frequency
bands exhibiting absorption exceeding 75% are almost
the same as those observed under normal incidence, as
shown in Fig. 11 (a). Conversely, when the incident
angle is increased to £30°, the frequency bands with
absorption rates exceeding 75% will shift to be 2.29-
2.41GHz, 6.9-6.95 GHz, 7.05-7.21 GHz, 10.6-11.14
GHz, 12.09-12.6 GHz, 13.71-14.09 GHz, and 15.96-
16 GHz as indicated in Fig. 11 (b). Additionally, the
frequency bands with absorption rates higher than 75%
vary as the angle of incidence increases, as indicated in
Fig. 11 (¢).

The variations observed between the simulated and
measured results can mainly be attributed to the small
size of the fabricated sample. The proposed MMA can
be valuable in a wide range of practical applications
across various fields. This is particularly relevant in sit-
uations where normal or near-normal incidence is preva-
lent, and where efficient absorption is crucial. The devel-
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Fig. 11. Simulated and measured absorption at oblique
incidence for the proposed MMA: (a) simulated and
measured absorption at £15° angle of incidence, (b) sim-
ulated and measured absorption at £30° angle of inci-
dence, and (c) simulated and measured absorption at
+45° angle of incidence.

oped MMA could be utilized in the future for wireless
energy harvesting applications.

Table 1 presents a comparison between the proposed
MMA and the previously published works on MMA. The
proposed MMA offers a simple symmetrical structure
characterized by a compact size, low profile, and insen-
sitivity to polarization. Moreover, the proposed MMA
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Table 1: Comparison of the proposed MMA with recently published studies on metamaterial absorbers

. Absorption
Ref Structure Unslzz(ejell Thickness Frecelzt(;-lz) Bandwidth PI
4 (at -3 dB)
An FSS hexagonz}l unit 0.49 A 9.61 10%
[2] cell based on an inter- X 0.0584¢ 10.35 10% yes
digital capacitor pattern. 0.492¢ ' ?
e e it
[4] ~ UPP x 0.01120 9.345 3.75% yes
dual side copper coated 0.1 1148 4129
Fr-4 epoxy glass substrate. ' ' e
Modified segmented split- 0.349 1.23 1.74%
. . 14.18 2.92%
[5] ring-based symmetric X 0.0594 yes
metamaterial 0.342 17.37 2.8%
' ' 19.18 3.7%
An octagonal ring, cross- 0.4232
[9] wires, and cut-off circle X 0.0314 12.2 0.05% yes
artificial structure. 0.423
Two split rings and two 0.0824¢ 2.5 3.2%
[25] arms with outer square X 0.0139 4.9 3.54% no
split-ring resonator. 0.082¢ 6 3.57%
Modified square split ring 0.442 462 259
[26] resonator structure with X 0.088¢ yes
.. 16.3 2.7%
a cross-strip line. 0.44¢
R T
[28] r{n gconnecte PP x 0.0222 9.45 4.3% yes
g Y 0.124¢ 10.9 4.6%
groups of pins.
. . 0.319
o | et |5 amsy | s | se | e
& ' 031
Metallic split ring resonators 1.734
[30] surrounded by E-shaped X 0.082 24 33.3% yes
fractals. 1.731
MMA unit cell with three 0.82¢ 16.919 4.73%
[31] elongated patch resonators X 0.068 21.084 2.37% yes
of identical size and shape. 0.822¢ 25.266 3.96%
MMA unit cell features 2.3 6.96%
. . . 02124 7.05 5.39%
This | a symmetrical structure with
work a slotted octagonal metallic * 0.00120 12.19 8.45% yes
e 0.212 14.45 4.84%
pateh. 15.73 3.37%

exhibits a greater number of absorption bands compared
to previous studies published on MMA.

IV. CONCLUSION
In this study, a new design has been proposed to
achieve a compact, thin, polarization-insensitive, and
multiple-band MMA using an FR4 substrate without
resistive lumped elements. The proposed MMA fea-
tures a symmetrical structure with a slotted octago-

nal metallic patch printed on an FR4 dielectric sub-
strate, backed by a grounded metallic layer. Further-
more, the simulations and experimental results indicate
that the proposed MMA can efficiently absorb incident
waves. The proposed MMA can provide five absorp-
tion bands with measured absorptivity exceeding 75%.
The developed absorber structure has the potential for
use in various wireless communication and defense
applications.
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Abstract — The induction switched reluctance machine
(ISRM) is a novel electric machine that integrates the
switched reluctance machine (SRM) with rotor induc-
tive conductors to enhance performance in electric vehi-
cle (EV) powertrain applications. In this topology, the
rotor conductors act as a magnetic shield, diverting mag-
netic flux and preventing magnetic field lines from pen-
etrating the rotor body. By engineering this design, short
magnetic flux paths are created in both the stator and
rotor of the electric machine. Since its recent intro-
duction, the ISRM represents an emerging technology
in the early stages of development. Similar to conven-
tional SRMs, the ISRM can take on various topologies
with different stator and rotor pole numbers. Minimiz-
ing rotor copper loss is a critical consideration in the
ISRM design process. This paper examines two distinct
ISRM topologies (12/10 and 12/8), and their charac-
teristics are analyzed using the finite element method.
Simulation results, including power density, torque den-
sity, efficiency, and copper loss, are presented and com-
pared. Finally, the optimal ISRM topology is proposed
for hybrid electric powertrains.

Index Terms — Electric vehicle, electromagnetic induc-
tion, reluctance machines, torque.

L. INTRODUCTION

Electric vehicles (EVs) and hybrid electric vehi-
cles (HEVs) have been demonstrated to be an immi-
nent technology and an outstanding alternative to gaso-
line and diesel vehicles. EVs have an electric motor
instead of an internal combustion engine, and the engine
size of HEVs is smaller than conventional vehicles. As
a result, they generate less emissions and have better
fuel economy [1]. Traditionally, batteries on HEVs can
only be recharged through regenerative braking or slow-
ing, meaning that most of the work is carried out by the
combustion engine [2]. Another breed of HEVs, called
PHEVs, are equipped with a dedicated charging socket
which enables the batteries to be charged using external
charging equipment [3].
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Automobile designers and engineers have been
working on EVs and HEVs since 1900s, and most car
manufacturers have launched their HEV or EV proto-
types or even mass-produced them. However, due to
the technical challenges and high mass production costs,
their popularity in the market has been lower than what
expected. EVs and HEVs account for less than 5% of
worldwide vehicle production. Therefore, a lot of work
still needs to be done. The main challenges that neg-
atively impact the adoption rate of EVs consists of
high initial cost, lack of charging stations, and charging
time [4].

Electric machines employed in HEV's are required to
have features including high torque, high power density,
high reliability, high efficiency, low level of noise and
vibration, and reasonable cost. Permanent magnet syn-
chronous motors (PMSMs) are widely used in the pow-
ertrain of EVs and HEVs [5]. Some HEV powertrain sys-
tems, such as Toyota Prius, implement two PMSMs for
traction and generator application.

PMSM benefits from high torque and power den-
sity, but permanent magnet materials employed in this
machine are the major source of concern. Permanent
magnet materials contain rare earth materials, such as
neodymium. In recent years, the rare earth materials
price has ramped up and suffered fierce fluctuations [6].

Engineers and researchers have conducted many
efforts to eliminate or at least reduce permanent mag-
net materials from electric machines employed in HEVs
and EVs propulsion systems. Induction machines (IMs)
are another option that has been used in electric power-
trains. For instance, the first models of Tesla EV power-
trains were engineered using IMs. Compared to PMSM,
IMs have lower efficiency and torque density. This leads
more car manufacturers to consider PMSM as the first
option for EV and HEV applications [7].

Extensive efforts have been dedicated to the
advancement of electric machines that eliminate the need
for permanent magnets, focusing on the generation of
reluctance torque [8]. One promising alternative for pow-
ertrains in EVs and HEVs is the switched reluctance
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1054-4887 © ACES

452



453

machine (SRM). SRM works on the principle of vari-
able reluctance: the rotor of this motor constantly tries to
align through the lowest reluctance lane. The formation
of the rotary magnetic field can be done using the circuit
of power electronics switching. SRM has no permanent
magnet or rare earth materials. It is a robust machine that
has better operation at high temperatures and high rota-
tional speeds, compared to PMSM.

Several references have proposed conventional
SRM for HEV and EV propulsion systems. Conventional
SRM suffers from low torque and high level of noise
and vibration [9]. In recent decades, scientists have been
working to design and develop new SRM topologies with
higher torque density and lower noise and vibration. For
instance, a high torque SRM was proposed for HEV
powertrain application in [10]. In [11], a bipolar SRM
was designed for automotive applications. It was shown
that this machine produces higher torque and lower noise
and vibration compared to conventional SRM.

Researchers have been working on developing rev-
olutionary SRM topologies to overcome SRM problems.
For instance, a short magnetic flux path SRM, named
segmental SRM, was proposed by Mecrow [12]. An
improved version of this novel machine with single tooth
windings was presented in [13]. In 2013, an 80-kw seg-
mental rotor SRM was designed for EV application [14].

Short magnetic flux path SRM is a category of
SRMs which benefits from a magnetic flux path that
does not circle entire stator and rotor yoke. This leads
to lower iron loss, lower noise and vibration, and
higher torque density. Segmental SRMs can be designed
in different configurations. Some of them have seg-
mental stator and non-segmental rotor, but some other
topologies have non-segmental stator and segmental
rotors [15].

Segmental SRMs can generate torque up to 50%
more than conventional SRMs with the same volume.
The reason is that the magnetic flux lines in segmental
SRMs are oriented more in the motional direction. More-
over, the radial forces have lower amplitude, and the
machine experiences lower noise and vibration. This is a
great achievement in the field of SRM design, but there is
an important drawback that prohibits the development of
segmental SRMs. The problem is that the rotor or the sta-
tor of segmental SRMs is comprised of several ferromag-
netic poles which are installed in a non-ferromagnetic
housing. This structure hardens the machine production,
and particularly prevents achieving a very small and uni-
form airgap between the stator and the rotor. If the seg-
mental SRM does not benefit from a very small airgap,
the phase inductance in the aligned position will not be
large enough to produce very high torque levels. In addi-
tion, the process of the segmental rotor or stator assem-
bly during mass production of the machine may cause
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airgap non-uniformity, that leads to unbalanced radial
forces. The unbalanced forces are the main source of
vibration in the electric machines.

This discussion clarifies that the segmental SRMs
are not ideal options to take the place of the conventional
SRMs. A new configuration of segmental SRM, called
double stator switched reluctance machine (DSSRM)
was invented in 2010 [16]. This machine comprises one
segmental rotor which is installed between two stators.
DSSRM can generate torque two times more than a con-
ventional SRM with the same volume. In addition, this
machine has very low noise and vibration level. DSSM
has been proposed in several references as a consider-
able option for EV and HEV powertrains. Double rotor
switched reluctance machine (DRSRM) with very high
torque density is another novel SRM which was pre-
sented in [17].

As discussed above, engineering novel SRM topolo-
gies has been a trend over the years. Some researchers
have been working to develop optimized versions of con-
ventional SRM in terms of shape optimization or control
drive system [18]. Most of these attempts are based on
artificial intelligence, genetic algorithm, and neural net-
works. The objectives used in these optimization algo-
rithms are based on maximum torque density, maxi-
mum torque per ampere, and maximum torque per motor
loss [19]. In some works, vibration and torque ripple of
switched reluctance motors are mitigated through current
profile optimization [20].

The induction switched reluctance machine (ISRM)
is a novel electric machine that has a conventional struc-
ture, and benefits from short magnetic flux path and
high torque density [21]. The machine consists of two
ferromagnetic parts, the stator and the rotor, which are
not segmental (unlike segmental SRMs). The novelty
is based on the arrangement of conductors on the rotor
which act like a magnetic shield and prevent the mag-
netic flux entering the rotor poles. This novel topol-
ogy potentially helps ISRM to generate torque density
approximately two times more than conventional SRMs
[22]. In addition, the short flux path results in lower cop-
per loss in the machine at high speeds, which is the dom-
inant loss. The results which are comprehensively pre-
sented and discussed in [22] confirm that, despite the
rotor copper loss due to the rotor windings, the efficiency
of ISRM is higher than conventional SRMs.

ISRM can be designed and developed in various sta-
tor and rotor pole numbers and phase numbers. Each
configuration requires a specific rotor and stator winding
topology in terms of winding pitch. In this paper, two dif-
ferent 3-phase ISRM, 12/8 and 12/10, will be considered.
The magnetic flux path of each machine is determined,
and the copper loss and efficiency of them are calculated
using finite element method (FEM). A comprehensive



competition between these two ISRMs is performed, and
the results are presented.

II. 12/8 INDUCTION SWITCHED

RELUCTANCE MACHINE
Various stator and rotor pole numbers can be consid-
ered for ISRM. To achieve the best configuration in terms
of efficiency and power density, different configurations
should be studied and compared. In order to design an
ISRM, firstly the number of phases should be considered.
Then, based on the stator and rotor winding pitches, the
number of rotor and stator poles should be chosen. In
this paper, 3-phase ISRMs are considered. As a result,
the stator pole numbers should be a multiple of 6. Like
conventional SRMs, the simplest 3-phase configuration

of ISRM has 6 stator poles and 4 rotor poles.

Fig. 1. Cross-section of a conventional 6/4 SRM.

There is an important difference between the stator
winding topology of ISRM and conventional SRM. In
conventional 6/4 SRM, the phase windings are concen-
trated and each coil is wound around each stator pole, as
shown in Fig. 1. In 6/4 ISRM, the coil span is 180° and
the phase windings are full pitch, as shown in Fig. 2. This
leads to a considerable end winding, and consequently
higher copper loss and higher motor length in 6/4 ISRM,
compared to 6/4 SRM. In order to mitigate this draw-
back of ISRM, other ISRM configurations with smaller
end windings should be considered. 12/8 ISRM is a can-
didate that can be considered for this purpose.

The 12/8 ISRM is a 3-phase ISRM with the stator
coil span of 90°. This leads to a smaller end winding,
because each phase coil is distributed between 4 slots,
rather than 2 slots, which is the case in 6/4 ISRM. As
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Stator

Fig. 2. Cross-section of a 6/4 ISRM.

a result, the number of conductors which overlap at the
end sides of the 12/8 ISRM is half of the 6/4 ISRM. For-
tunately, the rotor windings of 12/8 ISRM are concen-
trated, and this is a merit for 12/8 ISRM. In 6/4 ISRM,
the rotor windings are long pitch with a coil span of 180,
which increases the final rotor length and rotor copper
loss. In 12/8 ISRM, two coils per phase are connected in
series to form each phase. For instance, aja, and azas
form phase A. This is also the case for phase B and
phase C. The winding strategy of the rotor is completely
different. On the rotor, one isolated short-circuited con-
centrated winding is wound around each rotor pole (f;f7,
g182, hlhz, £182, h1h2, i1i2,j1j2, hlhz). Like conventional
SRM, pulsed DC is required to excite each phase.

In [21], a 12/8 ISRM was designed and analyzed and
compared with a conventional 12/8 SRM. The results
confirmed that the 12/8 ISM has higher torque density
and efficiency, compared to conventional 12/8 SRM.

In order to investigate the flux path and output char-
acteristics of 12/8 ISRM, a 12/8 ISRM with the param-
eters presented in Table 1 is considered and simulated.
The machine configuration is shown in Fig. 3. First, the
flux path of the machine is studied. Due to the effect of
induction phenomenon on the rotor windings, transient
FEM simulation must be performed to analyze the per-
formance of ISRM. For this purpose, one phase is excited
with a constant current for 15 degrees, from unaligned
position to aligned position, while the rotor is running at
a constant speed of 1500 rpm. The magnetic flux path of
the machine is extracted when the rotor is on the verge
of full alignment, as shown in Fig. 4. Figure 5 shows
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Table 1: Characteristics of the ISRMs

Stator Outer Radius 115 mm
Stack length 90 mm
Airgap 0.5 mm
Number of stator poles 12
Number of rotor poles 8or 10
Turn number of stator and rotor windings 40
Rated current 200 A
Maximum current density of windings | 20 A/mm?
Motor core material M19
Rated power 80 kW
Slot fill factor 60%
Motor length (12/8) 209 mm
Motor length (12/10) 152 mm
Cooling method Oil spray

Fig. 4. Flux distribution in 12/8 ISRM.
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the magnetic flux path and the current density of the sta-
tor and rotor windings. It is clear that a short flux path
is created around each excited winding of phase A. The
induced currents in the rotor windings are also observ-
able in Fig. 5. As shown in Fig. 5, the current is induced
in all of the rotor coils, which leads to high level of rotor
copper loss. This can increase the rotor ohmic loss and
the rotor temperature, which hardens the rotor cooling
process.

Shaded Plot
Jz
1. 1.5ms

1.06669e+007
6.40029e+005
2.13371e+006
-2.13287e+006
-5.39545e+006
-1.0666e+007

Fig. 5. Current density in 12/8 ISRM.

III. 12/10 INDUCTION SWITCHED
RELUCTANCE MACHINE

Due to the presence of conductors on the rotor
of ISRM, a magnetic short flux path is created in the
machine and, hence, high torque is achieved. However,
rotor conductors will be a major source of copper loss
and heat in ISRM. Direct liquid cooling systems, such as
oil spray cooling (which is used in the Toyota Prius), can
cool down the internal parts of the machine, but design-
ing an ISRM with lower rotor copper loss can alleviate
the need for such a cooling system and increase the effi-
ciency of the machine. In addition, in the 12/8 ISRM the
stator windings are long pitch with a coil span of 90,
which increases the final stator length and stator cop-
per loss. This urges researchers to design an ISRM stator
with short pitch windings. In conclusion, the best ISRM
has short pitch windings on both stator and rotor. This
brings up the subject of an ISRM with less copper loss
and length.

In this section a 12/10 ISRM is introduced. Its con-
figuration is shown in Fig. 6. This electric machine ben-
efits from short pitch concentrated windings on the rotor
and stator. There are two types of stator poles with differ-
ent widths in this machine. The width of the thick poles
is two times greater than the width of the thin poles. The



Fig. 6. Cross-section of a 3-phase 12/8 ISRM.

stator coils are wound around thick poles, as shown in
Fig. 6. This machine has three phases: phase A is com-
prised of ajayazas, phase B is comprised of b;bybsby,
and phase C is comprised of cjcac3cs. On the rotor side,
the width of all poles is the same, and one coil is wound
around each rotor pole. It should be mentioned that all
rotor windings are separately short circuited and are not
connected together. The result is that there are 10 iso-
lated short-circuited windings on the rotor (fifs, g1g2,
hihy, i1i2, j1j2, Kike, 1112, mymy, nynz, 0102).

A 12/10 ISRM with the characteristics presented in
Table 1 is analyzed and compared with the 12/8 ISRM.
The stator outer diameter, the stator stack length, and the
slot fill factor of the 12/10 ISRM is the same as the 12/8
ISRM which was analyzed in the previous section. The
final motor length of the 12/10 ISRM is 27% less than
the 12/8 ISRM.

A transient finite element model of the machine is
created and solved in Magnet Infolytica. In this simula-
tion, phase A is excited with a constant current, while
the rotor is running with the speed of 1500 rpm from
unalignment to alignment position. The magnetic flux
path of the machine is extracted and drawn as shown
in Fig. 7 when the rotor is on the verge of full align-
ment. Moreover, Fig. 8 shows the magnetic flux path and
the current density of the stator and rotor windings. The
figures show that a short flux path is created around each
excited winding of phase A. The induced currents in the
rotor windings are shown in Fig. 8. Dissimilar to 12/8
ISRM, the current is not induced in all of the rotor coils
of 12/10 ISRM. This leads to a lower level of rotor cop-
per loss, compared to 12/8 ISRM. This will be fully con-
sidered and investigated in the next section of this paper.

JOODI, ABBASIAN, DELSHAD: INTRODUCING A 12/10 INDUCTION SWITCHED RELUCTANCE MACHINE (ISRM)

Shaded Plot
1Bl
1-1.1ms

Fig. 7. Flux distribution in 12/10 ISRM.
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Fig. 8. Current density in 12/10 ISRM.

IV. COMPARISION OF 12/8 ISRM AND 12/10
ISRM

Rotor windings play a very important role in the cor-
rect operation of ISRM by preventing the flux line from
entering the rotor yoke of the machine and creating a
short magnetic flux path. This phenomenon is based on
the Faraday law of induction and Lenz law. This leads to
induced electric current in the rotor windings, which is a
source of copper loss and heat in the rotor of the ISRM.
Rotor copper loss is a crucial aspect of ISRM that must
be considered in the optimum design of the machine.

Designing an ISRM with maximum torque density
and minimum possible rotor loss is a key issue in the
applicability of this novel machine. In this section, using
finite element analysis, the torque capability of the 12/8
ISRM and 12/10 ISRM, along with the induced cur-
rent in the rotor windings of the machines, are studied

456



457

and compared. In these simulations one phase of the
machines is excited by a constant current, while the rotor
is running from unaligned position to aligned position,
with a constant speed of 1500 rpm.

After completing the simulation, the results are dis-
played. Firstly, phase A of the machines is excited with
a constant current Of 100 A. The output torque of the
two machines is calculated and presented in Fig. 9. The
simulation is repeated for different currents (from 0 A
to 200 A) at a speed of 1500 rpm, and the average out-
put torque is calculated and presented in Fig. 10. Results
show that the output torque of the 12/10 ISRM is higher
than the output torque of the 12/8 ISRM, especially at
higher phase currents. For instance, at the current phase
of 200 A, the average torque of 12/10 ISRM is 14%
higher than the average torque of 12/8 ISRM.

=g |SRM 12/10 ISRM 12/8
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Fig. 9. Torque profile of the 12/10 ISRM compared to
torque profile of the 12/8 ISRM.
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Fig. 10. Average torque of the 12/10 ISRM compared to
average torque of the 12/8 ISRM.

As mentioned before, the 12/10 ISRM benefits from
concentrated windings which are coiled around the stator
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poles. As shown in Fig. 6, there are two types of stator
poles in terms of thickness, and the windings are placed
around the thick stator poles. This winding strategy leads
to a smaller end winding, compared to 12/8 ISRM. As a
result, the final motor length and the volume of 12/10 is
less than 12/8 ISRM. The stack length of the 12/8 ISRM
and the 12/10 ISRM are the same, and equal to 90 mm.
Considering the end windings, the final motor length of
the 12/8 ISRM is 209 c¢m, while the final motor length of
the 12/10 ISRM is 152 cm. As a result, the volume of the
12/8 ISRM is 36% higher than the volume of the 12/10
ISRM.

Using these resultant data, the average torque per
volume of the 12/8 ISRM and the 12/10 ISRM for dif-
ferent currents (from 0 A to 200 A) is calculated and the
results are presented in Fig. 11. The results show that,
at high currents, the torque density of the 12/10 ISRM
is about 50% higher than the torque density of the 12/8
ISRM.
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Fig. 11. Torque density of the 12/10 ISRM compared to
torque density of the 12/8 ISRM.

Rotor copper loss is a crucial aspect of ISRM that
should be studied in the optimum design of the machine.
In this section, using finite element analysis, the induced
current in the rotor windings of the 12/8 ISRM and the
12/10 ISRM is calculated and presented. In these simu-
lations, the rotor is running from unalignment to align-
ment position with a speed of 1500 rpm, and the phases
are excited by the constant current of 70 A. Figure 12
shows the induced current in the four rotor windings of
12/8 ISRM (f to i, see Fig. 3). The four other rotor wind-
ings of the 12/8 ISRM (j to m) have the same current as
Fig. 12. In addition, the induced current in the five rotor
windings of 12/10 ISRM (f to j, see Fig. 6) is shown in
Fig. 13. The five other rotor windings of the 12/10 ISRM
(k to o) have the same shape as Fig. 13, but with negative
values.
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Fig. 12. Rotor winding currents of the 12/8 ISRM.
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Fig. 13. Rotor winding currents of the 12/10 ISRM.

For each machine, the simulation is redone for dif-
ferent phase currents, and the rotor winding currents
are extracted. Using these data, the total machine cop-
per loss is calculated in different output powers and the
results are presented in Fig. 14. The results confirm that
the 12/10 ISRM has lower copper loss, compared to the
12/8 ISRM. This is an important point, specially at high
power where copper loss plays an important negative role
in appropriate operation and efficiency of the machine.
Designing an ISRM with a lower level of copper loss is
a significant achievement which can boost the efficiency
of the machine. The efficiency of the 12/10 ISRM and
the 12/8 ISRM is calculated in different powers, and the
results are presented in Fig. 15. The results show that
12/10 ISRM enjoys higher efficiency, which is an impor-
tant merit for electric powertrain systems.

In ISRMs, similar to SRMs, the stator phases are
excited by sequences of DC voltage pulses. These pulses
create a magnetic field that interacts with the rotor
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Fig. 14. Copper loss of the 12/10 ISRM compared to cop-
per loss of the 12/8 ISRM.
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Fig. 15. Efficiency of the 12/10 ISRM compared to effi-
ciency of the 12/8 ISRM.

windings. This interaction not only induces a motional
EMF due to the relative motion between the stator and
rotor but also a transformer EMF resulting from the
changing magnetic field linked with the rotor coils.
Unfortunately, it is not feasible to separately quantify the
transformer EMF and motional EMF using FEM simula-
tions. The primary challenge lies in the complex nature
of the problem and the mutual interactions between these
two EMFs. Both EMFs are inherently interlinked, and
their combined effect influences the overall performance
of the ISRMs. Given the intertwined nature of trans-
former and motional EMFs, the induced currents in the
rotor coils are a result of both phenomena. These currents
contribute to Joule losses.

Although it is challenging to separate the individ-
ual contributions of transformer and motional EMFs,
we expect that the transformer-induced currents might
have a more significant impact at lower speeds where
the rate of change of the magnetic field is higher. Con-
versely, motional-induced currents could dominate at
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higher speeds due to increased rotor movement. Under-
standing the balance between these losses will help in
optimizing the design and control strategies for ISRMs,
ultimately improving their efficiency.

V. CONCLUSIONS

In this paper, a 12/10 induction switched reluc-
tance machine (ISRM), was introduced for electric pow-
ertrains. In this topology, the rotor windings create a
magnetic shield, and divert the magnetic flux and pre-
vent the magnetic field lines from passing into the rotor
body. As a result, a short magnetic flux path is cre-
ated around each excited phase of the machine. In order
to evaluate the capability of the 12/10 ISRM, it was
compared with a 12/8 ISRM which has been presented
in previous research works. The characteristics of the
12/10 ISRM and the 12/8 ISRM, including torque pro-
file, average torque, torque density, rotor currents, cop-
per loss, and efficiency, were extracted using FEM analy-
sis. Simulation results for both machines were presented
and compared. Results confirm that the 12/10 ISRM has
more torque density and efficiency, compared to the 12/8
ISRM. Moreover, copper loss of the 12/10 ISRM is less
than copper loss of the 12/8 ISRM, which alleviates the
cooling system of the electric machine.
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Abstract — In this article, a metamodeling approach
based on non-intrusive polynomial chaos expansion
(PCE) with least angle regression (LAR) method is used
in boundary element analysis for a model-assisted prob-
ability of detection (MAPoD) study of eddy current non-
destructive testing (NDT) systems. The LAR-PCE meta-
model represents the NDT system model responses by
a set of coefficients with the polynomial basis functions
in lieu of pure kernel degeneration accelerated bound-
ary element method (KD-BEM) based physical model.
Both the computational accuracy and efficiency of the
LAR-PCE metamodel over the ordinary least squares
(OLS) based PCE metamodel are demonstrated by test-
ing the 3D eddy current NDT benchmarks with differ-
ent system setups, flaw lengths and widths. The simula-
tion results show two digits accuracy of the PoD metrics
compared with the ones achieved by the KD-BEM based
physical model as the benchmark. The LAR-PCE meta-
model has remarkable improvements in computational
efficiency over the OLS-PCE metamodel and accelerates
the MAPoD study.

Index Terms — Boundary element analysis, eddy cur-
rent nondestructive testing (NDT), meta learning, model-
assisted probability of detection (MAPoD), polynomial
chaos expansions with least angle regression (LAR-
PCE).

L. INTRODUCTION
Eddy current nondestructive testing (NDT) plays a
critical role in testing for material damage and disconti-
nuities (flaws) in components and in assessing the risk
of component failure. Because it provides high sensi-
tivity to small defects without needing to make direct
contact with inspection samples, it has gained popularity
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in many industries such as aerospace, nuclear, railways,
and special equipment [1]. In general, components need
to be replaced if they have flaws whose sizes exceed a
threshold value that is considered harmless [2]. There-
fore, it is very important for NDT inspections to esti-
mate the flaw sizes precisely. Imperfect estimation is
primarily caused by measurement uncertainties (such as
environmental conditions, human factors and protective
clothing). Multiple output responses obtained repeatedly
using the same (nominal) test parameters and conditions
may vary significantly because of measurement uncer-
tainties, thus impacting the reliability of the NDT sys-
tem [3]. To quantify the reliability of NDT systems, the
notion of probability of detection (PoD) is introduced
[4]. PoD represents the probability of detecting a flaw as
a function of flaw size. PoD study is applied to both eddy
current and ultrasonic NDT by evaluating the presence of
a flaw with the impedance variations and reflected sig-
nals, respectively. It is also applied to evaluate wall thin-
ning due to backwall echo [5].

PoD assessments typically require performing a
large number of tests accurately to quantify the impact of
all uncertainties. It is challenging to perform a large num-
ber of measurements due to time and labor costs. Thus,
accurate theoretical and numerical simulation models,
which have been validated by experiment, are replac-
ing physical measurements partly or entirely to get the
required data for PoD analysis. This approach is called
model assisted PoD (MAPoD) [6]. The simulation mod-
els used in the above process need to be accurate and
efficient to ensure MAPoD analysis remains accurate
without requiring large amounts of computer resources.
Several simulation models have been proposed as for-
ward solvers in eddy current NDT [7-10]. Generally,
these solvers can be categorized into two types based on
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the equation solved as the finite element method (FEM)
and the boundary element method (BEM). Fast algo-
rithms have been proposed to accelerate solving BEM
matrix equations for large numbers of unknowns [11—
14]. These fast algorithms are generally of two types:
kernel independent and kernel dependent methods. In
kernel dependent methods, such as multilevel fast multi-
pole algorithm, different types of expansions are required
for BEM kernel functions [11]. These methods, there-
fore, lack generality because the BEM kernels depend
on the integral equation being solved. Kernel indepen-
dent methods, such as the adaptive cross approximation
algorithm and kernel degeneration (KD) algorithm, deal
with the matrix entries directly and the existing codes
can be reused for different kernels [12—-14].
Unfortunately, the growing propagation of the
uncertainties in the input parameters inside the NDT
pushes the physical models toward their computational
limits, thus very large numbers of simulations are needed
in order to get the MAPoD curves. This drawback moti-
vates the replacement of physical models by efficient
and precise metamodels or surrogate models, which are
data-driven mathematical approximations to the physical
models [15-19]. Metamodels have been widely applied
in NDT and included methods such as support vec-
tor regression, kriging interpolation, probabilistic col-
location, polynomial chaos expansions (PCE) methods,
and so on [15-18]. PCE was first introduced by Wiener
to represent a random variable using expansions based
on standard Gaussian random variables and their corre-
sponding orthogonal basis functions: Hermite polynomi-
als. PCE can be viewed as a spectral representation of
random variables in terms of a set of polynomial basis
functions that are orthogonal with respect to the joint
distribution of the input variables, and it has advantages
over other metamodels because it systematically guar-
antees convergence in distribution to the output random
variable of interest if the latter has finite variance [17].
In contrast to the literatures mentioned above, this
work is focused on non-intrusive polynomial chaos
expansions with least angle regression (LAR-PCE)
assisted by kernel degeneration accelerated boundary
element method (KD-BEM) based physical model for
MAPoD study of eddy current NDT systems. To our
best knowledge, this is the first time that the LAR-PCE
is applied to build the metamodel with the assisted KD-
BEM physical model to accelerate the uncertainty prop-
agation within MAPoD analysis for eddy current NDT
systems. In the LAR-PCE metamodel, the NDT sys-
tem model responses are represented by a set of coef-
ficients with the polynomial basis functions in lieu of
pure KD-BEM based physical model for PoD analysis.
The LAR-PCE metamodel provides significant compu-
tational savings while still maintaining good accuracy
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compared with the OLS-PCE metamodel by taking the
input parameter uncertainties into account in testing the
eddy current NDT benchmarks.

II. METHODS
In this section, the methods used in this work are
described in detail. It includes the KD-BEM based phys-
ical model in Section II, part A, the MAPoD analysis
in Section II, part B, and the metamodel in Section II,
part C.

A. KD-BEM based physical model

In BEM based physical models for 3D eddy current
NDT, Stratton-Chu formulas are selected as the integral
equation which has no low frequency breakdown issue.
Expanding equivalent electric and magnetic surface cur-
rents using RWG vector basis functions and the normal
component of the magnetic field using pulse basis func-
tions, and selecting the Galerkin method as the testing
method, the discretized impedance matrix is [20]:

0.5T — K} 0 R
jio /Ly 0.5T +Kj 0 . (D
to/mKs  —jk3Ls  0.5D—RS

where subscript / = 1, 2 stands for air or metal, the
superscripts x and n denote the cross or dot product with
the unit normal vector fi, and give the tangential and nor-
mal components, respectively. The details of K, L, and
R operators can be found in [20].

In BEM, the complexity of both CPU time and
memory requirements are O (N?) when solved with iter-
ative solvers using the full impedance matrix. There-
fore, the KD algorithm is applied to accelerate the solu-
tion process by developing a low-rank approximation of
the impedance matrix. It is well known that the entire
impedance matrix is not rank deficient. Therefore, the
octal tree structure is required to subdivide the bounding
box of the object under inspection into blocks for apply-
ing the KD algorithm. The number of blocks is increased
by 2fevelxdim where ‘dim’ represents the dimension of
the object. Near and far block pairs are defined based
on the relative distances between the blocks. Near block
pairs are the adjacent ones and calculated directly as full
sub-matrices. Due to the nature of the Green function,
BEM matrix elements corresponding to far block pairs
are rank deficient matrices and can be approximated by
the KD algorithm.

For a far block pair formed by blocks ¢ and s with the
dimensions 7 by Q, the kernel function and its gradient
can be degenerated by the Lagrange polynomial interpo-
lation [20]. The KD algorithm leads to memory savings
because K’ and K* are much smaller than T and Q. The
KD algorithm can also be applied to other submatrices in
the impedance matrix. The KD-BEM works as the effi-
cient physical model for MAPoD analysis in a 3D eddy
current NDT system.
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B. MAPoD analysis

The KD-BEM based physical model makes esti-
mations for MAPoD analysis. As we know, the PoD
curve relates the probability of detecting flaws to the
size. PoD calculations can be performed with two sta-
tistical methodologies: the “hit/miss” and the “d vs. a”
regression analysis. In “hit/miss” analysis, NDT system
responses larger than a defined threshold are regarded as
1 (“hit”), otherwise 0 (“missed”). This work focuses on
the “d vs. a” regression analysis, where the flaw response
(a) is assumed to be proportional to the flaw size (a). PoD
can be calculated by [3]:

PoD(a) =® [In(a)— /o], 2)
where @ denotes the normal cumulative distribution

function. Mean p and standard deviation ¢ both on log
scale can be represented as:
= [In(dm) — Bo] /B1, 3)
o=0,/Bi, “4)
where 4y, is the defined threshold value, and Sy, B
and o, can be estimated using the maximum likelihood
method [21].

Although the KD-BEM physical model can simulate
a single model response efficiently, applying it for uncer-
tainty propagation within MAPoD analysis is still com-
putationally intensive because of the need for evaluating
a large number of model responses. This motivates the
use of metamodels in lieu of the physical model to accel-
erate MAPoD analysis. A flowchart of the metamodel-
accelerated MAPoD analysis is shown in Fig. 1.

The flowchart starts from the sampling process.
Sampling is the process to draw the values randomly
according to the probability distributions of random
inputs that represent uncertainty parameters, which are
proposed by NDT experts or statisticians. Two sampling
strategies are applied in this work: Monte Carlo sampling
(MCS) and Latin Hypercube sampling (LHS). In MCS,

Sampling

Metamodel
construction

Increase
sampling points

Physical
model

MAPoD

analysis

Fig. 1. Flowchart of metamodel accelerated MAPoD
analysis.
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the sampling points can be anywhere within the range
of random distributions. Thus, this strategy is applied
for generating the validation and prediction points. LHS
divides the cumulative curves into equal intervals on the
cumulative probability scale and the sampling is gener-
ated randomly in each interval. LHS avoids the sampled
values from being clustered. Therefore, LHS is selected
to generate the training points for the metamodel.

Subsequently, the uncertainty is propagated through
the physical model for different flaw sizes. In other
words, selected training points are simulated by the
KD-BEM based physical model to generate the model
responses. These responses are used as inputs for con-
structing the metamodel. To validate the metamodel, the
root mean squared error (RMSE) is defined as:

N 5
RMSE = | Y (1)) /N, 5)

i=1

where N; is the total number of validation points,
and ¥; and Y; are the prediction values and physical
model responses, respectively. The normalized RMSE
(NRMSE) is defined as RMSE divided by the scale of
model response.

C. Metamodel

PCE is a type of stochastic metamodeling method
for propagating uncertainty in the processes efficiently
and can be viewed as a spectral representation of ran-
dom variables in terms of polynomial basis functions
which are orthogonal with respect to the probability den-
sity function of input random variables [15-17]. Based
on whether it requires to reformulate or modify the exist-
ing governing equations, PCE can be categorized into
intrusive and non-intrusive methods. Non-intrusive PCE
considers the existing code or equations as a black box
which makes it easy to implement for complex problems.

Consider a physical model represented by deter-
ministic mapping y = M(x), where x = {x|,...,x,}’ €
R")n > 1 is the vector of input variables, including
parameters in the experiment setup and material proper-
ties. y = {yl,...,yQ}T € R2,Q > 1 is the vector of the
model response. Uncertainties in the input parameters
arise during in-service inspections due to environmental
conditions, human factors, and so on. In order to rep-
resent the reality of MAPoD analysis, statistical distri-
butions of the uncertainties are introduced as inputs of
the simulation model. Therefore, these uncertainties are
considered in the input vector x, which is represented by
a random independent vector X with prescribed proba-
bility density function. The random variables of model
responses are denoted by Y = M (X). In PCE, the model
responses Y are expanded onto an orthogonal polynomial
basis as [17]:



Y=MX)=Y a(X), (6)
i=1

where y; is the multivariate polynomial basis, 7 is the
index of ith polynomial term, and a; is the correspond-
ing coefficient of the basis function needing to be deter-
mined. For inputs with uniform and normal distributions,
the Legendre and Hermite basis are selected, respec-
tively. In practice, a truncated form of PCE with suffi-
cient number of terms satisfies the accuracy requirement.

The responses of a physical model are represented
by a summation of PCE predictions at the same sampling
points and corresponding residual:

P
Y=Y avyi(X)+epc=a"y(X)+epc, (1)

i=1
where €pc is the corresponding residual which is mini-
mized using least squares method and P is the required

number of polynomial terms:
+n)!
(Pp!n!) 7 ®)
where p is the required order of the PCE, n is the total
number of random variables.

The LAR algorithm aims at selecting the predictors,
which are the polynomial basis y, that have the great-
est impacts on the model response. LAR provides not
only a single PC metamodel but also a collection of PC
representations. The steps in the LAR algorithm are as
follows [17].

Step 1: Initialize the coefficients a as 0, which makes
the initial residual equal to the output responses.

Step 2: Find the basis y; that is most correlated with
the current residual, increase or decrease the coefficient
a; of y; just enough such that the updated residual has
as much correlation with another predictor y; as it does
with V.

Step 3: Move jointly {l//j, l//k}T in the direction
defined by their joint least-square coefficient of the cur-
rent residual until the other predictor has as much corre-
lation with the current residual.

Step 4: Continue this procedure until the number of
the predictors reaches the required numbers of samples
or responses. Thus, the metamodel associated with the
greatest estimate is retained.

1. NUMERICAL RESULTS

The eddy current NDT case involves a coil with
finite cross section placed above a thick plate with a sur-
face flaw as shown in Fig. 2. MAPoD analysis for dif-
ferent ECNDT setups and different uncertain parameters
are studied. In the first setup, the coil has an inner radius
9.34 mm, outer radius 18.4 mm, length 9 mm and num-
ber of turns 408. The thick plate has thickness 12.22 mm
and conductivity 30.6 MS/m. For the surface flaw, depth
is 5 mm, width is 0.28 mm, and length ranges from 0.1
to 0.5 mm with the interval 0.1 mm and from 1 to 5 mm
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with the interval 1 mm. In the second setup, the speci-
men, coil parameters and defect size are changed with
regard to the first one. Coil has an inner radius 6.15 mm,
outer radius 12.4 mm, length 6.15 mm, and number of
turns 3790. The thick plate has thickness 5 mm and con-
ductivity 30.3 MS/m. For the surface flaw, depth is 4 mm,
length is 0.5 mm, and width ranges from 0.1 to 0.5 mm
with the interval 0.1 mm. Width is 0.5 mm while the
length ranges from 1.5 to 3.5 mm with the interval 0.5
mm. All cases are modeled after TEAM 15 benchmark
problems [22], and the accuracy of KD-BEM method for
modeling has been demonstrated in [20]. Only the single
position with the peak response is simulated. The PoD
metrics asg and agy represent that the flaw size is with
50% and 90% probabilities of detection, respectively.

coil

z
Y s I A I_
g flaw x

(b)

Fig. 2. Sketch of ECT problem: (a) top view and (b) sec-
tional side view.

The relative x, y location, liftoff of the probe with
respect to the flaw center, the inner and outer radius of
the probe, and the tilt angle (the one between coil plane
and xoy plane) are selected as the uncertain parameters
with the distributions shown in Table 1. The operating
frequency is 7 kHz in cases 1, 2, 4 and 5 with first setup,
and 900 Hz in case 3 with second setup. In each case,
1000 MCS prediction points are generated for each flaw
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Table 1: Distributions of the uncertain parameters

Parameters| CASE | CASE |CASE 3| CASE | CASE
1 2 4 5
Oper. 7000 7000 900 7000 7000
Freq. (Hz)
x (mm) N(13, U(12, N9, N(14, | U(12.5,
0.5) 14) 0.5) 0.5) 14.5)
y (mm) N@O, |U-1,1)| N(, Ul.s, | U5,
0.5) 0.5) 1.5) 1.5)
Liftoff N2, | N2,1)| N2, |U(1.83,| N(,
(mm) 0.5) 0.5) 2.23) 0.7)

length/width and simulated through the KD-BEM physi-
cal model. In total (over all the flaw lengths), 5000 model
responses are obtained in each case for MAPoD anal-
ysis. The model responses are the absolute values of the
impedance variations which are treated in the metamodel
fitting.

Convergence analysis and accuracy of proposed
metamodels for surface flaw length ranges from 0.1 mm
to 0.5 mm is studied in cases 1 and 2, and width ranges
from 0.1 mm to 0.5 mm is studied in case 3. To test the
performance of metamodels accelerated MAPoD anal-
ysis, the practical eddy current NDT cases are tested in
cases 4 and 5. In cases 4 and 5, surface flaw length ranges
from 1 mm to 5 mm are studied.

In case 1, to reach the predefined 1% accuracy in
NRMSE and PoD metrics, the OLS-PCE method needs
500 LHS training points for each flaw length, while the
LAR-PCE method needs only 150 LHS points. The com-
putational costs are shown in Table 2. LAR-PCE only
need to compute 30% physical model evaluations of
OLS-PCE and the convergence of LAR-PCE is faster
than OLS-PCE, which results in 72% training time sav-
ings. The NRMSE of LAR-PCE and OLS-PCE methods
for flaw length ranges from 0.1 mm to 0.5 mm are shown
in Fig. 3. NRMSE values are smaller than 1% for all flaw
lengths. The regression line of the LAR-PCE metamodel

@A

can be found in “a vs. a” plot as shown in Fig. 4.

Table 2: Computation costs for case 1

Model Training Points | Total Training
per Flaw Length Time (s)
OLS-PCE 500 25
LAR-PCE 150
Pure physical 1000 /
model

In Case 2, the OLS-PCE method needs 250 LHS
training points, while the LAR-PCE method needs only
100 LHS training points to reach the predefined accuracy
level for each flaw length. The computational costs are
shown in Table 3. To reach the required accuracy level,

ACES JOURNAL, Vol. 39, No. 05, May 2024

“©-OLS-PCE
©LAR-PCE

10-1 .
0.1 0.2 0.3 0.4 0.5

Flaw Length (mm)

Fig. 3. NRMSE of OLS-PCE with 500 LHS training
points and LAR-PCE with 150 LHS training points.

1072
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—— Regression Line
)
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21073
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Flaw Length, a (mm)

Fig. 4. Case 1: “d vs. a” plot with regression line of LAR-
PCE metamodel.

the LAR-PCE method needs to compute 40% physical
model evaluations with 63.6% training time savings over
the OLS-PCE method. The regression line of the LAR-
PCE metamodel can be found in “d vs. a” plot as shown
in Fig. 5. Again, the LAR-PCE method accelerated phys-
ical model shows improved efficiency over the OLS-PCE

method with well-maintained accuracy.

Table 3: Computation costs for case 2

Model Training Points | Total Training
per Flaw Length Time (s)
OLS-PCE 250 11
LAR-PCE 100
Pure physical 1000 /
model

In case 3, flaw widths are analyzed to study the
performance and accuracy of the LAR-PCE metamodel.
LAR-PCE needs only 100 LHS training points while
OLS-PCE needs 220 points to satisfy the accuracy level
for each flaw width. Computational costs can be found
in Table 4 that LAR-PCE requires 54.5% less physical
model evaluations and 60% less training time than the
OLS-PCE metamodel. The regression line of the LAR-
PCE metamodel can be found in the “d vs. a” plot as



-2
10 Data Points

—— Regression Line

1073
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Fig. 5. Case 2: “d vs. a” plot with regression line of LAR-
PCE metamodel.

shown in Fig. 6. Once more, the remarkable performance
of the proposed LAR-PCE metamodel is demonstrated
over the OLS-PCE metamodel.

Table 4: Computation costs for case 3

Model Training Points | Total Training
per Flaw Length Time (s)
OLS-PCE 220 15
LAR-PCE 100 6
Pure physical 1000 /
model
Data Points
& —— Regression Line
g 1077
&
1072

107! 2x107t 3x107' 4x10715x10°
Flaw Width, a (mm)

Fig. 6. Case 3: “d vs. a” plot with regression line of LAR-
PCE metamodel.

The LAR-PCE metamodel shows advantages over
the OLS-PCE metamodel in numbers of physical model
evaluation needed and training time costed with faster
convergence. The performance of metamodels acceler-
ated MAPoD analysis for practical eddy current NDT
problems are considered in the following cases. Flaw
lengths ranging from 1 mm to 5 mm are studied in cases
4 and 5 with different uncertain parameters. The thresh-
old value is 0.1 Q.

In case 4, for each flaw length, LAR-PCE and OLS-
PCE need 80 and 150 training points, respectively, to
reach the required accuracy level with the computa-
tional costs shown in Table 5. The OLS-PCE metamodel
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needs 1.88 times computational cost and 1.43 times total
training time of the LAR-PCE metamodel. PoD met-
rics achieved by the pure physical model, LAR-PCE and
OLS-PCE metamodels are shown in Table 6. The relative
differences among these metrics are smaller than 1%,
which satisfy the accuracy requirement. PoD curves pre-
dicted by LAR-PCE for flaw lengths are shown in Fig. 7.
Both the accuracy and efficiency of the LAR-PCE meta-
model over OLS-PCE are demonstrated in the practical
eddy current NDT problem.

Table 5: Computation costs for case 4

Model Training Points | Total Training
per Flaw Length Time (s)
OLS-PCE 150 10
LAR-PCE 80 7
Pure physical 1000 /
model
Table 6: PoD metrics for case 4
Metrics | Pure Physical | OLS-PCE | LAR-PCE
Model
u 0.91626 0.91543 0.91564
c 0.026475 0.027011 0.026402
aso 2.4999 2.4978 2.4984
ag 2.5862 2.5858 2.5844
Data Points
a —— Regression Line
'?‘;. 107!
&

10° 2x10° 3x10° 4x10° 5x10°
Flaw Length, a (mm)
(a)
1.0
—— PoD curve

=]
208
8
A 06
£
(=]
Eo4
2
2
S 0.2
ay

0.0

2.3x10° 2.4 %10° 2.5 % 10° 2.6 x 10° 2.7 x 10°
Flaw Length, a (mm)
(b)

Fig. 7. Case 4 (a) “a vs. a” plot with regression line of
LAR-PCE metamodel and (b) PoD curves.

In case 5, PoD metrics achieved by the LAR-PCE
method with 150 LHS training points, the OLS-PCE
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method with 500 LHS training points and the pure KD-
BEM based physical model with 5000 MCS points are
shown in Table 7. It can be seen that all PoD metrics
predicted by the OLS-PCE and LAR-PCE agree well
with those calculated by the pure physical model with
the relative differences smaller than 1%. The relative dif-
ferences of PoD metrics predicted by the LAR-PCE and
pure physical model are 0.808%, 0.902%, 0.734% and
0.876% for u, o, asy and agp, respectively. The PoD
curve predicted by LAR-PCE for flaw lengths is shown
in Fig. 8. It can be concluded that, for case 5 to reach
the required accuracy level 1% in the MAPoD analysis,
the computational cost in LAR-PCE is just 30% of the
OLS-PCE. This shows the advantage of applying LAR-
PCE over OLS-PCE to replace the pure physical model
in MAPoD analysis.

Table 7: PoD metrics for case 5

Metrics | Pure Physical | OLS-PCE | LAR-PCE
Model
u 0.90845 0.90116 0.90111
o 0.12531 0.12449 0.12418
aso 2.4805 2.4625 2.4623
agg 2.9126 2.8884 2.8871
Data Points
—— Regression Line
S
o
4 107t
2
1072
10° 2x10° 3x10° 4x10° 5x10°
Flaw Length, a (mm)
(a)
1.0
—— PoD curve
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Zo4
é 0.2
~
0.0
2% 10° 2.5 x 10° 3x10°
Flaw Length, a (mm)
(b)

Fig. 8. Case 5 (a) “d vs. a” plot with regression line of
LAR-PCE metamodel and (b) PoD curves.
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IV. CONCLUSION

In this paper, the LAR-PCE method is proposed to
accelerate eddy current MAPoD analysis based on the
KD-BEM physical model. Both the accuracy and effi-
ciency of the LAR-PCE metamodel are demonstrated
by comparing the predicted PoD metrics with the ones
achieved by the OLS-PCE metamodel and the pure
physical model. Through numerical tests, which include
different system setups and uncertain parameters, the
results show that to ensure the relative differences of PoD
metrics smaller than 1.1%, the LAR-PCE metamodel
needs fewer training points than the OLS-PCE model.
This makes LAR-PCE more efficient than the OLS-PCE
metamodel in MAPoD analysis for eddy current NDT
systems. The proposed LAR-PCE metamodel should
work for accelerating the MAPoD analysis regardless
of achieving the physical responses from experiment or
simulation only, or from both. The uncertainties consid-
ered in this study do not significantly influence the rel-
ative efficiencies of the two metamodeling techniques
we compared. In other words, regardless of the uncer-
tainties considered, the LAR-PCE based metamodel per-
formed better than OLS-PCE, as evident from the simu-
lation time and accuracy values. Also, it can find merits
in MAPoD study in other NDT areas such as ultrasound,
eddy current thermography and so on which could be the
future work.
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