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David Poyatos Martı́nez, Tolga Çiftçi, and Şükrü Tarık Kostak . . . . . . . . . . . . . . . . . . . . . . . . . . 478

Analysis of Reader Orientation on Detection Performance of Hilbert Curve-based Fractal
Chipless RFID Tags
Muntasir M. Sheikh . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490

3D Marine Controlled-Source Electromagnetic Numerical Simulation Considering Terrain
and Static Effect
Chunying Gu, Suyi Li, Wanyue Zhang, and Silun Peng. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .505

Ultra Miniaturization and Transparency Frequency Selective Surface for Dual Band ISM
Shielding
Dongming Guo and Huaxin Zhu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 520

An Accelerated Ray Tracing Method based on Embree3 Ray Tracing Library for Targets
with Non-uniform Thickness Materials
Yi Zhu, Gao Wei, and Jianzhou Li . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 527

Efficient Electromagnetic Compatibility Optimization Design Based on the Stochastic
Collocation Method
Xiaobing Niu, Shenglin Liu, and Runze Qiu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 533

A Spoof Surface Plasmon Polaritons Filter with Controllable Negative Slope Equalization
Based on Surface Resistance
Chenhao Wang, Junjie Dong, Xiaomin Shi, and Hailong Yang . . . . . . . . . . . . . . . . . . . . . . . . . . 542

© 2024, The Applied Computational Electromagnetics Society



A Low-Profile Dual-Band Frequency Selective Surface with High Selectivity at its Higher
Passband
Jian Jiao, Nianxi Xu, and Jinsong Gao . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 548

Comparative Study of High-speed Permanent Magnet Synchronous Motors with In-line Slot
Conductors and Equidirectional Toroidal Windings
Yinjun Sun, Peixin Wang, Rui Nie, Fuquan Nie, Peng Gao, and Jikai Si . . . . . . . . . . . . . . . . . .555

© 2024, The Applied Computational Electromagnetics Society



ACES JOURNAL, Vol. 39, No. 06, June 2024 470

Performance Analysis and Design Considerations of the Near-Field-Focused
Rotman Lens Antennas

Salem M. Otman, Mehmet Kuşaf, and Abdullah Y. Öztoprak

Department of Electrical and Electronic Engineering
Cyprus International University, Nicosia 99258, Northern Cyprus

22007405@student.ciu.edu.tr, mkusaf@ciu.edu.tr, aoztoprak@ciu.edu.tr

Abstract – This study investigates the application of Rot-
man lens antennas in the near field. The design equa-
tions of these antennas have been derived in the near
field and demonstrated to be highly effective. By con-
sidering specific examples, the shapes of the inner sur-
faces of these lens antennas have been analyzed and
discussed, revealing how practically realizable lens sur-
faces can be designed. As these Rotman lenses are per-
fect at only three points in the near field, they exhibit
phase errors at other points along a line connecting the
three near-field focal points, resulting in deterioration
of the near-field patterns. It has been shown that by
selecting the lens parameters appropriately, these phase
errors can be kept to a minimum, causing only mini-
mal beam deterioration. Compared to far-field-focused
Rotman lens antennas, near-field-focused Rotman lens
antennas achieve significantly higher power levels, hav-
ing 3.8 to 6.3 dB improvement for different beams of a
17-element array. The study has demonstrated the poten-
tial of Rotman lenses as multiple beamforming antennas
for near-field applications.

Index Terms – Beamforming, near-field-focusing, Rot-
man lenses.

I. INTRODUCTION

Near-field-focused antennas have been extensively
used for applications requiring high concentrations of
electromagnetic fields in the nearby regions of the anten-
nas [1–9] some applications such as radio frequency
identification (RFID) [10–12] and industrial inspection
systems [13]. In the case of hyperthermia applications
[4, 14–16], concentrating the power on the unhealthy tis-
sues avoids heating and damaging healthy tissues.

On the other hand, only a limited region can be cov-
ered with a single focused beam. To increase the cover-
age area the focused beam should be scanned or multi-
beam antenna techniques should be used. Although beam
scanning and multiple beamforming is well known and
widely published for far-field-focused beams [17–25],
there has been a limited number of publications for
near-field-focused beams. In [22] the near-field-focused

beam is scanned by changing the frequency by introduc-
ing progressively increasing multiple additional trans-
mission lines into the system. In [26] the authors com-
pare an electronic scanning antenna using phase shifters
and power dividers, with multiple beamforming anten-
nas using Butler matrix and Rotman lens for near-
field-focused fields. Butler matrixes are well established
beam forming networks using phase shifters and power
dividers [27], feeding linear array antennas. Rotman lens
beamforming antennas are two dimensional multi-focal
constrained lens antennas using a parallel plate region,
with several input and output ports, and different lengths
of transmission lines.

In this paper we establish the design equations of
the Rotman lens beamforming antenna when focusing
at three points in the near field instead of three far-field
directions. The shape and feasibility of the lens curves
have been investigated for different lens parameters. The
near-field performance of the near-field-focused lens has
been studied for different parameters and compared with
the far-field-focused lens.

II. LENS DESIGN

The mathematical model of the near-field-focused
Rotman lens is given in Fig. 1. The two-dimensional
coordinate system (x,y) centered at O1 and the coordi-
nate system (X ,Y ) centered at O2 are independent of
each other. The feed array curve and the inner array curve
are represented by the coordinate system centered at O1
and the radiating array and the target points are repre-
sented by the coordinate system centered at O2. In this
study, all lengths are expressed in terms of wavelengths
to have frequency independent equations.

The Rotman lens is a two-dimensional lens charac-
terized by constrained paths, or transmission lines, con-
necting its two surfaces. These surfaces are represented
by two curves - the inner lens curve and the outer lens
curve - which forms the radiating array. In this study,
a linear radiating array is employed, but curved arrays
can also be utilized. The Rotman lens’s focal points are
located at F1, F0, and F2 along the feed array curve,
where all feed antenna elements are situated. Points B1,
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Fig. 1. Geometry of near-field-focused Rotman lens.

B0, and B2 in the radiating array’s near field represent the
locations where the antenna elements at the three lens
focal points focus their fields. Element F1 focuses at B2,
element F0 focuses at B0, and element F2 focuses at B1.
G is the distance from O1 to the central focal point at F0.

A general point on the lens’s inner curve is denoted
by P(x,y), and its corresponding point on the radiating
array is represented by Q(X ,Y ). An antenna element at P
receives the field from the feed array elements and relays
it to the corresponding element Q at the radiating array
via a transmission line of length w .

For a field launched at focal point F1 to focus at B2:

( ⇀
F1P

)
+w+

( ⇀
QB2

)
=

⇀

(F1O1)+w0+
( ⇀

O2B2

)
. (1)

For a field launched at focal point F2 to focus at B1:

(
⇀

F2P)+w+
( ⇀

QB1

)
= (

⇀

F2O1)+w0+
( ⇀

O2B1

)
. (2)

For a field launched at focal point F0 to focus at B0 :

( ⇀
F0P

)
+w+

( ⇀
QB0

)
= G+w0+

( ⇀
O2B0

)
, (3)

where w0 is the transmission line length for the center
element.

(−→
F1P

)
=

√
(x− x1)

2+(y− y1)
2, (4)

(
F2P

)
=

√
(x− y2)

2+(y− y2)
2, (5)(

F0P
)
=
√

(x+G)2+ y2, (6)

(
QB2

)
=

√
(q−X)2+(Y2−Y )2, (7)(

O2B2
)
=

√
(q)2+(Y2)

2, (8)(
QB1

)
=

√
(q−X)2+(Y1−Y )2, (9)(

O2B1
)
=

√
(q)2+(Y1)

2, (10)(
QB0

)
=
√

(q−X)2+(Y )2, (11)(
O2B0

)
=
√
(q)2, (12)

where x1 = x2 = − f cosα0 , y1 = f cosα0 , y2 =
− f cosα0 . Here, f is the distance from O1 to the off-
center focal point at F1, and α0 is the angle subtended by
off axis lens focal points from O1.

Equations 1, 2, and 3 are solved simultaneously to
determine the variables x, y, and w for each position of
Q on the radiating array. The Q positions correspond to
the locations of the radiating array antenna elements. The
values of x and y define the inner lens curve of the lens,
and each point on the inner curve is associated with a
corresponding value of w.
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In practice the region between feed array and inner
lens is a parallel plate region and a TEM wave prop-
agates in this region. The Rotman lenses are usually
implemented on microstrip substrates for low power
applications and air-filled parallel conducting plates for
high power applications. The varying length transmis-
sion lines between the inner lens curve elements and
radiating elements are usually microstrip lines for the
microstrip implementation and co-axial transmission
lines for the conducting plate implementation. Usually
small V- shaped or stepped transitions [28] are used
between the transmission lines and parallel plate region.
The transitions act as two-dimensional aperture antennas
into the parallel plate region. The field at the target point
is obtained by summing the fields of each element at this
point.

III. SHAPE OF THE INNER LENS CURVES

The lens design principles outlined above utilize
optical principles to generate inner lens curves. Not all
inner lens curves obtained in this manner are suitable for
practical applications. Given that Rotman lenses operate
at microwave frequencies, the shape of the inner lens
curves must facilitate efficient power transfer between
antenna elements on the feed array curve and those on
the inner lens curve. Sample inner lens curves are pre-
sented in this section to illustrate the significance of their
shapes.

The positions of the lens focal points F1, F2, and F0,
the focusing points in the near field B1, B2, and B0, and
the length of the radiating array are parameters selected
in advance according to the specific application require-
ments. The parameters for this lens shape study are as
follows: the lens focal points are located at F1(x1, y1),
F2(x2, y2), and F0(−G,0). F1 and F2 subtend an angle of
25◦ (α0) degrees from the origin O1. The linear radiating
array comprises 17 elements with a separation (d) of 0.5
between them.

The three focusing points in the near field are
positioned on a line perpendicular to the X−axis and
passing through B0(q,0). The near-field-focusing points
are located at B1(q,Y1), B0 (q,0) , and B2(q,Y2), where
q= 10 and Y1=−Y2=q ∗ tan(βo). The angle of the off-
axis near-field-focusing point is defined as βo. Here,
β0 is chosen to be 35◦. All lens parameters were
selected such that the lens is symmetric around the
x-axis.

Examples of the inner lens curves, obtained through
numerical solutions to equations 1, 2, and 3, have
been generated for different values of g, where g=G/ f .
Table 1 shows the G, g, and f values used to obtain the
inner lens curves. Figure 2 depicts the shapes of the inner
curves for g = 1.0, 1.05, 1.10, 1.15, 1.20, 1.25, 1.30, and
1.35 respectively.

The shape of the inner lens curve significantly
impacts the illumination of antenna elements and the
overall effectiveness of the lens antenna. As shown in
Fig. 2 (g=1.35), the inner lens curve bends backward at
both the upper and lower end points. This positioning
blocks any antenna elements at these locations by those
placed before them. Consequently, the antenna elements
at the upper end of the inner curve receive very low illu-
mination from the lower end feed elements, and the ele-
ments at the lower end of the inner curve receive incom-
plete illumination from the upper end feed elements.

Table 1: Parameters of the lens design
G g f

10.5 1.00 10.5
10.5 1.05 9.52
10.5 1.10 9.09
10.5 1.15 8.69
10.5 1.20 8.33
10.5 1.25 8.00
10.5 1.30 7.69
10.5 1.35 6.66

Fig. 2. Lens curves for g=1, 1.05, . . . , 1.35.

Conversely, in Fig. 2 (g=1.0), the end elements of
the inner curve are bent forward, so the inner curve’s
lower endpoints will not be illuminated by the lower ele-
ments of the feed array curve. Similarly, the inner curve’s
upper elements will not be illuminated by the upper ele-
ments of the feed array curve.

In contrast, Fig. 2 (g=1.25) demonstrates a design
where the antenna elements on the feed array curve and
inner curve directly face each other without any block-
age. This alignment ensures efficient power transfer and
maximizes the lens antenna’s performance.
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The lens antenna shapes presented in Fig. 2 high-
light the criticality of selecting appropriate lens parame-
ters for optimal design. Factors such as the positions of
the near-field-focusing points and the spacing between
radiating array elements can significantly alter the shape
of the inner lens curve. Therefore, careful selection of
lens parameters is essential for each design to achieve
practical realization of these lens antennas.

In summary, the shape of the inner lens curve and
the selection of appropriate lens parameters are crucial
aspects in designing efficient and high-performance lens
antennas. Careful consideration of these factors can opti-
mize power transfer and minimize blockage, leading to
enhanced lens antenna performance.

Achieving the strongest possible near-field intensity
with a given amount of power requires careful planning
of the radiating array. First, the size of the array needs to
be estimated based on the target intensity and available
input power. This initial design consideration ensures
efficient use of the available energy. Next, the spacing
between elements within the array must be carefully
calculated to eliminate unwanted interference patterns
known as grating lobes. These lobes can significantly
reduce the intensity at the target point, so their elimi-
nation is crucial. Finally, a realizable lens is designed,
as discussed above, to achieve the required phase dis-
tribution for each radiating element. Since lens design
relies on principles of optics, the dimensions for the lens,
(G, f ) are typically no smaller than four to five wave-
lengths.

IV. PATH LENGTH ERROR AND
RADIATION PATTERNS OF FEED

ELEMENTS AT NON-FOCAL POSITIONS
ON THE FEED ARRAY CURVE

Since the path length from each of the lens focal
points to the corresponding focusing points in the near
field is equal for all radiating array elements, the phases
are identical at these points. This means that maximum
possible power is achieved at B1, B2, and B0 for feed
antenna elements at F2, F0, and F1, respectively. In prac-
tice, we may need to focus the field at other points in the
near field, which requires placing feed antennas at non-
focal positions on the feed array curve.

Any antenna placed at a non-focal point will concen-
trate the field at specific points but, due to phase errors
caused by path length discrepancies, there will be some
degradation in the focused field, resulting in lower gain,
a wider beam, and higher sidelobes. By carefully select-
ing the parameters of the Rotman lens, these phase errors
can be minimized.

The path length error for a point on the feed array
curve can be calculated for each radiating array element
relative to the center radiating array element using the

following formula:

Path length error (ΔL) =
( ⇀

HP
)
+w+

( ⇀
QB

)
−( ⇀

HO1

)
−w0−

( ⇀
O2B

)
. (13)

Figure 3 illustrates the path length errors for the lens
design given in Fig. 2 (g=1.25) for various values of α ,
including 0◦, 5◦, 10◦, 15◦, 20◦, and 25◦, where α rep-
resents the angle subtended by points on the feed array
curve from O1. The errors for each feed element were
determined at the maximum power point along the line
connecting B1 and B2.

As evident from Fig. 3, the phase errors for the focal
points, as anticipated, are zero for all radiating elements.
Conversely, path length errors increase as the distance of
the feed element from the focal points increases, reach-
ing a maximum path length error of 0.0512 for the feed
element located at α=15◦. The phase errors can be mini-
mized by selecting the appropriate parameters for a Rot-
man lens based on the specific design requirements.

Fig. 3. Path length errors along the radiating array for six
points on the feed array curve.

An optical method was employed first to determine
the patterns along the line connecting B1 and B2 for the
lens design (g=1.25) in Fig. 2. Figure 4 presents these
results for various feed port angles (α): 0◦ (port6), 5◦
(port7), and so on, up to 25◦ (port11). Notably, isotropic
radiating elements were assumed for this analysis. Due
to parameter selection minimizing phase errors, the pat-
terns exhibit minimal degradation.

Next, the design was implemented as a microstrip
circuit and simulated using the commercial software
CST. Figure 5 depicts the CST implementation of the
lens. The design parameters are detailed in Table 2.
The radiation patterns of the microstrip lens were then
obtained using CST, with the results presented in Fig. 6.

A comparison of Figs. 4 and 6 reveals a high degree
of similarity between the radiation patterns obtained
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Fig. 4. Radiation patterns for the lens design in Fig. 2
(g=1.25) using optical method.

Fig. 5. CST implementation of the lens design.

Table 2: Parameters of the CST lens design
Central frequency 27.5 GHz

εr 6.15
Substrate thickness 1.5 mm

Length of feed port and array port
tapered lines

18.8 mm

Radiating elements 8 mm × 8
mm

G 60.58 mm
F 48 mm
q 57.70 mm

through the optical and CST methods. However, a key
difference exists: the peak electric field strength of the

Fig. 6. Radiation patterns for the lens design in Fig. 2
(g=1.25) using CST method.

outer feed elements is lower in the CST implementa-
tion. This discrepancy arises because the optical analysis
assumed isotropic elements for both the feed array and
inner lens elements, while the actual CST implementa-
tion utilizes aperture elements with directional patterns.

V. COMPARISON OF NEAR-FIELD
PERFORMANCES OF ROTMAN LENSES
DESIGNED FOR NEAR FIELD AND FAR

FIELD

As has already been stated, achieving the highest
field intensity is essential when using electromagnetic
fields in the near field for a given input power, there-
fore a study was conducted to compare the field inten-
sities of two Rotman lens antenna types in the near field.
For this comparison, the design of Fig. 2 (g=1.25) was
utilized for the near-field-focusing Rotman lens. The far-
field-focusing Rotman lens, while maintaining the same
parameters, is focused at angles of -35◦, 0◦, and +35◦,
corresponding to the angles subtended by the near-field-
focusing points B2, B0, and B1.

To calculate total field intensity at a target point, we
first determine the phase distribution of each radiating
element using lens calculations. Then, we account for
the varying distances between the elements and the tar-
get point by incorporating a 1/r factor when summing the
individual field intensities. Although the design of the
far-field-focusing lens was carried out for far-field focal
points, for fair comparison the field intensity of this lens
is also calculated at the same near-field target points.

Figure 7 depicts the electric field intensity for both
lenses under identical input power conditions. The fields
are positioned along the line joining B1 and B2 at the
peak points of the near-field-focused Rotman lens, with
α values ranging from 0◦ to 25◦. It is clear that the power
density of the near-field-focusing lens is 3.8 to 6.3 dB
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Fig. 7. Maximum electric field intensity along X=q for
different positions of feed angle.

higher. These results indicate that the near-field-focusing
Rotman lens offers a substantial advantage over the far-
field-focusing lens in the near field.

VI. CONCLUSION

Rotman lenses have been demonstrated to be effec-
tive multiple beamforming antennas for near-field appli-
cations. The design equations for these lenses have been
derived, and the inner lens curves and transmission line
path lengths have been determined for sample design
parameters. These results provide a foundation for the
practical realization of Rotman lenses with desired per-
formance characteristics.

The study has shown that by selecting the lens
parameters appropriately, the phase errors can be min-
imized for non-focal points, resulting in only minimal
beam deterioration. This is a significant advantage for
near-field applications, as it ensures that the Rotman lens
can achieve the desired beamforming performance even
when the target is not located at the focal point.

A comparison of the power density in the near
field has been made for far-field- and near-field-focusing
Rotman lenses having the same lens parameters. The
results indicate that the power densities of the near-field-
focused lens are 3.8 to 6.3 dB higher. This is a significant
improvement and makes the near-field-focusing Rotman
lens a promising candidate for a wide range of near-field
applications.
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[25] R. Uyguroğlu, A. Y. Öztoprak, and C. Ergün,
“Improved phase performance for Rotman lens,”
International Journal of RF and Microwave
Computer-Aided Engineering, vol. 23, no. 6, pp.
634-638, Oct. 2013.

[26] H.-T. Chou and D. Torrungrueng, “Development
of 2-D generalized tri focal Rotman lens beam-
forming network to excite conformal phased arrays
of antennas for general near/far-field multi-beam
radiations,” IEEE Access, vol. 9, pp. 49176–49188,
2021.

[27] A.K. Vallappil, M. K. A. Rahim, B. A. Khawaja,
N. A. Murad, M. M. Gajibo, “Butler matrix based
beamforming networks for phased array antenna
systems: A comprehensive review and future direc-
tions for 5G applications,” IEEE Access, vol. 9, pp.
3970-3987, 2021.
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Abstract – Existing databases of RCS benchmarks lack a
complex, low-observable target. This paper describes the
design of such a complex and low-observable measure-
ment model. Starting point of the design is the so-called
Muldicon model, developed by the NATO/STO/AVT
panel. Hot spots of the original model are identified and
treated with radar-absorbing materials. Simulations on
the treated model demonstrate that the model is indeed
low observable. The effect of the manufacturing process
of 3D-printing and separable parts is assessed experi-
mentally on a cone-sphere; the effect is found to be negli-
gible. These results give confidence that the model, when
built, satisfies the requirements of being complex and
low observable; and that artefacts of the manufacturing
process will not impair its signature.

Index Terms – Low observable, measurement model,
radar signature.

I. INTRODUCTION

With the ever-increasing use of computational elec-
tromagnetics, there is a constant need to validate the
computational tools with measurement data. The pio-
neering work of Woo et al. [1] presented a first set of
canonical test cases which still serve as benchmarks for
the validation of computational tools [2]. More databases
for validation followed [3][4]. The publicly available
Austin RCS benchmark suite [4] is the most recent; it
contains canonical geometries, but also a generic mili-
tary aircraft. Moreover, the suite not only contains per-
fectly electrically conducting (PEC) bodies, but also
(fully homogeneous) dielectric bodies [5].

Military aircraft generally are designed to have
low radar signature by shaping and the application of
radar-absorbing materials. This type of target is miss-
ing in the above databases: complex targets with doubly
curved surfaces, sharp edges, concealed inlet, with radar-
absorbing materials. The resulting low signature (typi-
cally one or two orders of magnitude less than the size
would suggest) poses challenges to computational tools,
since the correct modelling of small details becomes
important.

This paper presents the design of a low-observable
unmanned aerial combat vehicle (UCAV) measurement
model. In future, it could serve as a standard prob-
lem for validation (in the formulation of the IEEE stan-
dard on validation [6]). Starting point of the design
is the so-called Muldicon model developed by the
NATO/STO/AVT panel [7], as a paper exercise for multi-
disciplinary design (aerodynamic and structural proper-
ties were considered). Figure 1 presents both the outer
mold of the aircraft and the inlet and outlet. The air-
craft has certain features which may lead to a low sig-
nature, such as a concealed air intake. Nonetheless, the

(a)

(b)

Fig. 1. Geometry of the unmanned aerial vehicle
Muldicon [7]: (a) outer mold and (b) inlet and outlet.

aircraft shape has not been driven, nor comprised, by its
radar signature, so its signature has not been optimized.
Changing the outer mold will require a new design loop
to assure the aerodynamic characteristics of the aircraft.
Its signature can only be reduced by the application of
radar absorbing materials (RAM).

This paper will address some of the topics in
the design process. The design and manufacturing of
the measurement model has been the task of the
NATO/STO/SET-252 Task Group [8]. It was a five-year
effort of the authors of the present paper. Obviously,
there is not enough space to incorporate all details of the
design process.

The structure of this paper is as follows. In Section
II the design requirements and an overall design of the
model is presented. Section III contains a hot spot anal-
ysis which will be used to reduce the nose-on signature.
Parts of the model will be 3D printed; the required accu-
racy of the printing process is assessed experimentally in
Section IV. Section V contains a computational assess-
ment of the low observability characteristics of the mea-
surement model. Finally, Section VI draws the conclu-
sions of the study.

II. OVERALL DESIGN OF THE
MEASUREMENT MODEL

As stated in the introduction the overall objective
is to design a low-observable, complex, radar signature
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measurement model. The requirement on geometrical
complexity of the model is satisfied for the Muldicon.
Modeling complexity will be satisfied by the application
of radar-absorbing material which shall reduce the RCS
by at least 10 dB in the nose section. The model will be
measured at different sites, so must be transportable.

The measurement model will be measured at a cen-
ter frequency of 10 GHz. RAM is applied to certain parts
of the aircraft to reduce the radar signature. The RAM
can be narrowband RAM since no broadband measure-
ments are foreseen.

The span of the model will be 3 meters. The size
is a compromise. On the one hand, the model should be
sufficiently large to correspond to the objects of practi-
cal interest (UCAV, drones), and the field scattered by
the model should be sufficiently strong to be registered
by the receiving system of an RCS measurement facility
with enough signal-to-noise ratio to ensure high accu-
racy of the results and good dynamic range. On the other
hand, its electrical size should permit numerical evalua-
tion of RCS with commercial EM solvers and fit into the
quiet zone of a typical compact test range RCS measure-
ment facility. The weight of the model (which is directly
related to its size) should be acceptable for the supporting
and positioning structures of the measurement facilities
and allow uncomplicated transportation between mea-
surement sites. Moreover, RCS measurement of a three
meters object can also be performed on outdoor test
ranges which will provide further benchmarking activ-
ities.

Because of the transportation requirement, the
model consists of three separable parts: two wings and a
midsection. The midsection is 3D printed because of the
level of geometrically detail required for the inlet, outlet,
turntable insert, and the spars connecting to the wings.
This level of detail can also be obtained through milling,
but at a higher cost. Since the wings are large smooth
surfaces, they are milled from foam. A nickel paint is
applied to the full aircraft to ensure a PEC surface.

This design prompts the following research ques-
tions: (1) what are the appropriate locations for the RAM
patches to reduce the signature and (2) what are the res-
olution requirements for the 3D-printing process?

III. HOT SPOT ANALYSIS

To ascertain the radar signature of the untreated,
fully PEC, model, the monostatic RCS for both verti-
cal and horizontal polarization is computed. Computa-
tions are performed using RAPID [9], with the combined
field integral equation (CFIE) formulation and multi-
level fast-multipole (MLFMM) acceleration. Results are
shown in Fig. 2.

The HH polarization shows two spiky maxima at
φ = 53◦ and φ = 150◦. These azimuthal angles are the

(a)

(b)

Fig. 2. RCS at 10 GHz of the untreated Muldicon as a
function of azimuth angle φ in the zero elevation plane,
where φ = 0◦ corresponds to nose-on illumination: (a)
VV polarization and (b) HH polarization.

starboard leading edge and the trailing edges of the delta
wing. It is also obvious from the RCS characteristics for
both polarizations that a significant RCS increase accu-
mulates around the nose sector. As the future measure-
ments will be performed for frontal aspects, it is worthy
to investigate the RCS contributors of the illumination
angles φ = 0◦ and φ = 53◦.

In order to calculate the hot spots on the 3D sur-
face model for a given illumination angle, the currents
induced on the surface of the mesh model are post-
processed through a specific method [10]: the RCS
contribution of the induced currents within a certain
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neighborhood of each point on the surface of the mesh
model is calculated and this value is assigned to the asso-
ciated point. This yields a color map of RCS contribution
surfaces of the mesh model, namely, the hot spot areas on
the surface.

Results are shown in Fig. 3. It is clear that the lead-
ing edge of the wing and the inlet are the dominant RCS
contributors for φ = 53◦. The dominant RCS contribu-
tor for nose on is the inlet. These two regions will be
treated with a commercially available narrowband mag-
netic absorber which is effective at 10 GHz.

(a)

(b)

Fig. 3. Hot spot areas (in red) for horizontal polarization:
(a) hot spot analysis for φ = 53◦ and (b) hot spot analysis
for φ = 0◦ (nose on).

IV. 3D PRINTING

The midsection of the Muldicon will be 3D printed.
This process will not result in a smooth surface as the
filament is applied in layers. In order to assess the effect
of the surface roughness on the radar signature, four dif-
ferent 3D cone-spheres are fabricated with different fin-
ishes and conductivity, in addition to an aluminum cone-
sphere as reference. The dimensions are defined in Fig. 4
and the coordinate system is shown in Fig. 5.

The objective of this study is to assess the effect
of geometrical impurities on the radar signature. It is
expected that if the print resolution is high enough in
relation with the radar frequency, the surface can be

Fig. 4. Cone-sphere dimensions (in mm).

Fig. 5. Cone-sphere coordinate system.

considered to be smooth; and hence can be modeled as
a smooth surface in the validation simulations. There-
fore, radar signatures of the impure rough geometries
will be compared directly with the signature of a smooth
cone-sphere and no effort is made to quantify the surface
roughness. The interested reader is referred to [11, 12],
which measure and assess the surface roughness due to
3D-printing. The current study is performed at the same
frequency which will be used for the Muldicon measure-
ments. Since the cone-sphere has a low signature in the
cone section, it is reasonable to expect that the results
can be extrapolated to the Muldicon.
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A. Model definition

A conventional fused filament fabrication (FFF) [13]
3D-printer is used to manufacture the cones at FOI. A
thermoplastic material, in the form of a continuous fila-
ment, is fed from a large spool through a moving heated
extruder head and deposited layer by layer on a growing
object. The head is moved in two dimensions under com-
puter control depositing one layer at a time to define the
printed shape. The print head is then moved vertically by
a small amount to begin the next layer. Increased layer
thickness and/or larger nozzle diameter reduces the time
it takes to print the object, but it also increases the surface
roughness, potentially affecting the scattering of electro-
magnetic waves, or increasing the manual work needed
afterwards. Hence, print time and surface roughness tol-
erance must be balanced.

The cone-spheres are printed in two sections (see
Fig. 6) to avoid print support. The sections have a small
central hole where a peg is placed to align the cone and
sphere section during assembly. This peg also increases
the bond between the parts when glued together.

Fig. 6. Cone-sphere print sections.

To give the cone-spheres a PEC surface, the mod-
els are spray-painted with several layers of copper-based
paint (Kontakt Chemie EMI 35 [14]). The surfaces are
cleaned and degreased before painting to maintain the
surface imperfections resulting from the print process.

The five models are:

• Cone-sphere A: Nozzle size 0.4 mm, layer height
0.2 mm. Standard PLA-filament (PrimaCreator
EasyPrint PLA). Pieces glued together and then
PEC-coated, which gives a “seamless” cone-sphere.

• Cone-sphere B: Nozzle size 0.8 mm, layer height
0.4 mm. Standard PLA-filament (PrimaCreator

EasyPrint PLA). Pieces glued together and then
PEC-coated, which gives a “seamless” cone-sphere.

• Cone-sphere C: Nozzle size 0.4 mm, layer height
0.2 mm. Standard PLA-filament (PrimaCreator
EasyPrint PLA). Pieces PEC-coated and then glued
together to simulate wing-fuselage joint.

• Cone-sphere D: Nozzle size 0.4 mm, layer height
0.2 mm. Electric conducting PETG-filament [15]
(resistivity 106-109 ohm-cm). Pieces joined with a
central metal screw.

• Cone-sphere E: fully metallic with smooth surface.

Cone-spheres A and B were designed to investigate
the effect of surface roughness due to layer height but
also other minor print artifacts. Figures 7 and 8 show
a close-up of the surfaces after coating with electric
conducting copper paint. Cone-sphere C was designed
to investigate if there are any effect on the RCS due
to a non-perfect joint between two PEC surfaces, sim-
ilar to the joint between the wing and central fuselage
sections of the Muldicon. To simulate this kind of joint,
the spherical and cone section of the cone-sphere were

Fig. 7. Cone-sphere A.

Fig. 8. Cone-sphere B.
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coated with copper paint separately (including the join-
ing surface) and glued together afterwards. The purpose
of cone-sphere D is to investigate if PETG could be a
viable alternative to PLA coated with conductive paint.

B. Measurements

The measurements were carried out in the INTA
Compact Antenna Test Range (CATR) at 10 GHz,
the Muldicon frequency, and for cone-to-sphere aspects
(polar angle 0◦ < θ < 180o).

C. Simulation

With the aim of comparing in a better way the
measurements made, a smooth PEC cone-sphere is
also simulated with Methods of Moments CFIE using
FEKO [16].

D. Comparison and evaluation

Results will be shown for vertical (θθ ) polariza-
tion. The results for horizontal polarization are simi-
lar. Figure 9 (a) compares the measurement and simu-
lation for the smooth PEC cone-sphere. The agreement
is very good, except near the tip (θ = 0o). These dis-
crepancies could be explained by the fact that, in the
tip, the reflected field is very weak and the signal-to-
noise ratio at the receiver is low, limiting the accuracy of
the measurement results. Nevertheless, the overall agree-
ment provides confidence in the measurement setup.

Measurements at 10 GHz for vertical polarization
are shown in Fig. 9 (b). The objective is to see if different
manufacturing techniques have significant effects and if
the different specimens have comparable signature to the
perfect metallic specimen E.

Negligible differences between specimen A (nozzle
size 0.4 mm) and specimen B (nozzle size 0.8 mm) can
be seen, except for the tip (θ = 0o). It can be concluded
that the reduction in nozzle size is only relevant for very
small and sharp geometrical details. It is not expected
to find any effect on the fabricated Muldicon due to the
nozzle size.

Studying specimen B (nozzle size 0.8 mm, layer
height 0.4 mm) in detail and comparing with the metal-
lic specimen E, again only the tip of the cone-sphere dis-
plays higher RCS. Hence the layer height will not cause
any relevant effect on the final fabricated Muldicon.

Also, there are negligible differences between spec-
imen A (pieces glued together and then PEC-coated)
and specimen C (pieces PEC-coated and then glued
together). PEC paint seems to work fine in both cases.
It can be concluded that no effect on the Muldicon RCS
is expected due to the joint between the wing and central
fuselage sections when fabricated separately and joined
afterwards as planned.

Finally, specimen D (PETG material) shows a lower
RCS due to the low conductivity of the raw material.

(a)

(b)

Fig. 9. Comparison of simulation and measurement
results on the cone-sphere at 10 GHz for vertical polar-
ization: (a) results comparison of measurement and sim-
ulation for the PEC cone-sphere and (b) comparison of
the measurements.

Thus, this material is not an alternative for fabrication
purposes.

V. SIMULATION OF TREATED MULDICON

Figure 10 shows a closeup of the model, depicting
the areas where RAM is applied. Note that the leading
edge of the right wing is not treated. For the physical
model Laird SF-10 RAM [17] will be used. The tiles
have a thickness of 1.35 mm and material properties:
εr = 13.29-0.25 j and μr = 1.64-1.2 j. There is no taper-
ing of the tiles at their edges.

Two common meshes have been generated (but not
used by all authors). Mesh A: a single layer mesh with a
mesh width of λ0/10 (where λ0 is the wave length in vac-
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Fig. 10. Computational model of the treated Muldicon.
The green and blue areas are treated with a narrowband
RAM. The orange, purple and grey areas are PEC.

uum) when impedance boundary conditions (IBC) are
used. Mesh B: a standard double layer mesh with a mesh
width of λ0/10 when the RAM is modeled as a dielectric.
A brief overview of the simulation settings is given in
Table 1, all (but one) using integral equation solvers with
MLFMM acceleration. The impedance η in the IBC is
computed as η = j

√
μr
εr
tan(k0d

√
(εrμr)), where εr, μr,

d, and k0 are the relative permittivity of the dielectric,
its relative permeability, the thickness of the dielectric
layer, and the free-space wave number. The motivation
for using different meshes is, on the one hand, that the
mesh structure is dictated by the method (IBC does not
require a double layer; the finite-element boundary inte-
gral method requires a volume mesh in the RAM). On
the other hand, the experience from different partners
with their method of choice leads to different meshing
strategies which produce the best results for the method
considered.

The simulation results at elevation zero are shown
in Fig. 11. It is clear from the difference between the left
and right wing aspects that the treatment of the leading

Table 1: Overview of simulation settings
Partner Method Mesh

Airbus in-house tool; both IBC and full
dielectric [18]

A & B

Altair FEKO [16]; IBC A
Aselsan in-house tool [9]; both IBC and

full dielectric; JMCFIE
formulation of [19]

own

FHR in-house tool [20]: coupled
boundary integral with finite

element for dielectric

own

FOI FEKO; IBC A
INTA FEKO; IBC own
NLR in-house tool [21]: full dielectric

(Müller formulation)
B

(a)

(b)

Fig. 11. Comparison of simulations of the treated model
at zero elevation. RCS in dB m2: (a) horizontal polariza-
tion and (b) vertical polarization.

edge reduces the RCS by 20 dB around φ = 53o. Also,
and more importantly, the nose-on RCS is reduced sig-
nificantly, even without treatment of the rim of the inlet.
Scatter in the simulation results only occurs at low RCS
levels, below −30dBm2. It is precisely for this reason
that the validation model is developed. Despite the large
range of methods and meshes, the computational results
compare very well even at very low RCS levels.

Figure 12 shows a close-up of the RCS in the nose-
on region at higher aspect resolution of 0.2 degrees. At
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(a)

(b)

Fig. 12. Comparison of simulations of the treated model.
Detail for nose-on aspects: (a) horizontal polarization
and (b) vertical polarization.

these low RCS levels, differences of up to 5 dB can be
observed. A more consistent cross-comparison of meth-
ods and meshes will be executed in the future.

VI. CONCLUSION

A design of a measurement model of an unmanned
aerial vehicle which is geometrically complex, applies
radar-absorbing material and has a low radar signature
has been presented. Numerical simulations have demon-
strated that the measurement model is low observable at
the center frequency of 10 GHz. Experiments on a vari-
ety of cone-sphere specimens have shown that it is rea-
sonable to expect that the surface of the measurement

model can be modeled as smooth and contiguous, even
though the measurement model consists of three parts
and the midsection is 3D printed. Hence, it is expected
that the measurement model, once built, will satisfy the
design requirements.
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Agency (FOI), Linköping, Sweden, working with elec-
tronic warfare modeling, advanced low observable mate-
rials and radar signatures. Her present activities are
focused on research and applications of electromagnetic
modeling and calculations of radar signatures for mili-
tary systems.

Henrik Edefur graduated from
the Royal Institute of Technology
(KTH) in Stockholm 2002 with a
master degree in aeronautics. He
started working at FOI 2004 as a
research engineer and was last year
appointed to senior scientist. All this
time at FOI he has been working

with aircraft conceptual design and analysis.

Jan-Ove Hall obtained his M.Sc. in
2000 and a Ph.D. in space physics
in 2004, both from Uppsala Univer-
sity in Sweden. Subsequent to com-
pleting his doctoral studies, Dr. Hall
embarked on a postdoctoral research
position. In 2006, he transitioned
to the Swedish Defence Research

Agency (FOI), where he conducts research in radar sig-
nature management.

David Poyatos received his M.Sc.
degree in Telecommunication
Engineering from the Universidad
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Abstract – The role of the orientation of the radio fre-
quency identification (RFID) reader is vital in the RFID-
based communication system. This study presents the
design and analysis of the impact of the orientation of
the RFID reader (angle of incidence of the plane wave)
on the detection and sensitivity characteristics of frac-
tal chipless RFID tags. Four fractal (irregular) shaped
tags are developed using four iterations of the Hilbert
curve filling algorithm. The full-wave EM analysis of
the designed tags in Matlab is performed by exporting
them in Computer Simulation Technologies Micro-Wave
Studio (CST MWS) in the frequency range of 2 to 20
GHz. Firstly, the performance of the tags is analyzed by
observing the radar cross-section (RCS) of the tag for
the fixed orientation of the incident plane wave in three
different polarizations (horizontal, vertical, and oblique).
Later, the variations in the EM spectrum (RCS results)
are analyzed for oblique polarization by varying the inci-
dence plane wave in both elevations (for two cases of
0◦ and 90◦) and azimuth planes (sweeping from 0◦ to
180◦ with a step size of 10◦). The analysis of the pro-
posed aggregated RCS response for all cases in oblique
polarization produces higher coding capacity (169 bits),
coding spatial capacity (16.504 bits/cm2), coding spec-
tral capacity (9.826 bits/GHz), and coding density (0.960
bits/GHz/cm2) for the realized highly irregular tag using
fourth-iteration (4T) of Hilbert curve filling algorithm.
The proposed procedure of detection based on aggre-
gated response makes the developed RFID communica-
tion system more secure and reliable.

Index Terms – Angle of incidence, chipless RFID, cod-
ing den, fractal tags, RFID readers.

I. INTRODUCTION

The popularity of chipless radio frequency identifi-
cation (RFID) tags has increased over the last decade.
Chipless RFID tags are the vital components of a wide
range of modern-day applications such as warehouse
inventory management, logistics, bio-medical, Internet
of Things (IoT), and document security [1–3].

Fig. 1. Analysis framework for different orientations
(angle of incidences of illuminating plane waveform of
RFID reader on Hilbert curve-based fractal tag).

The action of a chipless RFID tag is based on
the backscatter from the tag due to the incident signal
from the RFID reader. The RFID reader decodes the
features of the backscattered signal which leads to its
unique identification. The backscattered signal contains
the resonance frequency features (dips or notches) of the
tag which are analyzed using both time and frequency
domain techniques [4, 5]. Frequency domain tags use
the amplitude and phase of the reflected signal or radar
cross-section (RCS) of the tag for its characterization and
identification [3, 5–7].

Different resonance structures [3, 5, 8–10] of the
RFID tags are reported in the literature for different
applications. The conventional tag structures [3, 5, 8–
10], although providing good performance in terms of
coding density, lack in the development of a secure and
safe wireless communication system [11, 12]. The scat-
tered tag information could be intercepted and decoded
by predators.

Fractal chipless tags have emerged as a good solu-
tion to this problem as their resonance characteris-
tics cannot be easily interpreted by a conventional
RFID reader due to their inherent irregular structures
[7, 13–15]. The commonly reported techniques for the
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generation of fractal tags are fragmented loaded res-
onators [14], space-curve filling [12, 16–18], the game
of life theory [11], irregular natural geometries [7], and
shape-optimized fractal structures [19].

Space-filling curved (Peano and Hilbert curves)
based RFID tags have compact structures and offer
higher encoding densities which depend on the layout
of the curves [17]. The developed geometries have an
iterative nature and their planar structures offer the addi-
tional advantage of cheaper fabrication. Murad et al. [16]
developed Hilbert-curve antennas for RFID applications
at 2.4 GHz. The authors in [17] proposed RFID tags
based on the array of Peano and Hilbert curve elements.
Dual band Card-type Hilbert-curve fractal antenna for
high and ultra-high frequency range RFID applications
is reported in [15].

This study reports a detailed simulation of the
impact of the RFID reader orientation on the backscat-
tering of designed Hilbert curve-based fractal RFID tags.
Four different irregular-shaped RFID tags are developed
using the Hilbert curve filling algorithm in Matlab. The
designed tags are then imported into CST MWS using
the Matlab-CST API. The 3D geometries of the tags
with added FR4 substrate in CST are analyzed in the fre-
quency range of 2 to 20 GHz.

Each tag geometry is illuminated by a plane wave,
and its backscattered RCS responses are recorded for the
fixed and varying orientations of the illuminating plane
wave. For the fixed orientation, all tag RCS results are
analyzed in three different polarizations (horizontal, ver-
tical, and oblique). In the second case study analysis,
the incident plane wave angle of incidences is varied in
both the elevation and azimuth planes, and RCS results
are recorded for oblique polarization. Here two different
configurations of elevation plane angles, i.e. ϕ=0◦ and
ϕ = 90◦ are chosen for the analysis purpose. For each
configuration of elevation angle, the azimuth angle (θ )
is changed from 0◦ to 180◦, and RCS waveforms are
recorded for each case. Figure 1 illustrates the concept of
the different angles of incidence of a plane wave (mim-
icking the different orientations of the RFID reader) on
one of the designed fractal tags. Next, aggregated RCS
responses for both cases of elevation plane, i.e. ϕ = 0◦
(case 1) and ϕ = 90◦ (case 2) are considered to ana-
lyze the overall coding performance of tags in terms of
coding capacity (bits), coding spatial capacity (bits/cm2),
coding spectral capacity (bits/GHz), and coding density
(bits/GHz/cm2). The details of the design procedure, the
EM analysis of realized tags, and the analysis of the tags
for the configurations are given in the next sections.

Since there was no fabrication of the tags or exper-
imental validation of the simulation results, we used the
same numerical setup that was used in similar previous
papers [3, 7] where simulations were validated by exper-
imental results. This gave us confidence that our simula-

tion produces credible results. We intend to fabricate the
tags designed in this paper and experimentally validate
our results soon.

II. DESIGN OF FRACTAL TAGS

The Hilbert curve filling technique is used for
designing different irregular-shaped tags for the pro-
posed study. Four tags are designed using different itera-
tions of the Hilbert curve filling algorithm in MATLAB
and then are imported to CST MWS for full-wave EM
analysis. The details for the design and implementation
steps in MATLAB are as follows:

• CST-MATLAB application interface (API) is
installed on the system.

• Develop the Hilbert curve filling algorithm in MAT-
LAB.

• Design the different 2-dimensional (2D) tag shapes
in MATLAB by using the developed Hilbert curve
filling algorithm.

• Import the designed 2D image into CST MWS
using the integrated CST-MATLAB API.

After the first iteration (1T) of the Hilbert space-
curve filling, a 2D image is created in MATLAB.
Figure 2 (a) depicts the tag’s shape after the 1T of the
Hilbert curve filling algorithm. The 1T of the algorithm
produces only a rectangular-shaped tag.

The second (2T), third (3T), and fourth (4T) iter-
ations of the tag can also be generated, as shown in
Figs. 2 (b-d). We note from Figs. 2 (b-d) that the
tag shape becomes more irregular in each successive
iteration.

A. Simulation environment

The tags designed in MATLAB are imported into
CST MWS as a 3D shape using the CST-MATLAB API
for the full-wave EM analysis. The full pack of an API is
required for the successful interfacing of MATLAB and
CST.

Figure 2 depicts the 3D executed tags in CST with
the addition of the substrate behind the 2D tag geome-
try. Each 2D shape of the tag is placed on an FR4 sub-
strate of 32x32x1.6 mm. The 2D tag shape is assigned to
copper material with a thickness of 0.04 mm. The hori-
zontal, vertical, and oblique polarization electrical field
probes are placed in the far-field region at 140 mm. The
far-field distance (z) satisfies the condition of z>2D2/λ ,
where D depicts the size of the tag and λ refers to the
free-space wavelength at 20 GHz. These probes are used
to record the RCS of each tag for all analyzed cases of
angular reader orientations. The RCS analysis of all tags
is performed in the frequency range of 2-20 GHz.

Each tag geometry is illuminated with the incident
plane wave at different angles of incidence, mimicking
the angular nature of the reader. Figure 3 presents the
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(a) (b)

(c) (d)

Fig. 2. Designed CST and Matlab structure of applied Hilbert curve filling on the chipless RFID tags: (a) Tag 1 (1T),
(b) Tag 2 (2T), (c) Tag 3 (3T), and (d) Tag 4 (4T).

(a) (b) (c)

(d) (e) (f)

Fig. 3. Tag 1 (1T) with different angle of incidence of plane wave excitations: (a) ϕ = 0◦,α = 0◦, and θ = 0◦; (b)
ϕ = 0◦ α = 0◦, and θ = 50◦; (c) ϕ = 0◦,α = 0◦, and θ = 150◦; (d) ϕ = 90◦,α = 0◦, and θ = 0◦; (e) ϕ = 90◦,α = 0◦,
and θ = 50◦; (f) ϕ = 90◦, α = 0◦, and θ = 140◦[11].
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selective cases of the different angles of incidence of the
angular reader for Tag 1 [11]. Figure 3 (a) refers to the
plane wave excitation with ϕ=0◦, α=0◦, and θ=0◦ which
represents the case of zero elevation and azimuth angles
of the RID reader. The cases of change in azimuth
angles to 50◦ and 150◦ of the RFID readers are shown
in Figs. 3 (b-c) with the fixed elevation orientation of
0◦. Figures 3 (d-f) show the simulation environment with
a fixed elevation angle of 90◦ for plane wave excitation
(reader orientation) with the change in azimuth angles to
0◦, 50◦, and 140◦, respectively.

The incident plane wave elevation angle (ϕ) of the
angular reader is chosen to be 0o and 90o for this study.
For each elevation angle, the value of the azimuth angle
(θ ) of the incident plane wave is changed from 0o to 180o

with a 10o step size, as illustrated in Fig. 1 and some
selective cases in Fig. 3. The incident elevation angle (ϕ)
configurations of 0o and 90o are referred to as case 1
and case 2 for brevity in the onward discussion. Table 1
summarizes the analyzed reader orientation cases.

Table 1: Analysis cases of angular reader orientations
Reader Orientation

Case # 1 ϕ = 0◦,α = 0◦, and θ = 0−180◦ (10◦ step )
Case # 2 ϕ = 90◦,α = 0◦, and θ = 0−180◦ (10◦ step )

The current distribution and RCS results are
recorded and analyzed for each case of RFID reader
incident angle for horizontal (HH), vertical (VV), and
oblique polarization for the four different realized tags
of Fig. 2 for each θ and ϕ combination.

III. ANALYSIS OF REALIZED TAGS WITH
FIXED READER ORIENTATION

An RFID reader is a wireless transceiver that reads
a code printed on a tag. The reader does not have to scan
the tag directly or have a line of sight with it. How-
ever, the tag must be within the readers’ range (typi-
cally 10-100 m) to be successfully read. The reader is
a transceiver that utilizes an antenna to emit radiofre-
quency. There is no integrated circuit on a chipless
tag. Instead, a unique pattern is printed or engraved on
the tag. This pattern (code) is usually made by metal-
lization on a dielectric (substrate). Thus, the metalliza-
tion reflects the RF energy to the reader, which is pro-
grammed to identify the unique pattern. In this work, we
study backscattered, frequency-domain, chipless RFID
tags designed using Hilbert curve-based metallization.
Specifically, we are studying the effect of RFID reader
angular orientation on the encoding capacity of the tag.
The analysis is performed for both fixed and angular
rotations of the RFID reader.

First, the analysis of the different realized tags is per-
formed in terms of their current distribution and RCS
results for the three different polarizations (horizontal,
vertical, and oblique) for the fixed reader orientation.
The excitation plane wave is incident at fixed angles (H
[horizontal]= ϕ = 0◦, α = 0◦, and θ = 0◦, V [vertical]=
ϕ = 0◦, α = 90◦, and θ = 0◦, Ob [oblique]= ϕ = 0◦,
α = 0◦, and θ = 45◦) and the results for each tag are
analyzed.

A. Surface current distribution analysis

Figures 4 (a-d) depict how the current distribution
changes as the tag structure changes in horizontal polar-
ization. These results correspond to Tag 1, Tag 2, Tag
3, and Tag 4 at resonance frequencies of 4.25 GHz,
8.16 GHz, 8.25 GHz, and 8.16 GHz, respectively. The
RCS peaks can be easily identified by considering the
noise level. The used level of noise is around 5-10 dB,
which is the difference between the lowest RCS value
and the highest RCS value of resonant frequency. With
the change in the fractal geometry, we observe signifi-
cant variations in the spreading of the current around the
metallic structures of the tag. The change of the irreg-
ular copper shape of the tag with each successive itera-
tion of the Hilbert curve filling algorithm brings out the
variations in the resonance characteristics of each tag, as
evident from the results of Figs. 5 (a-d) for the fixed hor-
izontal polarization for all tags.

The red color, which represents highly concentrated
surface current areas, shows the most exciting parts of
the tags at the selected frequencies. The metallic islands
of the tags resonate at different frequencies depending on
their size compared to the wavelength. The change in the
tag’s metallic structure varies its electrical size and thus
changes its resonance characteristics. The observed max-
imum value of current Jmax (corresponding to red color)
is 0.114 A/m, 0.060 A/m, 0.106 A/m, and 0.275 A/m for
Tag 1, Tag 2, Tag 3, and Tag 4, respectively, at their men-
tioned unique resonance frequencies.

The change in polarization significantly impacts the
current distribution around the metallic islands of the
fractal tags. This is observed when the tag’s current dis-
tributions are analyzed for vertical and oblique polariza-
tion under the same settings as the incident plane wave.
Figures 5 (e-h) illustrate the current distribution of the
realized four tags for vertical polarization. The resonance
frequencies of all tags changed to 6.9 GHz (1T), 7.85
GHz (2T), 19.42 GHz (3T), and 6.23 GHz (4T).

A similar observation in the tag’s current distribu-
tion characteristics is observed for the oblique polariza-
tion. The results for the oblique polarization are depicted
in Figs. 4 (i-l). The comparison of oblique polarization
results with earlier cases confirms that the realized fractal
tags are sensitive to polarization changes even with the
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Tag 1 (1T) Tag 2 (2T) Tag 3 (3T) Tag 4 (4T) 
Horizontal Polarization 

 
(a) 

 
(b) 

 
(c) (d) 

Vertical Polarization 

 
(e) 

 
(f) 

 
(g) (h) 

Oblique Polarization 

 
(i) 

 
(j) 

 
(k) (l) 

Fig. 4. Surface current distribution of realized chipless RFID tags (Tag 1, Tag 2, Tag 3, and Tag 4) of Fig. 2 with the
plane wave illumination angle of α = 0◦. (a) Horizontal polarization: 1T at f = 4.25 GHz, Jmax = 0.114 A/m; (b)
Horizontal polarization: 2T at f = 8.16 GHz, Jmax = 0.060 A/m; (c) Horizontal polarization: 3T at f= 8.25 GHz, Jmax
= 0.106 A/m; (d) Horizontal polarization: 4T at f = 8.16 GHz, Jmax = 0.275 A/m, (e) Vertical polarization: 1T at f =
6.9 GHz, Jmax = 0.038 A/m; (f) Vertical polarization: 2T at f = 7.85 GHz, Jmax = 0.064 A/m; (g) Vertical polarization:
3T at f = 19.42 GHz, Jmax = 0.042 A/m; (h) Vertical polarization: 4T at f = 6.23 GHz, Jmax = 0.216 A/m, (i) Oblique
polarization: 1T at f=8.41 GHz, Jmax = 0.038 A/m; (j) Oblique polarization: 2T at f=9.00 GHz, Jmax = 0.041 A/m;
(k) Oblique polarization: 3T at f = 19.19 GHz, Jmax = 0.030 A/m; (l) Oblique polarization: 4T at f=18.78 GHz, Jmax
= 0.041 A/m.

fixed angle of incidence of the plane wave for all tags.
Therefore, the significant changes in the resonance char-
acteristics of the tag for each polarization increase the
coding density of the tags.

B. RCS analysis

The RCS results of the four tags are analyzed for the
three horizontal, vertical, and oblique polarizations for
the fixed angle of the illuminating plane wave. Figure 5
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(a) (b)

 

( )

(c) (d)

Fig. 5. RCS results of realized chipless RFID tags with the plane wave illumination angle of α=0o: (a) 1T, (b) 2T, (c)
3T, and (d) 4T.

shows the obtained results of Tag 1, Tag 2, Tag 3, and
Tag 4, respectively, in the three analyzed polarizations.
The resonance frequencies of each tag can be observed
from the dips in the respective waveform results horizon-
tal (HH), vertical (VV), and oblique (Ob) polarizations.
We observe that Tag 1 (1T) has resonance frequencies of
4.25 GHz, 6.43 GHz, 8.3 GHz, and 12.4 GHz in hor-
izontal polarization; 6.90 GHz and 11.34 GHz in ver-
tical polarization; and 4.34 GHz, 3.85 GHz, 6.48 GHz,
and 8.41 GHz in oblique polarization, respectively. The
difference in resonance characteristics in different polar-
izations is due to the change in the current distribution
of the tags, as shown in Figs. 4 (a,e,i), respectively, for

Tag 1. The performance of each tag is also analyzed in
terms of the coding capacity (bits), coding spatial capac-
ity (bits/cm2), coding spectral capacity (bits/GHz), and
coding density (bits/GHz x cm2) of the tag.

For the fixed orientation case, the coding capacity is
computed by adding all the resonant frequencies (dips in
the analyzed RCS spectrum) for all polarizations (hori-
zontal [HH] + vertical [VV] + oblique [Ob]) for the ana-
lyzed fixed orientation of the reader as shown in (1):

Coding Capacity f ixed orientation

= ∑All resonance f requencies (HH +VV +Ob).
(1)
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Table 2: Resonance frequency (in GHz) of characteristics of realized chipless RFID tags of Fig. 1 for fixed orientation
of RFID reader

Polarization

Tag # HH VV Ob

1 4.25, 6.43, 8.3, 12.4 6.90, 11.34 4.34, 3.85, 6.48, 8.41
2 3.21, 5.26, 6.32, 8.16, 11 5.26, 6.36, 7.24, 7.85 3.22, 5.26, 6.27, 9.00, 11.14, 14.80, 17.08
3 6.97, 8.25, 9.13, 9.83, 10.41,

15.27, 15.77, 17.71
2.83, 3.76, 4.74, 5.92,

6.99, 11.77, 19.42, 17.97
6.36, 7.10, 7.36, 8.41, 9.36, 9.94, 14.6, 16.08,

19.19
4 4.21, 4.64, 5.20, 6.55, 6.97,

7.96, 8.16, 10.57, 11.90, 16.09
4.23, 6.23, 6.54, 8.23,

9.13, 15.99
4.27, 7.11, 8.10, 9.06, 9.99, 10.84, 11.86,

12.91, 16.09, 18.78

Figure 5 (a) shows that for Tag 1, there are 4, 2,
and 4 resonance frequencies in the HH, VV, and Ob
polarizations, respectively, resulting in a coding capac-
ity of 10 bits for the analyzed frequency range. The cod-
ing spatial capacity is computed by dividing the coding
capacity by the tag area, as depicted in (2):

Coding Spatial Capacity =
Coding Capacity
Tag Area (cm2)

. (2)

The coding spatial capacity for Tag 1 comes out
to be 0.997 bits/cm2 (10/10.24). The division of cod-
ing capacity by the investigated frequency spectrum of
dips (resonance frequencies) produces the coding spec-
tral capacity (see (3)):

Coding Spectral Capacity =
Coding Capacity

GHz
, (3)

Coding Density =
Coding Capacity

GHz×Tag Area (cm2)
. (4)

The spectral range of resonance dips for Tag 1 is
from 3.85 GHz to 12.4 GHz. Therefore, the coding spec-
tral capacity becomes 1.170 bits/GHz (10/8.55). Lastly,
with the help of (4), coding density can be calculated at
0.114 bits/GHz x cm2 (10/8.55x10.24) for Tag 1.

The results of Tag 2 are depicted in Fig. 5 (b). The
observed resonances for this case are 3.21 GHz, 5.26
GHz, 6.32 GHz, 8.16 GHz, and 11 GHz in horizontal
polarization; 5.26 GHz, 6.36 GHz, 7.24 GHz, and 7.85
GHz in vertical polarization; and 3.22 GHz, 5.26 GHz,
6.27 GHz, 9.00 GHz, 11.14 GHz, 14.80 GHz, and 17.08
GHz in oblique polarization, respectively. We notice that
the change in the tag metallic geometry with the second
iteration brings a notable change in the resonance prop-
erties of the tag. Also, it is observed that 2T has more
unique resonance frequencies as compared to 1T, which
increases its coding capacity to 16 bits as to the 10 bits of
the 1T tag. Similar observations regarding the enhanced
coding capacities of Tags 3 and 4 can be made from the
increased number of resonances in their RCS results in
Figs. 4 (c) and (d), respectively. Table 1 summarizes the
resonance frequency of all four tags in Fig. 5.

The comparison of different characteristics of the
realized tags in terms of coding capacity (bits), cod-
ing spatial capacity (bits/cm2), coding spectral capac-

ity (bits/GHz), and coding density (bits/GHz x cm2) is
given in Table 1. We observe that Tag 3 exhibits a cod-
ing capacity of 25 bits in the resonance frequency range
of 2.83-19.42 GHz. The resonance frequency range of
the most complex shape Tag 4 is 4.21-18.78 GHz with
the highest coding capacity of 26 bits. Tag 4 also has
the highest values of coding spatial capacity (2.539
bits/cm2), coding spectral capacity (1.784 bits/GHz), and
coding density (0.174 bits/GHz x cm2). These results
infer that the increase in the number of iterations of the
Hilbert curve filling algorithm makes the tag structure
more irregular and thus increases its overall coding prop-
erties as compared to earlier iteration tags.

IV. ANALYSIS OF REALIZED TAGS WITH
DIFFERENT READER ORIENTATION

The second case study is the investigation of the res-
onance and coding properties of the four realized tags
in oblique polarization with the change in the horizontal
angle (theta) of an incident plane wave in the range of
0-180◦ for two different cases in Table 1. At first (case
1), angles phi (ϕ) and alpha (α) are fixed at zero degrees
(0◦), and theta (θ ) takes values from 0◦ to 180◦. For case
2, ϕ and α take the values of 90◦ and 0◦ while θ is varied
as before.

As with the results for the fixed orientation of the
RFID reader in Section III, current distribution and RCS
results are analyzed for the four investigated tags with
the different outlined orientations of the incident plane
wave in oblique polarization.

A. Surface current distribution analysis

The RFID reader orientation, like polarization, plays
an important role. The current distribution results of the
four realized tags for two selectively different orienta-
tions of the RFID reader (orientations of the incident
plane wave) are depicted in Fig. 6.

Figures 6 (a) and (b) show the surface current distri-
bution of Tag 1 for illuminating plane wave orientations
ϕ = 0◦/θ = 150◦ and ϕ = 90◦/θ = 180◦, respectively.
Figure 6 (a) shows the result at the resonance frequency
of 12.96 GHz with a maximum current value of 0.031
A/m. The change of the incident plane wave elevation
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Table 3: Comparison of different characteristics of the realized four iterations of Hilbert curve filling
Tag

#

Iteration Frequency

Range (GHz)

Coding

Capacity (bits)

Coding Spatial

Capacity (bits/cm2)

Coding Spectral

Capacity (bits/GHz)

Coding Density

(bits/GHz*cm2)

1 1T 3.85-12.4 10 0.977 1.170 0.114
2 2T 3.21-17.08 16 1.563 1.154 0.113
3 3T 2.83-19.42 25 2.441 1.507 0.147
4 4T 4.21-18.78 26 2.539 1.784 0.174

(a) (c) (e) (g)

(b) (d) (f) (h)

Fig. 6. The surface current distribution of four iterations of tags of Fig. 2 with the plane wave illumination angle of
α = 0◦. (a) 1T at 12.96 GHz: ϕ = 0◦ and θ = 150◦, Jmax =0.031 A/m; (b) 1T at 2.13 GHz: ϕ = 90◦ and θ = 180◦,
Jmax = 0.012 A/m; (c) 2T at 2.13 GHz: ϕ = 0◦ and θ = 90◦, Jmax = 0.032 A/m; (d) 2T at 13.41 GHz: ϕ = 90◦ and
θ = 180◦, Jmax = 0.031 A/m; (e) 3T at 2.07 GHz: ϕ = 0◦ and θ = 180◦, Jmax = 0.026 A/m; (f) 3T at 3.75 GHz:
ϕ = 90◦ and θ = 140◦, Jmax = 0.022 A/m; (g) 4T at 6.10 GHz: ϕ = 0◦ and θ = 180◦, Jmax =0.078 A/m; (h) 4T at
10.33 GHz: ϕ = 90◦ and θ = 180◦, Jmax =0.050 A/m.

angle to 90◦ and azimuth angle to 180◦ changes the res-
onance frequency of the tag to 2.13 GHz.

Figures 6 (c) and (d) represent the distributed cur-
rent results of the 2T tag (Tag 2). Tag 2 exhibits the reso-
nance frequency of 2.13 GHz for the plane wave having
ϕ=0◦ and θ=90◦, as depicted in Fig. 6 (c). It changes
to 13.41 GHz when the reader is oriented to the posi-
tions of ϕ=90◦ and θ=180◦, as shown in the changed
pattern of the distributed current of Tag 2 in Fig. 6 (d).
The comparison of the surface current distribution of the
four tags in Figs. 6 (a-h) reveal significant variation with
different orientations of the incident plane wave. Also,

we can notice that the metallic shape of the tag impacts
the induced current on the structure and thus produces
a unique backscattered response for each tag, even for a
fixed reader orientation.

B. RCS analysis

Figure 7 shows the RCS results of Tag 1 in oblique
polarization for the two defined cases of elevation angles.
The RCS results of the 1T tag for an incident plane
wave with ϕ = 0◦ and a change in azimuth angle from
0-180◦ with a step size of 10◦ are shown in Figs. 7 (a-
c), respectively. The plane wave orientation of ϕ = 0◦,
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(a) (b) (c)

(d) (e) (f)

Fig. 7. RCS results of Tag 1 (1T) for oblique polarization with α = 0◦: (a) ϕ = 0◦, θ = 0-50◦; (b) ϕ = 0◦, θ =
60-110◦; (c) ϕ = 0◦, θ = 110-180◦; (d) ϕ = 90◦, θ = 0-50◦; (e) ϕ = 90◦, θ = 60-110◦; (f) ϕ = 90◦, θ = 110-180◦.

Table 4: Resonance frequency characteristics of Tag 1 (1T) for different angle of incidence of plane wave excitation
in azimuth range for ϕ=90◦

Theta
Resonance Frequencies

(GHz)

# of Resonance

Frequencies
Theta Resonance Frequencies (GHz)

# of Resonance

Frequencies

0◦ 4.25,6.45,8.30 3 100◦ 4.25,6.43,8.39 3

10◦ 4.27,6.45,8.26,
12.57,19.26 5 110◦ 4.23,6.41,8.41,12.42 4

20◦ 4.29,6.45,8.28,
12.69 4 120◦ 4.21,6.41,8.44,12.51 4

30◦ 4.30,6.46,8.30 3 130◦ 4.21,6.43,8.44,12.71,17.03 5
40◦ 4.322,6.5,8.354 3 140◦ 4.20,8.44,13.11,17.08 4
50◦ 4.34,6.48,8.66 3 150◦ 4.16,8.44,12.96,17.12 4
60◦ 4.41,8.86,19.59 3 160◦ 4.12,8.44,16.31 4
70◦ 4.68,6.59,9.00 3 170◦ 3.40,3.82,8.43,16.78 6
80◦ 5.11,5.58,9.18 3 180◦ 2.18,2.58,2.99,6.30,13.16,16.76 4
90◦ 2.20,2.61,3.03 3 4

θ = 0◦ produces three significant resonance dips at 4.25
GHz, 6.45 GHz, and 8.30 GHz, respectively. The reso-
nance frequencies change to 4.27 GHz, 6.45 GHz, 8.26
GHz, 12.57 GHz, and 19.26 GHz when θ is changed to
10◦, as shown in Fig. 6 (a). Table 4 lists all significant
resonances of Figs. 7 (a-c) waveforms for the complete
sweep of azimuth angles with elevation angle (ϕ)=0◦.

The heights of the resonances are recorded for the
azimuth angles of 10◦ (5), 130◦ (5), and 180◦ (6). The
metallic islands of the realized fractal tags are sensitive
to the angle of incidence of the illuminating plane wave
and thus show different resonance behavior even for a

slight change in the orientation in the sweep range of the
azimuth plane. The angular coding capacity for this case
is computed using (5):

All resonance frequencies in oblique polarizations
are added together for all different orientations of the
reader (i.e. change in α , ϕ , θ ). The coding spatial capac-
ity, spectral capacity, and coding densities are calculated
using (2)-(4). For this study, the focus is to demonstrate
the proof-of-concept of the angular nature of the RFID
reader on its detection performance. For the sake of sim-
plicity, we assumed that angular encoding status was
independent in this study. The coding capacity represent-
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Table 5: Resonance frequency characteristics of Tag 1 (1T) for different angles of incidence of plane wave excitation
in azimuth range for ϕ = 90◦

Theta Resonance Frequencies (GHz) # of Resonance

Frequencies

Theta Resonance Frequencies

(GHz)

# of Resonance

Frequencies

0◦ 6.90, 11.34, 15.91, 2.22 4 100◦ 6.90 2
10◦ 6.91, 11.36, 2.22 3 110◦ 6.91 1
20◦ 6.90, 2.22 2 120◦ 2.22, 6.90, 15.45 3
30◦ 2.22, 6.91, 15.41 3 130◦ 2.22, 11.13, 15.88 3
40◦ 2.22, 11.11, 15.88 3 140◦ 2.23, 11.16 2
50◦ 2.23, 11.14, 15.97 3 150◦ 2.23, 11.18, 18.36 3
60◦ 2.13, 2.38, 2.63, 2.88, 3.13,

3.40, 3.66, 3.93, 6.41, 9.25,
10.66, 13.39

12 160◦ 2.23, 11.20 2

70◦ 2.23, 11.20 2 170◦ 2.23, 2.58, 11.20, 15.43 4
80◦ 2.23, 2.58, 11.20, 15.43 4 180◦ 2.09, 2.56, 2.77, 3.01,

3.22, 3.46, 3.67, 3.91,
4.16, 4.41, 4.65, 4.86,
5.11, 11.56, 15.79

15

90◦ 2.09, 2.56, 2.77, 3.01, 3.22,
3.46, 3.67, 3.91, 4.16, 4.41,
4.65, 4.86, 11.56, 15.79

14

ing the total number of resonance dips for this case is 70
bits, which produces the coding spatial capacity of 6.836
bits/cm2.

Coding Capacity angular =
360◦

∑
θ=0◦

360◦

∑
ϕ=0◦

360◦

∑
α=0◦

All Resonance Frequencies (Oblique (Ob)). (5)

The RCS waveforms of the same tag in oblique
polarization for the second case of zapping plane wave
elevation angle, i.e., ϕ=90◦ are depicted in Figs. 7 (d-
f). For the θ = 0◦ orientation of the plane wave, the
observed resonance frequencies are 6.90 GHz, 11.34
GHz, 15.91 GHz, and 2.22 GHz which are different
when compared to the same case resonance of ϕ = 0◦.
Similar observations can be made for the other cases of
the azimuth angle by comparing the respective wave-
forms for each case in Fig. 7. The summary of the res-
onance frequencies for this case is given in Table 5. A
larger number of resonances are obtained when the tag is
excited with an incident plane wave with azimuth angles
of 60◦ (12), 90◦ (14), and 180◦ (15). The total number of
resonances for the complete azimuth sweep with ϕ = 90◦
is 85. The computed coding spatial capacity for this case
is 8.301 bits/cm2, which is higher than the first case, i.e.,
ϕ = 0◦.

Figure 8 illustrates the RCS waveforms of Tag 2 for
the two analyzed cases of elevation angles. The first case
results with ϕ = 0◦, and the change in θ is depicted in
Figs. 8 (a-c). The observed resonance frequencies of the
θ = 0◦ waveform in Fig. 8 (a) are 3.21 GHz, 5.26 GHz,

6.32 GHz, 8.16 GHz, and 11 GHz. These frequencies
change to 3.24 GHz, 5.29 GHz, 6.34 GHz, 8.36 GHz,
and 11 GHz when the incident plane wave is oriented to
ϕ = 0◦ and θ = 10◦. Table 6 lists all resonance frequen-
cies for Figs. 8 (a-c) waveforms. We can observe from
Table 6 that the number and location of the resonance
dip change with the variation in the incident plane wave
orientations from θ = 0◦ to θ = 180◦ with a fixed ϕ = 0◦.
The illuminating plane wave orientations of θ = 90◦ and
θ = 180◦ produce maximum resonances of the metallic
tag structures. The coding capacity for this first analyzed
case of Tag 2 is 103 bits, which makes the coding spatial
capacity 10.059 bits/cm2.

Table 7 summarizes all observed resonance fre-
quencies for Tag 2’s second analyzed configuration i.e.,
ϕ=90◦ and sweeping of azimuth angle from 0◦ to 180◦.
Figures 8 (d-f) show the waveforms of the Table 6
results. The observed number of resonance frequencies
when Tag 2 is illuminated with an incident plane wave of
ϕ=90◦ and θ=0◦ is four (5.24 GHz, 6.36 GHz, 7.24 GHz,
and 7.83 GHz). A total of nine resonance frequencies are
noted for the case of θ=90◦, θ=170◦, and θ=180◦ for
this case. The observed number of resonance frequen-
cies for these three cases of θ=90◦, θ=170◦, and θ=180◦
is the highest in the complete sweep of azimuth angles.
The coding capacity and coding spatial capacity for this
second case of Tag 2 are 106 bits and 10.352 bits/cm2,
which are higher than case 1 of the same tag. It is noted
that as the Tag 2 geometry is more irregular as compared
to the Tag 1 geometry, a higher number of resonances
and thus higher coding capacity are observed for Tag 2.
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(a) (b) (c)

(d) (e) (f)

Fig. 8. RCS results of Tag 2 (2T) for oblique polarization with α = 0◦: (a) ϕ = 0◦, θ = 0-50◦; (b) ϕ = 0◦, θ =
60-110◦; (c) ϕ = 0◦, θ = 110-180◦; (d) ϕ = 90◦, θ = 0-50◦; (e) ϕ = 90◦, θ = 60-110◦; (f) ϕ = 90◦, θ = 110-180◦.

Table 6: Resonance frequency characteristics of Tag 2 for different angles of incidence of plane wave excitation in
azimuth range for ϕ=0◦

Theta Resonance Frequencies (GHz) # of

Resonance

Frequencies

Theta Resonance Frequencies (GHz) # of

Resonance

Frequencies

0◦ 3.21, 5.26, 6.32, 8.16, 11 5 100◦ 3.21, 5.26, 8.08 3
10◦ 3.24, 5.29, 6.34, 8.36, 11 5 110◦ 3.21, 5.26, 7.99 3
20◦ 3.22, 5.26, 6.28, 11.02, 17.52 5 120◦ 3.21, 5.26, 7.92, 15.68, 17.79 5
30◦ 3.22, 5.26, 6.27, 8.73, 11.09,

14.31
6 130◦ 3.21, 5.26, 7.87, 14.10, 15.93 5

40◦ 3.22, 5.26, 6.27, 8.80, 11.14,
14.74

6 140◦ 3.21, 5.28, 7.81, 14.49, 15.91 5

50◦ 3.22, 5.26, 6.27, 9.00, 11.16,
14.85, 16.92

7 150◦ 3.19, 5.29, 7.74, 14.60, 15.84 5

60◦ 3.22, 5.24, 6.25, 9.06, 14.89,
16.35

6 160◦ 3.17, 5.29,7.63, 14.65, 15.75 5

70◦ 3.22, 5.26, 6.23, 9.04, 14.64,
16.15

6 170◦ 3.17, 5.31, 6.57, 7.06, 7.38,
14.67, 15.73

7

80◦ 3.24, 5.28, 6.19, 9.07, 14.11 5 180◦ 2.18,2.50, 2.83, 3.60, 5.53,
12.35, 14.83, 15.90, 17.30

9

90◦ 2.22, 2.56, 2.88, 3.46,9.29 5

Figures 9 and 10 show the RCS waveforms for
both cases of elevation angle for Tags 3 and 4, respec-
tively. The variations in the resonance characteristics of
both tags could be noted by comparing the results of

successive orientations. Tag 3 has six resonances at 6.97
GHz, 8.25 GHz, 9.13 GHz, 9.81 GHz, 10.39 GHz, and
15.28 GHz for ϕ = 90◦ and θ = 0◦ incident plane wave
orientation. While six dips at 6.55 GHz, 6.99 GHz, 8.17
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Table 7: Resonance frequency characteristics of Tag 2 for different angles of incidence of plane wave excitation in
azimuth range for ϕ=90◦

Theta Resonance Frequencies

(GHz)

# of Resonance

Frequencies

Theta Resonance Frequencies

(GHz)

# of Resonance

Frequencies

0◦ 5.24, 6.36, 7.24, 7.83 4 100◦ 5.26, 7.22, 7.89 3
10◦ 5.26, 7.24, 7.81 3 110◦ 6.34, 7.22, 7.98 3
20◦ 5.26, 7.80, 17.46, 19.37 4 120◦ 5.24, 6.32, 8.03, 17.37 4
30◦ 5.26, 7.78, 13.20, 16.11,

18.74
5 130◦ 5.26, 6.34, 8.10, 12.98,

16.11,19.95
6

40◦ 5.28, 7.79, 13.52, 16.22 4 140◦ 4.65, 5.24, 6.32,
8.17,13.27, 14.20, 16.17

7

50◦ 5.28, 7.80, 13.59, 16.31,
19.48

5 150◦ 4.65, 5.24, 6.30, 8.21,
9.78, 11.32, 13.32

7

60◦ 5.29, 7.00, 7.80, 16.51,
17.41

5 160◦ 2.11, 4.65, 5.22, 6.28,
8.26, 9.85, 13.34, 14.29

8

70◦ 2.13, 5.29, 7.00, 7.78, 13.88,
15.57

6 170◦ 2.13, 4.65, 5.20, 6.28,
8.34, 10.14, 11.34, 13.34,

14.29

9

80◦ 2.13, 5.13, 7.00, 9.61, 14.04 5 180◦ 2.70, 2.95, 3.28, 5.01,
6.16, 8.89, 13.41,16.13,

18.07

9

90◦ 2.47, 2.70, 2.95, 3.40, 4.95,
7.17, 8.97, 10.26, 14.17

9

(a) (b) (c)

(d) (e) (f)

Fig. 9. RCS results of Tag 3 (3T) for oblique polarization with α=0◦: (a) ϕ=0◦, θ=0-50◦; (b) ϕ=0◦, θ=60-110◦; (c)
ϕ=0◦, θ=110-180◦; (d) ϕ=90◦, θ=0-50◦; (e) ϕ=90◦, θ=60-110◦; (f) ϕ=90◦, θ=110-180◦.
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(a) (b) (c)

(d) (e) (f)

Fig. 10. RCS results of Tag 4 (4T) for oblique polarization with α = 0◦ : (a) ϕ = 0◦,θ = 0−50◦; (b) ϕ = 0◦,θ = 60−
110◦; (c) ϕ = 0◦, θ = 110−180◦; (d) ϕ = 90◦,θ = 0−50◦; (e) ϕ = 90◦,θ = 60−110◦; (f) ϕ = 90◦,θ = 110−180◦.

Table 8: Comparison between the four realized chipless tags for two different cases of oblique polarization
# Tag Frequency

Range (GHz)

Coding

Capacity

(bits)

Coding Spatial Capacity

(bits/cm2)

Coding Spectral

Capacity (bits/GHz)

Coding Density

(bits/GHz x cm2)

1-case 1 2.18-19.59 70 6.836 4.021 0.393
1-case 2 2.09-18.36 85 8.301 5.224 0.510
2-case 1 2.18-17.79 103 10.059 6.598 0.644
2-case 2 2.11-19.95 106 10.352 5.942 0.580
3-case 1 2.07-18.78 113 11.035 6.762 0.660
3-case 2 2.13-19.21 167 16.309 9.778 0.945
4-case 1 2.04-19.10 138 13.477 8.089 0.790
4-case 2 2.04-19.24 169 16.504 9.826 0.960

GHz, 10.55 GHz, 16.09 GHz, and 18.34 GHz in the
RCS waveform of Tag 4 are observed for the same case
as shown in Fig. 10 (a). As for Tag 2, the maximum
number of resonances in RCS waveforms is noted for
the zapping plane wave orientation of θ=180◦ for both
configurations of elevation angle for both Tags 3 and 4,
respectively. The tabular summaries of Figs. 9 and 10
results as in Tables 4–8 are not reported here for brevity.
Table 8 presents the comparison of the performance of all
analyzed tags for both cases of elevation angles (ϕ=0◦
for case 1 and ϕ=90◦ for case 2) in terms of their fre-
quency range of the resonance spectrum, coding capacity
(bits), coding spatial capacity (bits/cm2), coding spec-

tral capacity (bits/GHz), and coding density (bits/GHz
x cm2).

The coding capacities for Tags 3 and 4 are 113 bits
and 167 bits and 138 bits and 169 bits for case 1 and case
2, respectively. It is observed that, as expected, the higher
the irregularity in tag geometry, the higher the coding
density. The highest coding capacity of 169 bits is noted
for case 2 of Tag 4. The spectrum range of 2.04-19.24
GHz of Tag 4 is also wider as compared to less-fractal
tags.

The observed coding spatial capacity for the sec-
ond case of Tag 1 is 8.301 bits/cm2, which changes to
10.352 bits/cm2 for Tag 2, 16.309 bits/cm2 for Tag 3, and
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16.504 bits/cm2 for Tag 4, respectively. A similar trend
is observed for the increase in the fractal nature of the
tag with increasing coding spectral capacity. The heights
of the coding densities are observed for Tag 4, which
are 0.790 bits/GHz x cm2 and 0.960 bits/GHz x cm2 for
cases 1 and 2, respectively. The lowest levels of coding
densities (0.393 bits/GHz x cm2 and 0.510 bits/GHz x
cm2) are noted for Tag 1, owing to its simplified structure
in the 1st iteration of the Hilbert curve filling algorithm.
Due to its highly irregular tag geometry, Tag 4 perfor-
mance is the best in terms of all compared parameters
for all tags.

Table 8 results depict that the coding performance
of the fractal (and even simple) tags can be comprehen-
sively increased by incorporating the effect of reader ori-
entation in the detection process. Lowering the step size
of the azimuth sweep or adding more cases of elevation
angle in the incident plane wave orientation will further
enhance the coding capacity and coding density of the
tag with the increased number of overall resonances in
the analyzed spectral range.

The comparison of RCS results for realized fractal
chipless RFID tags reveals that coding and detection per-
formance is affected by reader orientation. The detection
using different orientations of an RFID reader (different
angles of incidence of the illuminating plane wave) fur-
ther increases the security of the communication between
the reader and the tag.

Although the fractal geometry of chipless RFID tags
provides inherent advantages for secure communication,
such tag responses are difficult to decode using a stan-
dard RFID reader. The detection of the tag based on the
collected backscattered tag response with different ori-
entations of the reader further increases the security of
the communication as the backscattered RCS response
is highly sensitive to slight variations in the reader ori-
entation. The coding capacity and security performance
of the realized tags could be further enhanced by incor-
porating the effect of the polarization factor into the
analyzed RCS response of the tag along with the plane
wave orientation factor without any change in the tag
geometry.

V. CONCLUSION

The study has presented a comprehensive analysis
of the impact of the RFID reader orientation (angle of
incidence of an illuminating plane wave) on the sensing
and detection capabilities of the realized fractal chipless
RFID tags. The analysis is performed on four irregular
chipless RFID tags developed based on the Hilbert curve
filling algorithm for the two different elevation angles of
an incident plane wave in oblique polarization. The anal-
ysis suggested that higher coding and detection perfor-
mance of the tag in terms of coding capacity, coding spa-

tial capacity, coding spectral capacity, and coding den-
sity is obtained when the aggregated backscattered RCS
responses of the tag are analyzed in the azimuth range of
0◦ to 180◦ for two cases of elevation angles (0◦ and 90◦).
The detection based on the proposed aggregated anal-
ysis approach not only enhanced the coding and sens-
ing performance of the tag but also made the commu-
nication highly secure. The proposed strategy could be
used for the development of future highly secured RFID-
based communication systems for smart cities, confiden-
tial documents, and Internet of Things (IoT) applications.
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Abstract – The marine controlled-source electromag-
netic (CSEM) method is an important geophysical
method for the exploration of marine hydrocarbon
resources. In marine CSEM forward modeling the
uplift terrain, such as submarine hills and seamounts,
the static effects caused by polymetallic nodules and
hydrothermal sulfide are ignored which can lead to
the deviation of marine CSEM data. To improve the
accuracy of data processing and interpretation, this study
realizes efficient 3D numerical simulation considering
submarine uplift terrain and static effect based on the
finite difference (FD) algorithm in a fictitious wave
domain. First, based on the correspondence principle
between the fictitious wave domain and a real diffusive
domain, we derive the FD electromagnetic field iteration
equations of the fictitious wave domain, and apply the
fictitious emission source and the boundary condition
of complex frequency shifted-perfectly matched layer
(CFS-PML). We use the inverse transformation method
to convert the electromagnetic response to the diffusive
domain. Then, we carry out simulations on typical 1D
and 3D reservoir models to verify the correctness and
effectiveness of the algorithm. Furthermore, we design
an uplift terrain model and a static effect model and
study the influence of parameters such as top width,
bottom width, height and volume of uplift terrain on
the CSEM field response characteristics through the
forward modeling of multiple models and discuss the
influence of parameters such as electrical conductivity,
length, width, thickness, depth and volume of a shallow
anomaly on the marine CSEM response. Finally, we
analyze the characteristics and rules of electromagnetic
field propagation of uplift terrain and static effect, which
provides theoretical guidance for the design of marine
CSEM exploration systems.

Index Terms – 3D numerical simulation, fictitious
wave domain, marine controlled-source electromagnetic
(CSEM), static effect, uplift terrain.

I. INTRODUCTION
The marine controlled-source electromagnetic

(CSEM) is an important technology for deep-sea oil
exploration, marine geological investigation and marine
environment survey [1]. The marine CSEM method
usually uses an antenna located tens of meters above the
seabed to emit low-frequency electromagnetic signals,
and a receiver located on the seabed continuously
recording electromagnetic signals. By analyzing the
collected electromagnetic signals, the resistivity dis-
tribution characteristics and electrical structure of the
submarine medium can be inferred [1]. Marine CSEM
technology can effectively identify high-resistivity oil
reservoirs, reduce exploration risk and improve drilling
success rate, which has been widely used in offshore oil
exploration. After decades of vigorous development, it
has achieved considerable success and economic benefits
in instrument and equipment research and development,
data processing and interpretation, and commercial
exploration applications [2, 3]. Nowadays, the inversion
interpretation of marine CSEM data is stepping into the
3D practical stage [4]. However, due to its complexity,
3D inversion technology is not mature yet, and the
calculation accuracy and efficiency of the inversion
algorithm needs to be improved. Moreover, 3D inversion
studies considering seabed static effects are lacking [5].
3D numerical simulation is the premise and theoretical
basis of measured data inversion, and the accuracy and
efficiency of inversion interpretation mainly depend on a
numerical simulation algorithm. Therefore, it is of great
theoretical significance and practical value to study the
high-efficiency and high-precision 3D marine CSEM
numerical simulation method.

With the improvement of computer performance,
3D numerical simulation technology has developed and
advanced rapidly [6, 7]. Marine CSEM numerical sim-
ulation algorithms mainly include the integral equation
(IE) method [8, 9], FD method [10, 11], finite volume
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(FV) method [12, 13] and finite element (FE) method
[14, 15]. The FD method is currently the more used
algorithm in marine electromagnetic forward modeling
and inversion because of the advantages of simple cal-
culation, strong applicability, high computational effi-
ciency and sufficient computational accuracy [16]. To
improve the computational efficiency, in recent years
scholars have proposed a numerical simulation method
based on wave field transformation technology, which
uses correspondence between the fictitious wave domain
and the real diffusive domain to convert the governing
equation of the electromagnetic field in the diffusive
domain to the fictitious wave domain, and then calcu-
late the electromagnetic response in the fictitious wave
domain. Finally, the electromagnetic response in the dif-
fusive domain is obtained through inverse transformation
[17–19]. This transformation method makes the electro-
magnetic field fluctuate in the ”fictitious wave domain”
and slows down the propagation speed of the electromag-
netic wave. Thus, it is easy to meet the stability condi-
tions of the FD time-domain (FDTD) calculation, obtain
a larger fictitious time step, and ensure that limited com-
puting resources can be used to achieve efficient numeri-
cal calculation. Therefore, this method is widely used in
the field of geophysical numerical simulation at present
[20–22].

In marine CSEM exploration, the submarine hills
and seamounts shaped by plate tectonics and seafloor
spreading are usually uplifted, and the small polymetal-
lic nodules and hydrothermal sulfides that may exist in
the shallow part of the seafloor will produce static effect.
If 3D numerical simulation ignores the effects of uplift
terrain and static effect, it will cause large errors in data
interpretation, which may further lead to the waste of
data collection and an increase in exploration costs. For
the forward modeling of submarine terrain, scholars have
made some scientific achievements. Yutaka [23] uses the
FD method to investigate the effect of 2D seafloor topog-
raphy on 3D reservoir electromagnetic response and cor-
rect the topography by using the comparative method.
Yang et al. [24] analyzes the influence of 2D submarine
slope topography on the CSEM response of 3D high-
resistivity reservoir based on the FV method. Yan and
Han [25] realizes frequency-domain marine CSEM 3D
forward modeling based on the FD method and discusses
the influence of 2D mountain topography on electromag-
netic response and the effect of topographic correction
method. Yang et al. [26] uses the goal-oriented adap-
tive FE method to realize 3D marine CSEM modeling
with anisotropy and topography. Therefore, it is impor-
tant to study the impact of the topographic effect of 3D
marine CSEM. For the forward modeling of static effect
caused by small rocks and minerals on shallow surfaces,
researchers have studied much in the numerical simu-

lation of magnetotellurics and controlled-source audio-
frequency magnetotellurics [27–31], but the 3D numeri-
cal simulation of marine CSEM considering static effect
is very rare. In general, the complexity of the geologi-
cal structure simulated by the FE method will increase,
and the volume of calculations will also increase. A sin-
gle inversion requires a large number of 3D simulations,
and the FE method requires a large amount of memory,
so calculation efficiency is limited and the calculation
cost is greatly increased. The FD method can take into
account calculation accuracy and efficiency. It is a prac-
tical method to simulate the 3D submarine uplift terrain
and static effect.

In this paper, we carry out a numerical simulation
study of the uplift terrain and static effect of 3D marine
CSEM using the FD method in fictitious wave domain.
We first derive the transformation formula between the
governing equations in diffusive domain and the gov-
erning equations in fictitious wave domain, construct the
Maxwell’s equations in the fictitious wave domain, and
introduce the fictitious emission source and the bound-
ary condition of complex frequency shifted-perfectly
matched layer (CFS-PML). We use the FD method to
solve the CSEM response and the inverse transforma-
tion method to recover the electromagnetic response in
the real diffusive domain, so as to realize the 3D marine
CSEM numerical simulation based on the FD method
in the fictitious wave domain. To verify the correctness
and effectiveness of the algorithm, we then establish a
three-dimensional model and a one-dimensional reser-
voir model, calculate the electromagnetic response of the
above models, and compare with the analytic solutions
in the frequency domain. Finally, through the electro-
magnetic response calculation of the 3D reservoir model
of uplift terrain and static effect model, we analyze the
influence characteristics of uplift terrain and static effect
on electromagnetic response, which can provide refer-
ence for other scholars’ subsequent research.

II. FICTITIOUS WAVE DOMAIN FD
METHOD

To analyze and understand the influence character-
istics of submarine terrain and static effect on marine
CSEM propagation, and to achieve efficient and pre-
cise calculation of electromagnetic response of a com-
plex reservoir model, this study proposes a 3D forward
modeling method of submarine uplift terrain and a static
effect based on the FD method in the fictitious wave
domain. This method is mainly divided into three parts
(as shown in Fig. 1). The first part is the construction of
the governing equations in the fictitious wave domain,
the second part is the solution of the electromagnetic
response in the fictitious wave domain, including the
discretization of the FD in the fictitious wave domain,
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Fig. 1. Frame diagram of the FD method in the fictitious wave domain.

the application of the fictitious emission source and the
CFS-PML boundary condition, and the third part is the
recovery of the electromagnetic response in the diffu-
sive domain. A frame diagram of the method is shown
in Fig. 1.

A. Construction of the governing equations in the fic-
titious wave domain

We first design a submarine reservoir model accord-
ing to the distribution characteristics of submarine topog-
raphy and mineral resources. Next, we set the explo-
ration simulation parameters, such as emission frequency
and offset, according to the actual exploration situation.
Finally, we transform the electromagnetic diffusive equa-
tions in the diffusive domain into electromagnetic wave
equations in the fictitious wave domain through mathe-
matical transformation. When the displacement current
is neglected, the frequency domain expressions of quasi-
static diffusive Maxwell’s equations are:

−∇×H(ω)+σE(ω) =−J(ω), (1)
∇×E(ω)− iωμH(ω) =−K(ω), (2)

where E and H are electric and magnetic vector fields,
respectively. J is the electric current density. K is the
magnetic current density. ω is the angular frequency in
the diffusion domain. σ is the conductivity. μ is the mag-
netic permeability.

To transform Maxwell’s equations in the diffusive
domain into the fictitious wave domain, angular fre-
quency ω ′ and dielectric permittivity ε ′ in the fictitious

wave domain need to be defined as follows:
ω ′ = (i+1)

√
ωω0, (3)

ε ′ =
σ
2ω0

, (4)

where ω0 = 2π f0 is the scale parameter. The choice of
ω0 is in principle arbitrary, we use f 0 = 1 Hz.

By multiplying both sides of equation (1) by√−iω/2ω0 at the same time and substituting fictitious
angular frequency and fictitious dielectric permittivity
into equations (1) and (2), using the transformation rela-
tionship between fictitious wave domain and real dif-
fusive domain, the frequency domain expressions of
Maxwell’s equations in fictitious wave domain can be
obtained:

−∇×H′
(
ω ′

)− iω ′ε ′E′
(
ω ′

)
=−J′

(
ω ′

)
, (5)

∇×E′
(
ω ′

)− iω ′μH′
(
ω ′

)
=−K′

(
ω ′

)
, (6)

where E′ and H′ are electric and magnetic vector fields
in the fictitious wave domain. J′ and K′ are electric cur-
rent and magnetic current densities in the fictitious wave
domain.

Through the inverse Fourier transform, the time-
domain expression of Maxwell’s equations in the ficti-
tious wave domain can be obtained:

−∇×H′
(
t′
)
+ ε ′∂t ′E

′ (t′
)
=−J′

(
t′
)
, (7)

∇×E′
(
t′
)
+μ∂t ′H

′ (t′
)
=−K′

(
t′
)
. (8)

B. Solution of electromagnetic responses in the ficti-
tious wave domain

The FDTD method is widely used in practical engi-
neering. The form is simple and can simulate large
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scale models numerically. Compared with the tradi-
tional FDTD method in the diffusive domain, the FDTD
method in the fictitious wave domain is easier to meet
the stability conditions of the iterative calculation, and a
larger fictitious time step can be adopted to reduce the
number of iterative and improve the computational effi-
ciency [11]. In the specific solution, we introduce the fic-
titious emission source to avoid calculation of the initial
electromagnetic field and the assumption of flat terrain
in the diffusive domain. We apply CFS-PML absorption
boundary conditions, which can efficiently absorb low
frequency and late electromagnetic waves, reduce mem-
ory consumption, and further save computing time.

(a) Discretization of FD in the fictitious wave domain
After constructing the governing equations in the

fictitious wave domain, it is necessary to solve the gov-
erning equations. Considering the accuracy and effi-
ciency of the calculation, this study uses the FDTD
method to solve Maxwell’s equations. Yee grid [32] and
the explicit Du Fort-Frankel method [33] are used to dis-
cretize the fictitious wave domain electric and magnetic
fields in space and time, respectively, and the iterative
formulas of 3D FD in the fictitious wave domain are
obtained. Taking component E ′x as an example, the FD
expression of the n+1 times iteration is given as:

E ′n+1
xi+1/2, j,k

= E ′nxi+1/2, j,k
+Δt ′

2ω0

σ

[
∂−y H ′n+1/2

zi+1/2, j+1/2,k

−∂−z H ′n+1/2
yi+1/2, j,k+1/2

]
−Δt ′

2ω0

σ
J′x, (9)

where E ′ and H ′ are electric and magnetic fields
responses in the fictitious wave domain. The electric
current density in the fictitious wave domain isJ′. The
sampling time in the fictitious wave domain is Δt ′. To
ensure the stability of the iterative calculation of time-
domain FD method, the time step Δt ′ is required to sat-
isfy Courant-Friedrichs-Lewy (CFL) condition:

Δt ′ ≤ 1

cmax

√
1

Δx2 +
1

Δy2 +
1

Δz2

, (10)

where Δx, Δy and Δz are the cell grid dimensions. The
maximum propagation speed of an electromagnetic wave
in the fictitious wave domain is cmax =

√
2ω0/μσmin.

(b) Application of the fictitious emission source
The selection of emission source signal in the virtual

wave domain is flexible and not limited to a single func-
tion. However, in the selection process, it is necessary to
ensure that the transmitted signal contains a large amount
of spectrum, and the form should be easy to calculate.
Therefore, in this study, the first derivative of Gaussian
pulse is used as the fictitious emission source in the pro-
cess of 3D numerical simulation. Adopting the above fic-
titious emission source can not only avoid the singular-
ity of the source and the complex calculation of the ini-

tial electromagnetic field, but also break the assumption
of flat terrain. The time-domain and frequency-domain
expressions of the emission source are:

J(t) =−2β (t− t0)

√
β
π

e−β (t−t0)2 , (11)

J(ω) = iωe−
ω2
4β e−iωt0 , (12)

where β = π f 2max, t0 = π
/

fmax. The maximum fre-
quency of the electromagnetic field transmission in the
fictitious wave domain is fmax. In the application of the
emission source, the current direction in the fictitious
wave domain is consistent with the inline direction in the
real diffusive domain. The fictitious emission source is
only related to the x and y components of the electric
field, and the electric field component in the z-direction
is zero.

(c) Introduction of the CFS-PML boundary condition
The CFS-PML absorbing boundary condition has a

good absorption effect on electromagnetic wave propa-
gation, which can greatly relieve the memory pressure
on the computer and improve computational efficiency.
Therefore, considering high efficiency computation, this
paper introduces the CFS-PML boundary condition in
the fictitious wave domain. Taking the electric field com-
ponent E ′x as an example, its FD calculation expression
in the fictitious wave domain is:

E ′n+1
xi+1/2, j,k

= E ′nxi+1/2, j,k
+

Δt ′
2ω0

σ

[
∂−1y H ′n+1/2

zi+1/2, j+1/2,k −∂−1z H ′n+1/2
yi+1/2, j,k+1/2

]
+Δt ′

2ω0

σ

(
Ψn+1/2

exyi+1/2, j,k
−Ψn+1/2

exzi+1/2, j,k

)
, (13)
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= e
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ky
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·
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)
/Δy, (14)
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= e
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/Δz, (15)

where Ψn+1/2
exyi+1/2, j,k

and Ψn+1/2
exzi+1/2, j,k

are two discrete vari-
ables. σi, ki and αi (i = x,y,z) are boundary parameters,
which depend on the relative positions of the node and
the target area, but are not fixed values:

σi = σmax
|k− k0|m

dm , i = x,y,z, (16)

ki = 1+(kmax−1)
|k− k0|m

dm , i = x,y,z, (17)

αi = αmax
|k− k0|m

dm , i = x,y,z, (18)
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where |k− k0| is the distance from the calculation area
to the absorption boundary. The polynomial parameter is
m. The boundary layer thickness is d.

C. Recovery of electromagnetic response in the diffu-
sive domain

After solving the time-domain electromagnetic
response in the fictitious wave domain, it is trans-
formed into the frequency-domain response result in
the diffusive domain. The conversion relationship is as
follows:

Ex(ω) =

√−iω
2ω0

∫ T

0
E ′x(t

′)e−
√ωω0t ′ei

√ωω0t ′dt ′, (19)

Jx(ω) =
∫ T

0
J′(t ′)e−

√ωω0t ′ei
√ωω0t ′dt ′, (20)

where T = nΔt ′ is the FD computation time in the fic-
titious wave domain. The sampling time in the fictitious
wave domain isΔt ′. The above electromagnetic response
is excited by the emission source in the fictitious wave
domain, not by the real emission source. To obtain the
real electromagnetic response in the diffusive domain, it
is necessary to construct Green’s function or the impulse
response function of the system according to different
working devices. The marine CSEM emission source
can be equivalent to a point source or a dipole source.
The expression of its diffusive frequency domain Green’s
function is:

Gx(ω) =
Ex(ω)

Jx(ω)
. (21)

Through the derivation of Green’s function for-
mula in the full space diffusion frequency domain, we
can see that Green’s function has the following proper-
ties. Green’s function in the diffusive domain becomes
independent of the scale parameterω0and the spectral
width or maximum frequency that can be recovered
in the diffusive domain is independent of the spec-

(a) (b)

Fig. 2. Comparison of the electromagnetic response from this article with semi-analytical solution (semi-AS) for the
1D oil reservoir model: (a) amplitude curve and (b) relative error curve.

tral width or maximum frequency in the fictitious wave
domain [11].

We can use Green’s function to recover the electro-
magnetic response in the real diffusive domain, obtain
the marine CSEM response of the submarine reservoir
model, and then analyze and understand the electromag-
netic field propagation characteristics and rules of differ-
ent models, so as to provide a theoretical basis for subse-
quent marine CSEM exploration under complex geolog-
ical conditions.

III. ACCURACY VERIFICATION
A. 1D oil reservoir model

We chose a 1D oil reservoir model to verify the
accuracy of our algorithm against the semi-analytical
solutions given by Kong [34]. The first layer of the 1D
model is a seawater layer with a thickness of 1 km and
a conductivity of 3.2 S/m. The second layer is a seabed
sedimentary layer with a thickness of 1 km and a con-
ductivity of 1 S/m. The third layer is an oil layer with
a thickness of 0.2 km and a conductivity of 0.01 S/m.
The fourth layer is a downward extending sedimentary
layer with a conductivity of 1 S/m. The size of the target
area is 20×20×11 km. The transmitter and receivers are
laid on the surface of the seabed. The 1D oil reservoir
model adopts 100×100×100 m discrete grid. The simu-
lation results of the FWD-FD method are compared with
the semi-analytical solution, and the calculation results
when the transmitting frequency is 0.1 Hz are shown
in Fig. 2. It can be seen from Fig. 2 that the numer-
ical solution of the electromagnetic field obtained by
the FWD-FD method is basically consistent with the
semi-analytical solution. When the offset is between 2
and 9 km, the amplitude relative error is less than 2.8%,
which indicates that the proposed algorithm has high
accuracy.
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(a) (b)

Fig. 3. (a) Comparison of the electromagnetic response of different algorithms for the 3D oil reservoir model and (b)
snapshot of the induced current system in the fictitious wave field.

(a) (b)

(c) (d)

Fig. 4. 3D oil reservoir model under uplift terrain and comparison model: (a) flat terrain without oil reservoir model
(M00), (b) flat terrain 3D oil reservoir model (M01), (c) uplift terrain without oil reservoir model (M02) and (d) uplift
terrain 3D oil reservoir model (M03).

B. 3D oil reservoir model

A 3D oil reservoir model as shown in the upper left
corner of Fig. 1 is constructed. The thickness of seawa-
ter layer is 1 km and the conductivity is 3.2 S/m. The
conductivity of seabed sedimentary layer is 1 S/m. The
oil and gas reservoir is located 1 km below the seabed,
with a size of 4×4×0.1 km and a conductivity of 0.01
S/m. The size of the target area is 20×20×11 km. The
transmitter is located directly above the oil and gas reser-
voir. The receiver is laid on the surface of the seabed.

The 3D reservoir model adopts 100×100×100 m dis-
crete grid. The numerical simulation results of the fic-
titious wave domain FD (FWD-FD) method and fre-
quency domain FV method are compared. The ampli-
tude curve of the electromagnetic response when the
emission frequency is 0.1 Hz is shown in Fig. 3, and a
snapshot of the induced current system in the fictitious
wave domain is shown in Fig. 4. It can be seen from
Fig. 3 that the calculation results of the above two algo-
rithms are relatively consistent, which further verifies the
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effectiveness of the calculation program of the FWD-FD
method.

The number of grids for 3D simulation of the fre-
quency domain FV method is 72×134×64, occupying
3.5 G memory. The maximum memory usage by the
MUMPS direct solver for solving the coefficient matrix
is 56.2 G, and the computation takes 48 min [35]. In
this article, the number of grids for FD numerical sim-
ulation in the fictitious wave domain is 220×220×130,
occupying 1.2 G memory. The number of iterations is
6000, the maximum memory usage during the compu-
tation is 2.1 G. The whole workflow of forward mod-
elling mainly includes FWD-FD, time-frequency domain
transformation of electromagnetic response and Green’s
function transformation, whose running time is 22 min, 4
min 12 s, 31 s, respectively, and the total execution time
of the whole program is 27 min. The machine is con-
figured as follows: CPU is Intel Core i5-7500 and main
frequency is 3.4 GHz. Memory is 16 GB. It can be seen
that the time domain difference method does not need to
solve large linear equations, so it computes a much larger
number of grids than the frequency domain FV method
on a computer with the same memory. After solving
the time domain electromagnetic response in the ficti-
tious wave domain, all frequency domain electromag-
netic responses less than fmax can be calculated quickly,
and there is no need to simulate again. When the electro-
magnetic responses of multiple frequencies need to be
calculated, the time domain FD method in the fictitious
wave domain can save a lot of computation time, which
proves the high efficiency of the proposed method.

IV. NUMERICAL EXPERIMENTS

In this section, uplift terrains with different parame-
ters are studied first, followed by a static effect model
under different conditions. Finally, a synthetic model
including terrain and static effect is designed, and its
responses are analyzed.

(a) (b) (c)

Fig. 5. Electromagnetic response of the uplift terrain model at a frequency of 0.1 Hz, the relative effect of topography
and the relative anomaly curves of oil reservoirs: (a) electromagnetic response curve, (b) topography relative influence
curve and (c) reservoir relative anomaly curve.

A. Uplift terrain model

To study the influence characteristics and laws of
submarine uplift terrain on the marine CSEM response,
we designed a 3D oil reservoir model containing uplift
terrain and a comparison model (Fig. 4). In Fig. 4, M00
is a flat terrain without oil reservoir model, M01 is a flat
terrain 3D oil reservoir model, M02 is an uplift terrain
without oil reservoir model and M03 is an uplift ter-
rain 3D oil reservoir model. We simulate the 3D marine
CSEM response of the above model using the FDmethod
in the fictitious wave domain, and calculate the relative
influence of topography and the relative anomaly of oil
reservoir. We first set the top width of the uplift terrain as
0.4 km, bottom width as 2 km, height as 0.2 km, center
coordinate as (4000,0,1900), electrical conductivity as 1
S/m. There is a 3D oil reservoir directly below the uplift,
the size of which is 4×4×0.2 km, the central coordinate
is (4000,0,3100), and the conductivity is 0.01 S/m. The
thickness of seawater layer is 2 km and the conductivity
is 3.2 S/m. The conductivity of submarine sediment is
1 S/m. The size of the target area is 16×16×8 km, and
the receiver is laid on the surface of the seabed along the
uplift terrain.

The flat terrain without oil reservoir model, flat ter-
rain 3D oil reservoir model, uplift terrain without oil
reservoir model and uplift terrain 3D oil reservoir model
adopt a 100×100×100 m discrete grid. The electromag-
netic response calculation results of the four models at a
frequency of 0.1 Hz, the relative effect of topography and
the relative anomaly curves of oil reservoirs are shown
in Fig. 5. It can be seen from the curves of M00 and
M01 and their relative anomalies that the electromag-
netic anomalies of oil reservoirs are obvious in the flat
terrain 3D model. It can be observed from the curves of
M00 andM02,M01 andM03 as well as the relative influ-
ence curves that the uplift terrain has a great influence
on the electric field component. In addition, the M00
and M03 curves and their relative anomaly curves show
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(a) (b) (c)

Fig. 6. Electromagnetic response curves of uplift terrain with different top widths, bottom widths and heights: (a)
response curves with different top widths, (b) response curves with different bottom widths and (c) response curves
with different heights.

(a) (b) (c)

Fig. 7. Amplitude normalization curves of electromagnetic response for different top widths, bottom widths and
heights of uplift terrain: (a) amplitude normalization curves for different top widths, (b) amplitude normalization
curves for different bottom widths and (c) amplitude normalization curves for different heights.

that the uplift terrain will also weaken the electromag-
netic anomalies generated by the reservoir. Therefore,
when using the amplitude versus offset curve to quali-
tatively analyze potential oil reservoirs, it is necessary
to consider the influence of uplift terrain on the CSEM
response.

Let us now change the top width, bottom width and
height of the uplift terrain, where the top width t is set
to 600 m, 800 m and 1000 m, the bottom width b is set
to 3000 m, 4000 m and 5000 m, and the height h is set
to 300 m, 400 m and 500 m. The above models adopt
100×100×100 m discrete grid. The calculated electro-
magnetic responses at a frequency of 0.1 Hz are shown
in Fig. 6, and the amplitude normalization values of the
electromagnetic response curves and typical model elec-
tromagnetic response curves at different top widths, bot-
tom widths and heights are shown in Fig. 7.

As can be seen from Fig. 6, the electromagnetic
response curves of different top widths, bottom widths
and heights are not distinct from those of typical terrain,
indicating that the changes of top width, bottom width

and height of uplift terrain have a weak influence on the
electromagnetic response of the model. However, as can
be seen from the amplitude normalization curve in Fig. 7,
the uplift height has the greatest influence on the calcu-
lated results, followed by the bottom width and the top
width. With the increase of height, bottom width and top
width, the amplitude normalization values decrease grad-
ually.

Finally, we change the volume of the uplift terrain,
and set the top width, bottom width and height as (t, b, h)
(400 m, 2000 m, 200 m), (600 m, 3000 m, 300 m), (800
m, 4000 m, 400 m) and (1000 m, 5000 m, 500 m). The
grid size and scaling frequency adopted by the model
are consistent with those in Fig. 5. The electromagnetic
response calculation results when the frequency is 0.1
Hz are shown in Fig. 8 (a), and the amplitude normal-
ization values of the electromagnetic response curves at
different volumes of uplift terrain and typical terrain are
shown in Fig. 8 (b).

As can be seen from Fig. 8 (a), there are differences
between the electromagnetic response curves of uplift
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(a) (b)

Fig. 8. Electromagnetic response curves and amplitude normalization curves of different volumes in the uplift terrain
model: (a) electromagnetic response curves for different volumes of uplift terrain and (b) amplitude normalization
curves of electromagnetic response for different volumes of uplift terrain.

terrain with different volumes and those of typical ter-
rain, indicating that the change of uplift terrain volume
has a strong influence on the electromagnetic response
of the model. However, it can be seen from the ampli-
tude normalization curves in Fig. 8 (b) that with the an
increase of uplift terrain volume, the amplitude normal-
ization values gradually decrease and, compared with
the amplitude normalization curves of the electromag-
netic response with different top width, bottom width
and height in Fig. 7, the decrease trend of the amplitude
normalization values are more significant, indicating that
the volume change is more obvious than the single size
change in the topographic effect.

B. Static effect model

To study the influence characteristics of static effects
on the marine CSEM response, we designed a static
effect model (M04) containing shallow anomalies (such
as polymetallic nodules, hydrothermal sulfides) with
deep oil reservoir (Fig. 9), where there is a shallow
abnormal body B directly above the oil reservoir A.
Reservoir A is 4×4×0.2 km in size, central coordinate
is (4000,0,3100), and conductivity is 0.01 S/m. Abnor-
mal body B is 0.5×0.5×0.1 km, and central coordi-
nate is (4000,0,2050). The thickness of seawater layer
is 2 km and conductivity is 3.2 S/m. The conductiv-
ity of sediments is 0.5 S/m. The size of the target area
is 16×16×8 km, and the transmitter and receivers are
arranged on the seabed surface.

We first set the conductivity of abnormal body B
as 2 S/m,0.2 S/m,0.1 S/m,0.02 S/m,0.01 S/m,0.008
S/m, 0.00625 S/m,0.005 S/m and 0.002 S/m, respec-
tively. The corresponding resistivity is 0.5Ω · m,5Ω ·
m,10Ω ·m, 50Ω ·m,100Ω ·m,125Ω ·m,160Ω ·m,200Ω ·
m and 500Ω ·m. The no abnormal body and oil reservoir

Fig. 9. Static effect model (M04).

model, reservoir model and abnormal body and reservoir
model adopt 100×100×100 m discrete grid. The elec-
tromagnetic response calculated by the above model at a
frequency of 0.1 Hz is shown in Fig. 10 .

As can be seen from Fig. 10, the curves of the
0.5Ω ·m,5Ω ·m,10Ω ·m,50Ω ·m and 100Ω ·m abnor-
mal body and reservoir models nearly overlap with those
of the reservoir models, indicating that the static effect
of the above models is not obvious. However, the electro-
magnetic response calculation results of 125Ω ·m, 160Ω ·
m,200Ω ·m and 500Ω ·m models of abnormal body and
reservoir show that when the resistivity of the abnormal
body is larger than that of the oil reservoir, the amplitude
of electromagnetic response curve decreases gradually
with an increase of resistivity, and the deviation from the
electromagnetic response curve of the reservoir model is
larger. The static effect is more obvious.
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Fig. 10. Electromagnetic response curves of static effect
model and comparison model at 0.1 Hz.

Next, we set the conductivity of abnormal body B as
0.005 S/m, that is, the resistivity is 200Ω ·m. The cen-
ter coordinates remain unchanged, and the length, width,
thickness and depth of the abnormal body are changed,
respectively. The length 1 of the abnormal body in the x
direction is set as 1000 m,1500 m,2000 m,2500 m and
3000 m . The width w of the abnormal body in the y
direction is set as 1000 m,1500 m,2000 m,2500 m and
3000 m . The thickness k of the abnormal body in the z
direction is set to 200 m,300 m,400 m,500 m and 600
m . The depth d is set to 100 m,200 m,300 m,400 m
and 500 m . The above models adopt 100×100×100 m
discrete grid. The electromagnetic response calculation
results at an emission frequency of 0.1 Hz are shown in
Fig. 11 (a). The amplitude normalization curves of the

(a) (b)

Fig. 11. Electromagnetic response curves and amplitude normalization curves of abnormal body B at different lengths,
widths, thicknesses and depths in the static effect model: (a) electromagnetic response curves of abnormal body B at
different lengths, widths, thicknesses and depths and (b) amplitude normalization curves of electromagnetic responses.

electromagnetic response curves for different lengths,
widths, thicknesses and depths of the abnormal body B
and the electromagnetic response curves for the original
size of the abnormal body B are shown in Fig. 11 (b).

It can be seen from Fig. 11 (a) that the electromag-
netic response curves of abnormal body B with different
lengths, widths, thicknesses and depths almost overlap
with those of abnormal body B with original dimensions,
indicating that the changes of abnormal body length,
width, thickness and depth have a very weak influence
on the static effect of the model. In addition, it can be
seen from the amplitude normalization curves in Fig. 11
(b) that the width of the abnormal body has the great-
est influence on the calculated results, followed by the
thickness of the abnormal body, the length of the abnor-
mal body and the depth of the abnormal body. With the
increase of width, thickness, length and depth, the ampli-
tude normalization value increases gradually.

Finally, we assume that the conductivity and central
coordinates of abnormal body B are constant, and only
the volume of abnormal body is changed. The dimen-
sions of abnormal body B along the x, y and z directions
are set as (l, w, k) (500 m, 500 m, 100 m), (1000 m, 1000
m, 200 m), (1500 m, 1500 m, 300 m), (2000 m, 2000
m, 400 m), (2500 m, 2500 m, 500 m), (3000 m, 3000
m, 600 m) and (4000 m, 4000 m, 800 m). The grid size
and scaling frequency adopted by the model are consis-
tent with those in Fig. 10. The calculated electromagnetic
response at the emission frequency of 0.1 Hz is shown
in Fig. 12 (a), and the amplitude normalization curves
of the electromagnetic response curves for different vol-
umes of the abnormal body B and the electromagnetic
response curves for the original volume of the abnormal
body B are shown in Fig. 12 (b).
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(a) (b)

Fig. 12. Electromagnetic response curves and amplitude normalization curves of abnormal body B at different lengths,
widths, thicknesses and depths in the static effect model: (a) electromagnetic response curves of abnormal body B at
different volumes and (b) amplitude normalization curves of electromagnetic responses of abnormal body B with
different volumes.

Figure 12 (a) shows that the electromagnetic
response curves of abnormal body B with different vol-
umes almost overlap with those of abnormal body B with
original volumes, indicating that the change of abnor-
mal body volume also has a weak influence on the static
effect of the model. However, it is not difficult to find
from the amplitude normalization curves in Fig. 12 (b)
that with the increase of the volume of abnormal body
B, the amplitude normalization value gradually increases
and, compared with the amplitude normalization curves
of electromagnetic responses at different lengths, widths,
thicknesses and depths in Fig. 11 (b), the increase trend
of the amplitude normalization value is stronger, indicat-
ing that the static effect caused by volume change is more
obvious than that caused by single-direction extension.

C. Synthetic model of uplift terrain and static effect

To study the influence characteristics of terrain and
static effects on the marine CSEM response, we designed
a synthetic model (M05) including terrain and static
effect (Fig. 13). The central coordinates and conductivity
of the reservoir, terrain and abnormal body are the same
as that shown in M03 and M04.

We changed the volume of the uplift terrain and set
the volume parameters, mesh size and scaling frequency
consistent with Fig. 8. The electromagnetic response at
the emission frequency of 0.1 Hz and the amplitude nor-
malization of the response curve for different volumes
of the uplifted terrain and the electromagnetic response
curve for the original volume of the uplifted terrain are
shown in Fig. 14.

Then, we changed the volume of the abnormal body
and set the volume parameters of abnormal body B, mesh

Fig. 13. Synthetic model of uplift terrain and static effect
(M05).

size and scaling frequency consistent with Fig. 12. Elec-
tromagnetic response at the emission frequency of 0.1
Hz and amplitude normalization of the response curve
for different volumes of abnormal body B and the elec-
tromagnetic response curve for the original volume of
the abnormal body B are shown in Fig. 15. Finally, we
changed both the volumes of uplifted terrain and the
abnormal body and set the volume parameters of uplifted
terrain and abnormal body B, mesh size and scaling fre-
quency consistent with Figs. 8 and 12. The electromag-
netic response at the emission frequency of 0.1 Hz and
the amplitude normalization of the response curve for
different volumes of the terrain and abnormal body B
and the electromagnetic response curve for the original
volume of the terrain and abnormal body B are shown in
Fig. 16.
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(a) (b)

Fig. 14. Electromagnetic response curves and amplitude normalization curves of different volume uplift terrain in
the synthetic model: (a) electromagnetic response curves of uplift terrain at different volumes and (b) amplitude
normalization curves of electromagnetic responses of uplift terrain with different volumes.

(a) (b)

Fig. 15. Electromagnetic response curves and amplitude normalization curves of different volume abnormal body in
the synthetic model: (a) electromagnetic response curves of abnormal body at different volumes and (b) amplitude
normalization curves of electromagnetic responses of abnormal body with different volumes.

(a) (b)

Fig. 16. Electromagnetic response curves and amplitude normalization curves of the terrain and abnormal body at
different volume in the synthetic model: (a) electromagnetic response curves of the terrain and abnormal body at
different volumes and (b) amplitude normalization curves of electromagnetic responses of the terrain and abnormal
body with different volumes.
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It can be seen from Figs. 14 and 15 that the change
of uplift terrain volume has a strong influence on the
electromagnetic response of the synthetic model, and the
amplitude normalization value gradually decreases with
an increase of uplift terrain volume. The influence of the
volume of abnormal body B on the static effect of the
synthetic model is weak, but the amplitude normaliza-
tion curve shows that the amplitude normalization value
increases gradually with an increase of the volume of
abnormal body B. The above results are similar to our
previous conclusions. In addition, it can be seen from
Fig. 16 that the influence of the simultaneous changes of
terrain and abnormal body volume on the electromag-
netic response of the synthetic model is equivalent to
the superposition of the effects of the two changes sepa-
rately.

V. CONCLUSION

In view of the uplift terrain such as submarine hills
and seamounts shaped by plate tectonics and seafloor
spreading and the static effect caused by polymetallic
nodules and hydrothermal sulfide, this study adopts the
FD method in fictitious wave domain to realize the 3D
numerical simulation study of marine CSEM for the
uplift terrain and static effect model. We compare the
electromagnetic response of the whole-space model and
the one-dimensional reservoir model with the analytical
solution to verify the correctness and effectiveness of the
algorithm.

We analyze and study the electromagnetic response
through the forward simulation of the uplift terrain 3D
reservoir model and the static effect model. The results
show that the uplift terrain and the static effect pro-
duced by shallow abnormal body have different degrees
of influence on the marine CSEM field. The uplift ter-
rain distorts the electric field components and weakens
the electromagnetic anomalies generated by oil reser-
voirs. In addition, compared with the top width, bottom
width and height, the change of uplift terrain volume
has a stronger influence on the electromagnetic response
of the model. With an increase of the resistivity of the
abnormal body, the influence of the static effect on the
marine CSEM response increases gradually. Meanwhile,
compared with length, width, thickness and depth, the
static effect caused by a change of abnormal body vol-
ume is more obvious. Furthermore, results of the syn-
thetic model corroborate the above conclusions, and the
effect of the simultaneous change of terrain and abnor-
mal body volume on the electromagnetic response of the
synthetic model is equivalent to the superposition of the
effect when the volume changes alone. Therefore, it is
necessary to consider the effects of seafloor uplift terrain
and static effects in marine CSEM exploration.
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Abstract – This article presents an ultraminiaturized fre-
quency selective surface (FSS) for shielding 2.4 GHz
and 5.8 GHz (ISM) signals. The unit cell size is 0.056λ
× 0.056λ (λ is the free space wavelength at the first
resonant frequency). It has smaller cell size and good
transparency compared to previous ISM band studies,
and transparency at 54%. The proposed FSS design
consists of a wall structure and a compound square
loop with 2.4 GHz and 5.8 GHz resonance frequencies
for ISM band coverage. This FSS structure was fabri-
cated on float glass with a dielectric constant of 8 by a
photolithographic process. The fabricated FSS structure
has excellent angular stability and polarization stability,
which is further verified by experimentation. An easy
optimization method is proposed to tune the indepen-
dent resonant frequencies by optimizing the geometries
individually. This FSS is interpreted by filtering through
surface induced currents and equivalent circuit models.
A prototype of the proposed FSS is fabricated and mea-
sured. The simulation results are in good agreement with
the measured results. The proposed FSS has polarization
insensitivity and 80◦ angle stability and is suitable for
solving the EMI problem in ISM band.

Index Terms – frequency selective surface (FSS),
ISM shielding, polarization stability, transparency, ultra-
miniaturized.

I. INTRODUCTION

With the rapid development of wireless communi-
cations, many unauthorized radios populate daily life,
especially in the industrial, scientific and medical radio
(2.4 GHz and 5.8 GHz ISM) bands. Interference in these
frequency bands reduces communication performance
and can even affect human health [1–8]. How to min-
imize interference and even protect your security in a
complex wireless network environment is a critical issue.
To solve this problem, indoor surfaces are usually con-
verted to frequency selective surfaces (FSS) [9–15].

FSS consist of two dimensional planar or curved
periodic arrays printed on dielectric substrates that

exhibit frequency selection characteristics. FSS can
effectively control the transmission and reflection of
electromagnetic waves in order to screen electromag-
netic waves of different frequencies [16]. Meanwhile, the
filtering characteristics of FSS are affected by different
geometry structures, dielectric substrates, and cell sizes.
Based on the above characteristics, FSS is widely used in
electromagnetic shielding [17], high impedance surfaces
[18], radomes [19], and so on.

In recent years, miniaturized bandstop FSS for
2.4 GHz and 5.8 GHz have been widely studied. For
example, a novel narrowband FSS hindering 2.4 GHz
is mentioned in [20], achieving a narrower bandwidth
and stable polarization response at 2.45 GHz by reduc-
ing the distance between the bottom legs and improv-
ing the three-legged periodic geometry. Reference [21]
investigates the filtering properties of different geome-
tries at 5.8 GHz, comparing the geometries of square,
octagonal and hexagonal loops, and obtains a more sta-
ble FSS structure. However, but the above two FSS struc-
tures can only be used in a single frequency band, which
is not able to satisfy the demand for dual-band in daily
life. Furthermore, [22] used a double-layer convolution
technique to obtain an FSS structure for shielding the
2.4 GHz and 5.8 GHz ISM bands with a miniaturization
of 0.24λ×0.24λ. However, the double-layer structure
increases the complexity of production. A miniaturized
dual-bandstop FSS realized using geometrical nesting is
proposed in [23]. The FSS structure consists of two com-
plex geometries for hindering ISM bands. However, the
angular stability of this FSS is 45◦, which has limita-
tions for higher angle applications. None of the above
FSS structures for shielding ISM signals have explored
optical transparency. This is difficult to apply indoors,
so an ultraminiaturized FSS with optical transparency is
urgently needed.

In this paper, we design and fabricate a single layer,
optically transparent FSS structure for shielding ISM
bands. The proposed FSS has better miniaturization and
good optical transparency compared to other studies,
with FSS cell sizes up to 0.056λ×0.056λ and 54%
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transparency. In addition, the FSS structure has excellent
polarization stability and large incidence angle stability.
We also analyzed the surface induced currents of the pro-
posed FSS and deduced the equivalent circuit model of
the FSS. Finally, the prototype of this FSS was fabricated
and measured in the field, and favorable reflections are
obtained in all the desired frequency bands. Simulation
and measurement results agree quite well.

II. STRUCTURE DESIGN

This paper proposes FSS printed on float glass [24]
with a thickness of 1.6 mm and a dielectric constant of 8.
It consists of a wall structure and a complex square loop.
First step starts by designing the wall structure and the
complex square loop in separate cells. The wall struc-
ture is an evolution of the square loop, and increases
the effective electrical size by convolution, and makes
it resonate at the first frequency and achieves miniatur-
ization. The complex square loop is a modification of the
square loop in order to achieve higher frequency reso-
nance by adding four 45◦ diagonal arms to the square
loop as well as eight triangular structures to optimize the
internal geometry to a frequency slightly above 5.8 GHz.
Finally, the two geometries are combined in the same cell
to shield the ISM (2.4 GHz and 5.8 GHz) signals.

In addition, due to the mutual effect generated by
stacking and nesting of the two structures, the distance
between the two structures needs to be controlled to min-
imize interference, where the overall metal length and
the operating frequency are in a specific relationship.
FSS structures for individually shielded 2.4 GHz and
5.8 GHz are shown in Figs. 1 (a) and (b). Both struc-

(a) (b)

(c)

Fig. 1. FSS geometries: (a) wall structure, (b) complex
square loop, and (c) suggested dual-band FSS unit cell.

tures are designed on a 7×7 mm2 cell. Figure 1 (c) shows
the dual-bandstop characteristic FSS. Table 1 shows the
parameters of the optimized FSS.

Table 1: The parameters of the optimized FSS
Parameter X Y n l a

Value (mm) 7 7 0.1 6.92 1.44
Parameter v t o r w

Value (mm) 0.04 0.12 0.04 3.8 0.2
Parameter p e k m θ

Value (mm) 1.2 1.5 4.08 1.5 45◦

Figure 2 shows the frequency response curves of the
three structures and the frequency response curves of TE
and TM polarized vertical incidence. From Fig. 2 (a), we
can observe that the wall structure has bandstop charac-
teristic at 2.3-2.6 GHz (−10 dB), which covers 2.4 GHz
(WALN). The complex square loop has bandstop char-
acteristic at 5.6-6 GHz (−10 dB), which covers 5.8 GHz
(ISM). The proposed FSS has two transmission zeros
at 2.4 GHz and 5.8 GHz with transmission coefficients
up to −28.3 dB and one transmission pole at 3.16 GHz.
This confirms that two different resonators can be indi-
vidually optimized to achieve the desired filtering char-
acteristics. From Fig. 2 (b), it is observed that the two
curves of TE polarization and TM polarization overlap,
showing that the 90◦ rotation-symmetric design provides
a polarization-insensitive response.

(a) (b)

Fig. 2. Simulated frequency response curve: (a) transmis-
sion coefficient for three structures and (b) TE and TM
polarization for the proposed FSS.

III. SIMULATION ANALYSIS
A. Analysis of angular stability at different polariza-
tions

It is particularly important for the FSS structure
to work stably at different polarization and incidence
angles, thus Fig. 3 shows TE and TM wave polarization
at different angles. From Fig. 3, it can be seen that the
proposed FSS can provide a stable response to different
θ and ϕ angles under TE and TM polarization waves
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(a) (b)

(c) (d)

Fig. 3. Frequency curves for different polarizations and
angles: (a) 0-80◦ θ angle TE polarization, (b) 0-80◦ θ
angle TM polarization, (c) 0-80◦ ϕ angle TE polariza-
tion, and (d) 0-80◦ ϕ angle TM polarization.

without any significant change in transmission coeffi-
cients. The stability of the two polarizations is attributed
to the compact periodic cell and symmetry of the peri-
odic structure. Under TE polarization, the maximum fre-
quency shift is 0.05 GHz (2%) at the first frequency and
0.01 GHz (0.17%) at the second frequency. Similarly,
under TM polarization, the maximum frequency shift is
0.05 GHz (2%) at the first frequency and 0.049 GHz
(0.8%) at the second frequency, which is due to the inter-
actions that arise from the combination of two differ-
ent structures. Interaction of the two different structures
results in a weak shift of the resonance frequency.

In Figs. 3 (a) and (b), it can be seen that as the angle
increases, the bandwidth of TE polarization increases
and the bandwidth of TM polarization decreases. The
wave impedance under TE polarization is ZT E = Z0

cosθ
and the angle change increases the wave impedance of
TE polarization. Similarly, the wave impedance under
TM polarization is ZT M = Z0 × cosθ , and the angle
change decreases the wave impedance of TM polariza-
tion [25]. Wave impedance is directly proportional to the
quality factor, and the relationship between the quality
factor and the bandwidth is shown in the equation (1),
which is the reason for the above mentioned change in
bandwidth.

Q =
f

BW
. (1)

B. Analysis of current distribution and equivalent cir-
cuit

In order to have a deeper understanding of the work-
ing principle of FSS, the FSS current distribution as
well as the equivalent circuit are further analyzed. Two

transmission zeros at 2.4 GHz and 5.8 GHz are observed
in Fig. 2 (b), and the vector current distribution at the
two frequencies is shown in Fig. 4, where the colors and
arrows denote the intensity and direction of the current,
respectively. Figure 4 (a) shows the current distribution
at frequency 2.4 GHz. The current flows in the walled
structure and finally forms a closed loop, while there is
little accumulation of current in the interior. Figure 4 (b)
shows the current distribution at frequency 5.8 GHz. The
current is mainly concentrated in the 45◦ diagonal arm as
well as the square ring. It also proves that the two struc-
tures control the 2.4 GHz and 5.8 GHz ISM frequency
bands, respectively. The equivalent circuit diagram of the
FSS can be plotted from the current distribution graph
and the complete equivalent circuit model is shown in
Fig. 5.

(a) (b)

Fig. 4. FSS surface current distribution: (a) current distri-
bution at frequency 2.4 GHz and (b) current distribution
at frequency 5.8 GHz.

(a) (b)

Fig. 5. LC model visualization and simplified equivalent
circuit model of the proposed FSS: (a) visualization of
LC model and (b) simplified equivalent circuit model.

Based on the metal gap equivalent as capacitance
and the metal dipole equivalent as inductance, Fig. 5 (a)
shows the LC model visualization of the proposed FSS.
In Fig. 5 (b), Z0 (Z0= 377 Ω) is the wave impedance
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in free space and Zsub (Zsub= 134 Ω) is the wave
impedance of the dielectric substrate, where Zsub =

Z0√
εr
.

At 2.4 GHz, the current is concentrated on the wall
structure. Current is more concentrated on C1, L1, C3
and L2. The loop formed by these capacitive induc-
tors exhibits low impedance, which leads to the mis-
match of branch impedance. FSS exhibits band stopping
characteristics, and the impedance of this FSS layer is
ZFSS=

1
jωC1

+jωL1+
jωL2

1−ω2L2C3
. At 5.8 GHz, the reflec-

tion pattern of this FSS mainly involves a square loop, a
45◦ diagonal arm, and a triangular structure, so it is rep-
resented in the circuit by the series-parallel connection
of C2, C4, L3 and C5. The impedance of this FSS layer is

ZFSS=
1

jωC2
+[

(jωL3+ 1
jωC5

)× 1
jωC4

jωL3+ 1
jωC5

+ 1
jωC4

]. The equivalent capac-

itance is mainly related to the gap and gap width of the
periodic structure and the equivalent inductance value is
related to the length and width of the periodic structure
[26]. Equivalent circuit related equations are: C1∝X−2o

o ,
L1, L2∝ a,t

v +M, C3∝ t
v , C2∝ r

n , L3∝ r
w+M, C4, C5∝ e,p

w .
M is the interaction between the two structures (M ∝
n), which is important for higher order resonance. An
increase in the values of ‘a’ and ‘t’ parameters decreases
the first resonant frequency (2.4 GHz). An increase in
the values of ‘o’ and ‘v’ parameters increases the first
resonant frequency. Similarly, an increase in the value of
‘r’ parameter decreases the second resonant frequency
(5.8 GHz). An increase in the values of ‘w’ and ‘n’
parameters increases the second resonant frequency. A
decrease in the value of ‘n’ parameter decreases the M
value.

In order to obtain the capacitance and inductance
values of the equivalent circuit, we fitted capacitance and
inductance in ADS by transmitting zeros, transmitting
poles as well as bandwidths. Table 2 shows the optimized
capacitance and inductance values of the fitted optimized
counterparts as shown in Fig. 6, where we observed that

Fig. 6. ADS software and HFSS software transmission
coefficient.

Table 2: Capacitive inductance values after fitting opti-
mization

Parameter C1 L1 C2 L2
Value (nH/pF) 0.495 4.95 0.504 0.682

Parameter C3 L3 C4 C5
Value (nH/pF) 0.515 2.44 2.07 0.806

the two models are very close to each other, thus verify-
ing the reliability of the equivalent circuit model.

IV. EXPERIMENTAL VERIFICATION

In the production of FSS prototypes, the float glass
is first cleaned with alcohol. After a series of operations,
such as spin-coating and drying, the float glass is placed
inside the photolithography machine. The mask plate is
placed on top of the photolithography machine, exposed
using contact exposure, and finally dried and coated.
The proposed FSS prototype is shown in Fig. 7 (a) A
90×90 mm2 array of 12×12 cells is printed on float glass
by photolithography process, which has the advantages
of high transmittance and low cost and can be perfectly
suitable for indoor use. The photolithography process
ensures the accuracy of the printed lines. The wall struc-
ture has an area of 11.6 mm2, and the complex square
structure has an area of 11.3 mm2. With an optical trans-
parency of 54%, leaves and trees can be seen clearly
through the FSS, making it perfectly suited for indoor
use.

(a) (b)

Fig. 7. Prototype and optical transmission spectra of the
proposed FSS: (a) prototype of proposed FSS array and
(b) optical transmission spectra of FSS.

A collimated light path is built on the experimental
bench. The outgoing beam is irradiated on the FSS pro-
totype, and a fiber optic spectrometer is used to receive
the light beam that transmits through the FSS prototype.
The transmittance curve is obtained in Morpho software.
Figure 7 (b) shows the transmittance of the FSS proto-
type at 350-1200 nm. The fabricated FSS has a trans-
mittance of 52% in most of the range, and the measured
results are more in line with the calculated results.

Figure 8 (a) shows the log periodic antennas model
and Fig. 8 (b) shows the measurement setup. The mea-
surement setup consists of BBHA 9120D log-periodic
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antenna and a FieldFox N9918A handheld vector net-
work analyzer. In measuring the transmission plot, cal-
ibration was performed at 1-10 GHz frequency. Since
the horn aperture is 25×14 mm2, four pieces of FSS
prototypes were glued together with hot melt adhesive
to cover the entire horn aperture and reduce diffraction.
In order to improve the transmission efficiency of elec-
tromagnetic wave signals, an ordinary room is covered
with wave absorbing cotton and the antenna speakers are
placed at a calculated distance from each other. The sam-
ple is placed in the middle of the speakers during the
measurement.

(a) (b)

Fig. 8. (a) Log periodic antennas model and (b) measure-
ment setup.

According to the measurement results in Fig. 9 (a), it
can be seen that the measured resonant frequency has a
slight offset. The offset at first frequency is 130 MHz,
and the offset at second frequency is 250 MHz. The
main reason for this offset is that the test room is
not a complete microwave darkroom, as well as the
error of debugging the vector network analyzer dur-
ing the measurement process, so this is acceptable. The
FSS prototype was measured for stability of different
polarization angles, and the measurement results are
shown in Figs. 9 (b) and (c). The prepared FSS has
a stable frequency response in 0-80◦, and the reso-

Table 3: Comparison of the proposed FSS structure with previous miniaturized dual-band bandstop FSS studies
REF Operational

Bands

(GHz)

Transmission

Coefficient

(dB)

Bandwidths

(MHz)

Polarization

Insensitive

Angular

Stability

Period

of Unit

Cell

λ
(mm)

T%

[22] 2.4 and 5.8 −35 and −30 800 and 820 NO 60◦ 0.24 λ 125 NO
[23] 2.4 and 5.8 −43 and −30 1100 and 700 YES 45◦ 0.11 λ 125 NO
[27] 2.4 and 5.8 −37 and −20 900 and 400 YES 60◦ 0.22 λ 125 NO
[28] 2.4 and 5.8 −27 and −28 902 and 928 YES 45◦ 0.16 λ 125 NO
[29] 2.4 and 5 −49 and −50 550 and 400 YES 60◦ 0.21 λ 125 NO
[30] 2.4 and 5.4 −45 and −43 300 and 500 YES 45◦ 0.12 λ 125 70
[31] 2.5 and 5.3 −25 and −38 280 and 1770 YES 45◦ 0.16 λ 120 NO
[32] 9.8 and 10.7 −30 and −41 330 and 373 YES 30◦ 0.16 λ 30.6 NO
PFSS 2.4 and 5.8 −27 and −30 300 and 400 YES 80◦ 0.056 λ 125 54

(a)

‘
(b) (c)

Fig. 9. Measured frequency response curve: (a) simu-
lated and measured frequency response, (b) measure-
ment curves of FSS at different incidence angles under
TE polarization, and (c) measurement curves of FSS at
different incidence angles under TM polarization.

nance frequencies are more concentrated in 2.5 GHz and
6.1 GHz.

To understand the advantages and disadvantages of
the proposed FSS, information related to previous stud-
ies of miniaturized dual-band bandstop FSS is presented
in Table 3, where “T” is the optical transparency, “λ”
is the free-space wavelength at the first resonance fre-
quency and “PFSS” is the proposed FSS.

We fabricated FSSs with smaller cell sizes. Some of
the designs in Table 3 do not explore optical transparency
nor polarization insensitivity, and most of the FSS struc-
tures have less angular stability than our designs. As can
be seen in Table 3, our designed and printed FSS struc-
tures have single layer dual frequency operation, good
transparency, ultraminiaturization, high level of polariza-
tion insensitivity and angular stability.
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V. CONCLUSION

In this paper, an ultraminiaturized and optically
transparent FSS structure is proposed to shield 2.4 GHz
and 5.8 GHz (ISM signals). The proposed design has
polarization insensitivity and high angular stability. Sur-
face current analysis and collector circuit modeling are
further presented. The resonant frequency of this FSS
can be tuned by individual optimization of geometry.
The FSS structure was prototyped using photolithogra-
phy and then measured using a horn antenna and a vec-
tor network analyzer. Measurement results show that this
FSS exhibits good transparency, and it shows stable fre-
quency response under both TE and TM polarizations,
and angular stability up to 80◦. Thus, the proposed FSS
structure is an effective method to solve electromagnetic
interference in the indoor ISM band.
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Abstract – This paper proposes an accelerated ray trac-
ing method utilizing the Embree3 ray tracing library for
targets with non-uniform thickness materials. In con-
trast to the traditional surface-based ray tracing, the
proposed approach performs ray tracing within the mate-
rials, since surface tracing is ineffective for materials
with non-uniform thickness. To ensure efficiency and
handle the overlapping grids between different materi-
als, the Embree3 ray tracing library is introduced to ray
intersection. Numerical results confirm that the proposed
method surpasses existing methods in terms of efficiency
and applicability while maintaining accuracy.

Index Terms – Accelerated ray tracing method, electro-
magnetic scattering, thick materials.

I. INTRODUCTION

In recent years, the scattering of targets with mate-
rials has become a research hotspot. Numerous electro-
magnetic algorithms have been developed, such as the
method of moments (MoM) [1], finite element method
(FEM) [2], and finite difference time domain (FDTD)
[3]. The common point of these numerical algorithms is
high accuracy but low efficiency. For electrically large
targets, a high-frequency algorithm is more suitable. The
existing high-frequency algorithms mainly include the
physical optics (PO) method and the shooting and bounc-
ing ray (SBR) method. Both algorithms can be used for
targets composed of uniformly thick materials. However,
considering the shape design, some targets have non-flat
surfaces, and the material is part of the structure rather
than being a coating. This results in non-uniform thick-
ness of the material. For non-uniform thickness mate-
rials, the PO method is not applicable, while the SBR
method can only be applied through tracing inside the
material, since it is impossible to determine the reflection
coefficient without knowing the thickness of the mate-
rial.

Ray tracing inside the material is the most suit-
able method for processing the electrically large target
with non-uniform thickness materials. Several studies
have been conducted on ray tracing inside materials,

like [4] and [5]. Compared with the traditional SBR
method, ray tracing inside the materials requires more
intersection, making acceleration algorithms more crit-
ical. Although the existing acceleration algorithms can
achieve a good acceleration ratio, they often have limi-
tations. For instance, constructing an accelerated model
using kd-tree [6] is computationally expensive and GPU
computing [7] has certain hardware requirements. Fur-
ther research is required to develop a more general and
efficient acceleration method.

Furthermore, in contrast to the traditional SBR
method with surface tracing, the overlapping grids at
the interface of different materials cause issues. Figure 1
shows that it is difficult to identify the material on which
the intersection occurs without processing the overlap-
ping grids.

Conductor Material 1

Material 2 Interface (overlapping grids)

Fig. 1. Targets with non-uniform thickness materials.

To address the above-mentioned problems, an effi-
cient and universal method is presented in this paper.
Ray tracing is performed inside the material to obtain the
radar cross-section (RCS) of targets with non-uniform
thickness materials. Unlike the existing acceleration
algorithms, the proposed approach employs the Embree3
ray tracing library, an open-source library specifically
designed for image rendering, to realize model building
and ray intersection. For overlapping grids at the inter-
face, the intersection information is determined by trac-
ing twice in multiple scenes, which avoids complex over-
lapping grid processing.

This paper successfully combines Embree3 with
the SBR method. The introduction of Embree3 signifi-
cantly improves the efficiency of ray tracing. Moreover,
the problem of overlapping grids is ingeniously solved
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through the multi-scene method. The proposed method
has much higher efficiency and stronger applicability
than the existing methods.

II. RAY TRACING INSIDE MATERIALS
BASED ON EMBREE3

The common SBR method mainly includes mod-
eling, ray tracing, field tracing, and far-field integra-
tion. The specific process of the SBR method based on
Embree3 is as follows.

A. Modeling

In contrast to the traditional SBR method with sur-
face tracing, internal ray tracing requires multiple sets of
grids to differentiate between various materials. Besides,
multiple scenes need to be created to solve the problem
of overlapping grids.

There are three types of objects in Embree3, includ-
ing device object (do), scene object (so), and geome-
try object (GO). Each object has an independent ID. As
shown in Fig. 2, GO is the first level. Each GO corre-
sponds to an independent set of grids, like GO 1, GO 2,
and GO 3. The SOs are the second level, corresponding
to different scenes. Each SO can include multiple GOs,
like SO 1, SO 2, SO 3, and SO 4. DO is the third level.
Each DO can include multiple SOs, like DO 1. Normally,
the traditional SBR method with surface tracing requires
only one scene (SO 1). However, tracing inside the mate-
rials requires multiple scenes (SO 1, SO 2, SO 3, and SO
4) to deal with the overlapping grids. The usage of mul-
tiple scenes will be described in Section IID.

GO 1 GO 2 GO 3

SO 1
(GO 1+GO 2+GO 3)

SO 2
(GO 1+GO 2)

SO 3
(GO 2+GO 3)

SO 4
(GO 1+GO 3)

DO 1 (SO 1+SO 2+SO 3+SO 4)

Fig. 2. Objects in Embree3.

B. Ray tracing

Ray tracing is the key to the accuracy and efficiency
of the SBR method. The process of ray tracing based on
Embree3 is described in detail below.

The first step is to determine the initial ray tube on
the face of the bounding box, which is obtained through
the function “RtcGetSceneBounds” defined in Embree3.
The incident direction of the initial ray tube changes with
coordinate rotation.

The second step is to find the intersections. Embree3
provides an efficient function “RtcIntersect” to obtain the
intersection. The function “RtcIntersect” is based on the

bounding volume hierarchy (BVH) algorithm [8] and the
Möller-Trumbore algorithm [9].

Figure 3 shows that the BVH is a binary tree,
where each node represents a bounding box contain-
ing grids. The root node represents the bounding box
of the whole scene, and the other nodes represent the
sub-bounding box. Intersection detection begins at the
root node, checking if the ray overlaps with the bound-
ing box. This process recursively continues until reach-
ing the bounding box of the leaf node. In contrast to kd-
tree, which divides regions based on space before inter-
section, BVH divides bounding boxes based on grids in
the process of intersection. The Möller-Trumbore algo-
rithm is a fast method to find the intersection of rays and
triangles in space. It is used to obtain the actual inter-
section between the ray and the grids in the minimum
bounding box.

Fig. 3. BVH structure.

The combination of the BVH algorithm and the
Möller-Trumbore algorithm significantly enhances the
efficiency of ray intersection. Besides, Embree3 defines
a structure “RTCRayHit” for storing incident and inter-
section information. As shown in Fig. 4, the structure
“RTCRayHit” with incident information is passed as
input to the function “RtcIntersect”, and the intersection
information is returned to the structure.

Intersection information

RCTRayHit RctIntersect
Incident information

Fig. 4. Finding the intersections.

The third step is to determine the reflection and
transmission information. Figure 5 shows that the inter-
section information in “RTCRayHit” is used to obtain
reflection and transmission information employing equa-
tions (1)-(6).

As shown in Fig. 6, when a ray hits the inter-
face between the free space (Region 0) and the material
(Region 1), a transmitted wave and a reflected wave will
be generated at the intersection. The incident wave vector
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RCTRayHit Equations (1)-(6)
Intersection 
information

RCTRayHit

RCTRayHit

Fig. 5. Determining the reflection and transmission infor-
mation.

Incident 
wave Region 0

Region 1

Region 2

t

i r

2 2  

1 1  

Fig. 6. Wave propagation inside the materials.

�ki and the transmitted wave vector�kt are:
�ki = ki

hĥ+ ki
vv̂ =

(
k0 sinθ i) ĥ+

(
k0 cosθ i) v̂ = ω

√
μ0ε0,

(1)
�kt = β̄ t − jᾱ t = (β t

hĥ+β t
v v̂)− j(α t

hĥ+α t
vv̂) = ω

√
μ1ε1,
(2)

where θ i is the incident angle, k0 is the wave vector in
free space, ĥ is the transverse component, and v̂ is the
longitudinal component. According to the phase match-
ing condition [10], the following can be obtained:[(

ki
h
)2

+
(
β t

v
)2]−[(

α t
v
)2]

= Re
(
ω2μ1ε1

)
, (3)

2β t
vα t

v =−Im
(
ω2μ1ε1

)
. (4)

The transmission angle θ t can be calculated after
obtaining β t

v by solving equations (3) and (4) with the
following:

θ t = tan−1
(

k0 sinθ i

β t
v

)
. (5)

According to the Snell’s law, the reflection angle θ r

is equal to the incident angle θ i:
θ r = θ i. (6)

The fourth step is to determine whether to continue
tracing. The maximum tracing times and the minimum
energy limit are set as the end conditions. Moreover, ray
tracing will also stop when there is no intersection. If the
end condition is not met, the operation in the second step
will be repeated by treating the reflected or transmitted
ray as the new incident ray.

C. Field tracing and far-field integration

Field tracing and ray tracing are performed simul-
taneously. The attenuation coefficient ᾱ t of the material

can be calculated using equations (3) and (4). The calcu-
lation method of the reflection and transmission coeffi-
cients is provided in [11] and listed as follows:

RT E =
μ0ki

v−μ1kt
v

μ0ki
v +μ1kt

v
,TT E =

2μ1ki
v

μ0ki
v +μ1kt

v

RT M =
ε0ki

v− ε1kt
v

ε0ki
v + ε1kt

v
,TT M =

2ε1kt
z

ε0ki
v + ε1kt

v
(7)

where RT E , RT M , TT E , and TT M are the reflection and
transmission coefficients of TE and TM waves, respec-
tively. The reflected and transmitted electric fields at the
intersection can be calculated as:[

ĒT E
ĒT M

]r

n+1
=

[
RT E 0
0 RT M

][
ĒT E
ĒT M

]i

n
,

[
ĒT E
ĒT M

]t

n+1

=

[
TT E 0
0 TT M

][
ĒT E
ĒT M

]i

n
. (8)

After performing ray tracing and field tracing for all
ray tubes, the effective ray tubes are selected for far-field
integration. Gordon’s method is adopted in this paper for
integration [12]. The RCS of the target can be obtained
by superimposing the scattering field of all effective ray
tubes.

D. Ray tracing in multiple scenes

Overlapping grids make it challenging to accurately
and directly determine the correct material parameters
required for reflection and transmission calculations. As
shown in Fig. 7, there are four different intersections for
a ray tube. Due to the overlapping grids at Point 2 and
Point 3, all four intersections are located on the grid of
GO 2, which affects the acquisition of correct material
parameters. To ensure accurate and efficient ray tracing,
the multiple scenes as shown in Fig. 2 are used to deter-
mine the precise GO where the intersection occurs. The
specific process is as follows.

Point 1

Point 2

Point 3

Point 4

GO 1

GO 3 GO 2

Fig. 7. Intersections of a ray tube.

In this multi-scene method, each ray tracing needs
to be carried out twice in different SOs. As shown in
Fig. 8, the intersection of the first tracing is on GO 2.
Thus, the second tracing is made in SO 2, which does not
contain GO 2. The distance d between the two intersec-
tions is calculated when both tracings have an intersec-
tion. According to the position of the second intersection
and the distance d, the actual position of the intersection
can be determined.
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Tracing in SO 1

Tracing in SO 2

First tracing

Second tracing

Actual 
position

Interface between 
GO 2 and free space

Interface between 
GO 2 and GO 1

Interface between 
GO 2 and GO3

Intersection on GO 2

Intersection on GO 1 
and d<0.1mm

 

Fig. 8. Ray tracing in multiple scenes.

The multi-scene method effectively solves the prob-
lem of overlapping grids. Despite a significant increase
in intersection points, the overall method remains effi-
cient due to the powerful performance of Embree3 and
the avoidance of overlapping grid processing. Further-
more, this multi-scene method is not limited by model
shape and mesh quality.

III. SIMULATIONS AND DISCUSSION

The accuracy and efficiency of the proposed ray
tracing method were investigated through the following
four examples. All the simulations were performed on
a workstation with two Intel (R) Xeon (R) CPU Gold-
6248R.

A. SLICY model

A conductor SLICY model as shown in Fig. 9 was
simulated first. The RCS from the SBR method in CST
was compared with the proposed SBR method. The inci-
dent angle varied in the range of θ = 0◦−90◦ for ϕ = 0◦,
θθ polarization. The frequency was 10 GHz, and the

915

Unit: mm

765

Fig. 9. Dimensions of the SLICY model.

electrical size was about 92λ × 82λ × 56λ . The high
degree of consistency between the two results shown in
Fig. 10 validates the accuracy of the ray tracing method
in this paper. Table 1 presents the computation cost,
demonstrating the high efficiency of the proposed ray
tracing method.

0 15 30 45 60 75 90
0

10

20

30

40

50

60

R
C

S(
dB

sm
)

 SBR in CST
 SBR in this paper

Fig. 10. RCS of the SLICY model.

Table 1: Computation time of the SLICY model
SLICY model SBR in this paper SBR in CST

Time 19 s 24 s

B. Trihedral coated with thick material

A 20λ × 20λ × 20λ trihedral coated by a material
with a thickness of 1 λ was analyzed. The parameters
were εr = 3− j3, μr = 1. The incident angle varied in
the range of θ = 0◦ −90◦ for ϕ = 45◦, θθ polarization,
and the frequency was 6 GHz. Figure 11 compares the
results of the SBR method in this paper with the FEM
in HFSS. The results are quite consistent, demonstrating
the accuracy of the SBR method in this paper when there
is material in the target.

Table 2 compares the computation time of the SBR
method in this paper with the SBR method in [5], which
uses kd-tree for the same model. It can be seen that the
efficiency of the proposed ray tracing is much higher
than that of the traditional acceleration method.

Table 2: Computation time of coated trihedral
Coated

trihedral

SBR in this

paper

SBR in

[5]

FEM

Time 16 s 2174 s 1.8 h
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Fig. 11. RCS of coated trihedral.

C. Cube coated with thick materials

The RCS of a cube coated with thick materials was
calculated. The size of the cube was 10λ × 10λ × 10λ .
Two different cases were considered. In one case, the
cube was coated with a single layer of material, and the
thickness was 0.5λ , εr = 9.5− j1, μr = 1. In the other
case, the cube was coated with two-layer material, and
the thickness of each layer was 0.5λ , εr = 9.5− j1, μr =
1 for the inner layer, and εr = 2− j1, μr = 1 for the
outer layer. For both cases, the incident angle varied in
the range of θ = 0◦ − 90◦ for ϕ = 0◦, ϕϕ polarization,
and the frequency was 3 GHz. The RCS results of the
two cases are shown in Fig. 12. The reference results are
from the finite integration technique (FIT) in CST.

It can be seen from Fig. 12 that the results of the two
methods are consistent, indicating that the SBR method
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Fig. 12. RCS of a coated cube.

proposed in this paper is still accurate when dealing with
multi-layer thick materials. Table 3 shows that the com-
putation time of the proposed SBR method is signifi-
cantly lower than that of the FIT.

Table 3: Computation time of a coated cube
Coated

Cube

One Layer Two Layers

SBR FIT SBR FIT

Time 13 s 3.5 h 20 s 4.6 h

D. Combination of conductor and materials

The fourth model was a combination of three parts.
The size of the entire model was about 19λ ×16λ ×3λ .
Each part was of non-uniform thickness. There were two
different cases. In case 1, all three parts were conductors.
In case 2, part 1 was a conductor, part 2 was a material
with εr = 3− j2, μr = 1.5− j1.2, and part 3 was a mate-
rial with εr = 4− j4, μr = 1− j0.5. For both cases, the
incident angle varied in the range of θ = 0◦ − 180◦ for
ϕ = 90◦, ϕϕ polarization, and the frequency was 3 GHz.
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Fig. 13. RCS of three-part combination.

Figure 13 shows the RCS results of the three-part
combination. The reference results are from the SBR
method in CST for case 1 and the FIT in CST for case 2.
It can be observed that the results are quite consistent for
both cases. The computation time is shown in Table 4.
This example further illustrates the accuracy and high

Table 4: Computation time of combination model

Combination

Case 1 Case 2

SBR
SBR in

CST
SBR FIT

Time 3 s 3 s 15 s 6.8 h
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efficiency of the proposed SBR method when dealing
with targets with non-uniform thickness materials since
the SBR method in CST can only be used for conductor.

IV. CONCLUSION

An accelerated ray tracing method is studied in this
paper. The scattering of target with non-uniform thick-
ness materials is calculated by ray tracing inside the
materials. The Embree3 ray tracing library is introduced
to improve the efficiency of ray tracing. Moreover, a
multi-scene method is proposed to determine the inter-
section position, which avoids overlapping grid hidden
processing. Experimental results demonstrate and vali-
date that the proposed method has higher efficiency and
stronger applicability than the existing algorithms.
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[9] T. Möller and B. Trumbore, “Fast, minimum stor-
age ray-triangle intersection,” Journal of Graphics
Tools, vol. 2, no. 1, pp. 21-28, 1997.

[10] P. H. Pathak and R. J. Burkholder, Electromagnetic
Radiation, Scattering, and Diffraction. Hoboken,
NJ: Wiley-IEEE Press, 2022.

[11] W. C. Chew, Waves and Fields in Inhomogeneous
Media. Hoboken, NJ: Wiley-IEEE Press, 1995.

[12] W. Gordon, “Far-field approximations to the
Kirchoff-Helmholtz representations of scattered
fields,” IEEE Trans. Antennas Propagat., vol. 23,
no. 4, pp. 590-592, July 1975.

Yi Zhu was born in Sichuan,
China, in 1996. He received the
B.S. and M.S. degrees in electro-
magnetic field and microwave tech-
nology from Northwestern Polytech-
nic University, Xi’an, China, in 2018
and 2021, respectively, where he is
currently pursuing the Ph.D. degree.

His research interests include computational electromag-
netics.

Gao Wei was born in Shandong,
China, in 1963. He received the
B.S. and M.S. degrees in electro-
magnetic field and microwave tech-
nology from Northwestern Polytech-
nic University, Xi’an, China. He
is currently a professor with the
School of Electronics and Informa-

tion in Northwestern Polytechnic University. His current
research interests include antenna theory and techniques,
microwave measurement, and microwave application.

Jianzhou Li was born in Shaanxi,
China, in 1972. He received the
Ph.D. degree from Northwestern
Polytechnic University, Xi’an,
China, in 2005. He received a P.D.
degree in Surrey Satellite Center
in University of Surrey, UK, in
2009. He is currently an associate

professor with the School of Electronics and Information
in Northwestern Polytechnic University. His current
research interests include antenna theory and techniques,
and computational electromagnetics.



533 ACES JOURNAL, Vol. 39, No. 06, June 2024

Efficient Electromagnetic Compatibility Optimization Design Based on the
Stochastic Collocation Method

Xiaobing Niu, Shenglin Liu, and Runze Qiu

College of Marine Electrical Engineering
Dalian Maritime University, Dalian, 116026, China

emtf@dlmu.edu.cn, shaonian@dlmu.edu.cn, qiurunze321@163.com

Abstract – Nowadays, in the field of electromagnetic
compatibility (EMC), numerical methods such as finite
element analysis are often used for simulation analysis.
These numerical methods take a long time to solve some
complex simulation problems, which is not conducive to
the optimal design of EMC. In particular, the intelligent
optimization algorithm that needs continuous iterative
calculation will not be realized because of the long opti-
mization time. This paper realizes the innovative appli-
cation of the uncertainty analysis method (Stochastic
Collocation Method) in EMC optimization design. Two
typical EMC optimization design problems, namely, the
prediction of cable crosstalk and the design of shielding
performance of metal boxes, are proposed to verify the
effectiveness of the optimization algorithm. Meanwhile,
its performance is compared with the classical intelligent
optimization algorithms such as genetic algorithms and
immune algorithms.

Index Terms – Efficient optimization design, elec-
tromagnetic compatibility, failure mechanism analysis,
intelligent optimization algorithms, stochastic colloca-
tion method.

I. INTRODUCTION

Since the existence of the subject of Electromag-
netic Compatibility (EMC), optimal design has been one
of its important research contents. Due to the widespread
randomness in the actual engineering environment, and
the strong nonlinearity of the electromagnetic process,
the optimization design of electromagnetic related per-
formance is very difficult. In the 1990s, the International
COMPUMAG Society presented the standard engineer-
ing problems, the Testing Electro-Magnetic Analysis
Methods (TEAM), which are used to verify the correct-
ness of electromagnetic field numerical analysis meth-
ods. Some of them involve optimization design about
electromagnetic calculation, for example, TEAM 22 cal-
culating example is the optimization design of supercon-
ducting magnetic energy storage systems, while TEAM

25 calculating example is the optimization design of
magnetic field alignment die for anisotropic bonded per-
manent magnets [1, 2].

Around 2008 till now, intelligent optimization
algorithms have been gradually introduced into EMC
optimization design and achieved great success, such
as particle swarm algorithm, genetic algorithm, immune
algorithm and so on [3–6]. When the analytical method is
used for forward prediction analysis or the single simula-
tion time is short, intelligent optimization algorithms can
get good optimization design results by virtue of their
superior search ability. However, when the forward sin-
gle simulation time is long, such as the complex EMC
problem with finite element analysis method, intelligent
optimization algorithms will lose competitiveness due to
the long simulation time. Nowadays, with the require-
ments of multi-physical field coupling, uncertainty anal-
ysis and so on, the complexity of finite element analysis
is increasing, which leads to the increase of various costs
of EMC simulation prediction. At this time, intelligent
optimization algorithms have no application.

Around 2014 till now, optimization algorithms
based on surrogate model is becoming more and more
popular in EMC simulation. The most representative
methods are the Kriging model [7–9] and the surface
response model based on radial basis function [10].
Their idea is to abstract the EMC prediction process into
a substitute model, and then use intelligent optimiza-
tion algorithms to optimize the agent model, so as to
obtain the optimal design results. However, these meth-
ods have a fatal defect, that is, there is no accurate con-
vergence judgment standard, which means the required
EMC deterministic simulation times can only depend
on the experience of the designers. When the number
of EMC simulations is too low, the accuracy of opti-
mal design is difficult to guarantee. When the number
of EMC simulations is too high, it will cause a serious
waste of computing resources.

Since 2013, uncertainty analysis is another hot
research direction in the EMC field, and many methods
have been successfully applied, such as the Monte Carlo
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Table 1: Comparison of performance of electromagnetic
optimization algorithms

Intelligent

Optimization

Algorithms

Surrogate

Models

SCM

Efficiency
calculation

Low High High

Convergence Poor Relatively
Poor

Good

Global
search

capability

Strong Weak Relatively
Strong

Suboptimal
search

capability

Weak Relatively
Strong

Strong

Method [11, 12], the Stochastic Reduced Order Mod-
els [13], and so on. There are many potential applica-
tions of uncertainty analysis methods, one of which is
the worst-case estimation. Its implementation process is
similar to the optimization process based on agent model.
Unlike intelligent optimization algorithm, the optimiza-
tion process based on uncertainty analysis method does
not need iteration, so it has higher computational effi-
ciency. Unlike the optimization process based on tradi-
tional agent model, uncertainty analysis has a strict con-
vergence judgment method [14, 15], so its calculation
efficiency and accuracy are guaranteed.

The Stochastic Collocation Method (SCM) is a non-
embedded uncertainty analysis method, which has the
characteristics of high calculation accuracy and high cal-
culation efficiency, so it is very suitable for the appli-
cation of optimum design [16–18]. Therefore, this paper
selects it as an extended application of uncertainty analy-
sis method in optimization design, and discusses its opti-
mum performance in detail.

Table 1 compares the electromagnetic optimum per-
formance of Intelligent optimization algorithms, Surro-
gate models and SCM, the SCM algorithm is shown to
be more innovative.

The structure of the paper is as follows: Principle
of the SCM applied to optimal design is presented in
Section II. Section III gives the limitation of the SCM
and its improvement scheme. Example of crosstalk pre-
diction in the cable cascade model is shown in Section
IV. Section V offers an example of shielding perfor-
mance design of metal box. Prospect of the proposed
optimization design method is discussed in Section VI.
Section VII summarizes this paper.

II. APPLICATION OF THE SCM IN
OPTIMIZATION PROCESS

For the uncertainty analysis methods, the inputs
of the EMC simulation are regarded as random

variables instead of deterministic constants. In
optimization process, the parameters to be optimized
also change within a certain range. If the range is treated
as a random variable with uniform distribution, the
optimization process can be equivalent to an uncertainty
analysis problem. The one-to-one correspondence
between the value range [Amin,Amax] and the random
variable ξi is shown as follows:

A(ξi) =
Amax+Amin

2
+

Amax−Amin

2
×ξi. (1)

Where ξi is the random variable obeying the uniform
distribution in the range of [−1,1].

According to the generalized polynomial chaos the-
ory, the SCM uses the Legendre polynomials to deal with
uncertainty analysis problems with random variables of
uniform distribution. The first terms of Legendre poly-
nomials in one dimension are as follows:⎧⎪⎪⎪⎨

⎪⎪⎪⎩
ϕ0 (ξi) = 1
ϕ1 (ξi) =

√
3ξi

ϕ2 (ξi) =
√
5
2

(
3ξ 2

i −1
)

ϕ3 (ξi) =
√
7
2

(
5ξ 3

i −3ξi
)
.

(2)

The principle formula of the SCM is as follows:
EMCSCM(ξ ) =
m1

∑
j1=1

· · ·
mn

∑
jn=1

EMC(a j1 , · · · ,a jn)Lag(a j1 , · · · ,a jn) .
(3)

Where
{

a j1 , · · · ,a jn
}
are collocation points, which

are the tensor product of zero points of chaotic polynomi-
als like formula (2). EMC(a j1 , · · · ,a jn) means the EMC
simulation result under the deterministic input parame-
ters

{
a j1 , · · · ,a jn

}
. Lag(a j1 , · · · ,a jn) is the calculation

results of Multi-dimensional Lagrange Interpolation on
collocation points, and EMCSCM(ξ ) is the final results
in the form of random variable polynomials . Finally,
the uncertainty analysis results are obtained by sam-
pling random variable polynomials EMCSCM(ξ ). The
results can be the expected values, the standard devia-
tion results, the probability density function results, the
worst-case estimation results and so on.

According to the above theory, the core idea of the
SCM is using the random variable polynomials to replace
the EMC simulation process, and then the agent model
EMCSCM(ξ ) can be sampled to obtain the uncertainty
analysis results. For the optimization problem, we can
also build a similar agent model, and then use the exhaus-
tive method to obtain the optimum results. As the SCM
has excellent computational efficiency, the establishment
of the agent model only requires several forward EMC
simulations, and the number of simulations is the number
of collocation points. Unlike the traditional intelligent
optimization algorithm, which requires repeated itera-
tions, the efficiency of the proposed optimization algo-
rithm is obviously better.
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In uncertainty analysis, how to judge the conver-
gence of the algorithm is an important topic, and the
Mean Equivalent Area Method (MEAM) is an effective
method to solve this problem [14, 15]. Back to this paper,
our question is how to judge the order of chaotic poly-
nomials in the SCM. In reference [14], there is a clear
solution for the SCM: By increasing the order of poly-
nomials, the MEAM is used to quantitatively calculate
the similarity between adjacent order uncertainty anal-
ysis results, and then determine the convergence order
of the SCM. This similarity must be in the “Excellent”
level, namely, the MEAM value is larger than 0.95 at this
time.

It is worth noting that the explicit convergence judg-
ment basis is the unique advantage of the uncertainty
analysis method different from the traditional agent
model optimum design method, which is an important
guarantee for the accuracy of optimum design and calcu-
lation efficiency.

The following is a typical multi-peak functional
problem to preliminarily verify the accuracy of the pro-
posed algorithm. Our goal is to identify its maximum
value:

f (x1,x2) = e− e
cos(2πx1)+cos(2πx2)

2 +2π

−2πe−0.2×
√

x21+x2
2

2 .

(4)

The value range of parameter x1 to be identified is
the range [4,8], and that of parameter x2 is the range
[8,10].

Zero points of the 5-th order Legendre polynomials
are applied, and the selection of the collocation points in
the form of tensor product is completed as follows:{

a j1 ,a j2

}
= {9.91,9.54,9.00,8.46,8.09}
⊗{7.81,7.08,6.00,4.92,4.19}. (5)

The result of parameter identification calculated by
the SCM is {9.5453, 7.5097}. Substituting the result into
formula (4), the maximum predicted value is 7.4980.
The preliminary verification of the optimization effect is
shown in Fig. 1. There are 3000 blue points, which are
brought into formula (4) by the exhaustive method to ver-
ify the effect of parameter identification. The red star is
the optimization result given by the SCM, which is obvi-
ously in the region where the optimal value is located.

Sorting 3000 sampling results, the results of the top
10 maximum values are shown in Table 2. Obviously, it
verifies the effectiveness of the SCM in this optimization
example. In this example, the SCM only needs to per-
form 25 times forward calculations of the formula (4).
High computational efficiency of this proposed optimiza-
tion algorithm is due to high convergence of the general-
ized polynomial chaos theory.

Fig. 1. Preliminary verification of the SCM in optimiza-
tion effect.The red star is the maximum value position
identified by SCM, and the blue dots represent the func-
tion value position of all grid points. It can be seen
that the maximum value identified is consistent with the
actual situation.

Table 2: Top 10 maximum values given by the exhaustive
method

Order Result

1 f (9.5073,7.5437)=7.4972
2 f (9.5589,7.5444)=7.4908
3 f (9.5463,7.4601)=7.4873
4 f (9.5975,7.5079)=7.4769
5 f (9.5975,7.5047)=7.4767
6 f (9.5534,7.5886)=7.4745
7 f (9.4821,7.4179)=7.4627
8 f (9.4154,7.5513)=7.4571
9 f (9.4169,7.5576)=7.4561
10 f (9.4466,7.4286)=7.4556

III. LIMITATION OF THE SCM AND ITS
IMPROVEMENT SCHEME

In Section II, the effectiveness of the SCM in the
optimization process has been preliminarily verified,
especially its advantage of high computational efficiency.

However, choosing the collocation points in the
form of tensor products will seriously affect the com-
putational efficiency of the proposed optimization algo-
rithm. The number of the collocation points is exponen-
tial with the number of random variables, which leads to
the “curse of dimensionality”. In this case, when there
are many parameters to be identified, the times of the
required forward simulations will increase explosively,
and the SCM will lose its high computational efficiency.
This is the limitation of the SCM, which suggests that
the proposed optimization method is only applicable to a
small number of parameters to be identified.

In uncertainty analysis, the sensitivity of differ-
ent random variables can be predicted in advance in
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the pretreatment stage. The random variables with low
sensitivity can be replaced by the mean values to achieve
the purpose of dimension reduction. With dimensional-
ity the help of this idea, this section puts forward the
improvement scheme of the SCM into the optimization
process.

Firstly, the sensitivity calculation formula is as fol-
lows, which is proposed in reference [19]. It is a numer-
ical approximate calculation method based on Richard-
son extrapolation method under the difference scheme,
and has good nonlinear processing ability:

Si = 2×
yEMC

(
ξ1, · · ·ξi +

δi
2 · · · ,ξn

)
δi
2

−2×
yEMC

(
ξ1, · · ·ξi · · · ,ξn

)
δi
2

−
yEMC

(
ξ1, · · · ξ̄i +δi · · · ,ξn

)
δi

−
yEMC

(
ξ1 · · ·ξi · · · ,ξn

)
δi

,

(6)

where ξi is the mean value of the random variable ξi,
yEMC() indicates forward EMC simulation at the specific
collocation point. δi is a small perturbation, and its value
can be assumed to be max(ξi)−min(ξi)

2 .
The improvement scheme of the SCM in the opti-

mization process is as follows, and it divides the sensi-
tivity into different levels before SCM calculation.

Step 1, according to formula (1), all parameters to be
identified are transformed into random variables obeying
the uniform distribution.

Step 2, according to formula (6), the sensitivity of
every random variable is calculated, and it is used to clas-
sify random variables.

Step 3, random variables with low sensitivity are
replaced by their mean values, and the SCM is used to
carry out the optimization process on high sensitive ran-
dom variables.

Step 4, random variables with high sensitivity are
replaced by their optimal values calculated in the Step 3,
and the SCM is used to carry out the optimization pro-
cess a second time on low sensitivity random variables.

Step 5, the final results are the combination of all
optimization parameters in the Step 3 and the Step 4.

Obviously, in this improvement scheme, the SCM
optimizations are carried out twice for high sensitivity
parameters and low sensitivity parameters respectively,
so as to achieve the purpose of mitigating the “curse
of dimensionality”. For example, suppose that the num-
ber of parameters to be optimized is six, and the num-
ber of forward EMC simulations required for the normal

SCM optimization is 56 = 15625. Using the improve-
ment scheme, this number is reduced to 2× 53 = 250.
In the process of sensitivity calculation, some forward
EMC simulation times are added. Each random vari-
able corresponds to the simulation of two perturbation
quantities δi and δi

2 , plus the simulation at the mean

value
(

ξ1, · · ·ξi · · ·ξn

)
, so the number of increases times

is thirteen. The number of forward EMC simulations
required for the improvement scheme is 263.

It is worth noting that the sensitivity of random vari-
ables can be divided into several levels, not just high
level and low level, in order to improve the computa-
tional efficiency of the optimization process.

To sum up, the improvement scheme can effectively
avoid the impact of the “curse of dimensionality” limita-
tion of the SCM on the calculated efficiency of the opti-
mization algorithm, which broadens the scope of appli-
cation of the optimization algorithm proposed in this
paper.

IV. EXAMPLE OF CROSSTALK
PREDICTION IN THE CABLE CASCADE

MODEL

In order to describe the geometric randomness
caused by bundling or other factors, the cascaded trans-
mission line model is usually used to model the cables
[17]. According to the electromagnetic field theory, the
closer the distance between cables, the stronger the elec-
tromagnetic coupling effect, and the greater the crosstalk
between lines. According to this theorem, an optimiza-
tion problem with known optimization results can be
constructed through a cascade model, in order to ver-
ify the effectiveness of the proposed algorithm in this
paper.

The schematic diagram of the cable cascade model
is shown in Fig. 2. Two cables are laid flat on the ground
aluminum plate, which are cascaded by six uniform
transmission line models. The pink line is an interference
emission line with a diameter of 0.07 m. The green line is
the interference receiving line with a diameter of 0.09 m.
According to the coordinate axis direction in Fig. 2, in

Fig. 2. Schematic diagram of the cable cascade model.
The pink cable has electromagnetic interference, while
the green one is the disturbed cable.
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this example, the geometric position of the cable can be
changed only in the x-axis direction.

Figure 3 shows the circuit schematic diagram of
the crosstalk prediction problem. Both cables are 1m
long and all load impedances are 50 Ω. The electromag-
netic interference source is a sinusoidal excitation source
with the amplitude of 1V and the frequency of 40 MHz.
Ucrosstalk refers to the voltage crosstalk amplitude at the
load end of the interference receiving line. The forward
EMC simulation solver is the Finite Difference Time
Domain method. The electrical parameters in the trans-
mission line model are given by the image method and
the electric axis method. Obviously, the ground heights
of the two cables are their radius, namely 0.045 m and
0.035 m. Assume that the x-axis coordinates of the six
transmission lines of the interference emission line are
fixed, which are {2.5 m, 5.5 m, 5.7 m, 8.2 m, 6.9 m,
2.8 m}. The x-axis coordinates of the six transmission
lines of the interference receiving line are parameters to
be optimized. The optimization objective is to maximize
the crosstalk value Ucrosstalk . More information about
crosstalk calculation is consistent with reference [17].

Fig. 3. Schematic diagram of the cable cascade model.
The pink cable has electromagnetic interference, while
the green one is the disturbed cable.

The value range of parameters to be optimized is
from 1 m to 10 m. Obviously, the answer to this opti-
mization problem is known. That is, when the two cables
coincide, the crosstalk value is the largest, so the answer
to the optimal design is {2.5 m, 5.5 m, 5.7 m, 8.2 m,
6.9 m, 2.8 m}. At this time, the crosstalk value is
0.0163 V. Since the cables in the example are solid (with
radius), they cannot be completely coincident. There-
fore, when calculating the distance between cables in the
image method, when it is less than the sum of the radius
of two cables 0.045+ 0.035 = 0.08 m, the distance is
directly equal to 0.08 m.

This article primarily aims to identify the optimal
value of the simulation model, which is independent of
the actual test results; therefore, no corresponding test
results are provided.

Using the improved optimization algorithm men-
tioned in Section III, the optimization result is
{2.5869 m, 5.5014 m, 5.6186 m, 8.0243 m, 7.4948 m,
2.7990 m}. The crosstalk value under this result is
0.0056 V.

The genetic algorithm and the immune algorithm
are compared to verify the performance of the pro-
posed algorithm. In the immune algorithm, 40 chromo-
some individuals are used for three generations of evo-
lution, and the total number of forward EMC simula-
tions required is 883. The final optimization result of the
immune algorithm is {9.4595 m, 3.8242 m, 5.6702 m,
8.2771 m, 6.9049 m, 2.7770 m}, and its crosstalk value
is 0.0037 V. The number of forward EMC simulation
required by the SCM is only 263, less than one-third of
883, but its optimization result is better than that of the
immune algorithm.

For the genetic algorithm, 60 chromosomes are used
for 20 iterations, and the results are shown in Table 3.
The final identification result of the SCM is better than
that of the first 14 generations of the genetic algo-
rithm. Similarly, the number of forward EMC simula-
tions required is less than one-third of that of the genetic
algorithm.

The intelligent optimization algorithm needs
to obtain the optimal solution through repeated
iterative evolution, while the SCM only completes

Table 3: Optimization results of genetic algorithm in
crosstalk prediction example

Iteration

Times

Simulation

Times

Crosstalk Value

1 120 0.0011V
2 180 0.0011V
3 240 0.0017V
4 300 0.0017V
5 360 0.0023V
6 420 0.0023V
7 480 0.0024V
8 540 0.0032V
9 600 0.0032V
10 660 0.0032V
11 720 0.0033V
12 780 0.0034V
13 840 0.0040V
14 900 0.0049V
15 960 0.0059V
16 1020 0.0062V
17 1080 0.0063V
18 1140 0.0063V
19 1200 0.0063V
20 1260 0.0063V
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the identification through a single operation without
an iterative process. Therefore, the SCM can quickly
obtain the local optimal solution because of its high
convergence, but its ability to obtain the global optimal
solution is obviously inferior to the intelligent optimiza-
tion algorithm. Table 3 shows the ability of the genetic
algorithm to seek the global optimal solution in the
process of continuous iteration. It means that the SCM is
more suitable for optimization problems where a single
forward EMC simulation takes too long. The reason is
that the intelligent optimization algorithm cannot be
used because of its low computational efficiency. When
the single EMC simulation time is short, the intelligent
optimization algorithm is still the first choice.

V. EXAMPLE OF SHIELDING
PERFORMANCE DESIGN OF METAL BOX

In order to verify the practicability of the proposed
algorithm, this chapter applies it to the electromagnetic
protection design example of metal box, and its design
details are shown in Fig. 4. The size of the anechoic
chamber is 3.9× 3.9× 3.3m3. The shielding material is
carbon-loaded foam with low conductivity. There is a
biconical antenna at the center of the darkroom, and this
position is also assumed to be the coordinate origin. The
details of the coordinate axis are also shown on the right
side of Fig. 4. The antenna emits the spherical wave at
the frequency of 10 MHz, other settings of the model are
consistent with those shown in reference [20].

Fig. 4. Schematic diagram of shielding performance
design. The green lines represent the strip cooling holes,
which are supposed to be facing away from the antenna
to achieve the best electromagnetic shielding effect.

There is an aluminum box 0.8 m away from the right
wall of the anechoic chamber, and this position is fixed.
The size of the box is 0.6×0.6×0.6m3 with a thickness
of 0.02 m. There is an electromagnetic-sensitive device

in the middle of the aluminum box. Therefore, the elec-
tric field strength at this location needs to be predicted,
and the value should be minimized in the design process.

Similarly, there are six parameters to be optimized
in this example. The first two parameters are the posi-
tion parameters of the aluminum box in the x-axis
and z-axis directions. Take the center point (pink test
point) of the aluminum box in Fig. 4 as the reference
point, and the value ranges of their coordinates are both
[−0.8 m, 0.8 m].

There are three cooling holes on the right side of
the metal box, and its enlarged view is shown in Fig. 5.
The lengths of the three holes are the parameters to be
identified, and their value ranges are [0.36 m,0.44 m].
The width of the holes is assumed to be 0.01 m. The
last parameter to be identified is the distance between the
hole at both ends and the hole in the middle. It is assumed
that the distance between the center and both ends is
the same, that is, h1 = h2. Its value range is [0.06 m,
0.1 m]. Similarly, this example exclusively presents the
optimization results derived from the simulation model.

Fig. 5. Enlarged view of position information of cooling
holes in the aluminum box. The length and relative posi-
tion of the cooling holes are parameters to be optimized.

Using the optimization algorithm proposed in
Section III, third order Legendre polynomials are
selected, so the number of forward EMC simulations is
2× 33 + 2× 6+ 1 = 67. The determination method of
the order will be discussed in the next section. The final
optimization result of the SCM is {-0.7991 m, 0.5456 m,
0.3970 m, 0.3600 m, 0.3609 m, 0.0609 m}, and the
electric field strength value at this time is 3.0765 ×
10−5 V/ m.

Table 4 shows the comparative optimization results
of the genetic algorithm. A total of 60 chromosomes
are used for 10 iterations. The SCM identification result
is better than the results of the first two generations.
In this case, the number of forward EMC simulations
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Table 4: Optimization results of genetic algorithm in
crosstalk prediction example

Iteration

Times

Simulation

Times

Crosstalk Value

1 120 3.5658×10−5 V/m
2 180 3.3418×10−5 V/m
3 240 2.4779×10−5 V/m
4 300 2.4779×10−5 V/m
5 360 2.4779×10−5 V/m
6 420 2.4779×10−5 V/m
7 480 2.4779×10−5 V/m
8 540 2.4779×10−5 V/m
9 600 2.4779×10−5 V/m
10 660 2.4779×10−5 V/m

required in the SCM is less than one-third of that of
the genetic algorithm. However, after three generations
of iteration, the genetic algorithm can quickly identify
the global optimal solution. Therefore, the conclusion
obtained through comparison is consistent with that in
Section IV, that is, the SCM is better at finding the sub-
optimal solution quickly, while the genetic algorithm is
inefficient but can find the global optimal solution.

It is worth noting that the genetic algorithm has con-
verged in the third generation, but it cannot be deter-
mined that it has converged until the tenth generation.
Therefore, in the practical application, the optimization
design method based on the SCM has greater advantages
in computational efficiency.

In order to further demonstrate the accuracy of the
SCM, the optimization results of the exhaustive method
are proposed for comparison. Sorting 500 sampling
results, the optimization results of the top five minimum
electric field strength values are shown in Table 5. Obvi-
ously, the optimization result given by the SCM is better

Table 5: Optimization results of genetic algorithm in
crosstalk prediction example
Order Parameters [m] Electric Field

Intensity

1 −0.7991, −0.3189,
0.3757, 0.3908, 0.4276,

0.0888

3.3811×10−5 V/m

2 0.7845, −0.2846, 0.3799,
0.3733, 0.3796, 0.0972

3.4548×10−5 V/m

3 0.7131, −0.0191, 0.3720,
0.4344, 0.3800, 0.0964

3.5168×10−5 V/m

4 0.7946, 0.5739, 0.4131,
0.3665, 0.3848, 0.0743

3.5791×10−5 V/m

5 0.6650, 0.5878, 0.4023,
0.4335, 0.4123, 0.0958

3.5996×10−5 V/m

than 500 sampling results in the exhaustive method. This
is enough to prove the accuracy of the SCM in the opti-
mization process.

VI. PROSPECT OF THE PROPOSED
OPTIMIZATION DESIGN METHOD

Prospect 1: Relationship between the number of sen-

sitivity categories and the performance of optimiza-

tion algorithm.

In this paper, sensitivity is only divided into high
level and low level, but it can be divided into many
categories. In the future work, especially in the multi-
parameter optimization design problem, how to select
the number of levels scientifically and reasonably will
be discussed. Among them, the relationship between the
number of the levels and the accuracy of the SCM, and
how to allocate this number to maximize the calculation
efficiency of the SCM are both worth discussing.

Prospect 2: Application of the proposed optimization

algorithm in robust optimal design.

Due to the existence of manufacturing error and ran-
domness in the actual engineering environment, the sub-
optimal solution with low sensitivity is sometimes more
practical than the optimal solution with high sensitiv-
ity. Therefore, the concept of robust optimal design has
been proposed in recent years [21, 22]. The optimiza-
tion algorithm proposed in this paper can quickly find the
suboptimal solution, so it is expected to be well applied
in robust optimization design, especially in some cases
where online identification is required.

VII. CONCLUSION

In this paper, the SCM, which is originally an uncer-
tainty analysis method, is creatively applied to EMC
optimization design to solve low computational effi-
ciency problems of traditional intelligent optimization
algorithms when single forward simulation takes a long
time. Combined with the sensitivity approximate calcu-
lation method based on the Richardson extrapolation, an
improved optimization scheme considering multiple sen-
sitivity levels is proposed to avoid the adverse impact of
the “curse of dimensionality” problem of the SCM with
the optimum performance. Based on professional back-
ground of the EMC, two typical examples are designed.
They are crosstalk prediction of cable cascade model and
shielding performance design of metal box. The optimal
design results of the SCM are quantitatively compared
with those of genetic algorithm and immune algorithm,
and the following conclusions are drawn. The SCM can
quickly find the sub optimal solution or locally optimal
solution. On the premise that it can only carry out finite
forward simulations, the optimum performance of the
SCM is better than that of the intelligent optimization
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algorithm. However, the search ability of the SCM is not
as good as that of intelligent optimization algorithm, so
when the time of single forward simulation is short or the
cost of single simulation is small, intelligent optimiza-
tion algorithm is still a better choice.
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Abstract – This paper presents a novel spoof surface
plasmon polariton (SSPP) filter integrated with control-
lable negative slope equalization. Different from tra-
ditional microwave filters, two microwave functions -
amplitude compensation and interference suppression -
are integrated into one device by depositing a lossy
indium tin oxide (ITO) film on the rectangular corru-
gated stub of the SSPP unit. The key point of negative
slope equalization benefits from the surface resistance of
the ITO film, and the circuit model and behavior are ana-
lyzed in detail. Based on the principle, a prototype of a
SSPP filter operating from S to C band is designed and
fabricated. The measurement results show that the atten-
uation in the passband increases almost linearly from 3.5
GHz (−4.8 dB) to 6.9 GHz (−15.4 dB), indicating that
−10.6 dB equalization is achieved. The improved S21 is
attributed to the good impedance matching by sputtering
the ITO film on the rectangular metal strip rather than
the central strip. Due to the natural low-pass property of
SSPPs, the high-order parasitic band is suppressed above
the cut-off frequency of 8.5 GHz. The analyses, simu-
lations and measurements show that the proposed SSPP
filter is provided with an additional ability to compensate
for positive amplitude fluctuation in wideband antennas.

Index Terms – equalization, indium tin oxide, low-pass
filter, spoof surface plasmon polaritons.

I. INTRODUCTION

The amplitude compensation of frequency domain
is a perpetual topic in microwave wideband systems.
Although most microwave systems experience a negative
slope response, where the gain decreases with increasing

frequency, positive slope response is common due to chip
process or device characteristics. For example, the radia-
tion efficiency of the high-frequency band of a wideband
antenna is higher than that of the low-frequency band,
which requires a negative slope equalizer to smooth fluc-
tuations.

In recent years, various types of equalizers have
been proposed to smooth the system gain curves [1–5].
In [1], a substrate-integrated-waveguide (SIW) equalizer
operating in millimeter wave is investigated by spray-
ing tantalum nitride on the substrate. The positive slope
transmission curves with different equalizing values of
2.8, 5.6 and 9 dB are synthesized over the whole Ka
band. In [2], a gain equalizer based on periodic spiral-
shaped defected ground structure is proposed, which
achieved good isolation effects due to the confinement
of the electric field by the grounded coplanar waveg-
uide. Further, in order to regulate attenuation, micro-
electro-mechanical system (MEMS) switches are used
to achieve a reconfigurable microwave equalizer, realiz-
ing four different attenuations of 7.0, 6.6, 5.9 and 5.6 dB
[3]. A number of other different equalizing structures,
such as active SiGe heterojunction bipolar transistor [4]
or stepped impedance resonator [5], have enabled the
realization of various equalizing curves. However, due to
the inherent resonance structure, the high-order periodic
response of the existing microwave equalizer will deteri-
orate the suppression performance out of the passband of
broadband systems, which is imperceptible. Additional
measures need to be studied to alleviate this situation.

Spoof surface plasmon polaritons (SSPPs) are a
highly confined surface mode at the interface between
a dielectric and periodic metal structure, which has
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attracted extensive attention. Since Pendry theoretically
proved the existence of SSPPs [6] in 2004 and Hibbins
experimentally confirmed the surface mode [7] in 2005,
many investigations have been conducted on microwave
devices based on SSPPs, such as filter [8], antenna [9]
and power divider [10]. Due to inherent dispersion, sur-
face waves higher than the asymptotic frequency cannot
propagate in SSPPs, that is, the natural low-pass filter.
Although the insertion loss of SSPPs is larger than other
transmission structures, it provides a method to suppress
the periodic response of microwave devices.

In view of the above two key points, this paper
presents a novel SSPP filter with controllable negative
slope equalization. The equalization and low-pass prop-
erties are explained in detail. To validate the method,
a prototype is designed, simulated and measured. The
results show that the proposed SSPP filter achieves a lin-
ear equalization from 3.5 GHz to 6.9 GHz with−10.6 dB
equalizing value. Periodic response does not occur in
the upper stopband from 8.5 GHz to 15 GHz. Com-
pared with existing SSPP filters, the proposed filter has
obvious advantages in realizing equalization and filtering
functions simultaneously, which can smooth the positive
slope gain response caused by higher radiation efficiency
in the high-frequency band, such as wideband antennas.

II. CIRCUIT MODEL OF THE UNIT CELL

The SSPPs unit cell of the proposed filter is shown
in Fig. 1 (a). The double-sided corrugated strip is coated
on the transparent polyethylene terephthalate (PET) film,
with relative dielectric constant εr= 3 and thickness t =
100 μm. In contrast to regular SSPP unit cells, indium tin
oxide (ITO) conductive material is uniformly sputtered
on the rectangular corrugated strip instead of ideal metal
thin layer, as indicated by the gray region in Fig. 1 (a).
The residual center metal strip is shown by the yellow
region. The main parameters of the unit cell during the
analysis are set as follows: the width and length of the
ITO strip are h=26 mm, b=1.5 mm; the width and length
of the metal strip are w=1.4 mm, l=3 mm; and the period
of the unit cell is p=6 mm, respectively.

The equalization and filtering properties can be ana-
lyzed by the equivalent model of the SSPP unit cell.
Since the unit cell in Fig. 1 (a) is a single conductor
structure, the ground plane can be defined at infinity,
that is, the RLC network as depicted in Fig. 1 (b) can
be extracted and calculated using the method provided
in [11]. It should be noted that the equivalent resistance
Rs depends on the surface impedance Zs of the ITO film,
which can be calculated by (1):

Rs=
Zs(h/2)

b
. (1)

Combining the structure parameters mentioned
above with the setting of ZS=2.5 Ω/	
, each element is
calculated as Lm=3.44 nH, Ls=0.58 nH, Li=0.04 nH,

(a) (b)

Fig. 1. Layout (a) and equivalent circuit (b) of the SSPP
unit cell.

Cs=540 fF, Cm=258 fF, Ci=77 fF and Rs=20 Ω.
When the surface transverse magnetic (TM) energy flows
across a period length p of the unit cell, the phase and
amplitude of the propagating surface wave increases and
decays by a constant, respectively, which can be defined
in the ABCD matrix as follows:[

Vn
In

]
= [AM]

[
Vn−1
In−1

]
=

[
eγx pVn−1
eγx pIn−1

]
, (2)

where [Vn, In] and [Vn−1, In−1] are the voltage-current
pairs on both sides of the unit cell, γx = αx + iβx is the
propagation constant in the x-direction of surface wave
propagation, with αx being the attenuation constant and
βx the phase constant. [AM] is the transmission matrix of
the RLC-network in Fig. 1 (b), which can be expressed
in terms of Rs, Li, Ls, Lm, Ci, Cs and Cm. For a symmet-
ric network, the elements A, B, C and D in matrix [AM]
satisfy A·D−B·C=1, hence, γxcan be expressed as:

γx = αx + iβx =
arcosh(A)

p
. (3)

The real-part αx and imaginary-part βx in (3)
describe the equalization and dispersion properties of the
unit cell, respectively. For ease of understanding, Fig. 2
depicts the two characteristic curves. In Fig. 2 (a), simi-
lar to the lossless SSPPs, all dispersion curves obviously
deviate from the light as βx gradually increases. As the
width of ITO strip h gradually decreases from 26 mm to
14 mm, the asymptotic frequency of the proposed unit
cell increases from 3.5 GHz to 6.9 GHz, indicating that
dispersion ability is maintained even though the ITO film
is loaded and the transmission of the confined TM sur-
face is still supported. In Fig. 2 (b), the curve of atten-
uation constant αx exhibits an additional energy fading
of the unit cell along with the frequency, which is man-
ifested by the increase in the modulus of αx. The equal-
ization band is defined as the corresponding frequency
when αx is between a certain value and 0. For ease of
understanding, an example of αx = 26 is provided for
illustration in Fig. 2 (b). The equalization bands of the
three curves start from direct current (αx = 0) and end
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(a)

(b)

Fig. 2. Dispersion curves (a) and attenuation curves (b)
of the SSPP unit cell with various widths h.

at 2.6 GHz, 4.1 GHz and 5.3 GHz (αx = 26) with the
almost linear negative decay slopes of −9.7 Np/GHz,
−6.5 Np/GHz and −5.0 Np/GHz, respectively. By con-
verting the unit of voltage attenuation multiple to loga-
rithm, an equalizing value of −1.35 dB can be achieved
within the period length p=6 mm of a unit cell to com-
pensate for the positive amplitude fluctuations. In addi-
tion, it can be observed that all curves converge to the
constant αx = 26 near each asymptotic frequency. This is
important because it provides an effective mean for tun-
ing the bandwidth of the filter while maintaining a fixed
equalizing value.

Furthermore, in order to investigate how well the
controllable equalization of the SSPP unit cell meets dif-
ferent compensation requirements, the equalizing curves
with various values of Rs under a fixed h=18 mm are
shown in Fig. 3. All curves terminate at the same asymp-
totic frequency of 5.3 GHz. With Rs increasing from 5 Ω
to 40 Ω, the equalizing values increase slowly, result-

Fig. 3. Attenuation curves of the SSPP unit cell with var-
ious surface impedance Zs.

ing in the slopes of −1.40 Np/GHz, −2.72 Np/GHz,
−4.84 Np/GHz and −6.83 Np/GHz in the equaliza-
tion band from 0.4 GHz to 4.0 GHz, respectively. The
slope is linearly proportional to Rs, namely, the control-
lable amplitude compensation is achieved by the surface
impedance of the ITO film. Especially when Rs decreases
to 0 Ω, the ITO thin film strip degenerates into an ideal
conductor, and the attenuation curve of Rs=0 Ω returns
to the traditional lossless SSPPs as shown in Fig. 3, with
the equalization ability no longer provided.

III. THE DESIGN AND MEASUREMENT OF
THE SSPP FILTER

Based on the analysis described above, a SSPP
filter with controllable negative slope equalization is
proposed. Figure 4 exhibits the geometry of the filter
which consists of three regions: (1) coplanar waveguide
(CPW) region, (2) transition region and (3) SSPP waveg-
uide region. The geometric parameters are set as: p=6
mm, w=1.4 mm, l=3 mm, h=14 mm, d=1.2 mm and
ZS=5 Ω/	
. The CPW transmission line supports trans-
verse electro-magnetic (TEM) mode and provides 50 Ω
connection node for external systems. The conversion

Fig. 4. Geometric configuration of the proposed SSPP
unit cell consists of three regions: (1) coplanar waveg-
uide region, (2) transition region and (3) SSPP waveg-
uide region.
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structure is used to complete smooth momentum and
impedance conversion between TEM and TM mode
[12]. As shown in Fig. 4, the conversion structure
includes flared ground and gradient grooves, increasing
the groove width from w=1.4 mm to h=14 mm in incre-
ments of 2.52 mm, and the outline of the flared ground is
characterized as:

y = f (x) =C1eax +C2, (4)
where x1 ≤ x ≤ x2, P1(x1, y1) and P2(x2, y2) are the ori-
gin and destination of the outline, C1 =

y2−y1
eax2−eax1 , C2 =

y1eax2−y2eax1
eax2−eax1 , the optimal values are a=0.14, |x2− x1| =

25 mm,|y2− y1|= 16.05 mm.
The SSPP waveguide region mainly determines the

performance of the filter. As shown in Fig. 5 (a), the fre-
quency characteristic of the SSPP filter depends on the
width of the ITO strip. As h increases from 11 mm to
16 mm, the cut-off frequency decreases from 8.1 GHz
to 5.3 GHz with the −10 dB equalizing bandwidth of

(a)

(b)

Fig. 5. (a) h-dependency of S21 curves and (b) Zs-
dependency of S21 curves.

4.9 GHz, 2.9 GHz and 1.7 GHz, respectively. Due to the
SSPP filter being a single conductor structure, the inser-
tion loss below 3.6 GHz is relatively large, which can be
improved by employing grounded SSPPs. According to
the analysis in Section II, the adjustment of the equaliz-
ing value in the passband can be realized by regulating
the surface resistance Zs of the ITO film. Figure 5 (b)
depicts the relationship between Zs and the transmis-
sion curve with h=14 mm. As expected, the equalizing
values within the equalization band from 3.5 GHz to 6
GHz are 8 dB, 11.5 dB, 13.6 dB and 15.6 dB, respec-
tively, along with Zs increases from 5 Ω to 10 Ω, 15 Ω
and 20 Ω. The higher the surface resistance, the greater
the response that can be compensated. These adjustable
parameters provide sufficient flexibility in practical neg-
ative response, which can be applied in microwave sys-
tems with positive fluctuations such as wideband anten-
nas.

To validate the above analysis, a prototype of the
proposed SSPP filter with controllable negative slope
equalization is manufactured. The flexible PET film is
selected as the substrate with relative dielectric constant
εr= 3 and layer thickness t = 100 μm. Figure 6 shows
the vertical view and measurement results of the filter.
The dimensions mentioned in Fig. 4 are optimized as:
p=6 mm, w=1.4 mm, l=3 mm, h=14.7 mm, d=1.2 mm,
ZS = 5 Ω/	
, the coefficient a in (4) is 0.14.

Fig. 6. Measurement and simulation results of the SSPP
filter with negative slope equalization.

Before measurement, conductive silver paste is used
to bond the SMA connector to the two ports of the fil-
ter. The measurement results are obtained by vector net-
work analyzer P5008A of Keysight. It can be seen that
the low-pass cut-off frequency of the filter is 8.5 GHz,
and negative slope equalization is realized in the pass-
band. The −10 dB equalization band starts at 3.5 GHz
(IL = −4.8 dB) and ends at 6.9 GHz (IL = −15.4 dB).
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The average reflection coefficient is −13 dB, which is
superior to the filter in [13]. The suppression of the upper
stopband up to 15 GHz is better than −41 dB, thus the
interference can be eliminated effectively. Since the loss
of the PET substrate is relatively larger in application
compared to theoretical calculation, the insertion loss of
the measured curve is greater than the simulated one.
However, the advantage of the PET substrate is that it
brings the flexibility of the filter in applications, which
enables it to be assembled with conformal surfaces and
it occupies less volume.

Table 1 compares the performance of the proposed
SSPP filter with similar works. It can be observed that
the proposed SSPP filter is provided with filtering and
negative slope equalization simultaneously, which can
compensate for positive fluctuations, such as wideband
antenna.

Table 1: Performance comparison with recent reported
works

Ref.

No.

Function IL or

EV (dB)
FBW Slope StrucF E

[1] N Y 9 42% Positive SIW
[2] N Y 8 50% Neg.Seg CPW
[5] N Y 8.6 78% Neg.Seg Microstrip
[8] Y N 1.1 174% NA SSPP
[14] Y N 1.6 200% NA SSPP
This

work
Y Y 10 65% Negative SSPP

F=Filter, E=Equalization, N=No, Y=Yes, IL=Insert
Loss, EV=Equalizing Value, Struc=Structure,
Neg.Seg=Negative Segment, FBW=Fractional
Bandwidth

IV. CONCLUSION

In this paper, a SSPP filter with controllable neg-
ative slope equalization based on surface resistance of
ITO film is designed, fabricated and measured. The dis-
persion and equalization properties of the SSPP cells are
analyzed in detail. Subsequently, a SSPP filter equipped
with amplitude equalization is proposed by employing
the unit cell, and controlling the cut-off frequency and
equalizing value by the width and surface impedance of
an ITO strip. Compared with other published works, the
verified properties show that the proposed SSPP filter
possesses filtering and negative slope equalization prop-
erties simultaneously.
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Abstract – In order to meet the requirements for multi-
band communication, a dual-band passband frequency
selective surface (FSS) with low-profile and high selec-
tivity at its higher passband is proposed in this paper.
The proposed FSS is a three-layer structure. An arc-cross
patch (ACP) and four quarter-circular patches (QCP) are
introduced on the outer layers to produce two transmis-
sion nulls of the higher passband, which result in high
selectivity of higher passband. The inductively comple-
mentary structure on the middle layer is introduced to
manipulate the coupling between layers which contribute
to the low-profile and angular stability. The segmental
study method is used to establish the equivalent circuit
model (ECM) and analyze its mechanism. The proposed
dual-band FSS, whose high selectivity was verified by
experiment, is low-profile and shows good polarization
insensitivity and angular stability. A feasible FSS design
solution is provided for dual-band communication.

Index Terms – Complementary structure, dual-band, fre-
quency selective surfaces, high selectivity, low-profile.

I. INTRODUCTION

Frequency selective surfaces (FSSs) are two-
dimensional periodic structures which can control the
propagation of electromagnetic waves and are widely
used in antenna [1], radome [2], satellite communication
[3], electromagnetic shielding [4], and so on. With the
development of communication technology, the demands
of multi-band communication systems have increased.

Therefore, the study of FSSs that meet the application
requirements of multi-band communication systems is of
great significance [5][6].

In previous studies, various techniques have been
proposed to develop multiband performance. In [7],
a dual-band 3D FSS with close band spacing were
designed based on SCW structure. One modified
parallel-plate waveguide propagation path and one SCW
propagation path are responsible for dual passband, and
the counteraction between them contributes to transmis-
sion zeros, resulting in a high selectivity of 2.65 at the
higher passband. Nevertheless, its thickness is 0.145λ 10,
where λ 10 refers to the free-space wavelength corre-
sponding to the center frequency of the lower pass-
band. In [8], based on an interlaced grid arrangement,
a 3D dual-band FSS with large band ratio is proposed.
Grating structures form higher passbands, and the addi-
tional wire-grid polarizers form the lower passband. It
has poor selectivity. Its thickness is 0.139λ 10, and its
upper passband response is not stable when the inci-
dent angle increases to 40◦. In [9], the proposed unit
cell is evolved from a cross-shaped structure surrounded
by an inductive grid. Diagonal feed networks are pro-
posed to accomplish the dc bias, and different transmis-
sion poles are produced by soldering different varactors
to diagonal units. It is angular stable, and its thickness is
only 0.007λ 10. However, it shows poor selectivity, and
lumped elements would introduce large insertion loss.
Cascaded FSSs is the most popular approach to design
multi-band FSSs [10][11]. The FSS proposed in [10] is
a three-layer structure. One metallic cross-shaped grid
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layer is sandwiched by two metallic layers with a split
ring-shaped slot. The slots in the outer layer are respon-
sible for the lower passband, and the three-layer FSS
forms a second order hybrid resonator at higher band-
pass. Its thickness is 0.017λ 10 and its SF value is 2.14
at higher passband. In [11], a frequency-selective rasor-
ber is presented. The lossy layer is a combination of a
loop with loaded resistors and three folded loops, and
the FSS layer consists of double hexagon loop slots.
Its two transmission poles are generated by two paral-
lel LC circuits. Its thickness is 0.16λ 10 and its SF value
is 2.71 at higher passband. The performance of the FSSs
in the above literatures are compared with this work in
Table 1.

In this paper, a novel dual-band passband FSS with
low-profile and high selectivity at higher passband is
presented. The lower passband has one transmission
pole whereas the higher passband has two transmis-
sion poles. Its thickness is reduced to 0.015λ 10 and
the performance of selectivity is improved to 1.85. The
structure consists of three metallic layers and two thin
dielectric substrates. An arc-cross patch (ACP) and four
quarter-circular patches (QCP) are introduced in the
outer layer to generate two transmission nulls which
are the key factors in forming fast roll-off character-
istics of the higher passband. A complementary struc-
ture of the outer layer is introduced in the middle layer
to regulate the coupling between layers, which plays
an important role in forming the low-profile and angu-
lar stability. The proposed FSS, which is insensitive to
polarization, can be a potential candidate for multiband
applications.

Table 1: Comparison of this work with previously
reported FSS

FSS f 10 & f 20

(GHz)

Angular

Stability

Thickness

(λ 10)

SF

[9]
2022

1.43/2.09 60◦ 0.007 7.5/
9.72

[8]
2022

2.5/15.5 40◦ 0.139 6.0/
5.0

[11]
2019

6.1/10.1 30◦ 0.16 2.86/
2.71

[7]
2019

5.46/7.15 45◦ 0.145 12.6/
2.65

[10]
2018

3.2/6.7 45◦ 0.017 5.71/
2.14

This
work

8.4/13.7 45◦ 0.015 4.28/
1.85

SF =
BW−30dB
BW−3dB

is the property of roll-off, where BW−30dB

refers to the bandwidth of -30 dB passband and BW−3dB
refers to the bandwidth of -3 dB passband [12].

II. DUAL-BAND FSS DESIGN AND CIRCUIT
ANALYSIS

A. Design description

Figure 1 shows the proposed dual-band bandpass
FSS structure which consists of three metallic layers sep-
arated from one another by two thin dielectric substrates.
The unit cell of the top and bottom layers consists of
an ACP at the center with four QCP (forming circular
patches in a periodic array) present at each corner. The
unit cell of the middle layer is the complementary struc-
ture of the outer layers.

The relative permittivity of the two thin substrates
is 2.2 (ignoring its loss tangent in simulation) and the
optimized thickness of them is d= 0.35 mm. Other opti-
mized dimensional parameters of the unit cell are given
as follows: Dx = Dy = 10 mm, r1 = 3.4 mm, w1 = 1.0
mm, r0 = 3.5 mm, and w0 = 1.0 mm.

Fig. 1. FSS geometry: (a) 3D view of a 2×2 array, (b)
unit cell of the top and bottom layers, and (c) unit cell of
the middle layer.

B. Circuit analysis and mechanism

To better understand the operation of this structure,
its ECM is shown in Fig. 2 (a). The ACP and QCP in
the top and bottom layers can be modeled as a paral-
lel of two series LC resonators (L1-C1 and L2-C2) [13].
The metallic wire in the middle layer acts as a shunt
inductance L. The magnetic coupling between outer lay-
ers and middle layer is taken into account. The coupling
changes the values of self-inductance into L′, L1′, and
L2′. The semi-infinite free space on both sides of the FSS
is represented by intrinsic wave impedance Z0 = 377 Ω.
The two dielectric substrate layers can be modeled as the
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same short piece of transmission line whose characteris-
tic impedance is ZC = Z0/

√
εr. Its equivalent circuit is

a series inductor LT and shunt capacitor CT , which is
shown in Fig. 2 (b).

Two hybrid LC resonators are coupled to one
another by inductor Lm after converting the T-network
composed of inductors LT and L′ into a π-network com-
posed of Lm and LT ′, as shown in Fig. 2 (c).

The segmental study method is used to analyze its
mechanism. At the lower passband, the parallel LT ′-CT
resonators are the dominant resonant mechanism, and
the filter can be reduced to two parallel resonators, as
shown in Fig. 2 (d). The equivalent impedance ZL of
the proposed FSS working at lower passband can be
expressed as:

(a)

(b)

(c)

(d)

Fig. 2. ECM of the proposed FSS (a) with transmission
lines, (b) using series inductor LT and shunt capacitor
CT instead of transmission lines, (c) after converting the
T-network into a π-network, and (d) equivalent circuit at
its lower passband.

ZL=
1

2( jωCT+
1

jωL′T
)
. (1)

Thus, one transmission pole fpole−1 can be obtained
when ZL goes to infinity, which means that the FSS
would transmit the EM wave at that frequency value.
Based on this analysis, the transmission pole at the lower
passband can be expressed as:

fpole−1=
1

2π
√

L′TCT

. (2)

A second order coupled-resonator bandpass filter
with inductive coupling shown in Fig. 2 (c) is responsi-
ble for the higher passband. The impedance of the hybrid
LC resonator as shown in the shaded area in Fig. 2 (c) is:

Z=
Z
′
1Z

′
2Z

′
3

Z ′2Z ′3+Z ′1Z ′3+Z ′1Z ′2
. (3)

Here, Z
′
1, Z

′
2, and Z

′
3 are:

Z
′
1 = jωL

′
1+

1
jωC1

, (4)

Z
′
2 = jωL

′
2+

1
jωC2

, (5)

1
Z ′3

= jωCT+
1

jωLT ′
. (6)

The equivalent impedance ZH of the proposed FSS
working at higher passband can be expressed as [14]:

ZH=
1

1
Z+

1
Z+ jωLm

. (7)

For the hybrid LC resonator, if the series resonator
L1′-C1 resonates, a transmission zero will be formed
at f null−1. Similarly, another transmission zero will be
formed at f null−2 when the series resonator L2′-C2 res-
onates. The EM wave would be reflected by the pro-
posed FSS at these two resonant frequencies which can
be expressed as:

fnull−1 =
1

2π
√

L′1C1

, (8)

fnull−2 =
1

2π
√

L′2C2

. (9)

Two transmission poles would be formed when ZH
goes to infinite [15], and expressed as:

fpole−2 =
−b−√b2−4ac

2a
, (10)

fpole−3 =
−b+

√
b2−4ac
2a

, (11)
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where the variables a, b, and c are expressed as:

a = 3LmL
′
1C1L

′
2C2L

′
TCT , (12)

b =−2[Lm

(
L
′
TC1L

′
2C2+L

′
TC2L

′
1C1+L

′
1C1L

′
TCT

+L
′
2C2L

′
TCT+L

′
1C1L

′
2C2

)
+2L

′
T L

′
1C1L

′
2C2], (13)

c = 2L
′
T

(
L
′
1C1+L

′
2C2

)
+Lm

(
L
′
TC1+L

′
TC2

+L
′
TCT+L

′
1C1+L

′
2C2

)
. (14)

fnull−1 and fnull−2 located outside fpole−2 and fpole−3
could regulate the fast roll-off characteristics of side-
bands at higher passband.

The simplified ECMs shown in Figs. 2 (c) and (d)
are good approximations for us to understand its mecha-
nism which has been validated in the Agilent Advanced
Design System (ADS) research presented in Section
IIIA.

III. SIMULATION RESULTS
A. Normal incidence

Simulations are conducted with the structure param-
eters provided in Section IIA by using CST Microwave
Studio. Figure 3 presents the simulated S21. The struc-
ture is polarization insensitive. The proposed FSS
exhibits dual-band bandpass response with lower pass-
band (S21 > -3 dB) from 7.17 GHz to 9.71 GHz,
and higher passband (S21 > -3 dB) from 12.8 GHz to
14.5 GHz. The lower passband exhibits the first-order
response, and its transmission pole exists at 8.4 GHz.
Meanwhile, the higher passband exhibits second-order
response with a sharp roll-off at sidebands, and its two
peaks exist at 13.25 GHz and 14.1 GHz between which
a valley exists at 13.7 GHz.

The segmental study method is used to analyze the
ECMs of the proposed FSS by the ADS. The ECM

Fig. 3. Transmission characteristics of the proposed dual-
band FSS.

shown in Fig. 2 (c) characterizes the higher passband
of the proposed FSS from about 11 GHz to 15.5 GHz.
The ECM shown in Fig. 2 (d) characterizes the lower
passband of the proposed FSS before about 11 GHz. The
values of LT ′ and CT could influence the quality factor
of the two passband simultaneously, hence the values of
LT ′ and CT in Figs. 2 (c) and (d) should be the same.

The optimized values of the circuit parameters in
Figs. 2 (c) and (d) are LT ′ = 2.276 nH, CT = 0.155 pF,
L1′ = 9.95 nH, L2′ = 25.6 nH, C1 = 0.0175 pF, C2 =
0.0043 pF, and Lm = 2.96 nH. That CT is larger than
theoretical value is attributed to the strong electric field
located at the gap between the metallic patches. The cir-
cuit simulation result of S21 is also presented in Fig. 3
and a good match is found with full-wave simulation.
There is some discrepancy around 11-12 GHz, because
11-12 GHz is the critical range between two ECMs. The
discrepancy is a little larger after 15.5 GHz, but it is out-
side the working band. The discrepancy of lower trans-
mission null between ADS and CST is 0.15 GHz, and
that of higher transmission null is 0.09 GHz. These dis-
crepancies mean that these circuit parameters need finer
optimization, and our circuit models need improvements.
However, the ECMs in Figs. 2 (c) and (d) are sufficient
to explain the mechanism of the proposed FSS.

B. Oblique incidence

The calculated S21 of the proposed FSS to the angle
of incidence is shown in Fig. 4. Figure 4 (a) shows the
frequency response of the FSS for TE polarization. As
the angle of incidence increases, the bandwidth of the
two passbands does not considerably change, but the
band ripple of the higher passband increases. For the
TM incidence as shown in Fig. 4 (b), the bandwidth of
the higher passband increases and the passband ripple
decreases, as the angle of incidence increases.

Fig. 4. Calculated transmission coefficients of the pro-
posed FSS for different incidence angles: (a) TE polar-
ization and (b) TM polarization.

The lower passband shows better angular stability
with incidence angle variation than the higher passband.
The frequency response of the proposed FSS is relatively
stable at 45◦ for both TE and TM polarizations.
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As the angle of incidence varies, the variations
observed in the bandwidth of the structure can be
attributed to the change of wave impedance, which in
turn will change the loaded quality factor of the coupled
resonators [16]. For TE incidence, the wave impedance
changes as Z/cosθ . The quality factor QH of the hybrid
resonators shown in Fig. 2 (c) increases for large inci-
dence angles. The bandwidth corresponding to each
transmission pole of the higher passband is reduced
and consequently the passband ripple is increased. For
TM incidence, the wave impedance changes as Z/cosθ .
Therefore, that QH decreases for large incidence angles
results in the broadening of the FSS bandwidth.

IV. EXPERIMENTAL VERIFICATION

A prototype of the proposed FSS with 400×400
array was fabricated with the printed circuit board tech-
nique. The substrate is F4BM220 with a relative permit-
tivity of 2.2 and a loss tangent of 0.001 and the thickness
that the supplier can provide is 0.254 mm. Other struc-
ture parameters of the prototype unit cell are the same as
that given in Section IIA.

To improve alignment accuracy, the top and middle
layers were printed on both sides of the substrate. The
bottom layer was printed on one side of another sub-
strate. Meanwhile, five asymmetric location holes were
drawn on the four edges of each board. They were used
to improve alignment accuracy when the two boards are
bonded together by a layer of EVA glue with a thickness
of 0.045 mm, a dielectric constant of 3, and a loss tangent
of 0.005. Hence, the physical dimensions of the proto-
type are 405 mm × 405 mm × 0.553 mm (0.015λ 10).

The free space measurement technique was used to
measure S21. An Agilent N5224A vector analyzer and
three pairs of horn antennas covering 6-18 GHz were
used to measure the proposed prototype. The experimen-
tal setup and the fabricated FSS prototype are shown in
Fig. 5.

The performance of the proposed FSS has been ver-
ified experimentally under oblique incident wave. The
measured and simulated transmission coefficients are
plotted, derived from the simulation in Figs. 6 (a-d).

Fig. 5. FSS sample and measurement setup.

(a) (d)

(b) (e)

(c) (f)

Fig. 6. Measured transmission coefficients of the FSS
sample under (a)-(c) TE polarization and (d)-(f) TM
polarization.

They show good agreement with the simulated ones.
There is a slight downshift for the lower transmission
null whose maximum deviation is 0.25 GHz compared
with simulation. The lower passband, whose maximum
deviation of -3 dB bandwidth is 0.3 GHz, is a little
broader than the simulated one. The deviations may be
caused by a machining error of ACP and an alignment
error between the two boards during bonding.

V. CONCLUSION

In this paper, a new dual-band FSS structure with
low-profile and high selectivity at upper passband is pre-
sented. The segmental study method and equivalent cir-
cuit approach is used to establish its ECM and analyze
its filtering mechanism. Two parallel LC resonators are
responsible for the lower passband, whereas two hybrid
LC resonators are series inductively coupled via Lm at
the higher passband. A prototype of the proposed dual-
band FSS has been fabricated and its performance has
been verified through experiment. The proposed low-
profile FSS with high selectivity has potential applica-
tions in designing low-frequency devices for dual-band
communication.
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Abstract – The high-speed permanent magnet syn-
chronous motor (HSPMSM) plays an important role
in a wide range of engineering fields due to its high
power density, high efficiency, and light weight. In this
paper, a HSPMSM equipped with in-line slot conductors
(I-LSC) is proposed and compared with one equipped
with equidirectional toroidal winding (ETW). Firstly,
the differences between them are revealed, including
topology, back-electromotive force (EMF), slot fill fac-
tor, copper loss, and torque. Secondly, two-dimensional
finite element method (2D-FEM) tools are used to obtain
more precise performance such as air-gap field, back-
EMF, torque characteristics, efficiency maps, and the
unbalanced magnetic force (UMF). Considering the end-
windings of copper loss of ETW and the end ring copper
loss of I-LSC, the losses and efficiency of two motors are
simulated by three-dimensional finite element method
(3D-FEM). Finally, the simulation results validate the
feasibility of the newly proposed winding and indicate
that in-line slot conductors have superiority in power
density due to the high slot fill factor.

Index Terms – Equidirectional toroidal winding, high
fill factor, high-speed permanent magnet synchronous
motor, in-line slot conductor, power density.

I. INTRODUCTION

The demands for high-speed (HS) motor tech-
nologies are continuously evolving, with a focus on
achieving high power density, enhanced efficiency, and
energy conservation in the engineering applications
such as automobiles, aircraft, and flywheel energy stor-
age [1–3]. According to the operation principle, they
can principally be divided into HS switched reluc-

tance, induction, and permanent magnet synchronous
motors [3–5]. Notably, high-speed permanent magnet
synchronous motors (HSPMSM) with diverse stator and
rotor structures stand out for their exceptional perfor-
mance. HSPMSMs not only demonstrate remarkable
efficiency and power density but also boast a broader
range of applications and quicker dynamic response
capabilities. Hence, HSPMSM can be a good candidate
in the HS application field [6].

In the past few decades, the motor has been vig-
orously researched and promoted to seek the maximize
power density, which put very high requirements on the
design of the rotor/stator [6, 7]. The influence of the rotor
structure on power density has been emphasized previ-
ously [8]. Another important factor for power density
is the stator winding. For example, the fractional slot
concentrated windings (FSCW) in conventional perma-
nent magnet (PM) motors possess high power density
while the multiphase motors with integral slot distributed
windings can offer much higher torque than the FSCW
[9]. The motor end-windings should be designed shorter,
otherwise excessive axial length leads to low torque
density as outlined in [10]. HSPMSMs with hairpin
structures can have high torque but the slot shape is
always parallel as demonstrated in [11]. Here follows an
overview concerning diverse windings.

HSPMSM generally can be configured with [12]:

(1) overlapping windings: Fig. 1 (a) is a representative
example that uses a full pitch overlapping windings
with six slots [13]. Hence, HSPMSM with overlap-
ping windings have a relatively high winding factor.
However, regardless of the single layer and double
layer, these overlapping windings need to be set
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up in a crisscross arrangement, which makes the
motor not only display bulk end-windings but also
increases copper consumption. Moreover, the end-
windings result in a long axial length with a conse-
quent reduction in power density [13].

(2) Non-overlapping windings sometimes can be
involved in concentrated windings, such as tooth-
wound and yoke-wound. Compared with overlap-
ping windings, tooth-wound windings have the
advantage of short end-windings, low copper loss,
and shorter motor axial length [14]. As depicted in
Figs. 1 (b) and (c), single-layer and double-layer
windings are sleeve windings that have been exten-
sively utilized in permanent magnet motors. Taking
3s2p as an example, the winding factor for Figs. 1
(b) and (c) is 0.866 [15–17]. Halbach winding is
also a type of non-overlapping winding, which can
achieve the effect of enhancing and weakening the
magnetic field on one side in PMs. But the wind-
ing factor is also 0.866 [18]. The equidirectional
toroidal windings (ETW) are subordinate to yoke-
wound windings and have been proven to have a
conductor factor of 1 [19]. Furthermore, the utiliza-
tion rate of windings has been improved by utiliz-
ing a dual-rotor structure to address end-winding
[20]. ETW can significantly enhance torque den-
sity in various types of motors, such as axial flux
PMs, radial flux PMs, and linear motors [21–23].
However, single rotor radial flux PMs with ETW
has the disadvantage of low winding utilization rate
[24]. Hence, the new topology, the in-line slot con-
ductor (I-LSC), is envisaged and proposed in this
paper. In this way, this type of winding can be seen
as the ETW where the end-windings are omitted,
and the myriads of winding conductors are infinitely
approximated to a whole conductor that is placed in
the stator slot in Fig. 1 (d). The I-LSC can improve
winding utilization and have a high slot fill factor in
a single rotor motor. Besides crucial merits, I-LSC
can reduce copper consumption. It can be predicted
to be suitable for HS motors due to the low num-
ber of turns. The influence of ETW configuration
has been studied on HS operation but I-LSC has not
been systematically investigated [25].

The major objective of this paper is to evaluate
and confirm the merits and demerits of the new pro-
posed I-LSC and the existing ETW in HSPMSM by a
fair comparison. The constructions and operation prin-
ciples of I-LSC and ETW are introduced in Section II.
Then, the main performance of similarities and differ-
ences between the two motors is revealed in Section III.
Finally, a summary of this paper as well as directions for
future research work are presented in Section IV.

(a) (b) (c)

(d) (e) (f)

Fig. 1. Various winding types: (a) distributed winding,
(b) single layer winding, (c) double layer winding, (d)
ETW, (e) Halbach winding, and (f) I-LSC.

II. STRUCTURE AND OPERATION
PRINCIPLES

The construction of the mentioned motor with ETW
and the proposed motor with I-LSC are named ETW-
HSPMSM and I-LSC-HSPMSM, respectively, as shown
in Fig. 2. What they have in common is the 3s2p topolo-
gies to reduce the operating frequency and minimize
switching losses. The same rotors are external-installed
with PMs (N30SH) which can be diametrically magne-
tized. Furthermore, all other parameters are the same
for comparison purposes, except that ETW-HSPMSM
has more outer teeth and end-windings than I-LSC-
HSPMSM.

A. Structure

The differences between the two motors are mainly
on the stator side. Firstly, the two stators have simi-
lar inside teeth and slots. However, ETW-HSPMSM is
equipped with external teeth to place the outside con-
ductors, as shown in Fig. 2. Secondly, the windings of
ETW-HSPMSM are wound around the stator yoke but I-

Fig. 2. 3s2p motor topology: (a) ETW-HSPMSM and (b)
I-LSC-HSPMSM.



557 ACES JOURNAL, Vol. 39, No. 06, June 2024

LSC-HSPMSM is inserted into the stator slots. In addi-
tion, the positive sides (A, B, and C) of the ETW are
positioned inside the stator core, while the negative sides
(X, Y, and Z) are situated on the outside, as illustrated
in Fig. 2 (a). Only the positive sides (A, B, and C) can
be considered as effective edges. However, I-LSC only
has the positive sides (A, B, and C) without negative
sides. In ETW-HSPMSM, the incoming line terminals
(A, B, and C) need to be linked to a three-phase power
source, while the outgoing terminals (X, Y, and Z) are
connected together by a wye configuration. Conversely,
for I-LSC-HSPMSM, solid copper blocks (A, B, and C)
are inserted into the stator slots and connected to the end
ring. By contrast, there are no end-windings for I-LSC
which reduces the invalid length to diminish the size of I-
LSC-HSPMSM. The shape of the conductor can be made
even closer to the shape of the slot to improve the slot fill
factor.

B. Operation principle

To illustrate the operation principle of HSPMSMs
with ETW and I-LSC clearly, it is analyzed by using
the minimum unit motor as an example. Two motors
are shown to be fed square wave currents to maintain
consistency, which ETW had been reported in [20]. It
is necessary to observe the operating principles of the
two motors for their subsequent performance analysis. In
Fig. 3, two motors are excited by the square wave current
source, and the current during this period of one electri-
cal cycle is divided into six intervals, each corresponding
to specific three-phase current directions, as displayed in
Table 1.

Fig. 3. Three-phase square waveform current.

The notation ’+’ denotes current outflow the plane
of windings, while ’-’ signifies current inflow the plane,
as indicated in Table 1. The current through the windings
of ETW-HSPMSM and I-LSC-HSPMSM in a period will
generate an armature magnetic field. The armature mag-
netic field rotates periodically with time and forms a

Table 1: Three-phase winding current directions at dif-
ferent times

Current
Times

0 1 2 3 4 5 6
ia 0 + + + - - -
ib - - - + + + -
ic + + - - - + +

periodical rotating magnetic field. Under the effect of
the rotating magnetic field, the rotor core subsequently
rotates. The armature magnetic field of two motors at
three moments in sequence is selected successively to
compare its distribution of magnetic field lines with the
armature magnetic field at moment 0 in Fig. 4. Each time
elapsed, N or S will undergo a counterclockwise rotation
of 120 degrees. Thus, the armature magnetic field alter-
nates in a periodic manner, forming a pair of poles.

(a) (b) (c)

Fig. 4. Armature reaction field of ETW-HSPMSM: (a)
time 2, (b) time 3, and (c) time 4.

Figure 5 demonstrates that the armature mag-
netic field of I-LSC-HSPMSM rotates counterclockwise
which exhibits the same rotational direction as ETW-
HSPMSM. However, ETW-HSPMSM has an effect of
magnetic leakage because of the existence of end-
windings.

(a) (b) (c)

Fig. 5. Armature reaction field of I-LSC-HSPMSM: (a)
time 2, (b) time 3, and (c) time 4.

The structure and materials of the PMs of the two
motors are identical, and the parallel direction are all
magnetized uniformly. Thus, the flux distribution gen-
erated by the PMs in both motors is identical. Conse-
quently, this ensures that the magnetic load of the two
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motors is identical, enabling a fairer comparison of their
performance in subsequent analyses.

C. No-load back-EMF

The no-load back-electromotive force (EMF) is gen-
erated when the external rotor permanent magnet rotates
around the Z-axis. Only the phase-EMF of positive sides
(EA, EB, and EC) are effective edges for the two motors
due to the unique coil arrangement of ETW and I-LSC.
The pitch factor (kp) is the coefficient of reduction in the
phase-EMF, which is always 0.5 [19]. The winding dis-
tributed coefficients (kd) of the two motors are 1. The
fundamental EMF component is E0, which is given by:

E0 = 2.22 f NsΦ1, (1)
where Ns is the number of turns per phase, f is the motor
frequency, and φ1 is the fundamental flux generated by
PM at each pole.

For ETW-HSPMSM and I-LSC-HSPMSM, E0 is
proportional to the number of turns and the fundamen-
tal flux.

D. Fill factor

According to stator tooth width and yoke height, the
cross-sectional area of stator slot and conductor (Acond)
can be determined for slot fill factor. A high slot fill fac-
tor (k f ill) decreases the motor volume by reducing the
unnecessary area of the slot, which can be calculated by:

k f ill =
AcondNs

Sslot
, (2)

where Acond is the cross-sectional area of one conductor
while Sslot is the stator slot.

I-LSC has arranged the winding as close to the slot
shape as feasible after removing the thickness of the
insulating paper. However, for ETW, there will be a gap
between the round-copper wires no matter how they are
placed.

E. Torque

The electromagnetic torque on the rotor in a syn-
thetic magnetic field can be expressed as:

Te =
2.22m f NsΦ1IRMS cosΦ0η

2π f
, (3)

where m is the phase number of the motor, Φ0 is the
angle formed by the current and back-EMF, and η is the
efficiency of the motor.

The current per phase (IRMS) is affected by current
density (Js). When stator slot area (Sslot ) is determined,
slot fill factor is also a principal element to affects IRMS,
which is given by:

IRMS = JsAcond , (4)

IRMS = Js
Sslotk f ill

Ns
. (5)

Torque can be also expressed as:
Te = 1.11mBglaDairJsk f illSslotη , (6)

where la is stator active length, Dair is average value of
the sum of the stator inner and outer diameters, and Bg
is peak value of air-gap flux density. According to the
above equation, if the mechanical structure of the motors
and the materials of the PMs are determined, the torque
will be proportional to the slot fill factor (k f ill) under the
same current density.

F. Copper loss

Total copper loss (PTCL) includes DC loss (PDC) and
AC loss (PAC) [26]. In calculating DC copper loss, the
end-windings of the ETW in the out slot should be taken
into account in copper loss, while I-LSC has only one
effective edge, which is given by:

PTCL = PAC +PDC, (7)

PDC = 3ρcuI2RMS
2(la +hsy)Ns

Acond
, (8)

where ρcu is the resistivity of copper, Ns is the number of
in-series turns per phase, and hsy is stator yoke height.

To verify the rationality of the proposed motor with
I-LSC, the common and distinct characteristics of I-
LSC-HSPMSM and ETW-HSPMSM are compared. At
the same time, it is demonstrated that I-LSC-HSPMSM
will have a higher torque than ETW-HSPMSM due to
high slot fill factor. Moreover, due to its smaller vol-
ume, I-LSC-HSPMSM has a higher power density com-
pared to ETW-HSPMSM. The following section will
verify these conclusions by two-dimensional finite ele-
ment method (2D-FEM) and three-dimensional finite
element method (3D-FEM). Designing the two motors
requires adhering to specific preconditions and con-
straints to ensure a fair comparison.

(1) Both motors possess identical dimensions and
materials of the stators, PMs, and rotors. Magne-
tizing direction of PMs in both motors is identical.

Table 2: Optimized design parameters for two HSPMSM
ETW-

HSPMSM

I-LSC-

HSPMSM

Stator out diameter D0(mm) 54 54
Stator inner diameter Di(mm) 16.2 16.2
Stator active length la(mm) 9.1 9.1
Air-gap length lg(mm) 1.25 1.25
Shaft radius Rsha f t(mm) 0.3 0.3
Number of series turns per 36 1

phase Ns
Outer tooth height hot(mm) 3.3 0
Stator yoke height hsy(mm) 6.3 6.3
Inner tooth width wit(mm) 12.5 12.5
Current density Js(mm) 9.7 9.7
Rated speed (krpm) 110 110
DC copper loss Pdc 6.78 2.65
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(2) Air-gap length remains consistent between the two
motors.

(3) The twomotors are excited by the same current den-
sity. Based on these principles, the primary parame-
ters of the two motors are presented in Table 2 [27].

III. ELECTROMAGNETIC
CHARACTERISTICS OF TWO MOTORS

Each motor, ETW-HSPMSM and I-LSC-HSPMSM,
is composed of a three-phase winding and a pair of mag-
nets as its minimum unit. According to the aforemen-
tioned parameters and analysis, the electromagnetic per-
formance of ETW-HSPMSM is consistent with what is
presented in [25] firstly. It will be seen that there are
some common points and differences in the electromag-
netic performance by considering both no-load and on-
load situations, respectively.

A. Air-gap flux density

The waveforms of air-gap flux density produced by
two PMs of both motors exhibit similarity as depicted in
Fig. 6 (a), which is due to the fact that the two motors
ensure the same magnetic load conditions. It demon-
strates that the outer teeth do not affect the air gap mag-
netic density. In Fig. 6 (b), it is illustrated that the ampli-
tudes of the fundamental harmonic of the air-gap flux
density in both motors are 0.85 T, with total harmonic
distortions (THD) of 7.01% for each.

(a) (b)

Fig. 6. Air-gap flux density of ETW-HSPMSM and
I-LSC-HSPMSM: (a) waveforms and (b) harmonic
spectra.

B. Open-circuit flux linkage

The detailed flux density distribution of the two
motors at the same rated speed of 110 krpm is depicted
in Fig. 7, and the peak flux density is specifically located
at the tip of the stator teeth. The flux linkage wave-
forms are shown in Fig. 8 (a), the peak value of ETW-
HSPMSM is 2.0 mWb while I-LSC-HSPMSM is 0.056
mWb. There is an apparent difference in amplitudes for
the two motors which can be mainly attributed to the dif-
ferent turns. The number of turns for ETW is 36 whereas
I-LSC is only 1. The ratio of the maximum values of
the flux linkage between the two motors is equal to the

(a) (b)

Fig. 7. Equal potential and flux distributions of high-
speed motors: (a) ETW-HSPMSM and (b) I-LSC-
HSPMSM.

ratio of their respective numbers of turns. It is worth not-
ing that the fundamental amplitude of ETW-HSPMSM
is 2.32 mWb while I-LSC-HSPMSM is 0.05 mWb.

(a) (b)

Fig. 8. Flux linkage and its harmonic spectra of ETW-
HSPMSM and I-LSC-HSPMSM: (a) waveforms and (b)
harmonic spectra.

C. Back-EMF

The no-load back-EMF of the two motors with the
rated speed of 110 krmp is shown in Fig. 9. It is evi-
dent that the peak values of no-load back-EMF in ETW-
HSPMSM and I-LSC-HSPMSM are 24.52 V and 0.66
V, respectively. The basic harmonic amplitude of ETW-
HSPMSM is 26 V, while that of I-LSC-HSPMSM is 0.63
V, which is shown in Fig. 9 (b). I-LSC-HSPMSM has
36 times lower back-EMF than ETW-HSPMSM because
the number of turns is 36 times less than ETW-HSPMSM
according to equation (1). THD of ETW-HSPMSM and
I-LSC-HSPMSM is 3.84% and 0.24%, respectively. In
particular, the 3rd harmonic of the phase back-EMF in
both motors cannot be ignored. However, this 3rd har-
monic is effectively eliminated in the line back-EMF, as
illustrated in Fig. 10.

D. Armature reaction fields

Figure 11 illustrates the windings armature field of
the two motors when subjected to square wave exci-
tation under identical current density. IRMS of I-LSC-
HSPMSM is 576.1 A, and that of ETW-HSPMSM is
12.02 A. I-LSC has 1 turn while ETW has 36 turns. Peak
value of I-LSC-HSPMSM is 0.151 T while peak value
of ETW-HSPMSM is 0.114 T as shown in Fig. 11 (a).
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(a) (b)

Fig. 9. No-load back-EMF and its harmonic spectra of
ETW-HSPMSM and I-LSC-HSPMSM: (a) waveforms
and (b) harmonic spectra.

(a) (b)

Fig. 10. No-load line back-EMF of ETW-HSPMSM
and I-LSC-HSPMSM: (a) waveforms and (b) harmonic
spectra.

Therefore, the ratio of peak values of the armature mag-
netic fields of the two motors is approximately equal
to the ratio of the incoming current of the two motors.
In Fig. 11 (b), the main fundamental values of ETW-
HSPMSM and I-LSC-HSPMSM are 0.05 T and 0.072
T, respectively.

(a) (b)

Fig. 11. Armature field of ETW-HSPMSM and I-LSC-
HSPMSM: (a) waveforms and (b) harmonic spectra.

E. On-load torque characteristics

With a conductor cross-sectional area of 1.24 mm2

and a slot area cross-sectional of 73.50 mm2, ETW-
HSPMSM can theoretically achieve a maximum slot fill
factor of 60.71%. As for I-LSC-HSPMSM, the wind-
ing shape is close to the stator slot and k f ill of I-LSC
can extend up to 80.00%. Under square-wave excitation
with the same current density, the average torque of the
two motors is 47.84 mNm and 63.52 mNm, respectively,
demonstrated in Fig. 12. It can be observed that the
torque ratio of the two motors and the slot fill factor ratio

are the same. The output torque of I-LSC-HSPMSM
is 24.68% higher than that of ETW-HSPMSM. Mean-
while, torque ripple is 1.30% lower than that of ETW-
HSPMSM.

Fig. 12. Torque waveforms of ETW-HSPMSM and I-
LSC-HSPMSM under rated load conditions.

F. Loss and efficiency map

In HSPMSMs, the main losses are stator iron loss
and copper loss. The application of 3D-FEM can be
applied for a more comprehensive analysis of motor
losses, including the calculation of the losses of end-
windings. Iron loss accounts for the main component of
total loss due to the high frequency of the HSPMSM,
which is shown in Fig. 13. Copper loss is obtained by
integrating the current density over one electrical cycle
for both motors. AC loss is determined by subtracting
the calculated DC copper loss from this total loss.

Two motors have different losses due to the dif-
ferent currents which are fed into the windings at the
same current density. Iron core loss of ETW-HSPMSM
is 88.5 W, while that of I-LSC-HSPMSM is 76.4 W.
I-LSC-HSPMSM has a larger cross-sectional area of
the conductor and lower resistance, resulting in DC

Fig. 13. Comparison of on-load losses at rated speeds.
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loss of 2.65 W compared to ETW-HSPMSM’s DC loss
of 6.78 W. It is worth mentioning that AC loss of I-
LSC-HSPMSM reaches 43.78 W due to the skin effect,
whereas AC loss of ETW-HSPMSM is only 3.09 W. At
high frequencies, AC copper loss of I-LSC-HSPMSM
is high because of the skin effect. According to equa-
tion (9), output power of ETW-HSPMSM is 551.07 W,
while that of I-LSC-HSPMSM is 731.70W (see Fig. 13).
However, the efficiency of ETW-HSPMSM is 84.85%,
and that of I-LSC-HSPMSM is 85.63%, as calculated by
equation (10):

Pm = Te
2πn
60

, (9)

η =
Pm

Pm+PAC +Pcore+PDC
×100%, (10)

where Pm is the output mechanical power, Pcore is the
stator core loss, and n is the rated speed.

The output torque will be affected because of dif-
ferent excitations. Under sinusoidal excitation, the out-
put torque is 9% smaller than the square wave excitation.
The efficiency map should be generated under the sinu-
soidal excitation as shown in Fig. 14.

When the two motors are in the bus voltage of 35.04
V and the current density is 0-12 J/mm2, the highest effi-
ciency of both motors is 85.02%. Under the same cur-
rent density, the output torque of I-LSC-HSPMSM is still
higher than that of ETW-HSPMSM. Core loss of the two
motors increases much faster than the increment of the
output power, which leads to a high-efficiency area not
at the point of inflection. However, in the range of 200
krmp, output torque of I-LSC-HSPMSM only declines
by 7.82%, while ETW-HSPMSM drops to 49.39% at 200
krmp. Therefore, I-LSCHSPMSMs are more suitable for
high-speed applications than ETW-HSPMSMs.

Fig. 14. Efficiency map of two motors: (a) ETW-
HSPMSM and (b) I-LSC-HSPMSM.

G. Unbalanced magnetic force

In addition to output power, unbalanced magnetic
force (UMF) is also an important performance index
for HS operation. UMF significantly affects vibration,
noise level, and life of bearings, which can be calculated
by [28]:

Fig. 15. Orthogonal components of unbalanced magnetic
force.

Fx =
ragla
2μ0

∫ 2π

0
[(B2

t −B2
r )cosθ +2BrBt sinθ ]dθ , (11)

Fy =
ragla
2μ0

∫ 2π

0
[(B2

t −B2
r )cosθ −2BrBt sinθ ]dθ , (12)

where Fx and Fy are two orthogonal components of
UMF, rag is radius of the air-gap, μ0 is permeability of
a vacuum, and Br and Bt are radial and tangential com-
ponents of air-gap flux density.

No matter the ETW and I-LSC, they both have
the UFM shown in Fig. 15. Maximum value of ETW-
HSPMSM is 7.65 N and of I-LSC-HSPMSM is 9.53 N.
UMF will appear in the 3s2p motors at rated high speed
due to asymmetric stator structure. Therefore, future
work should change the pole-slot combination to offset
UMF.

IV. CONCLUSION

In this paper, an HSPMSM with I-LSC is proposed
and compared with ETW. It can be seen that the pro-
posed motor (I-LSC-HSPMSM) has superiority in out-
put torque due to a high slot fill factor at the same speed.
Comparative studies on the two motors also show that
the power density of I-LSC-HSPMSM is higher than
ETW-HSPMSM due to high power and small volume.
Compared with ETW, the I-LSC can be an excellent
choice in HS motors from the point of maintaining a high
torque at high speed. Moreover, I-LSC-HSPMSM has
the advantages of dealing with the problem of the end-
windings of ETW in the radial motor. However, I-LSC-
HSPMSM inevitably has higher AC loss at high speeds
due to skin effects. It can be concluded that I-LSC has a
bright future and new challenges which should be solved
in HS applications. As for unbalanced magnetic force, it
can be known that the two motors both exist, which will
be investigated in future studies for an appropriate struc-
ture. Subsequently, a motor prototype will be fabricated
to verify the correctness of the ideas and simulations.
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