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Abstract – In this paper, a miniaturized and broadband
patter-reconfigurable antenna working at very high fre-
quency (VHF) and ultra-high frequency (UHF) band is
proposed. A dipole antenna element with a compact size,
stable horizontal gain, a wide bandwidth, and an omni-
directional pattern is introduced firstly, which operates
from 116 MHz to 505 MHz with a relative bandwidth
of 108.55% and a size of 0.11λ L × 0.33λ L. An antenna
array is constructed by combining four elements in a
rotationally symmetrical manner. When one element is
excited and other ports are terminated by matched loads,
switchable directional beams are achieved. A 10:1 scaled
model of the proposed antenna is fabricated and tested.
Measured results show that the antenna element oper-
ates from 1.48 GHz to 4.86 GHz (a relative bandwidth
of 106.62%) with a gain above -2 dBi. The proposed
antenna array can achieve directional beams with a high
front to back ratio (FBR) with gain value of 3-4 dBi
within 2-4 GHz.

Index Terms – Broadband antennas, dipole antennas,
pattern-reconfigurable antennas, VHF/UHF antennas.

I. INTRODUCTION

In modern tactical secure communication systems,
spread spectrum and frequency hopping technology is
frequently employed to enhance the anti-interference and
confidentiality of aircraft and ship communication [1].
Numerous very high frequency (VHF) and ultra-high fre-
quency (UHF) broadband omnidirectional antenna have
been proposed over the decades [2–5]. To increase the
bandwidth of VHF/UHF antenna, a biconical structure
and thick dipole is utilized in [2], a dual-parasitic sleeve

structure is applied to improve the impedance further.
This design provides a working band that covers a range
from 120 to 550 MHz (128%). A dual-sleeve wideband
monopole antenna with loaded plasma cylinders is pro-
posed for shipborne systems in VHF range in [3]. It
achieves the VSWR ≤ 2 bandwidth of more than 107%.
However, it is worth noticing that the prototypes of these
antennas tend to be large in size and challenging to man-
ufacture. Reference [4] designs a super broadband dipole
antenna with a passive matching network. By loading
lumped elements on the antenna body and using the
genetic algorithm optimization, it can operate over 30-
1200 MHz with VSWR < 3 and broadside gain > -10
dBi. However, the gain is too low to meet the require-
ments of practical applications.

On the other hand, pattern reconfigurable antenna
and multibeam antennas are highly desired in mili-
tary applications to enhance the capability of wireless
communication systems. These technologies contribute
to increase spectral efficiency, extend communication
range, and improve security and anti-interference. In
[6], a wideband multibeam circular array antenna for
VHF/UHF directional networks applications is designed
by introducing directional antenna element. The prob-
lem is that the finite ground plane causes a titled-up
radiation pattern from the azimuth plane. Electrically
steerable passive array radiators (ESPAR) are used to
achieve a directional and steerable radiation pattern on
the antenna horizontal plane [7–9]. Nevertheless, these
antenna dimensions are characterized by large and com-
plex dimensions and the controlling circuits loaded on
the parasitic elements affect the quality of antenna radi-
ation patterns.
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Active frequency selective surfaces (AFSSs) attract
significant attention in pattern reconfigurable antenna
design [10–12]. These antennas can manipulate radiation
direction and beamwidth by changing the PIN diodes or
varactors on the AFSS. However, due to the limitation
bandwidth of the FSS units, the pattern reconfigurable
antennas based on AFSS could only dynamically switch
the beams in one or a few operating bands, typically
resulting in a larger volume.

This article presents a miniaturized and broadband
pattern-reconfigurable VHF/UHF antenna that features
four directional beams with high front to back ratio
(FBR) in the horizontal plane. Employing a circular array
configuration eliminates the need for placing directors or
reflectors around the antenna at a distance of λ /4. This
approach results in a more compact size and broader
operating bandwidth. A 10:1 scaled model prototype is
fabricated and tested to validate our simulation results.
This article is organized as follows. In section II, the
antenna element design and performance analysis are
discussed in detail. In section III, an antenna array with
directional beams is studied and the simulated and mea-
sured results are shown. Section IV is the conclusion of
the entire paper.

II. ANTENNA ELEMENT DESIGN AND
PERFORMANCE ANALYSIS

A. Geometry of dipole antenna element

The configuration of the dipole antenna element is
depicted in Fig. 1. It is printed on a FR4 substrate with
a relative dielectric constant of 4.4, a loss tangent of
0.02 and a dimension of L × W × h. The antenna is
fed at the bottom edge through a 50 Ω SMA connector.
The microstrip feeding structure comprises microstrip
lines of different widths and a sector open-ended branch,
which functions as a broadband unbalance-to-balance

(a) (b) (c)

Fig. 1. Configuration of the dipole antenna element: (a)
3D view, (b) top view, and (c) bottom view.

transition [13]. The microstrip line directly connected to
the inner conductor of the SMA has a width of W f 1 and a
length of L f 1. After feeding through a trapezoidal patch
with a length of L f 2, W f 1 is transformed into a width
of W f 2, and then it is connected to a sector open-ended
branch with a radius of R and an angle of θ .

The upper trimmed rectangle patches serve as radi-
ating elements. The rectangle patch with an area of L ×
W is divided into two parts by three stepped slots that
traverse it. Each part features two vertical slots (L1 × S1)
located next to the stepped slots and a horizontal slot (L2
× S2), which improves the impedance matching of the
antenna. Other specific dimensions have been marked in
Fig. 1 in detail.

With trimmed rectangle patches and microstrip
feeding structure, the antenna element is significantly
reduced, which has an electric size of 0.11λ L ×
0.33λ L (λ L corresponding to the lowest frequency), and
the bandwidth is expanded. Detailed dimension param-
eters of the VHF/UHF antenna element can be found in
Table 1.

Table 1: Dimension parameters of the VHF/UHF dipole
antenna element (unit: mm)
Parameter Value Parameter Value

L 660 Ws1 160
W 220 Ls1 30

W f 1 3.76 Ws2 90
L f 1 132 Ls2 3
W f 2 1 Ws3 12
L f 2 120 L1 97
L f 3 80 S1 5.5
R 110 L2 80
θ 175 S2 4
P1 85 rr 90
P2 100 h 2

B. Antenna element performance and analysis

The proposed antenna element was simulated and
optimized in CST STUDIO SUITE 2019 software. The
antenna is fed by an ideal wave-port in the simulation.
The fabricated VHF/UHF dipole antenna is shown in
Fig. 2 (a). The simulated and measured |S11| are illus-
trated in Fig. 2 (b). Simulated reflection coefficient curve
shows that it operates from 149.73 MHz to 505.15 MHz
(|S11|< -6 dB, 108.55%). The measured bandwidth cov-
ers from 116 MHz to 505 MHz (|S11|< -6 dB, 125.28%).
The difference between the simulated and measured
results is mainly due to the practical coaxial connector. In
addition, the difference of the dielectric constant in sim-
ulation and fabrication will also cause a slight frequency
shift. From Fig. 2 (b), it can be seen that the modified
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simulation results (blue line) agree better with the mea-
sured ones, where the coaxial connector was modeled in
simulation and the relative dielectric constant of the sub-
strate was changed to 4.8.

Fig. 2. The fabricated VHF/UHF dipole antenna: (a) 3-D
view and (b) simulated and measured |S11|.

The basic working principle of the broadband
antenna is to excite multiple resonant modes which are
close to each other. To demonstrate the basic working
principle of the antenna, surface current distributions at
different resonant frequencies are presented in Fig. 3. It
can be seen that current distribution primarily concen-
trates on the edge of the patches at 187 MHz and the
effective current path is the longest, which determines
the lowest resonance. At 358 MHz, current distribution
concentrates on the four slots, while it concentrates on
the two slots at 480 MHz. It can be seen that as the
operating frequency increases, the effective current path
becomes shorter.

Due to the limitation of the anechoic chamber,
where the minimum frequency is 1 GHz, a 10:1 scaled

Fig. 3. Surface current distributions of the VHF/UHF
antenna at (a) 187 MHz, (b) 358 MHz, and (c) 480 MHz.

model was fabricated and tested, as shown in Fig. 4
(a). The 10:1 scaled model exhibits a slight varia-
tion in structure with the VHF/UHF antenna, primar-
ily due to limitations imposed by the dielectric sub-
strate and the cost. Simulated and measured return
loss and gain of the 10:1 scaled antenna element
were conducted in an anechoic chamber as plotted in
Figs. 4 (a) and (b).

The simulated bandwidth covers from 1.51 GHz
to 5.08 GHz (|S11| < -6 dB, 108.43%), as shown by
the black solid line Sim.I. The measured bandwidth

(a)

(b)

(c)

Fig. 4. Fabricated 10:1 scaled antenna element and its
experiment results: (a) top view and bottom view, (b)
simulated and measured |S11|, and (c) simulated and
measured gain.
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(red dashed line) covers from 1.48 GHz to 4.86 GHz
(106.62%). The measured bandwidth is in good agree-
ment with the simulated one, except those resonant fre-
quencies shift towards lower frequencies. We changed
the dielectric constant of FR4 from 4.4 to 4.8, and the
new simulation result is denoted as Sim.II in Fig. 4 (b). It
can be seen that the resonant frequencies of Sim.II agree
better with the measured resonant frequencies. In addi-
tion, coaxial connectors and soldering may influence the
resonance frequency shift.

Realized radiation patterns in the E-plane and H-
plane (θ = 90◦ plane) at 1.5, 2.5, 3.5, and 4.5 GHz
are depicted in Fig. 5. It is evident that the out-of-
roundness becomes worse with the increasing of working
frequency, although the antenna’s omnidirectional char-
acteristics in the broadband spectrum remain observable.
The asymmetry of the E-plane can be attributed to the
influence of the substrate and feeding structure.

Fig. 5. Measured and simulated radiation patterns of the
proposed 10:1 scaled model dipole antenna element: (a)
1.5 GHz, (b) 2.5 GHz, (c) 3.5 GHz, and (d) 4.5 GHz.

III. ANTENNA ARRAY AND
EXPERIMENTAL VALIDATION

A. Antenna array structure and principle

Based on the proposed dipole antenna element, an
antenna array is constructed, where four elements are
arranged in a circular array configuration with a radius
r = 25 mm, as shown in Fig. 6 (a). Circular array
antennas have found extensive applications in systems
such as radio direction finding, radar navigation, and
underground detection [14–17]. Their advantages lie in
the ability to generate both omnidirectional patterns and
directional patterns with the main lobe pointing towards
the normal direction of the array. The antenna struc-
ture of a uniform circular array makes its azimuth scan-
ning angle higher than that of a linear array or rectangle
array.

The overall antenna array fits in a volume of 53.2
× 53.2 × 66 mm3. When Ant.I is excited and the
other three antennas are terminated with 50 Ω matched
loads, a directional pattern is realized, as plotted in
Fig. 6 (b).

Fig. 6. Geometry of the proposed antenna array and
reconfigurations for directional pattern (r = 50 mm): (a)
3-D view and (b) directional pattern when Ant.I is fed.

When the other three antennas are excited in the
same way, three directional beams can be achieved.
These four directional beams are at an interval of 90◦
in the H-plane (θ = 90◦ plane). Since the bandwidth
of the antenna element is wide, pattern reconfigurabil-
ity can also be realized over a wide frequency range The
impact of the mutual coupling is investigated in the next
section.

B. Results and discussion

The experimental setup of the proposed antenna
array is shown in Fig. 7. Simulated and measured S
parameters are plotted in Fig. 8. The isolation between
the elements is better than 12.5 dB, and the |S11| is less
than -6 dB over the frequency range 1.66-4.78 GHz. In
a practical testing environment, S21 and S41 are nearly
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(a) (b)

Fig. 7. Photograph of the fabricated 10:1 scaled antenna
array and its experimental scenario: (a) measurement of
S parameters and (b) measurement of the radiation pat-
terns.

Fig. 8. Measured S parameter of the antenna array.

identical due to structure symmetry. When using the
same operation to feed the other three ports separately,
three directional beams are also obtained.

Radiation characteristics of the antenna array were
evaluated in an anechoic chamber similarly. The radia-
tion patterns at different frequencies (2, 3, and 4 GHz),
when one element is fed and other ports are terminated
by matched loads, are shown in Fig. 9. The maximum
horizontal gain in 2 GHz, 3 GHz, and 4 GHz are 2.5 dBi,
4.9 dBi, and 3.1 dBi, corresponding to the FBR with 12.4
dB, 9.8 dB, and 13.1 dB, respectively. All results show
directional beams in the azimuth plane with relatively
high FBR.

The small deviation between the simulated mea-
sured results may be caused by the difference between
the simplified wave-port model in simulation and the
actual dimensions of coaxial cables and matching loads.
In addition, the small size of the antenna results in a rel-
atively low gain in lower frequency measurement. The
welding and fine features near the feed ports also intro-
duce adverse effects.

Fig. 9. Simulated and measured radiation patterns of the
proposed 10:1 scaled model antenna array: (a) 2 GHz,
(b) 3 GHz, and (c) 4 GHz.

IV. CONCLUSION

This paper proposed a miniaturized and broadband
pattern-reconfigurable VHF/UHF antenna which fea-
tures four directional beams with high FBR in the hor-
izontal plane. A dipole VHF/UHF antenna element char-
acterized by its compact size, stable horizontal gain,
wide bandwidth (116-505 MHz, a relative bandwidth
of 108.55%), and omnidirectional pattern is designed
firstly. Then, a 10:1 scaled model is fabricated and
tested. Measurement results show that the impedance
bandwidth of antenna element covers from 1.48 to 4.86
GHz (a relative bandwidth of 106.62%) with omnidi-
rectional characteristics. An antenna array with direc-
tional beams is designed and tested afterwards. The over-
all 10:1 scaled antenna array measures 53.2 × 53.2 ×
66 mm3 (0.27λ L × 0.27λ L × 0.33λ L). Measured results
reveal directional beams can be achieved in the azimuth
plane with a relatively high FBR within 2-4 GHz. More
flexible beams can be generated by exciting more ele-
ments or changing the feeding phase of each port in the
future works.
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Abstract – In this paper, an ultra-wideband (UWB)
microwave absorber with robust angular stability is pro-
posed. Each unit of the structure consists of three-layer
stacked resistive films to effectively broaden the absorp-
tion bandwidth. A metallic via is inserted in the center of
the structure, which effectively guides the TM polariza-
tion oblique incident wave power to propagate vertically
and be absorbed by the resistive films, thus enhancing
the angular stability of TM polarization. Within the fre-
quency range of 3.2 GHz to 35.5 GHz, the absorptiv-
ity surpasses 90% and the fractional bandwidth reaches
167%. Within an incident angle range of 0◦ to 60◦, the
absorptivity of TE polarization remains at about 80%,
and the TM polarization can be maintained at over 90%.
The absorption mechanism was analyzed by surface
power loss and surface current distribution. A sample
was fabricated, and the measured results are consistent
with the simulated ones. The absorber displays good
angular stability and broad bandwidth, making it ideal
for electromagnetic stealth applications.

Index Terms – Angular stability, metamaterial, absorber,
polarizations, ultrawideband.

I. INTRODUCTION

Electromagnetic metamaterial (MM) is an artificial
electromagnetic structure with unique physical proper-
ties not found in natural materials [1–4]. In the field
of wave absorption, from the microwave to visible
wavelengths, a range of electromagnetic metamaterial
absorbers (MMA) have been proposed by researchers
[5–9]. Compared to conventional absorbers, MMA offers
several advantages, including thinner thickness, excel-
lent absorption performance, and lightweight properties
[10, 11]. Initially, scientists designed high-absorption
MMA based on the resonant characteristics of metal-
lic structures, but this type of absorber often has a nar-

row absorption bandwidth [12, 13]. Deng et al. [14]
have successfully expanded the absorption bandwidth by
incorporating chip resistors into the unit structure, result-
ing in a relative bandwidth of up to 115%. Similarly,
Xiong et al. [15] have introduced multi-layer resonant
structures to achieve over 90% absorption within 8.37-
21 GHz. However, as the incident angle increases, the
absorptivity gradually deteriorates. To address this chal-
lenge, Yu et al. [16] have proposed a broadband and
angularly stable absorber employing spoof surface plas-
mon polariton (SSPP), demonstrating a superior absorp-
tivity for both TE and TM polarization within a range
of 60◦ incident angle. Nonetheless, the absorption band-
width gradually shifts to high frequency with increas-
ing angles for TM polarization oblique incidence. Lin
et al. [17] have presented a three-dimensional metama-
terial absorber (MA) that consists of a spatially lossy
transmission line (SLTL) and a resistively loaded high-
impedance surface (HIS). The MA has oblique incidence
angle stability of over 50◦. Zhang et al. [18] have demon-
strated a switchable metamaterial absorber with both
ultra-wideband and narrowband states and good angu-
lar stability in the terahertz region. However, the absorp-
tion effect of TM polarization deteriorates as the incident
angle increases. To broaden the potential applications,
further enhancement of the absorber’s angular stability
is necessary. However, due to the differing responses to
the two polarizations, improving the angular stability for
both polarizations remains a significant challenge.

In this paper, a proposed three-layer ultra-wideband
absorber exhibits excellent angular stability. The
absorber utilizes a three-layer resistive film structure
that can broaden the bandwidth, and the TM-polarized
oblique incidence power can be efficiently conducted
to the resistive film layer for loss through the metallic
vias in the center of the unit, which effectively improves
the bandwidth shift at TM-polarized oblique incidence.
The absorption mechanism of the proposed absorber is
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further analyzed in terms of surface current distribu-
tion and power loss. The proposed absorber has the fol-
lowing advantages: 1) The absorber has an ultra-wide
absorption bandwidth; 2) the absorber can maintain a
good absorptivity in the range of 0◦ to 60◦ oblique inci-
dence angle; and 3) the absorber is endowed with a sim-
ple yet compact structure, which renders it effortless to
fabricate.

II. DESIGN OF THE ABSORBER

The structure proposed in this paper, as depicted
in Figs. 1 (a) and (b), comprise three-layer resistive
films with different sheet resistance. (RS1 = RS2 = 400
Ω, RS3 = 150 Ω). The resistive films are printed on a
polyethylene terephthalate (PET) substrate with a per-
mittivity of 3.7. Each layer of resistive films is sup-
ported by polymethacrylimide (PMI) foam of differ-
ent thicknesses with a permittivity of 1.05. The bottom
layer is a metallic plate. A metallic via runs through
the center of the absorber and contact with the metallic
ground.

Fig. 1. (a) The structure of the proposed absorber (unit
cell dimension: p = 13 mm, w1 = w2 = 12 mm, w3 = 11
mm, a = 10 mm, b = 1 mm, h1 = h2 = 3 mm, h3 = 4 mm,
ht = 0.175 mm); (b) side view of the unit cell.

A. Equivalent circuit analysis of the absorber without
vias

The proposed absorber’s equivalent circuit model is
depicted in Fig. 2 (a). The resistive films can be equiva-
lent to RLC series circuits, The capacitance C is due to

(a)

(b)

Fig. 2. (a) Equivalent circuit model diagram; (b) absorp-
tivity of CST microwave studio, ADS, and normalized
input impedance of absorber.

the edge length of the accumulated charge of the resis-
tive films, and the inductance L is due to the area of the
resistive films, where R ≈ Rs · p2/A2

0 and L = μ0μrw/π ·
ln((p−w)/(w ·hr / π)1/2) and C = ε0εr(w ·hr)/(p−w)
is the gap capacitance of the periodic patch. Rs is the
sheet resistance of the resistive films, hr is the thickness
of the resistive films, and A0 is the area of the resistive
films [19, 20]. The dielectric substrate is equivalent to a
transmission line. According to transmission line theory
and reference [21, 22], the absorber’s input impedance
can be described as follows:

Zin = Zg,1 ‖ Zt
ZS,1 + jZt tan( 2π f

c
√εrpht)

Zt + jZS,1 tan( 2π f
c
√εrpht)

, (1)

ZS,n = Zh,n
ZS,n+ jZi,n tan( 2π f

c
√εr f hn)

Zh,n+ jZi,n tan( 2π f
c

√εr f hn)

n = 1,2
, (2)

Zi,n = Zg,n+1 ‖ Zht
ZS,n+1+ jZht tan( 2π f

c
√εrpht )

Zht+ jZS,n+1 tan( 2π f
c

√εrpht )

n = 1,2
, (3)

Zs3 = j
Z0√εr f

tan
(

2π f
c

√
ε f h3

)
, (4)
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Zg,n = Rn + jωLn − 1
ωCn

, n = 1,2,3, (5)

where εrp and εr f are the relative permittivity of PET and
PMI foam substrates. Z0 is free space impedance. The
equivalent circuit model is established in the Advanced
Design System (ADS), and Fig. 2 (b) presents a com-
parison of the simulation results obtained from ADS and
CST Microwave Studio. In the frequency range of 3.2-
35 GHz, the absorptivity surpasses 90% at vertical inci-
dence. According to the normalized impedance curve in
Fig. 2 (b), it is observed that the real part of the normal-
ized input impedance is approximately 1, and the imagi-
nary part is nearly 0. Hence, the input impedance of the
absorber matches well with the impedance of the free
space, leading to the achievement of broadband absorp-
tion by the absorber.

B. Performance of oblique incidence

As demonstrated by Fig. 3 (a), the absorptivity
persists at approximately 90% for the TE polarization
angle of incidence ranging from 0◦ to 45◦. As the inci-
dent angle rises to 60◦, the absorption declines to about
80%.

Figure 3 (b) shows that under TM polarization
oblique incidence, the absorptivity remains essentially
unchanged as the incident angle increases. However, the
absorption bandwidth shifts to higher frequencies. When
the incidence angle is 60◦, the displacement is 8 GHz
as against vertical incidence. To examine the actual per-
formance of the absorber and the effect of the angle
of incidence on the absorption performance, we fabri-
cated a 299×299 mm sample with 23×23 cells, and
the resistive film was printed on a PET substrate using
screen-printing technique, with each layer separated by
PMI foam (Fig. 4 (b)). The sample was measured in a
microwave anechoic chamber in which two sets of horn
antennas (2-18 GHz, 120×80 mm) were connected to
two ports of a vector network analyzer (VNA) as trans-
mitter and receiver. Respectively, the two sets of horn
antennas were placed on a semi-circular track with a
radius of 2 mcentered on the sample (Fig. 4 (a)). The
antennas were moved on the semicircle to change the
angle between the antennas and the sample during the
measurement to achieve simulated oblique incidence.
To ensure accurate measurement results for subsequent
samples, we first measured the reflection coefficient of
a metal plate of the same size as the sample. Owing to
the restrictions imposed by our experimental conditions,
we then measured the sample’s absorptivity at an oblique
incidence angle of 0-45◦ in the frequency range of 2-18
GHz. The measured absorbance of the samples in this
range was consistent with the simulation results. The dis-
parity between the measurement and simulation results is
predominantly ascribed to errors in sample preparation
and the measurement environment.

(a)

(b)

Fig. 3. Absorptivity at different polarizations at oblique
incidence without vias: (a) Simulation of TE polariza-
tion; (b) simulation of TM polarization.

When TM polarization is incident obliquely, the
absorption bandwidth shift occurs. This is due to the
change in the equivalent impedance of the substrate as
the angle of incidence increases, which causes the input
impedance of the absorber to change, resulting in a mis-
match with the free-space impedance.

To address this issue, a metallic via is inserted in the
center of the absorber unit structure. Then the substrate
layer can be considered as a multi-conductor transmis-
sion line [23]. From the perspective of the incident point,
the input impedance of each layer is the parallel com-
bination of the resistive film and substrate’s impedance.
The input impedance of the absorber is a parallel combi-
nation of the impedances of the individual layers, so we
will analyze a single layer as an example.
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(a)

(b) (c)

Fig. 4. (a) Measurement environment of the proposed
absorber; (b) top views of the proposed absorber with-
out vias (299×299 mm sample with 23×23 cells); (c)
top views of the proposed absorber with vias (299×299
mm sample with 23×23 cells).

There are two eigenwave modes of TM-polarized
incident waves in the substrates [24]. One of the
eigenmodes is the TM mode propagating in the medium,
which attenuates dramatically and has a negligible effect
[25]. The other type of eigenmode is the TEM wave that
propagates in the multi-conductor line. Its propagation
factor can be decomposed into two components: One
is vertical to the resistive film and the other is parallel
to it. The vertical component is equal to the wavenum-
ber propagating in the substrate, while the parallel
component is the tangential component of the incident
wavenumber. And because the diameter of the metallic
vias is very small, the electrical polarization on the cross-
section of the conductor is also very small. Additionally,
due to the principle of electromagnetic wave duality, the
magnetic field on the conductor remains relatively con-
stant, so the wave impedance is basically the same as the
case of no vias.

Therefore, at any incident angle, the equivalent
impedance of the substrate ZT M

S , as seen from the polar-
ized incident wave of TM, is the same as that of the TEM
transmission line. The length of the TEM transmission
line is equal to the thickness of the absorber. This implies

that ZT M
S remains independent of the incident angle:

ZT M
S = jωμ

tankh
k

≈ jωμh. (6)

When TM polarization oblique incidence, the input
impedance of the absorber is ZT M

in :

ZT M
in =

ZT M
g ZT M

s

ZT M
g +ZT M

s
. (7)

Because the impedance of resistive films Zg does not
depend on the angle of incidence but on the characteris-
tics of the resistive film itself, the input impedance of
the absorber is not affected by the incident angle, regard-
less of the angle of incidence. Moreover, the resonant fre-
quency also remains constant. Additionally, as the elec-
tric field component of the TE polarization is vertical to
the metallic vias, no induced current is generated on the
metallic vias. Therefore, the metallic vias do not affect
the TE polarization oblique incidence.

For TE-polarised oblique incidence, the wave
impedances under the two polarisations behave differ-
ently (ZT M

0 = Z0/cosθ ,ZT E
0 = Z0cosθ , where θ is inci-

dent angle). This results in a different impedance match
between the absorber and the free space under the
two polarisations at the same incidence angle. For TE-
incidence waves, the impedance match worsens through-
out the absorbing band as the angle increases.

III. PERFORMANCE OF THE ABSORBER
WITH VIAS

Figure 5 (a) illustrates that under TE polarization
oblique incidence, the absorptivity remains above 90%
up to an angle of 45◦. At 60◦ incident angle, the absorp-
tivity decreases to approximately 80%. The absorp-
tion effect of TE polarization oblique incidence remains
essentially unchanged, indicating that vias have no effect
on TE polarization. It can be seen from Fig. 5 (b) that the
absorber remains angularly stable, exhibiting no shift in
the absorption band at TM polarization oblique incident
angle of up to 60◦ while retaining approximately 90%
absorptivity. Figure 4 (c) displays a sample (299×299
mm with 23×23 cells) of the absorber for measurement
purposes, and the comparison of simulated and measured
results, shown in Figs. 5 (a) and (b), exhibit satisfactory
agreement.

To gain a more intuitive understanding of the role
of metallic vias, the power loss and surface current at
4 GHz were monitored before and after the improve-
ment of the absorber at 60◦ oblique incidence. As shown
in Figs. 6 (a)-(d), upon the incorporation of metallic
vias, the TM polarization causes significant losses on the
second and third resistive films that have direct contact
with the metallic vias. On the other hand, the perfor-
mance of TE polarization oblique incidence stays unal-
tered. Additionally, as revealed in Figs. 6 (e) and (f),
the TM polarization oblique incidence prompts greater
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(a)

(b)

Fig. 5. Absorptivity at different polarizations at oblique
incidence with vias: (a) Simulation of TE polarization;
(b) simulation of TM polarization.

induced current on the vias, relative to the TE polariza-
tion oblique incidence. In cases of oblique incidence, the
TM polarization wave can be guided through the vias,
and loss on the resistive films, resulting in a reduction in
the impact of the angle of incidence.

Table 1 presents a comparative analysis of the pro-
posed absorber with those developed in recent years,
in terms of relative bandwidth, thickness, and absorp-
tivity at oblique incidence. It reveals that the proposed
absorber has a wider fractional bandwidth, thinner thick-
ness, and more stable oblique incidence performance
than other absorbers.

FBW=2 × ( fmax − fmin)/( fmax + fmin) × 100%,
where fmax is the highest frequency, fmin is the lowest
frequency.

Fig. 6. Surface power loss diagram at 4 GHz at
60◦ oblique incidence with and without vias. (a) TE
polarization without vias, (b) TM polarization with-
out vias. (c) TE polarization with vias. (d) TM polar-
ization with vias. Surface current at 4GHz at 60◦
oblique incidence with vias. (e) TE polarization. (f) TM
polarization.

Table 1: Comparison of the proposed absorber with other
broadband absorbers

Ref FBW Thickness

Absorption for

Oblique

Incidences

TE TM

[6] (4.73-
39.04GHz)

156%

9.5mm
0.17λ0

80%
at 45◦

90%
at 45◦

[9] (3.87-
14.84GHz)

117%

6.2mm
0.19λ0

80%
at 45◦

90%
at 50◦

[26] (3.65-
13.93GHz)

117%

8mm
0.10λ0

80%
at 50◦

80%
at 60◦

[27] (2.98-
16.62GHz)

139%

9.1mm
0.13λ0

80%
at 45◦

90%
at 45◦

[28] (2.05-
8.3GHz)

120%

11mm
0.19λ0

80%
at 45◦

80%
at 45◦

This
Work

(3.2-
35.5GHz)

167%

10.5mm
0.09λ0

80%
at 60◦

90%
at 60◦
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IV. CONCLUSION

In summary, this paper presents a design of an ultra-
wideband absorber that utilizes a three-layer resistive
film structure. The absorber achieves over 90% absorp-
tivity in the range of 3.2-35.5GHz, across the C, X,
Ku, K, and Ka frequency bands, with a fractional band-
width of 167%. Additionally, the absorbers exhibit good
absorption for both TE and TM polarized waves in the 0-
60◦ incident angle range. Further analysis was conducted
on the impact of metallic vias using surface currents
and surface power losses. Furthermore, the measurement
results align well with the simulation results, demonstrat-
ing the effectiveness of the design scheme proposed in
this paper. The proposed absorber has good angular sta-
bility and absorption bandwidth and shows a potential
idea for stealth applications.
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Abstract – In this paper, we propose an ultra-wideband
magic-T operating in the frequency band from 1.2 to
4 GHz with a relative bandwidth of 108%, which is
based on an interlayer coupling 3 dB directional cou-
pler and a branch-loaded 90◦ phase shifter. Compared
to traditional magic-T structures, it can operate within
an ultra-wideband range and has the advantages of a
simple structure and easy processing. Simulation and
experimental results demonstrate excellent amplitude
and phase stability. When the input is at the sum port,
the phase error at each output port is less than 2.8◦. For
the difference port input, the phase error at each output
port is less than 7.6◦. Furthermore, the overall amplitude
imbalance is less than 2.1 dB, the transmission coeffi-
cient is below −7.4 dB, and the isolation is greater than
11 dB. It can be used in ultra-wideband phased array sys-
tems to generate sum-and-difference beams for direction
finding.

Index Terms – Coupler, magic-T, phase shifter; ultra-
wideband.

I. INTRODUCTION

In recent years, military systems have been oper-
ating in a very wide frequency range with bandwidth
requirements extending from L-band to Ka-band. Magic-
T networks are widely used in phased-array radar
systems as sum-and-difference networks to generate
sum-and-difference signals for target direction detec-
tion, enabling radar target detection tasks. As one of the
core components of radar, the magic-T network is fac-
ing higher demands. It needs to have the widest pos-
sible operating bandwidth to enable the radar to detect
targets over a broad frequency range. The demand for

ultra-wideband magic-T network systems (the relative
bandwidth is larger than 100%) is becoming increasingly
urgent.

In recent years, extensive research has been con-
ducted on the magic-T network. However, the conven-
tional magic-T has a narrow bandwidth, such as the
coplanar magic-T based on substrate integrated waveg-
uide (SIW) in [1], which has a bandwidth of 5.8%. Ref-
erences [2–4] have worked on increasing the bandwidth
of SIW-based magic-T networks, achieving bandwidths
ranging from 23.2% to 78.7%. A new ridge-shaped SIW
is proposed in [4] to achieve 78.7% (6.4-14.7 GHz) rel-
ative bandwidth by a stepped band line optimized by
genetic algorithm (GA). Despite the high performance
of waveguide SIW-based magic-T, its structure is com-
plex, more difficult to process, and more costly. To
enhance the operational bandwidth, certain studies have
suggested magic-T networks based on microstrip or slot
lines. For example, a new broadband magic-T based on
slot line T-junctions and microstrip line-slot line con-
version is proposed in [5] with a bandwidth of 40%. In
addition, a broadband planar magic-T using microstrip
line-slot line conversion with a relative bandwidth of
70% is presented in [6]. However, these methods still
cannot satisfy the ultra-wideband requirements of the
system. Conventional 3 dB couplers based on microstrip
or slotted lines combined with 90◦ phase shifters can
also provide magic-T functionality [7–10]. Reference [8]
achieves a magic-T with a relative bandwidth of 40%.
Reference [9] achieves a relative bandwidth of 89% (5-
13 GHz) by narrow-edge coupling and wide-edge cou-
pling. Most of the above studies have focused on X-band
and C-band; there are relatively few studies on magic-T
covering L-band.
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In view of the wide application of L/S-band in com-
munication and satellite, we propose an ultra-wideband
magic-T network that covers the L/S bands. The network
is based on a 3 dB coupler and a 90◦ phase shifter, oper-
ating in the 1.2-4 GHz range, with a relative bandwidth
of up to 108%. The transmission coefficient is less than
−7.4 dB, and the phase imbalance is less than 2.8◦, with
an amplitude imbalance of less than 2.1 dB.

II. MAGIC-T DESIGN

The ultra-wideband magic-T consists of a cascade
of a 3 dB directional coupler and a 90◦ phase shifter,
which can be applied as a sum-and-difference network in
phased-array systems, and its network topology is shown
in Fig. 1.

Fig. 1. Schematic diagram of the proposed magic-T.

Assume that ai represents the normalized voltage of
the incident wave and bi represents the normalized volt-
age of the incident wave. For the orthogonal hybrid net-
work, the phase of the coupled output port 3 lags behind
that of the straight-through port 2 by 90◦ when the elec-
tromagnetic wave is input from port 1, so the scattering
matrix S of the 3 dB directional coupler is:

S =
1√
2

⎡⎢⎢⎣
0 j 1 0
j 0 0 1
1 0 0 j
0 1 j 0

⎤⎥⎥⎦ . (1)

The coupled output port 3 in turn passes through a
90◦ phase shifter, so the normalized value of the reflected
wave voltage of the cascade network can be expressed as:⎡⎢⎣ b1

b2
b3
b4

⎤⎥⎦=
1√
2

⎡⎢⎣ 0 j 1 0
j 0 0 1
1 0 0 j
0 1 j 0

⎤⎥⎦
⎡⎢⎣ 0

a2

a3e j π
2

0

⎤⎥⎦=
1√
2

⎡⎢⎣ j (a2 +a3)
0
0

a2 −a3

⎤⎥⎦ .

(2)
From the above equation, we have:

b2=b3= 0

b1=
1√
2
(a2+a3)e j π

2 . (3)

b4=
1√
2
(a2−a3)

The above theoretical analysis shows that port 1 of
this cascade network can be used as the sum port of the
sum-difference network, and port 4 can be used as the
difference port.

A. Interlayer coupling ultra-broadband directional
coupler

The form of the 3 dB directional coupler in the pro-
posed magic-T network uses a coupled-line directional
coupler with its coupled port and straight-through port
output signal power being equal, and a phase difference
of 90◦. For the planar coupled line directional coupler,
even if the spacing between the coupled lines is close
to the practical processing precision limit, it is still chal-
lenging to achieve the 3 dB coupling requirement. Schol-
ars have also tried various methods to increase the elec-
tromagnetic coupling between planar microstrip lines,
but these techniques have significantly increased the pro-
cessing difficulty. To achieve an easily manufacturable
and strongly coupled directional coupler based on planar
microstrip lines, a multilayer microstrip structure based
on interlayer coupling [11] was proposed, and Figs. 2 (a)
and (b) show the top and side views of this structure,
respectively. The structure includes two layers of dielec-
tric substrate with a common metal ground in the middle
layer. The microstrip transmission lines are located on
the surfaces of the two layers of the dielectric substrate
and coupled broadside through the coupling holes in the
hollow part of the metal ground, and the size of the cou-
pling microstrip lines and coupling holes determines the
degree of coupling. By reasonably adjusting the size of
the coupling area, the structure can achieve a coupling
degree of 3 dB or more.

(a) (b)

Fig. 2. Multi-layer coupling line structure: (a) top view
and (b) side view.

The relationship between odd mode and even mode
impedances and slot width, as well as microstrip line
width, can be obtained as follows [11, 14]:

Z0e=
60π√

εr

K
(√

sinh2(πws/4h)
sinh2(πws/4h)+cosh2(πw1/4h)

)
K ′

(√
sinh2(πws/4h)

sinh2(πws/4h)+cosh2(πw1/4h)

) (4)

Z0o=
60π√

εr

K
′ (

tanh
(πw1

4h

))
K
(
tanh

(πw1
4h

))
where K (k) represents the complete elliptic integral of
the first kind, K

′
(k) =K

(√
1−k2

)
, Z0o and Z0e repre-

sent the odd mode impedance and even mode impedance,
respectively, h is the thickness of the dielectric layer, w1
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is the width of the coupled microstrip lines on the top
and bottom layers, and ws is the width of the slot on the
middle ground layer.

Since the length of the coupled microstrip line is λ /4
(where λ is the wavelength corresponding to the cen-
ter frequency), the single-section coupled-line coupler is
limited in bandwidth [12], while the magic-T network
in this design needs to meet the ultra-wideband require-
ments. To further expand the bandwidth and improve the
phase balance, in this work, a three-section λ /4 length
coupled-line coupler is designed using a multi-layer
microstrip structure based on interlayer coupling. The
structure consists of a weakly coupled section, a strongly
coupled section, and another weakly coupled section, in
that order. The schematic diagram of the three-section
coupled-line coupler is shown in Fig. 3. The designed
coupler is symmetrical, with the first and third sections of
the coupled line having the same coupling coefficients,
representing the weakly coupled parts, while the second
section serves as the strongly coupled part.

Fig. 3. Prototype three-stage coupler.

By analyzing the even and odd modes of the
coupled-line coupler and referring to R. Mongia’s design
table [13], the characteristic impedances for each section
of the 3 dB three-section coupled-line coupler can be
obtained. The odd mode and even mode characteris-
tic impedance of the first and third sections are Z0o1 =
Z0o3 = 42.00 Ω, Z0e1 = Z0e3 = 59.52 Ω, the odd mode
and even mode characteristic impedance of the second
section are Z0o2 = 14.97 Ω, Z0e2 = 167.02 Ω, respec-
tively. Using equations (5) and (6), we can calculate
the coupling coefficients for each section. The coupling
coefficients for the first and third sections of the coupled-
line coupler are C1 =C3 = 0.1726, resulting in coupling
degrees of k1 = k3 =−15.3 dB. Additionally, the second
section exhibits a coupling coefficient of C2 = 0.8355
and a coupling degree of k2 =−1.6 dB:

C =
Z0e −Z0o

Z0e +Z0o
, (5)

k = 20lgC. (6)
Once the substrate thickness and dielectric constant

are determined, and given the odd mode and even mode
characteristic impedances and coupling degrees for each
section, the approximate dimensions of the coupling
microstrip lines and coupling holes can be calculated
using equation (4).

Figures 4 and 5 show the 3D schematic and top
view of the three-section coupled-line coupler, respec-
tively. The structure consists of three layers of metal and
two layers of dielectric substrate, with the dielectric sub-
strates all having a thickness of 1 mm made of FR4 mate-
rial, having a relative dielectric constant of 4.4 and a loss
tangent of 0.025. The microstrip transmission lines are
located in the top and bottom layers of the structure. The
metal ground is located in the middle layer with aper-
tures for coupling holes. The overall structure is symmet-
rically distributed along the center of the metal ground
plane, which is low cost and easy to process. When the
signal is input, the output signal power at the coupled
port and the straight-through port is equal and the phase
difference is 90◦. The coupling strength of each λ /4 cou-
pling line section is marked in Fig. 5, with the first and
third sections representing weak coupling, and the inter-
mediate second section indicating strong coupling. The
microstrip lines in the weak coupling section are slotted
to avoid the narrow microstrip lines from affecting the
subsequent circuit design.

Fig. 4. 3D schematic of the three-section coupled-line
coupler.

Fig. 5. Top view of the three-section coupled-line cou-
pler.

The optimal structural dimensions obtained by mod-
eling and optimizing each parameter of the coupler in the
electromagnetic simulation software CST are shown in
Table 1.

The simulation results of the optimized coupler in
CST are shown in Fig. 6. From the simulation results,



SHI, CHU, ZHOU: ULTRA-WIDEBAND PLANAR MAGIC-T USING INTERLAYER COUPLING 3 DB DIRECTIONAL COUPLER 686

Table 1: The optimized values of the coupler (unit=mm)
Parameter Value Parameter Value

D1 2.98 D5 14.80
D2 8.46 S1 2.50
D3 1.78 S2 5.00
D4 2.98 S3 7.50

it can be observed that within the operating frequency
range of 1.2-4 GHz, the reflection coefficient of each port
is less than −12 dB. The isolation refers to the extent
to which the signal at one port influences other ports
during propagation. For a four-port network, isolation
can be calculated using the following formula: Isolation
(dB)=−Si j (dB). Here, i and j denote two different ports
of the network, and Si j represents the corresponding ele-

(a)

(b)

Fig. 6. Simulation results of the couple: (a) reflection
coefficient and (b) phase difference between coupled port
and straight-through port, transmission coefficient and
isolation.

ment in the S-parameter matrix. The isolation between
ports 2 and 3, as well as between ports 1 and 4, defined
as −S41 or −S23, exceeds 15 dB. The transmission coef-
ficient of the straight-through port and the coupled port is
approximately −3 dB, and the phase difference is around
90◦. The amplitude imbalance is less than 1.3 dB and the
phase imbalance is less than 1.8◦. The coupler has good
performance in all aspects and basically meets the index
requirements of ultra-broadband magic-T network.

B. Branch loading type ultra-wideband phase shifter

The 90◦ phase shifter required in the magic-T net-
work should also meet the ultra-wideband requirements,
and the operating band of this phase shifter should
be consistent with that of the 3 dB directional cou-
pler and be structurally easy to cascade with the cou-
pler. Compared with other types of phase shifters, the
branch-loaded phase shifter can adjust the phase slope
of the insertion phase shift by changing the impedance
of the loaded branch [15], allowing it to achieve a con-
stant phase shift value within a specific frequency band.
This phase shifter can be realized using a single-layer
microstrip structure, which simplifies the manufactur-
ing process while ensuring stable performance. As a
result, it is an excellent choice for constructing magic-
T networks. The traditional branch-loaded phase shifter
has a relatively narrow operating band, making it dif-
ficult to achieve a bandwidth of over three times the
center frequency. To meet the bandwidth requirements
of ultra-wideband magic-T networks, it’s necessary to
extend the bandwidth of branch-loaded phase shifters.
One approach for achieving this is by using multimode
resonators, which can expand the phase shifter’s band-
width to over three times the center frequency while
maintaining a relatively simple structure.

According to the method in [16], considering both
the amplitude and phase shift responses of the phase
shifter, the characteristic impedances of the multimode
resonator and the loaded branch can be determined
once the reflection coefficient and phase shift deviation
are established. Figure 7 shows the circuit schematic
of a multimode resonator-based branch-loaded ultra-
wideband phase shifter. The phase shifter consists of two
branches, and the phase-shifting branch is composed of a
multimode resonator with characteristic impedances Za
and Zb and two parallel short-circuiting branches with
characteristic impedances Zs. The length of each seg-
ment of the multimode resonator and the length of the
shorting branch are both λ /2 (where λ is the wavelength
corresponding to the center frequency). The reference
branch is a uniform transmission line with a character-
istic impedance of Z0 and a length of l, determined by
the phase difference between the two branches. When
the phase shift value is 90◦, the length is 2λ . According
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Fig. 7. The circuit schematic diagram of a multimode
resonator-based dendritic loading type ultra-wideband
phase shifter.

to microwave network theory, the S-parameters of the
phase-shifted branch can be obtained by the transmission
(ABCD) matrix, as follows:

S21=
2

2A+B+C
and ∠S21=−arctan

[
B+C
j2A

]
.

The phase difference between the two branches, i.e.
the phase shift value, can be expressed as:

ΔΦ( f ) = ∠S21( f )−∠S43( f ).
Given a reflection coefficient of −20 dB, a phase

shift deviation of ±5◦, and a port impedance of Z0 =
50 Ω, the characteristic impedances of the multimode
resonator in the 90◦ phase shifter are Za = 62.38 Ω and
Zb = 86.05 Ω, while the characteristic impedance of the

loaded branch is Zs = 72.96 Ω. The phase shifter uses
FR4 dielectric substrates with a thickness of 1 mm, sim-
ilar to the coupler. It employs a single-layer microstrip
structure for ease of cascading, with a center frequency
of 2.6 GHz. The simulation model established in CST
is shown in Fig. 8, and the specific structure dimensions
obtained by fine-tuning the theoretical values are shown
in Table 2.

Fig. 8. Simulation model of branch-loaded ultra-
wideband phase shifter.

Table 2: The optimized values of the phase shifter
(unit=mm)

Parameter Value

L1 2.97
L2 8.46
L3 1.77
L4 2.97
La 13.69
Lb 14.53
Ls 15.50
W1 1.94
Wa 1.27
Wb 0.63
Ws 0.92

The simulation results, as shown in Fig. 9, demon-
strate that the designed 90◦ phase shifter can achieve a
phase shift value of 90◦±5◦ in the operating band of
1.2-4 GHz with a reflection coefficient lower than −15.2
dB and the transmission coefficient better than −0.9 dB.
With a simple structure and stable performance, it can be
used to construct the ultra-wideband magic-T network.

Fig. 9. Simulation results of branch-loaded ultra-
wideband phase shifter.

III. EXPERIMENTS AND ANALYSIS OF
ULTRA-WIDEBAND MAGIC-T NETWORKS

By cascading the 3 dB directional coupler with a 90◦
phase shifter, the base magic-T network structure can be
obtained. To be applicable in a 4×1 phased-array sys-
tem, this paper further cascades two two-to-one Wilkin-
son power dividers onto the basic structure. This results
in the ultra-wideband sum-and-difference network that
is suitable for phased array systems. The overall struc-
ture diagram is shown in Fig. 10. The designed magic-T
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network includes three layers of metal and two layers of
1 mm-thick FR4 dielectric substrate. Port 1 serves as the
sum port, and port 6 is the difference port. Short metal
strips on each side of the feed ports are connected to the
middle ground layer through metal vias, allowing for the
connection of the outer conductor to ground when using
SMA connectors. The structure is reciprocal in that sig-
nals can be input from ports 1 and 6 and output from
ports 2, 3, 4, and 5. Conversely, signals can be input from
ports 2, 3, 4, and 5 and output from ports 1 and 6.

Fig. 10. Model structure and fabricated prototype of the
magic-T network.

In the actual processing, there are two ways to
choose. The first way is to use a multilayer board pro-
cess, adding a semi-cured sheet between two layers of
dielectric substrate, laminated and pressed together. The
second way is to process two layers of dielectric sub-
strate separately and then use nylon screws to fix them
together. Considering the high cost of the multilayer pro-
cess and the fact that the semi-cured sheet in the middle
of the dielectric can have a subtle effect on the phase shift
performance, this design uses the second way of layered
processing and screw fixing. By reasonably adjusting the
position of the screw holes, they are distributed on both
sides and in the middle of the structure, so that there
is fundamentally no effect on the performance of the
magic-T network. The processed ultra-wideband magic-
T network is shown in Fig. 10.

An Agilent E5071C vector network analyzer was
used to perform the test on the ultra-wideband magic-
T network. The input and output ports to be tested in the
magic-T network were connected to the two ports of the

vector network, and the remaining ports were connected
to the matched load. The overall simulation and experi-
mental results are shown in Figs. 11 and 12.

(a)

(b)

Fig. 11. Simulated and measured reflection coefficients
and isolation of the proposed magic-T network.

According to the simulation and experimental
results shown in Figs. 11 and 12, it is evident that within
the operating frequency range of 1.2 to 4 GHz, the reflec-
tion coefficients of the sum-and-difference ports are both
below −11 dB, and the isolation, which is defined as
the negative of S61, is greater than 12 dB. The trans-
mission coefficient ranges from −7.4 dB to −10.6 dB,
and the amplitude imbalance between different output
ports is less than 2.1 dB. In terms of the phase of the
transmitted signal, the phase error of each output port
is less than 2.8◦ for sum port 1 input and less than 7.6◦
for difference port 6 input. The slight difference of isola-
tion between the experimental results and the simulation
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(a) (b) (c)

Fig. 12. Simulation and experimental results. (a) Transmission coefficient at the difference port 6 input, (b) transmis-
sion coefficient at the sum port 1 input, and (c) phase difference of the difference port 6 and sum port 1.

Table 3: Comparison with related research work
Ref. Freq. (GHz) Impedance

Bandwidth (%)

Phase

Imbalance (◦)

Amplitude

Imbalance (dB)

Return Loss

(dB)

Isolation

(dB)

[10] 2.42-2.48 2.45 <10 <0.5 >15.0 >25
[7] 2.5-8 105 <24 <1.0 >10.5 >13
[8] 8-12 40 <6 <1.0 >15.5 >18
[9] 5-13 89 <3 <0.5 >17.7 >20

Proposed 1.2-4 108 <7.6 <2.1 >11.0 >12

results is mainly attributed to welding errors in the SMA
connectors. As shown in Fig. 11, the simulated result,
taking into account the parasitic inductance and capaci-
tance resulting from SMA connector soldering errors, is
in better agreement with the experimental result.

Although the designed ultra-wideband magic-T net-
work does not completely cover the 1-4 GHz operat-
ing band of the phased array system, it has achieved
a relative bandwidth of 108% with good amplitude
and phase stability, and can be used for direction find-
ing in ultra-wideband systems by generating sum-and-
difference beams. The comparison with other relevant
research works is shown in Table 3.

IV. CONCLUSION

In this paper, an ultra-wideband sum-difference net-
work based on an interlayer coupled 3 dB directional
coupler and a branch-loaded 90◦ phase shifter is pro-
posed, which operates in the frequency band from 1.2
to 4 GHz with a relative bandwidth of 108%. The exper-
imental results show that the amplitude-phase stability
is good. When the input is at the sum port, the phase
error at each output port is less than 2.8◦. For the dif-
ference port input, the phase error at each output port
is less than 7.6◦, and the overall amplitude imbalance
is less than 2.1 dB. Compared with the traditional sum-
difference network, this magic-T network has the advan-
tages of a simple structure and ease of fabrication while

providing ultra-wideband performance. It can be used in
ultra-wideband phased array systems to generate sum-
and-difference beams.
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Abstract – A high-precision multiple parameter mea-
surement sensor based on constitutive parameters near-
zero (CPNZ) media has been proposed, which can
effectively and accurately predict changes in tempera-
ture and relative humidity simultaneously and indepen-
dently. The dual-channel microwave sensor is composed
of a double doping CPNZ substrate integrated waveg-
uide (SIW) cavity, which has the capability to predict
different parameters independently. A multi-input and
multi-output model is constructed to improve the mea-
surement accuracy by training back propagation (BP)
neural network. The relative error of the predicted tem-
perature is smaller than 1.3%, with mean square error
(MSE) of ±0.15. The relative error of the predicted rela-
tive humidity is smaller than 8.74%, with MSE of ±0.1.
The multiple parameter sensor based on CPNZ materi-
als offers a promising platform for multiple parameter
sensing research, providing essential technical support
and infrastructure for the development of fields like the
Internet of Things, intelligent manufacturing, and smart
cities.

Index Terms – BP neural network, constitutive parame-
ters near-zero media, high precision, microwave sensor,
multiple parameter measurement.

I. INTRODUCTION

Sensors have found wide application across vari-
ous industries [1–3], healthcare [4–5], automobiles [6–
7], aerospace [8–9], and other fields. Traditional sensors
suffer from a limitation as they can only measure specific
physical quantities, such as temperature [10–11], humid-
ity [12–14], or pressure [15–16]. In scenarios where mul-
tiple parameters need measurement, employing multiple
sensors in conjunction becomes necessary [17–18]. This
not only compromises measurement accuracy but also
significantly increases system complexity and measure-

ment costs, leading to an underutilization of sensor func-
tionalities and benefits. Multiple parameter sensors offer
a solution by simultaneously measuring multiple dif-
ferent physical quantities, leading to accurate, compre-
hensive, and cost-effective measurements. They reduce
testing costs and time, facilitating automated data col-
lection and analysis. Furthermore, the advancement of
multiple parameter sensors has provided essential tech-
nical support and infrastructure for the development of
fields like the Internet of Things, intelligent manufactur-
ing, and smart cities.

One approach to achieve multiple parameter sensing
involves using multiple resonators [19]. These sensors
exhibit high accuracy. However, the system is complex
and large. Another approach is to use multiple physical
quantities (i.e. resonant frequency shift, quality factor) of
a single resonator to detect multiple parameters simulta-
neously [20]. However, non-negligible coupling between
the multiple parameters results in limited measurement
accuracy and measurement range [19–20]. Therefore,
conducting further research on multiple parameter sen-
sors that offer high precision, independent and real-time
measurement, integration, and low costs is of significant
importance.

Microwave measurement technology has gained
prominence in the field of complex permittivity mea-
surement due to its advantages, such as high integra-
tion, measurement accuracy, and real-time performance
[21]. One example of this is the use of a resonant sen-
sor based on the improved complementary split ring
resonator (CSRR) to simultaneously measure changes
in complex dielectric constant and complex permeabil-
ity [22]. To ensure reliable results in scientific research
and production, achieving the necessary measurement
accuracy is essential in various microwave measure-
ment technologies. Metamaterials, which are artificial
electromagnetic structures composed of subwavelength
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resonators, exhibit novel electromagnetic characteris-
tics and find applications in sensing, antennas, stealth
technology, and other fields [23–25]. Constitutive param-
eters near-zero medium, including relative permittiv-
ity near-zero and relative permeability near-zero media,
has unique electromagnetic control characteristics and is
utilized in material characterization, sensors and other
fields [26–29]. Such media has been used in high sen-
sitivity sensors, with its field enhancement property. For
instance, a double-layer relative permeability near-zero
media sensor composed of microstrip lines and metal
strips with metal through-holes has been employed for
testing magnetic dielectric materials. Although this sen-
sor exhibits minimal measurement error, it suffers from
positioning errors that significantly impact measurement
of the relative dielectric constant of the sample [29].
Additionally, the substrate-integrated (SI) photon dop-
ing method enables the realization of near-zero medium
in printed circuit design, providing potential applica-
tions in material characterization and sensing [30]. Meta-
materials also provide a broad platform for studying
relative permittivity near-zero media [31]. For exam-
ple, a multi-tunnel relative permittivity near-zero media
based substrate integrated waveguide (SIW) cavity cou-
pled with a conical microstrip line forms a dual tun-
nel sensor that demonstrates more than 95% accuracy in
measuring dielectric constants of radome, flat substrate,
and building materials [31]. Previous sensors are based
on relative permittivity near-zero or relative permeabil-
ity near-zero media. Constitutive parameters near-zero
(CPNZ) medium is a special medium with an equiva-
lent relative permeability of zero for the entire structure,
which uses relative permittivity near-zero material as
the host medium and non-magnetic medium as doping.
Since sensors based on CPNZ materials possess superior
sensing characteristics, exploring and developing mul-
tiple parameter sensors based on CPNZ materials hold
promising prospects in the field of sensing technology.

In this paper, the study focused on the theoretical
research of multiple parameter CPNZ media and intro-
duced a high-precision dual-channel microwave sensor.
The sensor is designed to address scenarios where multi-
ple parameters change independently at the same time.
To verify its dominant performance, an experiment is
conducted, which is based on the fundamental princi-
ples that temperature changes with the relative permittiv-
ity of distilled water [26] and relative humidity changes
with the relative permittivity of polyimide materials [27].
A neural network is introduced to the multiple-input
multiple-output sensor to improve the accuracy of mea-
suring environmental temperature and relative humidity.
The obtained results clearly demonstrate that the mul-
tiple parameter CPNZ medium sensor effectively and
accurately predicts both temperature and humidity of the

environment concurrently. These findings highlight the
potential of a sensor for practical applications in various
fields where multiple parameters need to be measured
with high precision and independence.

II. THEORY OF CPNZ MEDIA SENSOR
A. Sensor performance improvement based on CPNZ
media

The field enhancement property of near-zero media
is highly sensitive to small changes in the material,
enabling the measurement of the complex dielectric con-
stant of material. The measurement principle based on
near-zero medium is studied below for the first time.
According to the basic principle of near-zero medium
[32], the relationship between the magnetic field Hz(�r)
in the doping and the magnetic field HENZ

z in the relative
permittivity near-zero medium is:

Hz(�r) = HENZ
z ψd(�r), (1)

where ψd(�r) is the solution of the scalar Helmholtz equa-
tion, reflecting the proportional relationship between the
doped internal field and the relative permittivity near-
zero medium midfield. By solving the scalar Helmholtz
equation [31]:

ψd(�r) =
J0(kdr)
J0(kdrd)

,(0 ≤ r ≤ rd). (2)

Here J0represents the first class of zero-order cylin-
drical Bessel functions and kd is the wave number in the
doped medium.

It can be seen from equation (2) that the field inside
the doped medium fluctuates and reaches its strongest at
the central point (r = 0), that is, the convergence of the
magnetic field is reflected at this point [32]. Equation (2)
can effectively calculate the enhancement effect of the
incident field in the embedded medium in the structure.
The integral of the tangential component of the exter-
nal radiated electric field of the relative permittivity near-
zero structure along the edge loop of the relative permit-
tivity near-zero medium is equal to the total magnetic
flux of the entire structure cross-section [32]. When the
tangential electric field at the edge of the relative permit-
tivity near-zero medium is large, it results in a significant
total magnetic flux in the entire structure cross-section,
leading to an effective internal magnetic field enhance-
ment effect.

By designing the size of the doping material rea-
sonably, the relative permeability of the original host
medium is modified while ensuring the relative permit-
tivity is close to zero. What is more important, the port
impedance of the CPNZ structure based on the rela-
tive permittivity near-zero media matches the free-space
impedance, ensuring that the field of the CPNZ is consis-
tent with the external radiation field. As a result, 100%
transmission can be achieved, regardless of the area of
the CPNZ region, as long as the width of the incident
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and exit ports of the waveguide is the same. Therefore,
sensors based on CPNZ materials exhibit both excellent
sensing performance and industrial applicability.

B. Multiple parameter sensor based CPNZ media

When doping is added to the relative permittivity
near-zero medium, the cross-sectional area of each dop-
ing changes. The relative permittivity near-zero back-
ground is unchanged, and the equivalent relative dielec-
tric constant is not affected. The equivalent permeability
of the host is regulated by a single or multiple doping,
with each doping causing a change in the permeability.
The response of the relative permittivity near-zero cavity
loaded with double doping is analyzed when dielectric
cylinders with the same relative permittivity of εrd and
radius of rs are selected as dopants in this paper. The for-
mula of equivalent relative permeability can be obtained
as follows:

μr e f f = 1+
n

∑
d=1

Ad

A
[

2
kdrs

J1(kdrs)

J0(kdrs)
−1], (3)

where Ad is the cross-sectional area of the different dop-
ing medium, A is the cross-sectional area of the relative
permittivity near-zero medium, kd=εrd(ω/c)2, and c is
the propagation velocity in vacuum.

According to the special solution of the first kind of
Bessel function, equation (3) can be simplified to:

μ̄r e f f = 1+
n

∑
d=1

Ad

A
[2(

1
4
+

1
4− (kdrs)2 )−1]. (4)

Here,μe f f is the approximate value of μe f f . Substituting
kd into equation (4):

μ̄r e f f = 1+
n

∑
d=1

Ad

A
[

4c2

ω2rs2εrd
− 1

2
]. (5)

For the multiple doping relative permittivity near-zero
structure, the resonant phenomenon can be seen when
J0(kdrs)=0 [32] in equations (4) and (5), as long
as each doping can meet the resonant requirements
kdrs=(ω

c )
2εrdrs ≈ 2

√
2 in the paper. For multi-doped

relative permittivity near-zero media, the dielectric con-
stants of doping are different, but the corresponding res-
onant frequencies are different when each doping meets
the resonant conditions. It can be demonstrated that the
resonances of the two channels are only related to param-
eters εrd and rs, that is, there is no coupling between
the two frequencies. A multi-parameter CPNZ sensor is
designed based on the characteristics that each channel
of multi-doped relative permittivity near-zero medium
does not affect each other.

III. DESIGN AND SIMULATION OF CPNZ
SENSOR

A. Multiple parameter CPNZ sensor

In order to verify the rationality of multi-parameter
sensors based on CPNZ, a double-doped CPNZ mate-
rials structure is first designed. The dimensions of the

relative permittivity near-zero cavity h=5 mm, l=80 mm
are set, and its calculated theoretical cut-off frequency
f p is 5.45 GHz. The double doping CPNZ medium sen-
sor is designed when equation (1) is equal to zero. The
relative permittivity of the two doped cylinder εrd is
92 and radius rs is set to 2.33 mm. Furthermore, the
CPNZ cavity is simulated by a rectangular air waveguide
operating near the cutoff frequency of the TE10 mode.
Figure 1 (a) is the three-dimensional structural diagram
of the proposed dual-doped CPNZ medium microwave
sensor, which combines the rectangular air waveguide
and two SIW cavities. The dielectric substrate of the sen-
sor is F4B, its relative permittivity is 2.65, and loss tan-
gent is 0.002. The length L of the whole structure is 213
mm, width W is 35.6 mm, and height h is 5 mm. The rect-
angular air waveguide is the CPNZ body and its length l
is set to 80 mm and width w is 27.5 mm. The two SIW
cavities are introduced as excitation for the CPNZ body
to achieve normal propagation of electromagnetic waves.
Figures 1 (b) and (c) show top view and side view of
the CPNZ sensor. The sensor is excited by coaxial line,
where the inner conductor of the coaxial line is embed-
ded inside the SIW cavity. The excitation position is indi-
cated by the dashed line in Figs. 1 (a) and (b).

(a)

(b) (c)

Fig. 1. (a) Structural diagram, (b) top view, and (c) side
view of double-doped CPNZ media sensor.

Figure 2 (a) shows the transmission coefficients of
the CPNZ structure, and it can be seen that its reso-
nant frequency is 5.45 GHz which is coincident with the
theory frequency. The electric and magnetic field distri-
butions of the CPNZ structure at 5.45 GHz are shown in
Fig. 2 (b). It can be seen that the electric field is mainly
concentrated on the edge of the doped cylinder, while the
magnetic field is mainly concentrated on the inside of
the doped cylinder. Such field enhancement will lead to
high sensitivity of the sensor to small changes in ambient
dielectric change. Figure 2 (c) shows the magnetic field
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phase distribution. The magnetic field phase distribution
is uniform at the resonant frequency, that is, the equiv-
alent relative permittivity and equivalent relative perme-
ability of the doped CPNZ cavity are both zero, which is
the medium characteristics of CPNZ [32].

(a)

(b) (c)

Fig. 2. Double-doped CPNZ media sensor: (a) transmis-
sion coefficients, (b) electric field distribution and mag-
netic field distribution at 5.45 GHz, and (c) magnetic
field phase distribution at 5.45 GHz.

To achieve simultaneous measurement of multiple
parameters, the double-doped sensor has been improved.
Firstly, two cylinders are hollowed out and doped in the
middle, and then two holes are etched on both sides of
the medium substrate to facilitate the placement of the
materials to be tested later. The improved dual-channel
sensor structure is depicted in Fig. 3 (a). Due to pro-
cessing technology limitations, a wall thickness of 0.33
mm is selected. The transmission coefficient of the dual-
channel sensor without any material loaded is shown
in Fig. 3 (b), where a transmission peak at 5.1 GHz is
observed. The frequency change of transmission coeffi-
cient is determined by a combination of the doped area
and the doped dielectric constant. After digging holes,
the cross-sectional area of doping Ad becomes smaller,
leading to a reduction in the equivalent permeability.
In this case, the effect of area change is greater than
the effect of equivalent dielectric constant, resulting in
a red-shifted frequency after hollowing out the doping
material. The electric field mainly concentrates on the
edges of the two doped cylinders, while the magnetic
field mainly concentrates on the interior of the cylinders,
as shown in Fig. 3 (c). The local concentration of elec-
tric and magnetic fields is conducive to the ability of the
sensor to detect multiple parameters simultaneously.

From equation (3), it is evident that when the two
dopings have the same shape but different equivalent

(a) (b)

(c)

Fig. 3. (a) Structural diagram of a two-channel sensor
(the upper metal is hidden), (b) transmission coefficients
S21, and (c) electric field distribution and magnetic field
distribution at 5.1 GHz.

dielectric constants, two resonant points with distinct
resonant frequencies will emerge. To verify this, two
cylindrical channels were filled with polyimide mate-
rial and distilled water, respectively, as illustrated in
Fig. 4 (a). The transmission coefficients generate two
resonant frequency points at 4.74 GHz and 5.75 GHz,
as shown in Fig. 4 (b). The resonant frequency point at
4.74 GHz corresponds to the channel filled with poly-
imide material. Similarly, the resonant frequency point at
5.75 GHz corresponds to the channel filled with distilled
water. The electric field distribution at the two resonant
frequency points is presented in Fig. 4 (c). It is evident
that the two channels do not influence each other sig-
nificantly. At 4.74 GHz, the electric field in the channel
filled with polyimide material is the strongest, whereas
at 5.75 GHz, the electric field in the channel filled with
distilled water is the strongest. As a result, the two res-
onant points remain independent of each other, which is

(a) (b)

(c)

Fig. 4. (a) Dual-channel sensor loaded with polyimide
material and distilled water, (b) transmission coefficients
S21, and (c) electric field distribution maps correspond-
ing to 4.74 GHz and 5.75 GHz.
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advantageous for accurately measuring ambient temper-
ature and relative humidity without interference.

B. Sensor simulation data acquisition

The detection principle of the temperature and
humidity sensor relies on the fact that the relative permit-
tivity of polyimide material changes with relative humid-
ity and the relative permittivity of distilled water changes
with temperature. During normal operation of the power
system, national regulations for power capacitors gener-
ally set the ambient temperature limit at 40◦C. There-
fore, an environment temperature of 35◦C is assumed.
At this temperature, the relative permittivity of distilled
water remains constant, while the relative humidity of
the environment is varied. The relative permittivity of
polyimide materials is systematically increased from 2
to 4.5 with a step value of 0.1 (total 26 sets). Trans-
mission coefficients are shown in Fig. 5 (a). It can be
observed that the second resonant point almost remains
unchanged, while the first resonant point experiences a
red-shift with increasing relative permittivity of the poly-
imide material. Next, an ambient relative humidity of
68% is set and the relative permittivity of the polyimide
material constant is kept. The relative permittivity of dis-
tilled water is increased from 60 to 74 with a step value
of 1 (total 15 sets). The corresponding transmission coef-
ficients are shown in Fig. 5 (b). The first resonant fre-
quency point almost remains unchanged, while the sec-
ond resonant frequency point red-shifts with the increase
in the relative permittivity of distilled water. From the
above results, it can be seen that the dual-channel CPNZ
media sensor can effectively detect changes in temper-
ature and relative humidity, respectively, by varying the
relative permittivity of the polyimide material or distilled
water. This phenomenon also corresponds to the theory,
that is, two channels without significant interference.

Changing the relative permittivity of polyimide and
distilled water simultaneously, we obtained a total of
26×15=390 sets of transmission coefficient data by sim-

(a) (b)

Fig. 5. (a) Transmission coefficients corresponding to the
relative permittivity of different polyimide materials and
(b) transmission coefficients corresponding to the rela-
tive permittivity of different distilled waters.

ulation. Parts of the corresponding transmission coeffi-
cients are depicted in Fig. 6. It is shown that the resonant
frequency point experiences a red-shift with an increase
in the relative permittivity of the polyimide material.
Similarly, the second resonant frequency point also red-
shifts with an increase in the relative permittivity of the
distilled water. This observation confirms that the sen-
sor is capable of simultaneously measuring temperature
and relative humidity of the environment. In conclusion,
the dual-channel CPNZ media sensor demonstrates its
ability to accurately measure both temperature and rela-
tive humidity when subjected to changes in both param-
eters. The red-shift of the resonant frequency points in
Fig. 6 validates the capability of the sensor for multi-
parameter measurement, making it a promising solution
for environmental monitoring and other applications.

Fig. 6. Transmission coefficients corresponding to the
relative permittivity of distilled water and polyimide
materials.

C. Parameter inversion based on neural network

Neural networks have proven to be effective data
processing tools in the microwave field due to their
strong nonlinear fitting capabilities. Polyimide materi-
als and distilled water data are obtained from the sim-
ulation of the S parameter of relative permittivity. To
determine the temperature and relative humidity of the
environment, an inverse problem needed to be solved.
Considering the presence of multiple independent vari-
ables and dependent variables, the authors used back
propagation (BP) neural networks as the data process-
ing tool to build a multiple-input multiple-output model,
thus improving the accuracy of measuring environmental
temperature and relative humidity [33].

The obtained sample data were used to train the
BP neural network and establish the required inversion
model. The structure of the BP neural network is illus-
trated in Fig. 7, where the first resonant frequency f 1
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and the second resonant frequency f 2 from the transmis-
sion curve serve as input data, while the output data con-
sisted of temperature and relative humidity of the envi-
ronment in which the sensor was located. By employ-
ing the BP neural network and training it with the sam-
ple data, the researchers were able to create a model
that accurately predicts the environmental temperature
and relative humidity based on the input resonant fre-
quencies. The multiple-input multiple-output approach
of the neural network allowed for efficient handling of
the complex relationships between the input and output
variables, ultimately leading to improved measurement
accuracy for environmental monitoring in the microwave
field.

Fig. 7. Structural diagram of BP neural network.

On the basis of 390 sets of S parameters obtained
by simulation of a dual-channel CPNZ media sensor, a
BP neural network is used to establish the relationship
between the first resonant frequency f 1, the second reso-
nant frequency f 2, temperature and relative humidity, and
inversion. The comparison between the predicted value
and the expected value of the training set is shown in
Fig. 8 (a). The results show that the predicted value is in
great agreement with the actual value. In the figure, mean
square error (MSE) represents the expected value of the
squared difference between the predicted value and the

(a) (b)

Fig. 8. (a) Comparison of predicted value and expected
value of the training set and (b) MSE value of the train-
ing set.

actual value, and its calculation equation is:

MSE =
1
n

n

∑
i=1

(yi − ŷi)
2. (6)

The smaller the value of MSE, the better the abil-
ity of the model to fit the experimental data. Figure 8 (b)
shows MSE values of different temperature and relative
humidity in the training set. Results show that MSE val-
ues between the predicted value and the actual value of
the BP neural network model for temperature and rela-
tive humidity are within ±0.8. The coefficient of deter-
mination of temperature prediction model is 0.94629,
and the coefficient of determination of relative humid-
ity prediction model is 0.99711, indicating that the two
prediction models have a good degree of fit.

In order to verify the accuracy of the model obtained
by the BP neural network in measuring ambient temper-
ature and relative humidity, five groups of different envi-
ronmental conditions are set: relative humidity is 25%
and temperature is 45◦C; relative humidity is 30% and
temperature is 50◦C; relative humidity is 35% and tem-
perature is 55◦C; relative humidity is 40% and tempera-
ture is 60◦C; and relative humidity is 45% and tempera-
ture is 65◦C.

The resonant frequencies of these five groups of test
data are extracted and inverted by the model. Compari-
son between the predicted value and the expected value
and the distribution of MSE are shown in Figs. 9 (a) and
(b). As can be seen from Fig. 9 (a), the predicted value
is in good agreement with the expected value. It can be
seen from Fig. 9 (b) that the MSE value of temperature
is ±0.15 and that of relative humidity is ±0.1, indicat-
ing that the model obtained by using BP neural network
training sample data has good measurement accuracy for
ambient temperature and relative humidity.

(a) (b)

Fig. 9. (a) Comparison of predicted value and expected
value of the test set and (b) MSE value of the test set.

Table 1 summarizes the performance comparison
of the proposed sensor and other state-of-the-art multi-
parameter measurement sensors. Multiple parameters
were obtained by using two modes generated by one sen-
sor in reference [20]. However, the two modes cannot be
independently regulated.
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Table 1: Performance comparison of multi-parameter
measurement sensors.

Ref. Independent Relative

Error

(f 1)

Relative

Error

(f 2)

[20] No TH<4.86% ε’<0.1%
ε”<2.3%

[34] Yes ε’<1.5%
ε”<6.67%

ε’<2.8%
ε”<6.25%

[35] Yes μr<1.81% μr<8%
[36] No ε’<10% ε’<10%
[37] Yes ε’<5% ε’<5%
[38] Yes T<2.33% RH<9%
This
work

Yes T<1.3% RH<8.74%

Thickness (TH), real part of the dielectric constant (ε’), imag-
inary part of the dielectric constant (ε”), relative permeability
(μr), temperature (T), relative humidity (RH)

Sensors in references [34–38] measure different
physical quantities by using multiple sensors, which
leads to a large system volume and difficult integration.
The operating resonant frequencies of the proposed sen-
sor are independent of each other, and measure the tem-
perature and relative humidity simultaneously without
influencing each other. Relative errors of the predicted
temperature and relative humidity are smaller than 1.3%
and 8.74%, respectively.

IV. CONCLUSION

Based on theoretical analysis of double doping,
this paper proposes a high precision CPNZ medium
microwave sensor for multi-parameter measurement.
Results show that the two-channel CPNZ media sensor
does not exhibit coupling effects between the two oper-
ating frequencies. By training the BP neural network, a
multi-input multi-output model is constructed to improve
measurement accuracy. From the testing results of five
groups of different environmental conditions, relative
errors of the predicted temperature and relative humid-
ity are smaller than 1.3% and 8.74%, respectively, indi-
cating the sensor’s high measurement accuracy and its
ability to monitor changes in multiple parameters simul-
taneously.
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Abstract – In this paper, a wireless communication sys-
tem based on time-domain digital coding metasurface
with Quadrature Phase Shift Keying (QPSK) modula-
tion is proposed. The aperture-coupled resonant rings
on the metal patches of the metasurface elements cre-
ate an asymmetry along the x-axis, resulting in a phase
difference. The Field Programmable Gate Array (FPGA)
is used to change the conduction and cutoff states of
pin diodes, which can control the phase responses of
the metasurface elements, forming four coding states.
Within a certain period, the FPGA dynamically mod-
ulates the high and low levels, thus controlling the
reflection characteristics of the metasurface. When the
information is converted into a binary bitstream and writ-
ten into the FPGA, represented by high and low levels,
the baseband signal is modulated onto the carrier by the
metasurface. This system replaces the functionality of
mixers in traditional wireless communication systems,
further simplifying the architecture of wireless commu-
nication systems. The overall system is demonstrated by
an experiment with a picture transmitted and received in
real time, showing promise in future low-cost wireless
communication transmission systems.

Index Terms – Metasurfaces, time-domain digital cod-
ing, wireless communication.

I. INTRODUCTION

Wireless communication technology is becoming
increasingly important in today’s era, and people have
higher requirements for communication systems’ sta-
bility, transmission rate, and latency [1]. However, the

increasing number of protocols and standards has led
to a surge in costs and complexity in the hardware
implementation process. To meet these requirements,
more advanced technologies and equipment have been
applied to achieve efficient wireless communication,
such as large aperture antenna arrays [2], ultra-massive
Multiple-in Multiple-out (MIMO) [3], large intelligent
surfaces (LIS) [4], and terahertz (THz) band [5]. How-
ever, massive MIMO requires a very large number of
radio frequency (RF) chains, and the design and manu-
facturing of high-performance RF components working
in the high-frequency band are relatively complex. The
potential of LIS to significantly enhance system capac-
ity has been widely recognized. However, the large-scale
deployment of these technologies faces obstacles such
as high hardware costs, substantial energy consumption,
and heat dissipation issues due to the use of numer-
ous RF chains and operating frequency bands. More-
over, traditional transceiver architectures like homodyne
or heterodyne, which have been successful in mobile
communication systems, encounter challenges such as
high costs and limited flexibility in future wireless com-
munication systems. Therefore, the development of new
transceiver architectures that offer flexibility and effi-
ciency for future communication systems is of utmost
importance.

Reconfigurable metasurfaces have been envisioned
as a promising technology to address the challenges
faced in transceiver design. In the past decade, new
electromagnetic phenomena have been achieved by
manipulating electromagnetic waves based on reconfig-
urable metasurface, enabling functions such as surface
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impedance, polarization conversion, frequency selective
surface, and orbital angular momentum [6–12]. More-
over, the utilization of embedded tunable devices like
PIN diodes and varactor diodes has been proposed in
the concept of time-domain digital coding metasurface
[13–14]. These devices offer the ability to dynamically
reconfigure metasurface functions in real time, present-
ing new opportunities for tailored manipulation of elec-
tromagnetic waves. By modulating the material inter-
face, a mapping relationship can be established between
the digital bits of baseband information and the phase,
amplitude, or spectral profile of the metasurface unit
cell. This capability holds great potential for creating
a novel signal transmission framework, where digital
signals can be directly encoded onto the carrier wave
incident on the metasurface. This approach simplifies
the system architecture of traditional transmitters. How-
ever, direct modulation of antennas, although achieving
similar functionality, is limited in real-time data trans-
mission due to its high complexity and low efficiency
[15–20].

In this paper, a wireless communication system
that utilizes a time-domain digital coding metasurface
is proposed. This system enables Quadrature Phase
Shift Keying (QPSK) modulation of baseband signals
by manipulating the phase response of the metasur-
face during reflection at the interface. By establish-
ing a mapping relationship between QPSK symbols
and reflection coefficients, the system achieves precise
control over the modulation process. This control is
conveniently achieved by changing the on/off state of
the PIN diode, which alters the time-varying reflec-
tion coefficients of the metamaterial surface. Experi-
mental results conducted at 5.5 GHz validate the sys-
tem’s accuracy and reliability in wireless information
transmission.

II. METASURFACE UNIT CELL THEORY
AND DESIGN

A. Theory analysis

A conceptual description of the time-domain digital
coding metasurface for wireless communication is pre-
sented in Fig. 1. When the metasurface is driven by the
monochromatic wave Ei (t), which is normally incident
from the left side toward the reflective metasurface at the
frequency f = fc, the reflective wave of the metasurface
can be represented as:

Er (t) = Γ(t) ·Ei (t) = Γ(t) · e j2π fct , (1)
where Er (t) and Γ(t) stand for the reflected waveform
and the transient reflection coefficient of the metasurface,
respectively. Assuming that the metasurface is vary-
ing in a scale much slower than the incident wave to
safely decouple the dispersion and time-varying effects

Fig. 1. Schematic diagram of wireless communication
system based on reconfigurable digital coding metasur-
face.

of the reflective coefficient. The frequency domain of the
reflective wave can be further obtained by performing
Fourier transforming:

Er ( f ) = Γ( f )∗ [δ ( f − fc)] = Γ( f − fc) , (2)
where ∗ denotes the convolution operation and d ( f ) is
the Dirac delta function. It can be seen that the reflection
spectrum is highly dependent on the spectral profile of
Γ( f ) from equation (2), indicating that the metasurface
plays a similar role to the frequency mixer up-converting
baseband signals to RF signals in the superheterodyne
transceivers.

The proposed transmitter focuses on the scheme to
realize the QPSK with the metasurface, using two PIN
diodes to control the metasurface unit cell, achieving
four encoding states. The binary data sequence of the
reflection coefficient Γm can be represented based on dif-
ferent on/off states, as shown in equation (3):

Γ0 = OFF/OFF ⇔′ 00′,
Γ1 = ON/OFF ⇔′ 01′,
Γ2 = OFF/ON ⇔′ 11′, (3)
Γ3 = ON/ON ⇔′ 10′.

By utilizing a time-domain 2-bit coding metasur-
face, it becomes feasible to encode each reflection coef-
ficient Γm based on 2-bit binary digits.

B. Unit cell design

A 2-bit reconfigurable metasurface unit for the
metasurface-based QPSK modulation is designed as
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(a)

(b)

Fig. 2. (a) Structure of 2-bit metasurface unit cell and
(b) top view of the metasurface unit cell with detailed
parameters.

shown in Fig. 2. An aperture-coupled resonant ring is
employed to create an asymmetry along the x-axis in
the metal patches. Two PIN diodes are placed at the two
sides of the patch. When the pin diodes patch switch to
their ON states, a phase deviation occurs. By control-
ling the ON-OFF states of the pin diodes, a 90◦ phase is
achieved in the metasurface unit response, creating four
coding states for controlling the reflection characteristics
of the reflective reconfigurable digital coding metasur-
face. These units will be used as “00”, “01”, “10”, and
“11” units for 2-bit encoding.

Figure 2 depicts the schematic diagram of the
designed metasurface unit. As shown in Fig. 2 (a), the
top layer of the unit consists of a square aperture reso-
nant ring and a feeding line designed for the PIN diodes
on both sides. The middle dielectric layer is made of
F4B material with a dielectric constant of 2.55 and a
loss tangent of 0.001. A metal via is placed in the cen-
ter of the metal copper patch. By changing the volt-
age applied to the PIN diode loaded on the metasur-

face unit, different resonant states are generated when
the x-polarized electromagnetic wave is incident on the
metasurface, resulting in a change in the phase of the
metasurface response. The pin diode chosen is MADP-
000907-14020P by MACOM. This model of pin diode
is also mentioned in [21]. The PIN diode of MADP-
000907-14020P model produced by MACOM is selected
for simulation and fabrication, which is conducive with
a forward bias voltage, equivalent to a series lumped ele-
ment with a resistance value of R = 7 Ω and an induc-
tance value ofL = 30 pH, and is shut off with a reversed
bias voltage, equivalent to a series lumped element with
a capacitance value of C= 28 fF and an inductance value
ofL = 30 pH, as shown in Fig. 2 (b). The detailed struc-
tural parameters of the metasurface unit cell are listed in
Table 1.

Table 1: Structure parameters of metasurface unit cell
Parameter Length (mm) Parameter Length (mm)

h 2.54 14 1.2
p 27 15 1.5

wl 15 16 2.7
ll 16 17 6

w2 4 18 3
l2 9 d 0.3
l3 0.6 e 0.38

Figure 3 plots the reflection coefficients of the meta-
surface unit cell for x-polarized incident wave. As shown
in Fig. 3 (a), by controlling the states of the two PIN
diodes as OFF/OFF, ON/OFF, OFF/ON, and ON/ON,
the resonant frequency of the unit cell increases from
5.4 GHz to 6.2 GHz while maintaining a reflection
amplitude of more than 3 dB under x-polarized inci-
dent wave. This achieves a phase range coverage of 270◦
at the operating frequency of 5.5 GHz, as shown in
Fig. 3 (b).

To further verify the effect of the PIN diode on the
unit cell, Fig. 4 shows the surface current distribution of
the unit cell in four different states of the PIN diodes at
5.5 GHz, which are labeled as states “00”, “01”, “10”,
and “11”, respectively. It can be seen that when the PIN
diodes are turned off, the current on the unit cell is very
weak, while when the PIN diodes are turned on, the
unit cell has a strong surface current, enabling the unit
cell to change its resonant frequency and achieve the
phase modulation. The proposed reconfigurable metasur-
face exhibits strong control over electromagnetic waves,
making it a promising platform for dynamically manipu-
lating the phase states.
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(a)

(b)

Fig. 3. Reflection coefficients of the metasurface unit cell
for x-polarized incident wave: (a) amplitude response
and (b) phase response.

Fig. 4. Surface current distribution of the metasurface
unit cell at different states.

III. EXPERIMENT OF WIRELESS
COMMUNICATION SYSTEM

In order to verify the QPSK signal generated by the
time-coding metasurface, a receiver using the Universal
Software Radio Peripheral (USRP) is designed, which
includes the following main modules, signal reception,
automatic gain control, signal extraction, carrier syn-
chronization, symbol synchronization, frame synchro-
nization, phase offset correction, and demodulation,
which are shown in Fig. 5.

Fig. 5. QPSK receiving system model.

A metasurface-based communication system that
can send and receive a picture is built. Figure 6 illus-
trates the entire wireless communication system, which

Fig. 6. Information transmission process diagram of the
wireless communication system based on time-domain
digital coding metasurface.
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includes the transmitter consisting of the transmitter
host, the transmitter-side USRP, and the time-domain
digital coding metasurface and the receiver consisting
of the receiver antenna, the receiver-side USRP, and the
receiver host. In the transmitter, a single-tone signal is
generated on the transmitter host. The picture informa-
tion is firstly converted into bit stream and then mapped
into QPSK modulation and finally used to control the
time-domain digital coding metasurface. By adjusting
the states of the PIN diodes through the modulating
signal, the time-domain digital coding metasurface can
modulate the carrier signal into a QPSK signal and scat-
ter it into free space. At the receiver end, the signal is
picked up by the receiving antenna and then processed
by the receiving USRP and displayed on the receiver’s
host. In the proposed system, the time modulation period
is chosen as 2.5 μs.

By extending the distance between the transmitter
and receiver from 0.5 m to 1 m and increasing the data
rate from 400 kbps to 800 kbps, the performance of the
communication system can be evaluated under differ-
ent conditions. The scatters plotted in Fig. 7 represent
the constellation diagram of the received QPSK signals.
As the data rate increases and the distance between the
transmitter and receiver decreases, the performance of
the communication improves gradually, and the scatter
points of the constellation diagram converge. Addition-
ally, the received and demodulated bitstream data at the
receiver are shown in Fig. 8. To validate the proposed

(a) (b)

(c) (d)

Fig. 7. Relationship between communication perfor-
mance, transmission rate, and transmission distance. (a)
Data rate: 400 kbps, distance: 0.5 m, (b) data rate: 400
kbps, distance: 1 m, (c) data rate: 800 kbps, distance: 0.5
m, and (d) data rate: 800 kbps, distance: 1 m.

Fig. 8. Demodulated bitstream obtained.

information encoding scheme, the real-time image trans-
mission experiments are conducted by using the time-
domain digital coding metasurface wireless communica-
tion system in an indoor scenario, as shown in Fig. 9.

Fig. 9. Photograph of the wireless communication sys-
tem based on time-domain digital coding metasurface.

The key parameters of the experiment based on
time-domain digital coding metasurface are presented in
Table 2. The transmitter is located on the left side of the
workstation and consists of a DC power supply, Field
Programmable Gate Array (FPGA), transmitter USRP,
feeding antenna, and time-domain digital coding meta-
surface. The receiver is located on the right side of the
workstation and consists of a receiving antenna, post-
processing computer, and receiver USRP. The distance
between the transmitter and receiver is 1 m. Experi-
mental results show that the system performs well and
may be further improved by enhancing the waveform of

Table 2: Selected key parameters of the designed wire-
less communication demo system based on a software-
defined radio (USRP N310 & B210)

Parameter Value
Working frequency 5.5 GHz
Modulation method QPSK
Transmission rate 800 kbps

Frame size 960,026 samples
Bit error rate 0.01
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bias voltages and optimizing the metasurface unit cell to
achieve better phase responses.

IV. CONCLUSION

In this paper, an experimental verification of a
QPSK wireless communication system based on time-
domain digital coding metasurface is presented. The
proposed system demonstrates the feasibility and effec-
tiveness of utilizing metasurfaces for wireless com-
munication using QPSK modulation. Compared with
traditional transmitters, the phase modulation of the
baseband signal is directly completed by the metasur-
face, which simplifies the system architecture and elim-
inates the need for microwave devices such as mixers.
The proposed metasurface-based wireless communica-
tion system is demonstrated by a real-time image trans-
mission experiment in an indoor environment, which
may find promising applications in future low-cost wire-
less communication systems.
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Abstract – In this study, a multi-strategy improved gold
rush optimizer (MIGRO) is proposed for the design
of multilayer broadband microwave absorbers (for nor-
mal incidence). The purpose of this optimization pro-
cess is to minimize the maximum reflection coefficient
of the absorber by selecting appropriate material layers
from existing literature databases within the desired fre-
quency range. To enhance the performance of a gold rush
optimizer (GRO), three improvement strategies are pro-
posed. This paper demonstrates the effectiveness of the
improved strategy and the superior reflection coefficient
of the MIGRO compared to other heuristic algorithms
used for the design of microwave absorbers through two
different simulation examples.

Index Terms – Absorbing material, gold rush optimizer,
multilayer microwave absorber, reflection coefficient.

I. INTRODUCTION

Microwave absorbing materials are widely applied
in fields such as aerospace, construction, and health-
care [1–4]. These materials interact with electromagnetic
waves through various mechanisms, including reflec-
tion, absorption, transmission, and secondary reflec-
tion. By converting electromagnetic energy into thermal
energy or other forms of energy, these materials attenu-
ate and absorb electromagnetic waves, thereby reducing
their reflection and transmission [5]. With the increas-
ingly complex electromagnetic environment, there is
a growing demand for lightweight, high-performance
microwave absorbing materials. However, absorbers
composed of a single absorbing material have limi-
tations, including narrow absorption bandwidth, lower
absorption efficiency, and larger size and weight. In

contrast, multilayer structured absorbing materials offer
design flexibility and the ability to compensate for these
material defects [6].

In the case of normal incidence, the reflection coeffi-
cient of multilayer microwave absorbers depends on var-
ious factors such as the frequency of the electromagnetic
waves, the electromagnetic parameters, and thickness of
each layer of materials. Determining the type of material
and adjusting its thickness to reduce the reflection coef-
ficient within the desired frequency range can be consid-
ered as an optimization challenge.

Michielssen et al. proposed a physical model
for multilayer microwave absorber structures.
They provided a set of predefined materials with
frequency-dependent electrical permittivity and mag-
netic permeability, and utilized a genetic algorithm (GA)
to determine the optimal material selection and thickness
for each layer [7]. Subsequently, various heuristic algo-
rithms have been introduced and successfully applied
in designing multilayer microwave absorbers, such as
particle swarm optimization (PSO) and its derivatives
[8, 9], differential evolution (DE) [10, 11], central force
optimization (CFO) [12], a hybrid algorithm of binary
lightning search algorithm and simulated annealing
(BLSA-SA) [13], and bald eagle search optimization
algorithm (BESOA) [14]. A comparative analysis of par-
ticle swarm optimization (PSO), bat algorithm (BAT),
and cuckoo search algorithm (CSA) was conducted in
[15]. With the emergence of new heuristic algorithms,
there is still room for further optimization of multilayer
microwave absorbers.

In this study, a multi-strategy improved gold rush
optimizer (MIGRO) which determines the optimal
layer sequence and corresponding thicknesses for the
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multilayer microwave absorbers design is proposed. To
enhance the convergence speed and global search capa-
bility of MIGRO, three improvement strategies were
introduced, including quasi-reverse learning, sigmoid
convergence weight, and golden sine algorithm. Through
two design examples, it was demonstrated that, com-
pared to other heuristic algorithms, MIGRO generated
superior reflection coefficients when designing multi-
layer microwave absorbers.

II. PHYSICAL MODEL OF MULTILAYER
ABSORBER

The physical model of a multilayer microwave
absorber is shown in Fig. 1, where a uniform plane
wave is incident normally on the surface of the absorber.
The absorber consists of N planar layers and is sup-
ported by a perfect electric conductor (PEC). Each layer
in the absorber varies in thickness and possesses mag-
netic/electrical properties that are dependent on fre-
quency. The thickness of each layer is represented by di,
while the dielectric constant and magnetic permeability
are denoted as εi and μi, respectively. By applying the
equivalent transmission line theory of electromagnetic
waves, the structure can be represented as a circuit model
consisting of cascaded N segment uniform transmission
lines [16], as shown in Fig. 2.

The electromagnetic wave absorption performance
of multilayer absorbers is evaluated by calculating the
return loss value, expressed as equation (1), and used as

Reflection AirIncident
Wave Wave

Layer  1

Layer  2

Layer  N-1
Layer  N
Layer  N+1

Fig. 1. Physical model of multilayer microwave absorber.

(Air)

(PEC)
0Z 1Z iZ NZ 1NZ

Fig. 2. Equivalent circuit of multilayer microwave
absorber.

the objective function for optimization:
Fob j = 20log10(max |R|). (1)

The reflection coefficient at the interface between
free space and the medium is denoted as R, and can be
formulated as:

R =
Z1 −η0

Z1 +η0
, (2)

where η0 is the intrinsic impedance of free space. The
total impedance of the absorber is denoted as Z1. In the
case of normal incidence, the input impedance Zi of the
i− th layer is described as follows:

Zi = ηi
Zi+1 + jηi tan(βidi)

ηi + jZi+1 tan(βidi)
, i < N. (3)

The input impedance of the N− th layer can be con-
sidered as the input impedance of the transmission line
with a terminal short circuit, which is expressed as fol-
lows:

Zi = jηi tan(βidi), i = N, (4)
where βi, di, and ηi are the phase constant, thickness, and
wave impedance of the i− th layer, respectively. ηi and
βi are defined as follows:

ηi =

√
μi

εi
, (5)

βi =
2π f

c
√

μr,iεr,i, (6)

where μi and εi are the magnetic permeability and dielec-
tric constant of the material, μr,i and εr,i are the relative
magnetic permeability and relative dielectric constant of
the material, f is the frequency, and c is the speed of
light.

III. GOLD RUSH OPTIMZER
A. Basic gold rush optimizer

A gold rush optimizer (GRO) is a metaheuristic
algorithm based on population that incorporates three
fundamental principles of gold exploration: migration,
panning, and collaboration [17]. It has been successfully
applied to engineering optimization problems [18, 19].

(1) Migration of prospectors

The mathematical expressions for simulating the
process of gold prospectors approaching the gold mine
are as follows:

D1 =C1 ·Xbest(t)−Xi(t), (7)
Xnew,i(t +1) = Xi(t)+A1 ·D1, (8)

where Xbest , Xi, and t represent the values of the opti-
mal solution, the current solution i, and the number of
iterations, respectively. Xnew,i denotes the new position
of feasible solutions, and the expressions for A1 and C1
are as follows:

A1 = 1+ l1

(
k1 − 1

2

)
, (9)

C1 = 2k2, (10)
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where k1 and k2 are uniformly distributed random num-
bers in the range [0, 1]. l1 is the convergence factor,
defined as follows:

l1 = 2+
(

1− t
tmax −1

)(
2− 1

tmax

)
. (11)

(2) Gold mining

In pursuit of the golden dream, gold prospectors
continuously adjust their positions to obtain more gold,
and the expression of the gold mining process is as fol-
lows:

D2 = Xi(t)−Xr(t), (12)
Xnew,i(t +1) = Xr(t)+A2 ·D2, (13)

where Xr represents the position of the gold prospector r
randomly selected from the feasible solution space, and
A2 is the vector coefficient, as shown in the following
equation:

A2 = l2(2k1 −1), (14)
where l2 is defined as follows:

l2 =
(

tmax − t
tmax −1

)2(
2− 1

tmax

)
+

1
tmax

. (15)

(3) Collaboration

At times, gold prospectors may collaborate with
each other to increase the probability of discovering
gold, and this collaborative behavior can be represented
by the following equation:

D3 = Xg2(t)−Xg1(t), (16)
Xnew,i(t +1) = Xi(t)+ k1 ·D3, (17)

where Xg1 and Xg2 are two prospectors randomly selected
from the expected gold-seeking region, and D3 is the col-
laboration vector.

B. Improved gold rush optimizer

A high-quality initial population can improve the
solution accuracy and convergence speed of the algo-
rithm. However, the basic GRO employs a random ini-
tialization method, which does not guarantee diversity
within the initial population. Therefore, the quasi-reverse
learning is utilized for the population initialization of
GRO. Previous studies have already demonstrated that
the utilization of quasi-reverse numbers has been found
to be more effective in locating the global optimal solu-
tion compared to the use of opposite numbers [20].

Assuming that the value of the i− th gold prospec-
tor is represented as Xi, where ubi is the upper bound of
the independent variable Xi and lbi is the lower bound
of the independent variable Xi. The corresponding oppo-
site point Xo

i
and quasi-reverse point Xqo

i
are shown as

follows:
Xi

o = lbi +ubi −Xi, (18)

Xi
qo =

lbi +ubi

2
+

∣∣∣∣Xo
i − lbi +ubi

2

∣∣∣∣ · rand(0,1). (19)

The GRO employs linear inertia weights, with the
value of l1 decreasing linearly from 2 to 0 as the num-
ber of iterations increases. Although this linear iner-
tia weight can partially balance global and local search
efforts, the actual search process is highly complex and
nonlinear. Consequently, linear weights may diminish
the optimization performance of the algorithm.

In this study, MIGRO utilizes the sigmoid function
as the nonlinear convergence factor S, replacing the orig-
inal convergence factor l1. The value of S nonlinearly
decreases from approximately 2 to nearly 0, as illustrated
in Fig. 3, with its corresponding expression defined as
follows:

S =
2(

1+ exp
(

10t
tmax

−5
)) . (20)

The sigmoid function is a nonlinear convergence
factor that effectively balances global and local search.
It improves the accuracy of population optimization and
accelerates optimization speed [21].

Fig. 3. Graph for values of S during algorithm iteration.

The golden sine algorithm is inspired by the sine
function and the golden ratio, where individuals explore
the search space based on the golden ratio for approx-
imate optimal solutions. By combining the sine func-
tion and the golden ratio, the algorithm can quickly
locate the region where the optimal value lies and escape
local optima. As a result, the algorithm’s performance is
improved [22].

Building upon the gold mining and cooperation
stages of the GRO, this paper enhances the migration
stage of prospectors by incorporating the golden sine
algorithm. The position update formula for this pro-
cess, after integrating the golden sine algorithm, can be
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expressed as follows:
Xnew,i(t +1) = Xi(t) · |sin(R1)|+R2 · sin(R1) ·D∗, (21)

D∗ = d1 ·X∗(t)−d2 ·Xi(t), (22)
where R1 is a random number in the range [0,2π], R2 is
a random number between [0,π]. d1 and d2 are coeffi-
cient factors, which can be obtained from the following
equation:

d1 = a · τ +b · (1− τ), (23)
d2 = a · (1− τ)+b · τ, (24)

where a and b are the search interval, which are −π and
π . τ denotes the golden ratio, which is (

√
5−1)/2.

The flow chart of MIGRO is shown in Fig. 4.

Start

Initialize parameters

Initialize the population using
quasi-reverse learning

M<1/3

M<2/3

N

Update position
according to (17)

Update position
according to (13)

Update position
according to (21)

Y

Y N

Compare fitness sizes, update global
optimal solutions and fitness

Max iteration

Output optimal solution and optimal
fitness

End

Y

N

Fig. 4. Flow chart of MIGRO.

IV. SIMULATION EXPERIMENT AND
RESULT ANALYSIS

A. Simulation process

In this simulation experiment, the reflection coeffi-
cient of the multilayer absorber physical model is deter-
mined by the electromagnetic parameters of each layer
material, layer thickness, layer arrangement order, and
the incident frequency of electromagnetic waves. Dur-
ing the initialization phase, the thickness and material of
each layer are randomly assigned, with constraints on the

number of layers, maximum thickness, and bandwidth.
As a result, the number of variables is twice the number
of layers. The purpose of optimization is to determine the
thickness and type of materials for each layer in order to
reduce the maximum reflection coefficient.

This database consists of 16 materials, which are
categorized into four groups: lossless dielectric materi-
als, lossy magnetic materials, lossy dielectric materials,
and relaxation magnetic materials. The relative dielec-
tric constant and magnetic permeability of these mate-
rials are summarized in Table 1. These materials are

Table 1: Database of absorbing materialsg
Lossless dielectric materials ( ' 1, '' 0 ) 

# '  
1 10 

2 50 
Lossy magnetic materials ( ' 15, '' 0 ) 

' ''j     '(1 )' a

GHz
f

    ''(1 )'' b

GHz
f

 

# '(1 )GHz  a  ''(1 )GHz  b  
3 5 0.974 10 0.961 

4 3 1.000 15 0.957 

5 7 1.000 12 1.000 
Lossy dielectric materials ( ' 1, '' 0 ) 

' ''j    '(1 )' a

GHz
f

   ''(1 )'' b

GHz
f

 

# '(1 )GHz  a  ''(1 )GHz  b  
6 5 0.861 8 0.569 

7 8 0.778 10 0.682 

8 10 0.778 16 0.861 
Relaxation-type magnetic materials 

( ' 15, '' 0 )  

' ''j   
2

2 2' m m

m

f
f

f f
  2 2'' m m

m

f f
f

f f
 

f and mf  in GHz 

# m  mf  

9 35 0.8 

10 35 0.5 

11 30 1.0 

12 18 0.5 

13 20 1.5 

14 30 2.5 

15 30 2.0 
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pre-defined and also used in [7–15]. The selection of
these materials is made in order to maintain consistency
in the comparison.

The mathematical modeling and optimization pro-
cess of multilayer microwave absorbers was imple-
mented using MATLAB R2022A software. CST Stu-
dio Suite is a powerful 3D electromagnetic field sim-
ulation software. The optimal material types and layer
thickness obtained through numerical calculations will
be imported into CST for electromagnetic simulation,
ensuring the accuracy of the optimization results.

B. Results and analysis

This section introduces two design examples to
demonstrate the advantages of MIGRO in designing mul-
tilayer microwave absorbers. The results obtained from
the MIGRO and the basic GRO are compared with those
of other heuristic algorithms published in the literature.

(1) First example: 5-layer absorber

This 5-layer absorber is designed to operate within
the frequency range 2-8 GHz, with a frequency step of
0.1 GHz and a total thickness constraint of 5 mm. For
this experiment, the population size for both MIGRO and
GRO is set to 50, with a maximum iteration limit of 1000
iterations. Each algorithm is independently run 20 times.
The optimization results obtained from the BESOA [14],
BLSA-SA [13], and CFO [12] methods are compared
with the results of the present experiment, as shown in
Table 2.

MIGRO achieves the best maximum reflection coef-
ficient within the frequency range 2-8 GHz, while also
maintaining the lowest average reflection coefficient.
The corresponding reflection coefficients are shown in
Fig. 5, with MIGRO reaching a peak of −33.2748 dB
at 2.4 GHz. Figure 6 displays the convergence curves of
MIGRO and GRO.

Table 2: The best optimization results of 5-layer microwave absorber
Algorithm MIGRO GRO BESOA [14] BLSA-SA [13] CFO [12]

Layers Type and Thickness

1 16 0.3771 16 0.4097 16 0.41701 16 0.3682 16 0.377
2 6 0.8308 6 1.0306 6 1.10903 6 1.9580 6 1.572
3 6 1.3524 6 1.2394 6 1.78825 6 1.1016 6 0.991
4 6 1.0659 11 0.8852 3 0.21456 14 0.4834 6 0.377
5 14 1.3550 13 1.0732 15 1.27113 15 0.9424 15 1.425

Total thickness
(mm) 4.9812 4.6381 4.79998 4.8536 4.744

Max. reflection
coefficient (dB) −25.8852 −24.2055 −25.765 −25.8528 −25.698

Avg. reflection
coefficient (dB) −28.7024 −25.3212 −27.7014 −27.8752 −27.4246

Fig. 5. Comparison of reflection coefficients for 5-layer
designs in the 2-8 GHz.

Fig. 6. Comparison of convergence curves for 5-layer
designs over 1000 iterations.

MIGRO demonstrates higher convergence accuracy
in the later stages than GRO, indicating that the improved
strategies of the algorithm effectively prevent MIGRO
from getting trapped in local optima.
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(2) Second example: 7-layer absorber

In this instance, the 7-layer absorber was opti-
mized with a maximum total thickness constraint of
10 mm. To investigate the optimization results across
a broader frequency range, the absorption bandwidth
was extended to 0.1-20 GHz. The remaining exper-
imental parameters remain consistent with the initial
example.

The design results of MIGRO were compared with
the results of BLSA-SA [14], CAS [15], and DE [11]. As
shown in Table 3, the maximum reflection coefficients
of MIGRO, GRO, [14], [15], and [11] are −18.3183,
−18.0175, −18.0406, −18.0879, and −17.9 dB, respec-
tively. MIGRO exhibits the lowest maximum reflec-
tion coefficient. Additionally, MIGRO also has the low-
est average reflection coefficient of −19.6811 dB. In
Fig. 7, the reflection coefficients in the frequency range
0.1-20 GHz are calculated using five intelligent algo-
rithms. From Fig. 8, it can be seen that, compared to
GRO, MIGRO exhibits higher convergence accuracy in
iterations.

C. Verify simulation results with CST

Computer Simulation Technology (CST)
Microwave Studio Suite (MWS) is a commonly
utilized electromagnetic simulation software that has
been employed to validate the efficacy of numerous
multilayer microwave absorbers designs [23, 24]. For
this research, all simulations were carried out using the
Finite Element Method (FEM) and Frequency Domain
Solver (FDS) modules within CST.

Materials 3 to 16 from Table 1 were imported into
the CST material library. To incorporate the material
property parameters provided externally, CST Studio uti-
lized fitting techniques internally to store the provided

Table 3: The best optimization results of 7-layer microwave absorber
Algorithm MIGRO GRO BLSA-SA [14] CAS [15] DE [11]

Layers Type and Thickness

1 16 0.2131 16 0.2114 16 0.2080 16 0.2107 14 0.2064
2 6 2.0127 6 1.7644 6 1.7490 6 1.1066 6 1.8762
3 14 0.5994 14 0.5457 16 0.0850 6 0.7916 16 0.5391
4 6 0.9139 3 1.9669 6 0.0820 14 0.5482 6 0.9499
5 5 1.6448 6 2.2745 14 0.4922 5 1.3785 5 1.9596
6 4 0.6706 4 1.6528 5 1.5020 6 0.5570 4 0.7817
7 5 0.9627 6 0.2784 4 1.6602 4 1.7450 5 0.4864

Total thickness
(mm) 7.0172 8.6941 5.7784 6.3376 6.7993

Max. reflection
coefficient (dB) −18.3183 −18.0175 −18.0406 −18.0879 −17.9

Avg. reflection
coefficient (dB) −19.6811 −18.8682 −19.2074 −19.5157 −19.1169

data. The fitting error between the original provided
data and the fitted data will result in deviations between

Fig. 7. Comparison of reflection coefficients for 7-layer
designs in the 0.1-20 GHz range.

Fig. 8. Comparison of convergence curves for 7-layer
designs over 1000 iterations.
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(a) (b)

(c) (d)

Fig. 9. Comparison of supplied and fitted material dispersion curves in CST: (a) Material 8, (b) Material 12, (c)
Material 6, and (d) Material 16.

the simulated results in CST and the calculated results
[25]. Among all these materials, Materials 8 and 12
exhibit relatively large fitting errors. For comparison,
Figs. 9 (a)-(d) illustrate the fitting data for Materials 8,
12, 6, and 16, respectively.

Using the 5-layer optimal design as an example, a
multilayer microwave absorber model is constructed in
CST where the material type and thickness of each layer
align with the MIGRO data presented in Table 2. The
absorber structure is simulated as an infinite periodic rep-
etition (unit cell) along the x and y axes. Two Floquet

PEC

Material 16 Material 6 Material 14

Zmax Floquet port

Zmin Floquet port

Fig. 10. Model of the 5-layer absorber and the two Flo-
quet ports used to excite the plane waves.

ports are defined at both the maximum (Zmax) and mini-
mum (Zmin) of the z − axis, with a plane wave incidence
angle set to 0 degrees and a frequency range 2-8 GHz,
feasibly generating the plane wave model, as illustrated
in Fig. 10.

In the CST simulation results, the reflection coef-
ficient curves for the 5-layer and 7-layer optimized
designs are shown in Figs. 11 (a)-(b). The numeri-
cal calculation results and the electromagnetic simula-
tion results exhibit no significant discrepancies, thereby

(a)

Fig. 11. Continued
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(b)

Fig. 11. Comparison of reflectance coefficients calcu-
lated by MIGRO and simulated by CST: (a) 5-layer at
2-8 GHz and (b) 7-layer at 0.1-20 GHz.

validating the accuracy of the mathematical modeling
and algorithm optimization process for the multilayer
microwave absorber.

V. CONCLUSION

This paper presents MIGRO that combines three
strategies for the optimization design of the multilayer
microwave absorbers under normal incident conditions.
This method can be used to obtain a set of coatings with
the minimum reflection coefficients within a specific fre-
quency and thickness range. Two multilayer absorbers
were designed for 2-8 GHz, 5-layer, and 0.1-20 GHz, 7-
layer scenarios, and their design results were compared
with those of other algorithms published in the litera-
ture. In both cases, MIGRO exhibits lower maximum and
average reflection coefficients compared to other algo-
rithms. Therefore, the effectiveness of the improvement
strategy has been validated, indicating that MIGRO have
stronger optimization capabilities.
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[14] S. Kankılıç and E. Karpat, “Optimization of multi-
layer absorbers using the bald eagle optimization
algorithm,” Applied Sciences, vol. 13, no. 18, p.
10301, Sep. 2023.

[15] S. Roy, A. Mahanti, S. D. Roy and G. K. Mahanti,
“Comparison of evolutionary algorithms for opti-
mal design of broadband multilayer microwave
absorber for normal and oblique incidence,”
Applied Computational Electromagnetics Society
(ACES) Journal, vol. 31, no. 1, pp. 79-84, Jan.
2016.

[16] T. Wang, G. Chen, J. H. Zhu, H. Gong, L. M.
Zhang, and H. J. Wu, “Deep understanding of
impedance matching and quarter wavelength the-
ory in electromagnetic wave absorption,” Journal
of Colloid and Interface Science, vol. 595, pp. 1-5,
Aug. 2021.

[17] K. Zolf, “Gold rush optimizer: A new population-
based metaheuristic algorithm,” Operations
Research and Decisions, vol. 33, no. 1, pp.
113-150, 2023.

[18] M. Saglam, Y. Bektas, and O. A. Karaman,
“Dandelion optimizer and gold rush optimizer
algorithm-based optimization of multilevel invert-
ers,” Arabian Journal for Science and Engineering,
vol. 49, pp. 7029-7052, Jan. 2024.

[19] H. Abdelfattah, M Esmail, S. A. kotb, M. M.
Mahmoud, H. S. Hussein, D. E. M. Wapet, A. I.
Omar, and A. M. Ewais, “Optimal controller design
for reactor core power stabilization in a pressur-
ized water reactor: Applications of gold rush algo-
rithm,” Plos One, vol. 19, no. 1, p. e0287772, Jan.
2024.

[20] Z. Wang, L. Huang, S. Yang, D. Li, D. He, and S.
Chan, “A quasi-oppositional learning of updating
quantum state and Q-learning based on the dung
beetle algorithm for global optimization,” Alexan-
dria Engineering Journal, vol. 81, pp. 468-488,
Oct. 2023.

[21] W. Liu, Z. Wang, Y. Yuan, N. Zeng, K. Hone, and
X. Liu, “A novel sigmoid-function-based adaptive

weighted particle swarm optimizer,” IEEE Trans-
actions on Cybernetics, vol. 51, no. 2, pp. 1085-
1093, July 2019.

[22] Q. Liu, N. Li, H. Jia, Q. Qi, L. Abualigah, and Y.
Liu, “A hybrid arithmetic optimization and golden
sine algorithm for solving industrial engineering
design problems,” Mathematics, vol. 10, no. 9, p.
1567, May 2022.

[23] E. Yigit and H. Duysak, “Determination of optimal
layer sequence and thickness for broadband mul-
tilayer absorber design using double-stage artifi-
cial bee colony algorithm,” IEEE Transactions on
Microwave Theory and Techniques, vol. 67, no. 8,
pp. 3306-3317, Aug. 2019.

[24] H. Yao, J. Yang, H. Li, J. Xu, and K. Bi, “Opti-
mal design of multilayer radar absorbing materials:
A simulation-optimization approach,” Advanced
Composites and Hybrid Materials, vol. 6, no. 1, p.
43, Jan. 2023.

[25] P. Warhekar, A. Bhattacharya, and S. Neogi,
“Designing thinner broadband multilayer radar
absorbing material through novel formulation of
cost function,” IEEE Access, vol. 11, pp. 91016-
91027, Oct. 2023.

Yi Ming Zong received the B.S.
degree in electronic information
engineering from Yancheng Institute
of Technology in 2022. He is cur-
rently pursuing the M.Eng. degree in
electronic information at Yancheng
Institute of Technology. His main
research interests focus on computa-

tional electromagnetics and artificial intelligence.

Wei Bin Kong received the B.S.
degree in mathematics from Qufu
Normal University, China, 2007,
the M.S. degree in mathematics
from Southeast University, Nanjing,
China, in 2010, and the Ph.D. degree
in radio engineering from Southeast
University, Nanjing, China, in 2015.

Since 2020, he has been an associate professor with the
College of Information Engineering, Yancheng Institute
of Technology, Yancheng. His current research interests
include computational electromagnetism, artificial intel-
ligence, and wireless communication.



717 ACES JOURNAL, Vol. 39, No. 08, August 2024

Jia Pan Li received the B.S. degree
in college of information and com-
munication engineering from Harbin
Engineering University. He is cur-
rently working toward the master’s
degree in electronic and information
engineering at Southeast University.
His current research interests include

signal processing and optimum algorithms.

Lei Wang received the B.S. degree
in integrated circuit design and inte-
grated systems and the Ph.D. degree
in information and communication
engineering from Nantong Univer-
sity, Nantong, Jiangsu, China, in
2017 and 2023, respectively. Since
2023, he has been a Lecturer with the

College of Information Engineering, Yancheng Institute
of Technology, Yancheng. His current research interests
include artificial intelligence and antenna, millimeter-
wave antennas and arrays, and characteristic mode
analysis.

Hao Nan Zhang received the B.S.
degree from the Southeast Univer-
sity Chengxian College, Nanjing,
China, in 2021, and he is cur-
rently pursuing the M.Eng. degree
at Yancheng Institute of Technology.
His current research interests include
computational electromagnetics and

wireless communications.

Feng Zhou received the B.S.
degrees and M.S. degrees from
Southeast University, Nanjing,
China, in 2004 and 2012, respec-
tively. Since 2023, he is a professor
with the College of Information
Engineering, Yancheng Institute of
Technology, Yancheng, China. His

research interests include cooperative communication,
satellite communication, cognitive radio, physical layer
security, and UAV communication.

Zi Yao Cheng is currently pursu-
ing the bachelor’s degree in opto-
electronic information engineering
with Yancheng Institute of Technol-
ogy. During the bachelor’s degree,
he actively participated in multiple
research projects on object detec-
tion and made outstanding contri-

butions to optimizing object detection models. His
research interests include computer vision and intelligent
algorithms.



ACES JOURNAL, Vol. 39, No. 08, August 2024 718

A Nulling Widen and Deepening Algorithm using a Modified Correlation
Subtraction Algorithm Multistage Wiener Filtering

Xiao Li and Xinhuai Wang

Department of Electrical Engineering
Xidian University, Xian 710071, China

hxazgsja075@gmail.com

Abstract – The calculation of beamforming weights
takes time due to the constantly changing direction of
interference in highly dynamic environments. The tradi-
tional anti-jamming means under static or low dynamic
are almost all invalid, so the nulling widen algorithm is
studied. However, the commonly used cavitation widen-
ing and deepening algorithms are often accompanied by
a large amount of computational complexity, which may
lead to computational inefficiency and slow processing
speed in practical applications. In order to solve this
problem, a nulling widen and deepening algorithm using
a modified correlation subtraction algorithm multistage
Wiener filtering is proposed. The algorithm achieves the
deepening after nulling widening by constructing a new
covariance matrix, and then reduces the rank by trun-
cating the multilevel Wiener filter at the r-level. It finds
the blocking matrix with the normalized reference vec-
tors instead of calculating the blocking matrix directly
so that the normalized reference vectors are orthogo-
nal to each other, and finally completes the interference
suppression by using the power inversion algorithm to
improve the performance and reduce the amount of com-
putation. The computational complexity of the algorithm
based on the modified correlation subtraction algorithm
multistage Wiener filtering (MCSA-MWF) is O

(
rM2),

which is greatly reduced compared to the computational
complexity of the traditional null-spread class algorithm
with direct inversion O

(
M3

)
.

Index Terms – Adaptive anti-jamming, modified corre-
lation subtraction algorithm multistage Wiener filtering
(MCSA-MWF), nulling widen and deepening.

I. INTRODUCTION

Satellite navigation technology provides users with
coordinates in time and space, which is of great strate-
gic military importance in aviation, space and guided
weapons, as well as being of great economic interest,
and is nowadays indispensable in the transport industry.
Satellite navigation technology is in great demand both
in the military and civilian sectors.

Since the satellite is very far away from the receiver
and the transmit power of the satellite is very weak, the
navigation signal is very likely to receive interference
[1, 2]. However, under high dynamic conditions, tradi-
tional anti-jamming means under static or low dynamic
are almost all invalid, so the nulling widen algorithm is
studied.

The nulling technique forms a stable beam nulling
in the direction of the interference to provide cancella-
tion with the interfering signal. The nulling widen algo-
rithms are generally divided into interference-plus-noise
covariance (INC) and the nulling widen algorithms based
on covariance matrix taper (CMT) [4]. INC algorithms
are generally more computationally intensive and often
require some a priori information such as the direc-
tion of the interference and the direction of the desired
signal [5]. In cases where the incoming information
of the desired signal is known, the nulling is widened
by removing the expected signal from the covariance
matrix. In contrast, the CMT algorithm is much less
computationally intensive. The CMT algorithm was pro-
posed by Mailloux [4], which rewrites the covariance
matrix by setting up a virtual interference to widen the
nulling with a taper matrix.

Other scholars have proposed different methods for
nulling widen. Zatman [7] converts the narrowband inter-
ference signal into a virtual broadband interference sig-
nal to widen the nulling. Li et al. [8] established a Gaus-
sian distribution model based on the interference. Based
on the Gaussian distribution, Cong et al. [9] designed
an algorithm to deepen the nulling by perspective draw-
ing. Zeng et al. [10] theoretically deduced that the suf-
ficient condition for the FIR filter not to change the
zero value is the symmetry of coefficients or conju-
gate symmetry. On this basis, a nulling widen algorithm
based on virtual interference is proposed [11]. A new
method of space-time joint adaptive processing (STAP)
null-widen is deduced based on the Laplace distribution
model of the changing interference direction of arrival
(DOA) in a high-dynamic environment [12, 13] by taking
the moving interferences as discrete interference sources

Submitted On: April 28, 2024
Accepted On: September 29, 2024

https://doi.org/10.13052/2024.ACES.J.390807
1054-4887 © ACES



719 ACES JOURNAL, Vol. 39, No. 08, August 2024

that obey the Laplace distribution. Thus, the average
covariance matrix can be calculated to broaden the width
of nulls. In [22], a procedure for the null widen algorithm
design with respect to the nonstationary interference is
proposed.

In addition, many more studies have focused on
covariance matrices. For nulling widen, [14] is imple-
mented by a simple modification of the measured covari-
ance matrix. Reference [15] explores the theory and
application of covariance matrix tapers for robust adap-
tive beamforming. In [16], CMTs and derivative con-
straints in the directions of jammers have been proposed
to widen the nulling in adaptive processing, thereby
improving the algorithms’ robustness. Reference [17]
develops a computationally efficient online implementa-
tion of the CMT technique based on a low-rank approxi-
mation of the taper matrix and the recursive least squares
(RLS) algorithm. In reference [18], by means of the
covariance matrix of the auxiliary elements, a nulling
widen method was realized based on the sidelobe can-
celler. This approach demonstrated good performance in
practical applications, but has increased hardware com-
plexity. Reference [23] proposed a computationally effi-
cient nulling widen method for sidelobe canceller, which
is a CMT based method and puts fictitious interfer-
ence into snapshots to broaden the sharp null. Based
on Mailloux’s methodology, the covariance matrix and
cross-correlation vector were tapered via random distur-
bance. Compared with the existing methods, the method
required much less computation, but its performance is
similar.

Meanwhile, some studies have reconstructed the
algorithmic correlation matrix (such as INC matrix and
covariance matrix) to achieve nulling widen. In [19, 20],
an adaptive null widen technique based on reconstruction
of the covariance matrix was proposed. Reference [21]
proposes an algorithm based on INC matrix reconstruc-
tion by setting up several virtual interference sources,
which can simultaneously broaden the nulls. Null depth
and width can be controlled by setting the parameters of
the virtual interference sources.

The multistage Wiener filter (MWF) [24] is a mul-
tilevel equivalent realization of the Wiener filter, which
uses a sequence of orthogonal projections to decom-
pose the array signal vectors at multiple levels, and then
performs multistage scalar Wiener filtering to synthe-
size the error signals of the Wiener filter. Depending
on the blocking matrix, the multilevel Wiener filter can
be implemented with different algorithms. The MWF
was first proposed by Goldstein, Reed, and Scharf in
[24], whose Appendix A gives a method for calculat-
ing the blocking matrix, and calls the algorithm GRS-
MWF, with GRS being an abbreviation of the authors’
names. References [25–28] proposed a MWF imple-

mentation method that effectively reduces the computa-
tional effort called the correlation subtraction algorithm,
denoted CSA-MWF. Reference [29] proposed a modi-
fied correlation subtraction algorithm multistage Wiener
filtering (MCSA-MWF) based on CSA algorithm, which
improves the blocking matrix of CSA-MWF so as to
have the advantages of GRS-MWF. The improved block-
ing matrix can be realized with the CSA structure. This
results in good numerical stability, i.e., reduced-rank
performance, and a further reduction in computational
effort.

In order to reduce the amount of computation and
make it more robust even in small snapshot environ-
ments, we combined the MCSA-MWF with the CMT
algorithm to propose a nulling widen and deepening
algorithm using a modified correlation subtraction algo-
rithm MWF.

The main contributions of this paper are as follows:
A new MCAS-MWF based nulling widen and deep-

ening algorithm is proposed, which can improve the sta-
bility of the algorithm for small snapshot data in highly
dynamic environments.

The normalized reference vectors are used to solve
for the blocking matrix instead of computing (construct-
ing) the blocking matrix, thus making the normalized ref-
erence vectors orthogonal to each other and effectively
reducing the arithmetic.

We compare the performance of the MCAS-MWF
based nulling widen and deepening algorithm through
typical experiments. The simulation experiments show
that the proposed algorithm has good performance under
both ideal circular array conditions and real measured
BeiDou data.

The rest of the paper is organized as follows: section
II introduces the signal model, section III describes the
nulling spread-and-deepen algorithm based on MCAS-
MWF, section IV demonstrates the simulation of the
algorithm under the ideal uniform circular array and the
real measured BeiDou data, and section V concludes the
work of this paper.

II. SIGNAL MODELLING
A. Arbitrary plane array system model

As is shown in [32], for a two-dimensional M-
element arbitrary array planar array, in the setting of L
signal, Q interference, the received data model of the sig-
nal in an environment with four interferences is:

X (t) = XS (t)+XI (t)+n (1)

=
L

∑
I=1

a(θ1,ϕ1)s1 (t)+
Q

∑
q=1

a(θq,ϕq)sq (t)+n,

where XS (t) is the received desired signal source, X1 (t)
is the interference signal received and n is the noise.
(θ1,ϕ1) and (θq,ϕq) are the incoming direction of the
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1th signal and the qth interference, respectively. θ and ϕ
are the pitch and azimuth angles. s1 (t) and sq (t) are the
1th signal and the qth interference, respectively. a is the
airspace guidance vector. For any 2D planar array, the
airspace guidance vector is:

a(θ ,ϕ) =
[
e juT (θ ,ϕ)P1 ,e juT (θ ,ϕ)P2 ,e juT (θ ,ϕ)Pm

]
, (2)

where Pm is the position vector of the mth array element
and u is the beam vector with the expression:

Pm = dm [cosrm,sinrm]
T , (3)

u(θ ,ϕ) =
2π
λ

[
sin(θ) cos(ϕ)
sin(θ) sin(ϕ)

]
. (4)

π = 3.14, λ ∈ (380 ∼ 760)nm, dm expressed as dm =√
x2

m + y2
m, i.e., the Euclidean distance of each array ele-

ment from the reference array element. rm is the angle of
each array element.

The power inversion algorithm (PI) is used for the
anti-interference process and its weights are calculated
as follows:

wopt =
(
sHR−1s

)−1
R−1s, (5)

where s is the constraint vectors and, at the same
time, s = [1,0, ...,0]T . R is the covariance matrix of the
received signal. The superscript{·}H denotes the Emmett
transpose. The sampled data is used in practical engi-
neering to approximate R:

R̃ =
1
K

K

∑
k=1

X(k)XH (k) , (6)

where K is the number of sampling beats and R̃ → R
when K → ∞.

B. BeiDou signal model

The BeiDou Navigation Satellite System (BDS)
launched the construction of the BeiDou Satellite Nav-
igation Pilot System in 1994, completed the BeiDou II
regional service system in 2012, and completed the full-
scale construction of the BeiDou III system in 2020,
achieving the goal of global navigation and positioning.

According to the B3I interface control document
[30], the expression for the B3I signal is:

S j
B3I (t) = AB3IC

j
B3I (t)D j

B3I (t)cos
(

2π f3t +ϕ j
B3I

)
, (7)

where AB3I denotes the amplitude of the B3I signal, C j
B3I

denotes the ranging code of satellite j, D j
B3I denotes the

data code of satellite j, f3 denotes the carrier frequency
of the B3I signal, and the nominal carrier frequency
is 1268.52 MHz. ϕB3I denotes the signal carrier initial
phase and the bandwidth of the B3I signal is 20.46 MHz.

The generation mechanism of the BeiDou signal is
shown in Fig. 1. One pseudo-random code cycle is mod-
ulo two-added to one NH code bit, and one NH code
cycle is modulo two-added to one navigation message
bit, followed by BPSK modulation to produce the space
RF signal. Each satellite has a unique ranging code, and

Fig. 1. Schematic diagram of BeiDou B3I signal coding
process.

the ranging code CB3I for B3I has a code rate of 10.23
Mcps and a period of 10230.

III. MCAS-MWF BASED NULLING
WIDENING AND DEEPENING

ALGORITHM
A. Principle of nulling widening and deepening algo-
rithm

Since the direction of interference in high-speed
environments changes constantly, the calculation of
beamforming weights takes time, and the calculated
weights are strictly applicable to the moment before the
calculation of the weights. Thus, the direction of interfer-
ence will change rapidly. Moreover, the width of the con-
ventional beamforming nulling is particularly narrow, so
once the direction of interference changes slightly, it will
be out of the generated nulling area, and the nulling will
not allow the interference to come in and generate an off-
set. Thus, the effect of interference suppression will be
rapidly degraded, which makes the anti-jamming algo-
rithm ineffective. In order to keep the anti-jamming algo-
rithm stable in the high-speed environment, the com-
monly used algorithm is the nulling widen algorithm.

Nulling widen is achieved using the CMT method.
The effect of change in the direction of the interference
is embodied in the covariance matrix R of the received
signal, under the action of the taper matrix T .

For a nulling spread of a line matrix [8], the taper
matrix T is:

Tk,l = e

{
1

2σ2
max[(k−1)π/180]2

}
, (8)

where σ2
max determines the width of the nulling. The

new covariance matrix R̄ is obtained from the Hadamard
product of the taper matrix Tk,l and the old covariance
matrix R. The conical covariance matrix is:

R̄L = R̃◦T̄L. (9)
Nulling widen can be produced by solving for

the beamforming weights using the tapered covariance
matrix. In order to achieve nulling widen and deepening
on this basis, the sampled covariance matrix of equation
(6) is eigen-decomposed:

R̃ =
M

∑
m=1

λmemeH
m , (10)
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where λm is the eigenvalue of R̃, em is the correspond-
ing eigenvector. λm in descending order, and its magni-
tude, reflects the power of the corresponding signal or
interference:

λ1 ≥ λ2 · · · ≥ λQ > λQ+1 = · · ·= λM = σ2
n . (11)

In the navigation receiver the interference energy is
much larger than the navigation signal, so the first Q
large eigenvalues correspond to the subspace of the inter-
ference, so that the set is UI = [e1,e2, · · · ,eQ]. The equa-
tion is as follows:

span{a(θ1,φ1) ,a(θ2,φ2) , · · · ,a(θQ,φQ)}
= span{e1,e2, · · · ,eQ} . (12)

Afterwards, a projection transformation is per-
formed to extract the interference components and then
weight the coefficients of the interference components to
obtain the processed sampled data as:

X̄ (k) = X (k)+gT X (k) = (Ik +gT )X (t) . (13)
Based on the characteristic subspace property, the

projection matrix of the interference subspace is found
to be:

T =UI
(
UH

I UI
)−1

UH
I , (14)

where g is a weighting factor that serves to change the
nulling depth in dB, UI is signal subspace.

Finally, the new covariance matrix after preprocess-
ing is:

R̃T =
1
K

K

∑
k=1

X̄ (k) X̄H (k)

= (IK +gT ) R̃(IK +gT )H , (15)
where R̃T is the covariance matrix after taper, IK is a unit
matrix of length K. This covariance matrix is used to
replace the previous sampling covariance matrix.

B. Correlated phase reduction MWF

MWF [31] is an equivalent algorithm to the Wiener
filter, which avoids matrix inversion and thus reduces
the volume of computation. Correlation subtraction algo-
rithm multistage Wiener filtering (CSA-MWF) further
reduces the forward recursion based on MWF and
avoids blocking matrix computation compared to MWF.

0h ( 1)
0

Nh
0 ( )d k

( )X k

0 ( )k

1h ( 2)
1

Nh

0 ( )X k

2w

1( )d k

1( )k 2( )k

( 1)N r
rhrh

( )rd k

1w

1( )rd k

rw
( )r k

( ) ( )r rd k k

truncate 

Fig. 2. MCSA-MWF structure block diagram.

MCSA-MWF further reduces the number of dimensions,
and its block diagram is shown in Fig. 2. In GRS-MWF,
its blocking matrix uses the (N − i−1)× (N − i) rect-
angular matrix Bi, and the dimension of X (k) decreases
step by step, which is conducive to reducing the compu-
tation and storage. CSA-MWF is a Wiener multistage fil-
ter with subspace basis vectors orthogonal to each other,
the blocking matrices Bi are all N-dimensional square
matrices, and all levels of observation data Xi (k) are
also N-dimensional square matrices. From the princi-
ple of CSA-MWF, it can be seen that reduced-rank pro-
cessing does not lead to the reduction of dimension,
so the data redundancy is large. It can be envisioned
that if the blocking matrix is adopted as a (N − i−1)×
(N − i) rectangular matrix, it not only utilizes the CSA
structure of CSA-MWF without solving the block-
ing matrix, but also exploits the advantages of GRS-
MWF’s dimension reduction, making the Xi (k) dimen-
sion of the MWF reduce step by step. This structure is
referred to as MCSA-MWF, and the structure is shown
in Fig. 2 [31], which combines the advantages of GRS-
MWF and CSA-MWF to obtain almost the same perfor-
mance as CSA-MWF, but with less computational effort
than both.

In Fig. 2, the forward recursive formula for MCSA-
MWF level i is as follows:

hi =
rXi−1di−1√

rH
Xi−1di−1

rXi−1di−1

, (16)

di (k) = hH
i Xi−1 (k) , (17)

Bi = I(N−i−1)
N−i −h(N−i−1)

i hH
i , (18)

Xi (k) = BiXi−1 (k) = X (N−i−1)
i−1 (k)−h(N−i−1)

i di (k) ,
(19)

where hi is N-dimensional, Xi (k) is an N − i−1 dimen-
sional vector, and I(N−i−1)

N−i denotes the upper N −1 rows
of the N-dimensional unit array.
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C. An MCAS-MWF based nulling widen and deepen-
ing algorithm

According to [6], the MCSA-MWF weights are
solved for:

WMCSA−MWF = h0 −BH
0 TDWd . (20)

When using the power inversion algorithm:
h0 = [1,0, · · · ,0]T , (21)
TD = [t1, t2, · · · , tD] , (22)

ti =

(
i−1

∏
j=1

BH
j

)
hi, (23)

hi =
rXi−1di−1∥∥rXi−1di−1

∥∥ , (24)

included among these:
rXi−1di−1 = E

[
Xi−1d∗

i−1
]

(25)

= Bi−1

(
0

∏
r=i−2

Br

)
RXX

(
0

∏
r=i−2

Br

)H

hi−1,

Bi = I(M−i−1)
M−i −h(M−i−1)

i hH
i , (26)

Wd =
(
T H

D B0RXX BH
0 TD

)−1
T H

D B0RXX h0, (27)
where r is the order of the truncated reduced rank, and
hii = 1,2,3...,D) is the recursive weights in the MWF,
Bi is the blocking matrix, Wd is the backward Wiener
filter, RXX is the received signal autocorrelation matrix,
and ti is the basis vector of the reduced-rank subspace.
Equation (26) can be obtained from [3], the superscript n
of it denotes the upper n rows of the fetch matrix. After
derivation, the weights of MCSA-MWF-PI can be calcu-
lated as:

WMCSA−MWF−PI = h0

−BH
0 TD

(
T H

D B0RXX BH
0 TD

)−1 T H
D B0RXX h0

. (28)

By bringing equation (9) of RL into the above equa-
tion, then the Laplace nulling widen power inversion
algorithm based on the MCSA-MWF-LNW-PI is:

WMCSA−MWF−LNW−PI = h0

−BH
0 TD

(
T H

D B0R̄LBH
0 TD

)−1 T H
D B0R̄Lh0

. (29)

By bringing equation (15) of R̃T into the above
equation, then the Laplace nulling widen and deepening
power inversion algorithm based on the MCSA-MWF-
LNWD-PI is:

WMCSA−MWF−LNWD−PI = h0

−BH
0 TD

(
T H

D B0R̃T BH
0 TD

)−1 T H
D B0R̃T h0

. (30)

As shown in the Table 1, compared with the com-
putational complexity of the conventional nulling widen
algorithm for direct inverse O

(
M3

)
, the computational

complexity of the algorithm based on the MCSA-MWF-
LNWD-PI is O

(
rM2). If it is a N-tap null-time joint

algorithm, the computational complexity of the algo-
rithm changes from O

(
(MN)3

)
to O

(
r(MN)2

)
, which

greatly reduces the computational complexity.

Table 1: Comparison of the computational complexity of
the two nulling widen algorithms

Arithmetic Complexity N-tap Null-Time

Joint Algorithm

Conventional
algorithm

O
(
M3

)
O
(
(MN)3

)
Based on the MCSA-

MWF-LNWD-PI
O
(
rM2) O

(
r(MN)2

)

IV. ALGORITHM SIMULATION

In this section, we use the ideal seven-element uni-
form circular array and seven-channel measured Bei-
Dou data to carry out algorithm simulation separately
and compare the anti-jamming performance of different
algorithms.

A. MCSA-MWF performance analysis

There are several different algorithmic implemen-
tations of the multilevel Wiener filter, such as CSA-
MWF, GRS-MWF, and MCSA-MWF. In CSA-MWF,
the blocking matrices Bi are all N-dimensional square
matrices, and the observation data Xi (k) at each level
are all N-dimensional vectors. The blocking matrices
of MCSA-MWF adopt the rectangular matrices of size
(N − i−1)× (N − i), which can take advantage of the
CSA structure of CSA-MWF, which does not need to
solve the blocking matrices and reduces computation. An
advantage of the decreasing dimension of Xi (k) in GRS-
MWF is to further reduce computation while maintaining
the reduced-rank performance.

In adaptive beamforming based on the GSC frame-
work, in addition to the usual performance metrics (e.g.,
array orientation map, output signal-to-noise ratio), there
is also a special metric called mean square error (MSE).
Several implementations of MSE are defined [29]:

MSE =W H
X RWX , (31)

SMSE =W H
X RXWX , (32)

MMSE =W H
optRWopt . (33)

MSE is the result obtained by applying the sam-
pled adaptive weight vector print to the ideal array data
statistics. SMSE (sample mean square error) is the result
obtained by applying the sampled adaptive weight vec-
tor to the training data itself. MMSE (minimum mean
square error) is the result obtained by applying the ideal
adaptive weight vector to the ideal array data statistics.

Now let us compare the three MWFs mentioned
above using these metrics. Figure 3 shows the curve of
MMSE with the rank change of three different algo-
rithms in a uniform linear array with N=16 elements.
Since MMSE examines the performance of the algorithm
from the overall statistical characteristics, it can reflect
the performance of the algorithm under certain signal
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Fig. 3. The curve of MMSE with rank change of three
different algorithms in a uniform linear array.

statistical characteristics. Thus, MMSE is an important
indicator of the performance of the algorithm. In Fig. 3,
the MMSE curve of MCSA-MWF and CSA-MWF are
close to the minimum at r = 3.

Let the rank of the reduced-rank multilevel Wiener
filter be r and the number of snapshots be K, then the
computational amount (number of multiplications) of
the three r-order multilevel Wiener filters GRS-MWF,
CSA-MWF, MCSA-MWF can be compared as shown
in Table 2, which refers to the computational amount
of the forward recursion since the backward recursive
synthesis is exactly the same. It can be seen that the
computation amount of GRS-MWF is O

(
N2

)
, while that

of CSA-MWF and MCSA-MWF is only O(N), and the
number of multiplications of MCSA-MWF is lower than
that of CSA-MWF by Kr (r+1) times. It can be seen
that MCSA-MWF is especially suitable for large arrays
with more adaptive degrees of freedom, such as the spa-
tial adaptive processing in complex interference envi-
ronments. MCSA-MWF is finally used instead of CSA-

Table 2: Comparison of the computational complexity of
the two nulling widen algorithms

 
Algorithm 

 
 
Calculated 
amount 

kXB
kX

ii

i

1

 
kXh

kd

i
H
i

i

1

 

GRS-MWF
])1(...

)1([
2

22

rN
NNK

)](...
)1([

rN
NNK

 

CSA-MWF )(rKN )1(rKN  

MCSA-
MWF )](...

)1[(
rN

NK
)](...
)1([

rN
NNK

MWF because the blocking matrix of MCSA-MWF is
rectangular, which reduces the computational effort.

Figures 4 and 5 show the relationship between the
nulling angel/gain and the MWF order, demonstrating
the orientation and gain at different ranks. The best
results are obtained when r=6, the gain in this case did
not disappear and is the minimum. Therefore, in later
simulation experiments, we chose the rank of MCSA-
MWF as 6.
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Fig. 4. Relationship between nulling angle and MWF
order.
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Fig. 5. Relationship between nulling gain and MWF
order.

B. MCSA-MWF-LNW-PI algorithm ideal state simu-
lation

The BeiDou data used in this paper consists of seven
channels of data, with a total of seven rows, so we chose
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to use a seven-element uniform circular array when per-
forming the simulation in the ideal case.

Simulation of the LNWD algorithm and the MCSA-
MWF-LNW-PI in a 2D uniform circular-center array.
A seven-element circular-center array is set up with a
signal-to-noise ratio of -20 dB, a dry-to-noise ratio of
60 dB, a snap count of 2046, a signal incoming direc-
tion (10◦, 45◦), and the incoming direction of the inter-
ference is (20◦, 50◦). The orientation diagram is shown
in Fig. 6. The nulling after using the MCSA-MWF of
order 6 is basically the same as the ideal case, which can
be used in both nulling widen as well as nulling widen
and deepening algorithms, which has a very low impact
on the nulling but serves to reduce the dimension, which
reduces the computational effort.

(a) (b)

Fig. 6. Comparison of direction map nulling for MCSA-
MWF and ideal algorithm: (a) elevation orientation dia-
gram and (b) azimuth orientation diagram.

C. MCSA-MWF-LNW-PI algorithm simulation of
real data

The BeiDou data used in this paper consists of seven
channels of data, with a total of seven rows, so we chose
to use a seven-element uniform circular array when per-
forming the simulation in the ideal case.

According to the official documents of the BeiDou
satellite navigation system, the space constellation of
BeiDou-3 consists of three geostationary orbit satellites
(GEO), three inclined geosynchronous orbit satellites
(IGSO), and 24 medium circular earth orbit satellites
(MEO). The LNWD algorithm and the MCSA-MWF-
LNWD algorithm simulated for the sampled B3I signal.
The B3I signal is sampled with three interfering data of
seven channels, with a total of seven rows, and each row
represents the data of one channel, and the data time
length is about 100 ms. The sampled data is the signal of
the BD B3 frequency point, with a data sampling rate of
62 MHz, and an intermediate frequency of 80.52 MHz.

Figure 7 shows the comparison of the antenna gain
direction plots after using the PI algorithm in two cases,

where PI (blue line) is the ideal case. Its purpose is
to see the effect of the nulling widen algorithm using
the MCSA-MWF on the nulling. From the two graphs
in Fig. 7, it can be seen that the nulling case (i.e., the
lowest gain point) of the MCSA-MWF-LNW-PI algo-
rithm is almost the same as the nulling of the ideal case,
while the other two algorithms nulling cases are always
different from the ideal case. So, it can be concluded
that all the nulling cases after using MCSA-MWF with
order 6 are basically the same as the ideal case, which
can be used for the nulling widen and deepening algo-
rithms, which have less effect on nulling but play the
role of dimension reduction, thus reducing the amount of
computation.

Fig. 7. Comparison of directional map nulling between
MCSA-MWF and ideal algorithm under BeiDou data.

V. CONCLUSION

In this paper, we solve the problem of large inverse
matrix operation of invalid broadening in adaptive anti-
jamming algorithms under high dynamics. The per-
formances of three commonly used MWF algorithms
are compared, and the results show that MCSA-MWF
greatly reduces the computational volume and dimen-
sion compared with CSA-MWF and GRS-MWF. Finally,
we chose to combine the MCSA-MWF algorithm with
the traditional zeroing and widening method and propose
a new MCSA-MWF-LNWD algorithm, which improves
the stability when using small snapshot data in real high
dynamic environments.

In addition, several simulations including the ideal
case of seven-element uniform circular array test and
using seven-element real BeiDou data are conducted, and
the results show that the nulling using MCSA-MWF is
very close to the ideal case. This approach can be effec-
tively applied to both cavitation widening and cavita-
tion deepening algorithms. Although the cavitation effect
may be degraded, it plays a key role in dimensional-
ity reduction, which greatly reduces the computational
effort. Compared with the computational complexity of
the conventional nulling widen class algorithm for direct
inverse O

(
M3

)
. The computational complexity of the

algorithm based on the MCSA-MWF is O
(
rM2), which

greatly reduces the computational complexity.
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Abstract – Antennas in the high-frequency (HF) band (3-
30 MHz) tend to be large and almost always protrude
from the structure on which they are mounted. This paper
will present a design in which the antenna is installed
parallel to and close to a conducting surface. To achieve
a small mismatch loss, a thin high-impedance metamate-
rial surface was designed. The bandwidth is enlarged by
applying non-Foster impedances between the ends of the
antenna arms and the conducting surface.

Index Terms – Artificial magnetic conductor, broad
band, HF antenna, impedance matching, low profile.

I. INTRODUCTION

The high-frequency (HF) band is attractive for over-
the-horizon communication and sensing, due to the
reflective properties of the ionosphere at those frequen-
cies. This is especially the case for frequencies in the
lower half of the band. Due to the wavelengths involved,
e.g., 30 m at 10 MHz, HF antennas tend to be large,
and almost always protrude from the structure on which
they are mounted. It can be advantageous to integrate
the HF antenna with a structure, e.g. for reasons of
aerodynamics, detectability or esthetics. For instance,
a large unmanned aerial system may require an HF
antenna that does not deteriorate its aerodynamics and
does not increase its radar signature. However, when an
HF antenna is mounted both parallel and close to a con-
ducting surface, the mismatch loss will be large.

The solution presented in this paper makes use of
a high-impedance surface. A regular conducting surface
has a low impedance, enabling electrons in the surface
to react quickly to fields produced by the antenna. This
reduces the radiation by orders of magnitude. A high-
impedance surface prevents electrons from reacting this
way. It can be designed without changing the underlying
conducting surface.

The concept of high-impedance surfaces was pio-
neered by Sievenpiper et al. [1–4] in the late 1990s. The

authors explain how the metamaterial surface, which is a
conducting surface, does not conduct AC currents or sur-
face waves within a forbidden band, and reflects normal-
incidence electromagnetic waves with no phase reversal.
The authors show how antennas can be mounted parallel
to and close to such a surface without suffering a large
mismatch loss. More examples are presented by Best and
Hanna [5].

Subsequent researchers have designed many high-
impedance surfaces with improved properties, such as
compact or broadband designs [6–8]. All these designs
exhibit their special properties at microwave frequencies.
To the authors’ knowledge, no high-impedance surfaces
have yet been designed to operate at MHz frequencies,
in the HF band.

The design presented here was inspired by [7], but
modified significantly to work in the HF band while
being thin. With this high-impedance surface, the HF
antenna has a small mismatch loss in a 2% bandwidth.

The next challenge is to increase the bandwidth.
Visser [9] presents a folded dipole antenna above a high-
impedance surface and exploits the fact that a folded
dipole offers more degrees of freedom for optimization
than an ordinary dipole antenna. The HF antenna pre-
sented in this article also takes advantage of additional
degrees of freedom offered by a folded dipole, albeit in a
different way. In this case, the ground takes the place of
the long wire of the folded dipole. The ends of the dipole
arms connect to the ground plane. We use the additional
design freedom offered by the connections to load the
ends of the antenna with an imaginary-valued non-Foster
impedance. Sussman-Fort and Rudish [10] explore ways
to realize such impedances. With proper loads, the band-
width can be increased from 2% to 30%.

II. HIGH-IMPEDANCE SURFACE DESIGN
AND RESULTS

As mentioned, the design presented here was
inspired by [7]. However, it was not accomplished by

Submitted On: July 20, 2024
Accepted On: October 7, 2024

https://doi.org/10.13052/2024.ACES.J.390808
1054-4887 © ACES



VOGEL, SMITH: DESIGN OF A HIGH-FREQUENCY ANTENNA ALONG A CONDUCTING SURFACE 728

taking an existing microwave design and multiplying the
dimensions by two orders of magnitude. The value of a
high-impedance surface lies in the fact that it is thin. As
will be specified below, our antenna is only 3 cm above
the surface, which itself has a thickness of 1 cm. The
total thickness of 4 cm is only one thousandth of a wave-
length at 7.5 MHz. By comparison, the HF antenna “with
extremely low profile” reported in [11] has a rather high
profile: it is one meter above its ground plane.

The design process starts by the selection of a suit-
able geometry concept. Metamaterial surfaces exist in
many forms, e.g. coupled patches on one dielectric layer,
overlapping patches on multiple layers, with or without
vias to the underlying conducting plane. In this case, we
have chosen a periodic structure of spirals on one layer,
without vias. For a unit cell, geometry and material vari-
ables are adjusted to optimize the reflection phase of an
incident plane wave at the desired operating frequency.
A low-impedance surface imposes the boundary condi-
tion that the total tangential electric field be close to
zero, which causes the reflection phase to be close to 180
degrees. The surface will be a high-impedance surface to
incoming plane waves when the reflection phase is close
to zero degrees.

The design shown in Fig. 1 accomplishes this by
using a ferrite material with μr = 400; εr = 1. The thick-
ness is only 10 mm. The unit-cell size is 0.3×0.3 m. The
metal trace width is 24 mm and the gap width equals
6 mm. The reflection phase as a function of frequency
is shown in Fig. 2. Note that the phase equals zero at 10
MHz, and the ±90◦ bandwidth ranges from 6.77 to 14.95
MHz, which is a bandwidth of about 65%.

Fig. 1. High-impedance surface unit cell.

The actual high-impedance surface was constructed
as a 53×5 array of unit cells, a small part of which is
shown in Fig. 3.

With this high-impedance surface, the HF antenna
has a small mismatch loss in a 2% bandwidth. This is
much less than the bandwidth suggested in Fig. 2, but
that was for an incoming plane wave. With an antenna

Fig. 2. Reflection phase of a normally-incident plane
wave on the high-impedance surface.

Fig. 3. Part of the high-impedance surface with the
antenna.

close to the surface, the fields are quite different from
a plane wave, to the extent that our design approach
was not guaranteed to work. The antenna is mounted
30 mm above the structure; this is one-thousandth of
a wavelength at 10 MHz. The antenna arms are metal
traces with a width of 4 mm. The ends of the arms are
connected to the ground plane by metal strips that pass
through a gap between spirals without touching the spi-
rals. The return loss is shown in Fig. 4 for a source
impedance of 50 Ω.

Fig. 4. Reflection coefficient of the dipole with electri-
cally shorted arms over the high-impedance surface.
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III. COMPUTATIONAL METHODS

For the 3D simulations of the antenna and the high-
impedance surface, the Finite Element Method was used,
as implemented in Ansys HFSS, part of Ansys Elec-
tronics Desktop [12]. Two advantages of this Finite-
Element implementation stand out: automatic adap-
tive mesh refinement and hierarchical basis functions.
Thanks to these, it was possible to run the simulation
on one computer with a memory capacity of 128 GB.
The automatic adaptive mesh refinement ensures that the
final mesh is fine enough where needed, while it remains
coarser where this is possible. The hierarchical basis
functions enable an iterative solution in which a solution
with zero-order basis functions serves as an initial guess
for an iterative solution with first-order basis functions.

The computational domain was a cylindrical air vol-
ume around the structure, with the antenna close to
the cylinder axis, and a radius of 10 m, which cor-
responds to a quarter wavelength at 7.5 MHz. The
air volume was terminated by an Absorbing Bound-
ary Condition. Although more-advanced techniques such
as Perfectly Matched Layers and the Finite-Element
Boundary-Integral method could be used to reduce the
size of the air volume, this was not necessary in this case
because the volume in terms of cubic wavelengths was
modest. The motivation for a cylindrical volume was that
radiated fields would meet the boundary at angles almost
normal to their propagation direction. Absorbing bound-
ary conditions are most effective at those angles.

The peak memory requirement was 109 GB for
a Finite-Element matrix equation with 33 million
unknowns. The maximum CPU time for one frequency
sample was 2 hours 13 minutes. Thanks to parallel pro-
cessing on 16 cores, the maximum elapsed wall-clock
time for one frequency sample was 24 minutes and 14
seconds. A discrete frequency sweep, e.g. from 5 to 12
MHz, typically consisted of 71 samples.

IV. NON-FOSTER LOAD DETERMINATION
AND RESULTS

Figure 5 shows the input impedance Z11 of the
design of the previous section. Note that the real part of
Z11 is not far from 50 Ω over an appreciable bandwidth
while the imaginary part of Z11 varies much more with
frequency. Therefore, we will interrupt the short circuits
at the ends of the antenna arms and insert imaginary-
valued impedances, such that the imaginary part of the
antenna input impedance be close to zero over a large
band.

Long and Sievenpiper have explored the use of non-
Foster circuits in relation with high-impedances surfaces
[13], but they loaded the periodic surface features rather
than the antenna. They have managed to bring the operat-
ing frequency of an antenna with a thin high-impedance

Fig. 5. Real and imaginary parts of antenna input
impedance as a function of frequency.

surface down to the UHF band, and explain why achiev-
ing such a design is a challenge. This underscores that
achieving the same in the HF band (an order of magni-
tude lower) is exceptional.

The most efficient workflow to determine the afore-
mentioned impedances at the ends of the antenna arms
involves rapid optimization in a circuit simulator. First,
in the 3D electromagnetic simulation model, ports were
placed in the locations where the impedances would be
inserted later, between the ends of the antenna arms and
the ground plane. Together with the feed port already
present, this resulted in a three-port device. Frequency-
dependent S-matrices were determined with a 3D full-
wave simulation. Figure 6 shows how the S-parameter
representation of the model was used in the circuit sim-
ulator in the Ansys Electronics Desktop, where a source
and passive electric components were connected to the
S-parameter block.

Figure 6 shows two equivalent implementations,
both featuring the same three-port HFSS model. The top
schematic has one pin per port; the bottom schematic
has two pins per port. Behind the scenes, the S-
parameter block contains all necessary information. In
the schematic with one pin per port, the use of multiple
ground symbols may seem non-intuitive, as this could
enforce, in some circuit simulators, an unphysical zero-
L, zero R connection between two distance locations in
the 3D structure. In the Ansys Electronics Desktop, the
ground symbol merely indicates a connection to the sec-
ond terminal on the same port. This has been verified
with the bottom schematic, in which the connections
to the second terminal on each port have been made
explicit.

In the circuit simulator, simulations take only a frac-
tion of a second. Thus, the desired impedance values
could be determined rapidly.

These impedance values, which are imaginary-
valued, are shown in Fig. 7. They are non-Foster
impedances that follow a smooth curve with a nega-
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Fig. 6. Two equivalent implementations of the HFSS
three-port device (rectangular symbol) as part of the cir-
cuit, with impedances to be optimized.

Fig. 7. Reactance values at the ends of the antenna arms
required to negate the imaginary value of antenna input
impedance.

tive slope between 5.9 and 11.8 MHz. The behavior
near 8 MHz might be related to the effective electrical
length of the spirals on the ferrite substrate. How to real-
ize these impedances is still a topic of research, about
which Sussman-Fort and Rudish [10] as well as Long
and Sievenpiper [13] offer valuable information.

Figure 8 shows the resulting antenna input
impedance Z11 when these non-Foster impedances are
added. Note that the modification brought the imaginary
part of Z11 to zero, as intended, but has affected the real
part of Z11.

Fig. 8. Antenna input impedance after adding the
impedances of Fig. 7 between the ends of the antenna
arms and the ground plane.

The resulting return loss S11 depends on the source
impedance. Figure 9 shows the return loss when the
source impedance equals 100 Ω. Note that the -10 dB
bandwidth is almost 30%.

Fig. 9. Reflection coefficient when the source impedance
equals 100 Ω.

Furthermore, operating frequencies outside
this band are easily reached with different source
impedances. With a 50 Ω source impedance, the minima
move about 1 MHz farther apart, enabling operation at
lower and higher frequencies, while S11 reaches a local
maximum of -5 dB between those frequencies. With a
25 Ω source impedance, this trend continues. Figure 10
shows the return loss for the three source impedances.
Note that the lower and upper operating bands offer
generous -10 dB bandwidths of 13-14%.

Finally, Fig. 11 shows the antenna pattern at 9.3
MHz. Since the high-impedance surface is narrow rel-
ative to the wavelength, the antenna pattern is similar to
that of the dipole antenna. However, due to the connec-
tions at the ends of the arms, the peak gain is slightly
higher than that of a dipole antenna.
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Fig. 10. Return loss with various source impedances,
which makes lower and higher frequencies easily attain-
able.

Fig. 11. Gain [dBi] of the antenna with high-impedance
surface.

V. CONCLUSION

An HF antenna has been made to operate when
mounted parallel and close to a conducting surface. This
was achieved with a thin high-impedance metamaterial
surface. To the authors’ knowledge, such a structure had
not yet been designed for HF antennas. The bandwidth
was enhanced by adding imaginary-valued impedances
between the ends of the antenna arms and the conduct-
ing surface. The design of these non-Foster impedances
is still a topic of research.

REFERENCES

[1] D. Sievenpiper, L. Zhang, and E. Yablonovitch,
“High-impedance electromagnetic ground planes,”
in IEEE MTT-S Int. Microwave Symp. Dig., Ana-
heim, CA, vol. 4, pp. 1529-1532, June 1999.

[2] D. Sievenpiper, Lijun Zhang, R. F. J. Broas,
N. G. Alexopolous, and E. Yablonovitch, “High-
impedance electromagnetic surfaces with a forbid-

den frequency band,” IEEE Trans. Microwave The-
ory Tech., vol. 47, no. 11, pp. 2059-2074, Nov.
1999.

[3] D. Sievenpiper, R. Broas, and E. Yablonovitch,
“Antennas on high-impedance ground planes,” in
1999 IEEE MTT-S Int. Microwave Symp. Dig.,
Anaheim, CA, vol. 3, pp. 1245-1248, June 1999.

[4] R. F. J. Broas, D. F. Sievenpiper, and E.
Yablonovitch, “A high-impedance ground plane
applied to a cellphone handset geometry,” IEEE
Trans. Microwave Theory Tech., vol. 49, no. 7, pp.
1262-1265, July 2001.

[5] S. R. Best and D. L. Hanna, “Design of a broad-
band dipole in close proximity to an EBG ground
plane,” IEEE Antennas and Propagation Magazine,
vol. 50, no. 6, pp. 52-64, Dec. 2008.

[6] S. Raza, M. A. Antoniades, and G. V. Eleftheriades,
“A compact low-profile high-impedance surface for
use as an antenna ground plane,” in IEEE Int. Symp.
Antennas and Propagation (APSURSI), Spokane,
WA, pp. 1832-1835, July 2011.

[7] A. Bellion and M. Cable, “A new wideband and
compact High Impedance Surface,” in 15 Int.
Symp. Antenna Tech. and Applied Electromagnetics
(ANTEM), Toulouse, France, pp. 1-5, June 2012.

[8] H. Mirshahram and W. Qun, “Meander line-based
high impedance surface with high angular stabil-
ity of resonant frequency,” in 3rd IEEE Int. Symp.
Microwave, Antenna, Propagation and EMC Tech-
nologies for Wireless Communications, Beijing,
China, pp. 1246-1249, Oct. 2009.

[9] H. J. Visser, “Printed folded dipole antenna design
for rectenna and RFID applications,” in 7th Euro-
pean Conference on Antennas and Propagation
(EuCAP), Gothenburg, Sweden, pp. 2852-2855,
Apr. 2013.

[10] S.E. Sussman-Fort and R.M. Rudish, “Non-Foster
impedance matching of electrically-small anten-
nas,” IEEE Trans. on Antennas Propagat., vol. 57,
no. 8, pp. 2230-2241, Aug. 2009.

[11] W. Lin and Z. Shen, “Broadband horizontally
polarized HF antenna with extremely low profile
above conducting ground,” in 2013 IEEE Antennas
and Propagation Society International Symposium
(APSURSI), Orlando, FL, pp. 688-689, July 2013.

[12] Ansys Electronics Desktop, version 2024 R1,
ANSYS, Canonsburg, PA, 2024.

[13] J. Long and D. F. Sievenpiper, “Low-profile and
low-dispersion artificial impedance surface in the
UHF band based on non-Foster circuit loading,” in
IEEE Trans. on Antennas Propagat., vol. 64, no. 7,
pp. 3003-3010, July 2016.



VOGEL, SMITH: DESIGN OF A HIGH-FREQUENCY ANTENNA ALONG A CONDUCTING SURFACE 732

Marius (Martin) H. Vogel obtained
his M.Sc. in Physics at Leiden
University in the Netherlands, and
worked at TNO Defense and Secu-
rity, a Dutch defense contractor. Due
to the nature of the research, he
obtained a Ph.D. in electromagnetics
from Delft University of Technology

at that time. A one-year assignment on directed-energy
weapons at the US Air Force Lab in Albuquerque, NM
brought him to the USA.

He has worked at Ansoft /ANSYS, and later at Altair
Engineering, both in the USA, in various roles on a
wide variety of applications in high-frequency elec-
tromagnetics, propagation and communication. Appli-
cations include antenna design, antenna placement,
radar cross section, electromagnetic interference, bio-
electromagnetics, signal integrity and more. Martin
joined GTRI in April 2023 and is based in the Hampton
Roads area in Virginia.

Mark H. Smith has over 40 years
of experience in RF, microwave,
and optical technology and applica-
tions, with over 30 years of experi-
ence at GTRI conducting and direct-
ing research, concept development,
analysis, computer modeling, capa-
bility development, and testing, with

a primary focus on technology and systems for RF sens-
ing and Electronic Warfare. He has been Chief Scien-
tist of GTRI’s Sensors and Electromagnetic Applications
Laboratory (SEAL) since 2012. Dr. Smith received his
Ph.D. from Georgia Institute of Technology (GA Tech)
in 2002, an M.S. from GA Tech in 1987, and a B.E.E.
With Highest Honor from GA Tech in 1982.



733 ACES JOURNAL, Vol. 39, No. 08, August 2024

Effect of Cotton and Wool Fabrics on the Accuracy of Electromagnetic
Dosimetry Analysis Due to Millimeter Wave Exposures

Fatih Kaburcuk

Department of Electrical-Electronics Engineering
Sivas University of Science and Technology, Sivas 58100, Turkiye

fkaburcuk@sivas.edu.tr

Abstract – With the development of wireless commu-
nication, satellite, and radar technologies operated at
millimeter wave (MMW) frequency range, it is essen-
tial to consider the adverse health effects of the radi-
ated electromagnetic (EM) fields at MMW frequency. In
most EM dosimetry analyses for the human body mod-
els, bare human models have been considered. How-
ever, the presence of fabrics such as cotton and wool
on the human body can affect the accuracy of the EM
dosimetry analysis. At the MMW frequency range, the
effect of fabrics on EM dosimetry analysis in a human
body model has not been extensively investigated using
the finite-difference time-domain (FDTD) method. In
this study, the effects of fabrics on the human body on
the power transmission coefficient, specific absorption
rate, absorbed power density, and heating factor due to
EM MMW exposure are investigated using the FDTD
method. Numerical results show that the thickness of the
fabrics and air gap introduced between the fabrics and
the skin surface significantly affects the accuracy of EM
dosimetry analysis at the frequency range 1-100 GHz.

Index Terms – Absorbed power density, electromagnetic
exposure, fabric effects, FDTD method, heating factor,
millimeter wave, SAR.

I. INTRODUCTION

With the development of 5G and 6G wireless
communication, satellite, and radar technologies, which
require high data speeds and secure communication, the
use of millimeter wave (MMW) frequencies [1–4] has
increased significantly. Devices operated at MMW fre-
quency range radiate electromagnetic (EM) fields that
comply with EM field exposure limits for human safety
determined by international guidelines. These guide-
lines are defined by the International Commission on
Non-Ionizing Radiation Protection (ICNIRP) [5] and
the IEEE International Committee on Electromagnetic
Safety (IEEE-ICES) [6].

Below 6 GHz, IEEE and ICNIRP guidelines rec-
ommend basic restrictions which are specific absorption

rate (SAR) over 1-gram and 10-gram tissues and incident
power density (IPD) for EM field exposure limits. In the
frequency range 6-300 GHz, the basic restrictions and
limitations determined by the guidelines are absorbed
power density (APD), IPD, and whole-body average
SAR for a given IPD.

Interaction between the human body and EM field
exposure generated by far-field and near-field sources
has been extensively investigated in [7–23] at different
frequency of interest. In most studies [7–18], human
body models with bare skin have been used for EM
dosimetry analysis at below and above 6 GHz. How-
ever, electromagnetic power absorption by biological tis-
sues can be affected by the presence of fabrics on the
human body [19–23]. Power transmission coefficients
(PTC) [19] in the presence of a fabric on the skin surface
with and without an air gap between the fabric and skin
surface have been analytically calculated up to 300 GHz.
Therefore, it is important to consider the impact of fab-
rics on the accuracy of EM dosimetry analysis, especially
at MMW frequency range. In several studies [1, 2, 19–
23], the effect of fabrics on the human body has been
investigated due to EM field exposure at MMW frequen-
cies, and it could be concluded that the presence of fabric
on the human body acts as impedance matching layers
affecting EM field absorption. The effects of most com-
mon fabrics, cotton and wool, on APD, PTC, and temper-
ature rise of a one-dimensional (1D) four-layered model
are investigated in [20] using the finite element method
(FEM) due to EM far-fields exposure and in [20] using
CST software employing the finite integration technique
(FIT) at 26 GHz and 60 GHz. The effect of fabrics on
the human body for body centric communication has
been studied in terms of path gain at 60 GHz in [21].
Two-dimensional (2D) clothed skin models with cotton
and wool fabrics experiencing EM field exposure with
oblique incident angle at 60 GHz in [22] and over the
frequency range from 20 GHz to 100 GHz in [23] have
been investigated using Monte Carlo simulations. How-
ever, to the best of our knowledge, 1D clothed multi-
layered human body models exposed to an EM field at
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MMW frequency range have not been investigated using
the finite-difference time-domain (FDTD) method.

The FDTD method has been widely used in EM
dosimetry analysis of three-dimensional (3D) human
body voxel models without clothing. However, it is dif-
ficult to create 3D clothed human body voxel models
for EM dosimetry analysis based on the FDTD method,
especially at MMW frequency range. Therefore, a 1D
multi-layered head model obtained from a realistic head
voxel model as in [11] can be used in EM dosimetry anal-
ysis using the FDTD method based on the Debye model
to show the effect of different fabric materials on the EM
field exposure metrics at wide range of frequencies from
1 GHz to 100 GHz.

In this study, a 1D multi-layered head model clothed
with cotton or wool fabrics is analyzed using the FDTD
method based on the Debye model to show the effect
of fabrics in the human body over the frequency range
from 1 GHz to 100 GHz. Furthermore, the effect of fabric
thickness and effect of an air gap between the fabrics
and the skin surface in the 1D multi-layered model on
the accuracy of EM dosimetry analysis are investigated
using the FDTD method at frequencies up to 100 GHz.
Numerical results obtained in this study show that PTC,
APD, and heating factor based on the temperature rise
and APD in the 1D multi-layered model are significantly
affected by the presence and thickness of fabrics and air
gap.

II. METHOD AND MODELS
A. 1D multi-layered model and fabrics

A 1D multi-layered model extracted from the fore-
head region of 3D realistic human head model [24]
shown in Fig. 1 (a) is used in the EM dosimetry anal-
ysis. The tissue arrangement and thicknesses in the 1D
multi-layered model, shown as dashed lines in Fig. 1 (b),
are shown in Fig. 1 (c).

The 1D multi-layered forehead model in Fig. 1 (b)
covered by cotton/wool fabrics, such as a hat, is used in
this study to show the effect of clothing on EM dosime-
try analysis. The complex relative permittivity [ε∗r (ω)]
of the cotton and wool, which are 2− j0.04 and 1.22−
j0.036, respectively, are given in [20]. The thickness of
fabrics (t f abric) varies from 0.5 mm to 3 mm or more. The
thickness of air gap (tair) between the fabric and the skin
surface varies from 0 mm to several mm.

B. FDTD method based on the Debye model

The FDTD method mostly used in the EM dosime-
try analysis provides solutions at a wide range of fre-
quencies when the Debye model [25, 26] is integrated
into the FDTD method to analyze frequency-dependent
biological tissues as in [10, 11]. The three-term Debye
parameters (ε∞ relative permittivity at infinite frequency,
εk static relative permittivity, and τk relaxation time at

 
(a) (b)

(c)

Fig. 1. (a) 3D human head model [24] (red band shows
the 2D cross sectional of forehead region), (b) 1D multi-
layered forehead model (black dashed line), and (c) types
of tissues and their thickness in the 1D model.

kth term) of head tissues provided in [27] are used in the
Debye model to obtain solutions up to 100 GHz. These
Debye parameters were obtained from a numerical pro-
cedure presented in [28] and provide EM solutions at fre-
quencies up to 100 GHz in a single FDTD simulation:

ε∗r (ω) = ε
′
r+ jε

′′
r = ε∞+

3

∑
k=1

εk − ε∞

1+ jωτk
. (1)

In the FDTD method, cell size is set to 0.0625 mm
which satisfies the Courant-Friedrichs-Lewy (CFL) con-
dition [26]. The FDTD computational domain is ter-
minated by 10-cell convolution perfect matched lay-
ers (CPML) with 15-cell air layers. A Gaussian wave-
form considered as an incident plane wave including all
frequency of interest up to 100 GHz is generated on
the total-field scattered-field (TF-SF) boundary [26] to
excite the FDTD computational domain. The IPD of the
incident plane wave based on the public exposure sce-
nario in the ICNIRP guideline [5] is set to 5 W/m2 at
1 GHz and 10 W/m2 over the frequency range from
2 GHz to 100 GHz.

C. Calculations of power transmission coefficient,
SAR, absorbed power density, and heating factor

In order to evaluate transmission from air to skin
tissue, the power transmission coefficient (PTC) is cal-
culated by dividing the total power deposition (TPD) by
the IPD. The TPD of the 1D model is expressed in [29]
as:

T PD =
1
2

∫ imax

i=0
σi|Ei|2di, (2)
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where imax is larger than penetration depth in the 1D
model, and Ei [V/m] and σi [S/m] are the electric field
strength and the electric conductivity of the ith indexed
cell of the tissues, respectively. The APD [30] for 1D
multi-layered models can be expressed as:

APDi =
|Ei|2
|η | , (3a)

where:

|η |= ηo

√
μr

ε ′r[1+(ε ′′r /ε ′r)]
0.25 , (3b)

where ηo is the characteristic impedance in free space
and μr is the relative permeability of a material. The SAR
defined in [5, 6] is calculated to determine how much EM
power is absorbed per unit mass of tissues:

SAR(i) =
σi

2ρ

(
|Ei|2

)
, (4)

where ρ is the mass density of the tissues.
The temperature rise distribution in the 1D multi-

layered model due to EM field exposure has been cal-
culated by using the Pennes bioheat equation [31].
This equation can be solved using the finite-difference
approximation as follows:

T n+1(i) = T n(i)+
Δt
C

·
[

SAR(i)−B
ρ
· [T n (i)−Tb] (5)

+
K

ρ ·Δ2 · [T n(i+1)+T n(i−1)−2 ·T n(i)]
]
,

where C [J/(kg·◦C)], K [W/(m·◦C)], and B [W/(m3·◦C)]
are the heat capacity, the thermal conductivity, and the
blood perfusion rate, respectively, and Δ is the resolution
of 1D multi-layered model. T n (i) is the temperature [◦C]
at time n and at ith indexed cell, and Tb is the blood tem-
perature [◦C] set to 37◦C. The thermal increment (Δt) for
the iterative calculation of equation (5) must satisfy the
thermal stability numerically:

Δt ≤ 2 ·ρ ·C ·Δ
12 ·K+B ·Δ2 . (6)

The convection boundary condition for a clothed 1D
model without an air gap can be solved using the finite
difference approximation as implemented in [10, 11].
However, the boundary conditions in the presence of an
air gap between the fabric and skin surface can be con-
sidered in [32, 33] as a closed enclosure. The convective
boundary condition is expressed as:

T n+1(imin) =
K ·T n+1(imin+1)+Tair ·H ·Δ

K+H ·Δ , (7)

where Tair is the air temperature set to 20◦C, n is the unit
normal vector to the interfaces, and H is the convection
heat transfer coefficient of 10.5 [W/(m2·◦C)]. The mass
density and thermal parameters of the tissues used here
are provided in [34]. The steady-state temperature distri-
bution in the human body model is calculated when SAR
= 0. Then, the final temperature rise distribution is com-
puted by solving the bioheat equation again when SAR �=

0. Finally, the temperature rise distribution is difference
of the steady-state and final temperature distributions.

The heating factor, defined as the steady-state tem-
perature rise divided by APD, is calculated as a function
of frequency up to 100 GHz. The heating factor is a use-
ful assessment of thermal effect due to EM wave expo-
sure at frequencies above 6 GHz. Above 6 GHz, the max-
imum heating factor should be at most 0.025 [◦C·m2/W]
based on [13].

III. NUMERICAL RESULTS

To verify the validity of the FDTD method based
on the Debye model, the 1D multi-layered forehead bare
model is analyzed to obtain APD and local SAR values at
60, 77, and 100 GHz when IPD is 10 W/m2. In Table 1,
the maximum values of APD and local SAR of the 1D
human forehead model are compared with the results
presented in [1, 14, 19]. The results obtained in this study
are in good agreement with the published results, despite
analyzing different multi-layered models. The 1D multi-
layered models clothed with cotton/wool fabrics of dif-
ferent thickness (t f abric) in contact with the skin surface
(tair = 0) are analyzed in this study to calculate the PTC
and APD values at 60 GHz for IPD of 10 W/m2. For
comparison, Table 2 shows the results obtained in this
study and obtained using FEM in [20].

Table 1: Max. APD and local SAR values at different
frequencies of interest for IPD of 10 W/m2

Models
Freq.

[GHz]

Max. APD

[W/m2]

Max. SAR

[W/kg]

[1]
60

6.2 26.0
[19] 5.9 27.6

This study 6.2 20.6
[14] 77 N/A 27.2

This study 6.5 25.4
[14] 100 N/A 33.9

This study 6.9 29.3

Table 2: PTC and max. temperature rise at 60 GHz
Cotton (mm) Models TPC APD

1 [20] 0.79 7.8
This study 0.78 7.8

2 [20] 0.72 6.4
This study 0.63 6.4

3 [20] 0.77 6.3
This study 0.65 6.4

A. Effect of cotton/wool thickness on EM exposure
metrics

The effects of cotton/wool thickness in contact with
skin surface in the 1D multi-layered forehead models
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are analyzed using the FDTD method over the frequency
range up to 100 GHz. PTCs of the 1D bare and clothed
models with cotton/wool fabrics of 1, 2, and 3 mm thick-
ness are calculated and shown in Fig. 2 as a function
of frequency. It can be realized that power transmis-
sion between the fabrics and skin surface is significantly
affected by the fabric type and thickness, and the fre-
quency of EM field exposure. As frequency changes,
there may be an oscillation in power transfer to the skin
surface. PTCs for clothed models in Fig. 2 have max-
ima and minima at certain frequencies because the fab-
ric acts as impedance matching layers. In PTC values
for the 3 mm thick cotton, the first highest occurs at a
frequency of 17 GHz, where the thickness of cotton is
equal to t f abric = λ f /4 [19] where λ f is the wavelength
in the fabrics. Similarly, other maxima of PTC occur at
frequencies of 51 and 85 GHz when t f abric = 3λ f /4 and
t f abric = 5λ f /4, respectively. It can be deduced that peak
values of PTCs appear at frequencies where the thick-
ness of fabrics is equal to odd multiples of λ f /4 [19] and
expressed as:

(a)

(b)

Fig. 2. PTCs of bare and clothed 1D multi-layered
forehead models with different thickness of (a) cotton
(tcotton) and (b) wool (twool) fabrics when tair = 0.

t f abric = (2n+1)
λ f

4
= (2n+1)

ϑp

4 f
, (8)

where ϑp is phase velocity in the fabrics, f is the fre-
quency of the EM field, and n is an integer number. In
Table 3, frequencies calculated from equation (8) and
obtained from Fig. 2 are the frequencies at which peak
power absorption occurs for different thicknesses of the
cotton and wool fabrics. The frequencies obtained from
Fig. 2 are in good agreement with those obtained from
exact calculation in equation (8). Additionally, it can be
seen from Fig. 2 that PTC values below 10 GHz are not
affected by the presence of fabrics because the thick-
ness of fabrics is smaller than the wavelengths of the EM
waves at frequencies below 10 GHz.

Figure 3 shows the PTCs of 1D models clothed with
cotton fabric as a function of its thickness at frequen-
cies of 30, 60, and 100 GHz. In Fig. 3, the maximum
PTC values for each frequency of interest occurs when
the cotton thickness is equal to odd multiples of λ f /4
in equation (8). Table 4 shows the cotton thickness at
which PTC values are maximum at 30, 60, and 100 GHz,
calculated from equation (8) and obtained from Fig. 3.
The cotton thickness calculated using equation (8) and
obtained from Fig. 3 are in acceptable agreement.

Table 3: Frequencies for peak PTCs in Fig. 2 and calcu-
lated from equation (8) for fabrics with different thick-
ness

Models
Thickness

[mm]

Exact Freq. in

(8) [GHz]

Freq. in

Fig. 2 [GHz]

Cotton
1 53.03 51
2 26.51/79.55 26/77
3 17.68/53.03/88.38 17/51/85

Wool
1 67.9 74
2 33.95 34
3 22.63/67.90 23/68

Fig. 3. PTCs at 30, 60, and 100 GHz as a function of
tcotton for the 1D multi-layered forehead models clothed
with cotton fabric when tair = 0.
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Table 4: Cotton thickness for peak PTCs in Fig. 3 and
calculated from equation (8) at 30, 60, and 100 GHz

Freq.

[GHz]

Exact Thickness

in (8) [mm]

Thickness in

Fig. 3 [mm]

30 1.8/5.3 1.5/5.125
60 0.88/2.7/4.4 0.625/2.5/4.25

100 0.53/1.6/2.7/3.7
/4.8/5.8

0.5/1.5/2.5/3.625
/4.625/5.75

Heating factors for cotton and wool fabrics with the
thickness of 1, 2, and 3 mm are shown in Fig. 4 over
the frequency range up to 100 GHz. The calculated heat-
ing factors are compared to those obtained for a 1D
multi-layered bare model presented here and a simple
1D bare model presented in [12]. The heating factors are
frequency-dependent below 30 GHz, whereas they are
little affected by frequency changes above 30 GHz. They
are significantly affected by the thickness of the fabric
and not so much by the type of fabric.

( )(a)

(b)(b)

Fig. 4. Heating factors of the bare and clothed 1D mod-
els with different thickness for (a) cotton (tcotton) and (b)
wool (twool) fabrics when tair = 0.

The frequency-dependent local SAR values are cal-
culated for the 1D multi-layered forehead model clothed
with cotton/wool fabrics having different thicknesses
when tair = 0. Peak local SAR values for clothed with
different thickness and bare 1D multi-layered models are
shown in Fig. 5 as a function of frequency. From Fig. 5,
peak SAR values of 1D models, especially at frequencies
above 20 GHz, are affected by the presence of fabrics and
their thickness on the 1D model. It can be realized from
Figs. 2 and 5 that the frequencies at which the maxima
and minima values in the PTC curves occur are the same
as the frequencies at which the maximum and minimum
values occur in the SAR curves.

(a)

(b)

Fig. 5. Peak local SAR of bare and clothed 1D models
for different thickness of (a) cotton and (b) wool fabrics
when tair = 0.

B. Effect of air gap thickness between fabrics and
skin surface

To demonstrate the effects of different thickness for
an air gap between fabric and skin surface on the EM
field absorption, 1D multilayer forehead models clothed
with 1 mm thick cotton/wool fabrics in the presence of
an air gap with different thicknesses (tair = 0, 1, 2, 3 mm)
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are analyzed up to 100 GHz. PTCs for the different thick-
ness of air gap in the 1D multi-layered model are shown
in Fig. 6. It can be seen from Fig. 6 that PTCs of clothed
1D models are increasing and decreasing in the pres-
ence of the air gap over the frequency range. The air gap
and fabrics act as impedance matching layers between
the fabrics and the skin surface, and they create fluc-
tuations over the frequency band. Cotton fabric causes
larger fluctuations in the PTC values over the frequency
band due to its higher relative permittivity compared to
the permittivity of wool fabric. In Fig. 7, the PTCs of the
1D model clothed with 1 mm thick cotton at frequen-
cies of 30, 60, and 100 GHz are shown as a function
of air gap thickness. From Fig. 6, it can be noticed that
PTC values are significantly affected by the change of
thickness of the air gap between the fabric and the skin
surface.

Heating factors of the 1D multi-layered models
clothed with 1 mm thick cotton and an air gap of 1, 2,
and 3 mm thickness are shown in Fig. 8. At the fre-
quency band above 10 GHz, heating factors for cotton
fabric are slightly higher than those for wool fabric due
to having higher relative permittivity of the cotton fabric.

(a)

(b)

Fig. 6. PTCs of the 1D model clothed with 1 mm thick
(a) cotton and (b) wool fabrics when tair = 0, 1, 2, 3 mm.

Fig. 7. PTCs at 30, 60, and 100 GHz as a function of tair
for 1 mm thick cotton.

(a)

(b)

Fig. 8. Heating factors of 1D models with 1 mm thick (a)
cotton and (b) wool fabrics when tair = 0, 1, 2, 3 mm.

They are not affected by the presence of an air gap larger
than 1 mm thick.

The peak values of local SAR over the frequency
band are shown in Fig. 9 for clothed 1D multi-layered
model with different thickness of air gap. The local SAR
values in Fig. 9 are significantly affected by the type of
fabric and the presence of an air gap and its thickness.
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Above 20 GHz, the cotton fabric causes larger fluctua-
tions for local SAR values than wool fabric. It can be
realized from Fig. 9, the air gap between fabrics and skin
tissue acts as an impedance matching layer.

(a)

(b)

Fig. 9. Peak local SAR of 1D model clothed with 1 mm
thick (a) cotton and (b) wool when tair = 0, 1, 2, 3 mm.

IV. CONCLUSION

EM field exposure of 1D multi-layered head mod-
els clothed with cotton and wool fabrics is investigated
using the FDTD method with Debye model in the fre-
quency range from 1-100 GHz. The impact of the thick-
ness of cotton and wool fabrics on EM field exposure
metrics is analyzed up to 100 GHz. In addition, it is
investigated how the presence of an air gap with dif-
ferent thickness between the fabric and the skin sur-
face could affect power transmission to the skin surface,
APD, and heating factor. Numerical results show that the
presence of fabrics and air gap introduced between the
fabric and the skin surface significantly affects power
transmission to the skin surface, APD, and heating factor.
Power transmission to the skin surface strictly depends
on the thickness of the fabric and the air gap, resulting

in decreased and increased EM power deposition in the
tissues.
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Abstract – Electric vehicle wireless power transfer
brings additional electromagnetic exposure (EME) risks
to the human body, especially those with metal implants.
This paper focuses on the safety assessment of human
EME with aortic valve stents (AVS), and establishes
electromagnetic simulation models for different genders
of humans, AVS, and electric vehicle-wireless power
transfer (EV-WPT) systems. The transmission power of
the EV-WPT system is 11 kW. Considering the uncer-
tainty of the EV-WPT system and AVS in practical use,
an efficient deep neural network method is proposed to
evaluate the EME safety to different genders of humans.
Using the standard limits of the International Commit-
tee on Non-Ionizing Radiation Protection (ICNIRP) as
the judgment standard, comparing human EME under
static conditions, it is demonstrated that AVS can change
the distribution of induced electric fields in the human
body and increase the risk of human EME. Moreover, the
probability of male human EME exceeding the standard
limits is 22.78% higher than that of female human.

Index Terms – Aortic valve stents (AVS), deep neural
network, electric vehicle (EV), electromagnetic exposure
safety, human model, wireless power transfer (WPT).

I. INTRODUCTION

Electric vehicles (EVs) are the core of future auto-
motive technology development. Compared to plug-in
charging, wireless power transfer (WPT) systems can
save urban land space. Furthermore, the charging pro-
cess is safe and reliable, enabling seamless charging [1].
More importantly, the electric vehicle-wireless power
transfer (EV-WPT) system is a key link in improving
intelligent driving. Therefore, the WPT system will be

the development trend of future EV charging technol-
ogy [2]. Due to the transmission of energy through open
space [3], the EV-WPT system generates a large amount
of leakage magnetic field, which inevitably exposes the
nearby human body to the electromagnetic environment
of the EV-WPT system. The safety of human electro-
magnetic exposure (EME) in the EV-WPT system has
always been a focus of attention. In order to ensure
the charging efficiency of EV and avoid range anx-
iety [4], the charging power of EV-WPT systems is
usually as high as several thousand watts or even ten
thousand watts, which significantly increases the risk
of human EME. Therefore, evaluating the safety issues
of human EME around EV-WPT systems is of great
significance [5].

In order to ensure the safe use of high-power EV-
WPT systems, many international organizations have
developed relevant standards for the leakage magnetic
field of WPT systems [6–8]. For example, the Interna-
tional Committee on Non-Ionizing Radiation Protection
(ICNIRP) has developed different standards based on the
different operating frequencies of WPT systems. When
the operating frequency of WPT systems is below 100
kHz, the safety of human EME is mainly based on non-
thermal effects, so the standard of concern is the induced
electric field intensity (induced-E). When the working
frequency of the WPT system is higher than 100 kHz,
the EME safety of the human body is mainly based on
thermal effects, and the specific absorption rate (SAR)
of the human body is the standard of concern. With the
current working frequency of EV-WPT systems typically
being 85 kHz, this paper adopts induced-E as the anal-
ysis object of human EME in EV-WPT systems. The
American Society of Automotive Engineers divides the
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EV-WPT system into multiple levels based on transmis-
sion power [9], including WPT1 corresponding to 3.7
kw, WPT2 corresponding to 7.7 kw, and WPT3 corre-
sponding to 11.1 kw. Considering the pursuit of charg-
ing speed for EVs, the 11.1 kw WPT system has most
prominent research value.

For the human body exposed to the leakage mag-
netic field of the EV-WPT system, key organs in the
human body are most worthy of attention. The heart is
one of the most important organs in the human body,
and there are a large number of cardiovascular disease
patients in the world. Among them, aortic valve stenosis
often leads to coronary artery disease, causing myocar-
dial infarction and resulting in patient death. To treat this
disease, a mechanical (metal made) aortic valve stent
(AVS) is usually implanted into a narrowed valve in the
patient’s body to achieve normal blood delivery function
of the heart [10, 11]. When the human body implanted
with AVS is exposed to the leakage magnetic field of the
EV-WPT system, the metal stent may change the dis-
tribution of electromagnetic energy, where the tip and
edge of the stent are more likely to cause induced-E in
the human body to exceed the recommended standard
limit, leading to harm to the human body. In the prac-
tical application of the EV-WPT system, there is a lot
of uncertainty in the positional relationship between the
human body and the EV-WPT system, and there is usu-
ally misalignment between the transmitting and receiv-
ing coils of the WPT system. At the same time, there is
also uncertainty in the relevant parameters of the WPT
system during the production and manufacturing pro-
cess. The above uncertainties will propagate to the leak-
age magnetic field of the EV-WPT system, ultimately
affecting the EME safety of the human body. Therefore,
it is of great significance to comprehensively evaluate the
EME safety of human bodies with AVS in the leakage
magnetic field of the EV-WPT system, taking into full
consideration the uncertainties.

The main contributions of this paper are as
follows:

1. Considering the human body of different genders,
this paper evaluates the EME safety of males and
females in the leakage magnetic field of the EV-
WPT system;

2. This paper proposes a more efficient deep neural
network method to analyze the uncertainty quantifi-
cation (UQ) problem of human EME safety;

3. This paper analyzes the quantification of uncer-
tainty in the safety of human EME with AVS, and
takes into account the uncertainty of implants. It
intuitively demonstrates the EME risk of the human
body with metal medical implants in the leakage
magnetic field of the EV-WPT system.

The main structure of this paper is as follows.
Section II introduces the current research status of
human EME safety assessment in the EV-WPT system.
In section III, the human body model, AVS model, EV
model, WPT system model, and human EME scenario
are discussed. In section IV, the UQ method of our
proposed deep neural network is introduced. Section V
presents and analyzes the numerical experimental results
of quantifying the safety uncertainty of human EME
with AVS, and provides a detailed discussion. Section
VI summarizes our research content and introduces our
next research work.

II. RELATED WORK

EV-WPT technology is one of the most promising
technologies, but it is accompanied by concerns about
the electromagnetic safety of EV-WPT systems. Due to
ethical issues in medicine and limitations in current tech-
nological levels [12], it is very difficult to measure the
electromagnetic field inside the human body. Therefore,
current research mainly focuses on numerical simula-
tion, and analyzes the safety issues of human exposure
to the electromagnetic environment of the EV-WPT sys-
tem by establishing corresponding models in simulation
software [13]. El-Shahat et al. [14] established an elec-
tromagnetic simulation model between the EV-WPT sys-
tem and the human body, measured human EME at dif-
ferent distances, and analyzed the safe distance between
the human body and the EV-WPT system. Chakarothai
et al. [15] compared the numerical simulation results of
human exposure in the electromagnetic environment of
the EV-WPT system with experimental measurements,
and derived the EME of the human body at different
distances. Choi et al. [16] evaluated the electromagnetic
safety issues of an EV-WPT system with a power of
20 kw, analyzed the EME values of the surrounding
human body in the presence of offset between the trans-
mitting and receiving coils, and compared them with
the standard limits. The results showed that the basic
limits of human fat and muscle were exceeded. Christ
et al. [17] evaluated the exposure of the human body
near the WPT system and analyzed it using four human
models. They found that the intensity of human EME
is closely related to the coil design and distance of the
WPT system. Park [18] designed and established an elec-
tromagnetic simulation model for the EV-WPT system,
and analyzed the human EME dose of the WPT system
under different exposure scenarios, including shielded,
unshielded, coil aligned, and coil misaligned conditions.
By comparing with standard limits, the maximum trans-
mission power and minimum safe distance of the EV-
WPT system were proposed. Wang et al. [19] evaluated
the human EME safety of an EV-WPT system with a
power of 10 kw. They analyzed three human models and
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three exposure fields and, based on the results, proposed
recommendations for the maximum power of the EV-
WPT system and three protective measures for human
EME safety.

In addition to the aforementioned studies,
researchers have also noticed the risks of metal
implants in the human body exposed to electromag-
netic fields and conducted research. Shah et al. [20]
established EV-WPT system models with different
power levels and analyzed the intensity of induced-E
in human bodies with multiple metal implants. In the
simulation results, it was observed that the induced-E
at the tibial intramedullary nail exceeded the standard
limit of ICNIRP. Meanwhile, Shah et al. [21] evaluated
the safety of human EME around EV-WPT systems
operating at radio frequencies. The analysis results
showed that when the human body with implants is
located near the EV-WPT system, the SAR in the human
body will exceed the standard limit.

In the above studies, many researchers have focused
on the impact of misalignment between the transmitting
and receiving coils of the EV-WPT system on human
EME safety. This is actually an undeniable uncertainty
in the application process of the EV-WPT system, and
metal implants also have uncertainty, which can signif-
icantly affect the distribution of electromagnetic fields
in the human body. However, the existing main research
only considers these situations as fixed exposure scenar-
ios, especially in the EV-WPT system where there is
more than one type of uncertainty, resulting in incom-
plete evaluation results of human EME safety. Currently,
few studies have considered the impact of uncertainty on
the safety of human EME. Wang et al. [22] considered
the uncertainty of geometric parameters and human posi-
tion in the EV-WPT system, and quantitatively analyzed
the uncertainty of human EME safety based on spec-
tral methods. However, they did not take into account
the potential impact of metal implants on the evalua-
tion results. In [23], the influence of metal implants was
considered, but the research subjects were males only.
The uncertainty quantification method used was proba-
bility driven, and the computational cost would increase
with the increase of variable dimensionality, leading to
the problem of ”curse of dimensionality”. Therefore, in
response to the shortcomings in the above research, this
article takes male and female models with heart AVSs
around the EV-WPT system as the research objects, con-
siders uncertain exposure scenarios in practical applica-
tions, proposes an efficient deep neural network method
to quantify the uncertainty of human EME safety,
analyzes the statistical probability of risks exceeding
standard limits, and intuitively evaluates human EME
safety.

III. MATH
A. EV and WPT system

Firstly, the EV-WPT device model established in
this article consists of an EV and a magnetic coupled
WPT device. The EV model in this paper is constructed
based on a pure electric sports car model with excellent
power performance. As shown in Fig. 1, its spatial geo-
metric dimension is 4520×2050×1260 mm. Consider-
ing that real sports cars need to balance lightweight, high
rigidity, and stability, the body and wheels of this arti-
cle are made of aluminum alloy material, the front and
rear windshields and windows are made of polycarbon-
ate material, and the tires are made of rubber material.
The size and material of the above EV model fully meet
the requirements of this study.

Fig. 1. EV model.

The working principle of the WPT system is shown
in Fig. 2 . The power grid inputs AC power, which
is converted into DC power through a rectifier circuit
at the transmitting end. The DC power is then con-
verted into higher frequency AC power through a high-
frequency inverter circuit. The output power frequency
of the inverter circuit is the resonant frequency of the
transmitting resonant circuit. At this time, the transmit-
ting circuit works in a resonant state under the action
of the compensating circuit at the transmitting end, pre-
senting pure resistance. According to Faraday’s law of
electromagnetic induction, the transmitting coil excites
a high-frequency electromagnetic field with a resonant
frequency in space, which is induced and received by
the receiving end coil. At this time, under the action of
the receiving end compensation circuit, the receiving end
circuit works in a resonant state and also presents pure
resistance. The receiving end rectification circuit and
DC-DC circuit convert the high-frequency power supply
into the DC power required by the load, achieving wire-
less energy transmission. The magnetic coupling WPT
device in this article equivalently converts the transmit-
ting and receiving circuits. The transmitting and receiv-
ing devices are considered as shown in Fig. 3 . The trans-
mitting device consists of a transmitting metal electro-
magnetic shielding layer and a transmitting coil (Tx),
while the receiving device consists of a receiving metal
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electromagnetic shielding layer and a receiving coil (Rx).
The geometric dimensions of the transmitting and receiv-
ing electromagnetic shielding layers are the same, both
620×620×8 mm (A×A). The material selection is fer-
rite material, which is commonly used for electromag-
netic shielding. The wire diameters of Tx and Rx are
2.5×10−6 and 1.8×10−6 mm2, with 15 and 20 turns,
respectively.

Fig. 2. Working principle of WPT system.

Fig. 3. WPT geometric model.

In order to improve the transmission performance of
the magnetic coupled WPT device, an LCC-LCC topol-
ogy compensation network structure is adopted in this
article, as shown in Fig. 4 . Among them, I0 is the equiv-
alent current source at the transmitting end of the lin-
ear WPT circuit model, U1 is the terminal voltage of the
equivalent current source at the transmitting end, and Ls1
and L1 are the resonant inductance at the transmitting end
and the self-inductance of Tx, respectively. The isolation
capacitance and resonant capacitance at the correspond-
ing transmitting end are Cp1 and Cs1, respectively. Rs1
and R1 are the internal resistance of Ls1 and Tx, respec-
tively. M is the mutual inductance between the transmit-
ter and receiver. Similarly, Ls2 and L2 are the resonant
inductance at the receiving end and the self-inductance
of Rx, respectively. The isolation capacitance and res-
onant capacitance at the receiving end are Cp2 and Cs2,
respectively. Rs2 and R2 are the internal resistances of Ls2
and Tx, respectively. RL is the resistance of the load car-
ried by the WPT device, and U2 is the terminal voltage of
the load at the receiving end. When the LCC-LCC topol-
ogy compensation circuit operates in a resonant state, the
following resonant conditions apply.

Fig. 4. LCC-LCC topology compensation circuit.

Resonance conditions at the transmitting end:

ωL1 − 1
ωCs1

=
1

ωCp1
= ωLs1. (1)

Resonance conditions at the receiving end:

ωL2 − 1
ωCs2

=
1

ωCp2
= ωLs2. (2)

When the magnetic coupled WPT device operates at
a resonant frequency of 85 kHz and there are no dislo-
cations at the transmitting and receiving ends, this paper
considers its transmission power to be 11 kW.

B. Male and female human models

This paper considers the inconsistency of body fat
and muscle content between males and females. In order
to obtain the differences in EME between males and
females, human models of males and females were estab-
lished using Comsol finite element numerical simulation
software, as shown in Fig. 5 . Among them, the male

Fig. 5. (a) Male human model, (b) heart with AVS, and
(c) female human model.
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human model has a height of 1.80 m and a weight of 77
kg, while the female model has a height of 1.68 m and a
weight of 55 kg.

The resonant transmission frequency of the EV-
WPT device in this article is 85 kHz, the conductivity
of male human tissue is considered to be 0.27 s/m, and
the relative permittivity is 5500. The electrical conduc-
tivity of female human tissue is considered to be 0.23
s/m, with a relative permittivity of 5300. The conductiv-
ity of cardiac tissue is considered to be 0.21 s/m, with
a relative permittivity of 11137 [20, 22]. According to
ICNIRP 2010, when the electromagnetic field radiation
frequency is less than 100 kHz, the induced-E inside the
human body is the main measurement target. Therefore,
this article uses induced-E as the indicator for calculat-
ing human EME. In addition, according to the recom-
mendations of ICNIRP, when calculating the induced-E
of the human body, the mesh division of the human body
model should be within 2×2×2 mm3, the mesh division
for male and female body models in this article adopts
0.9×0.9×0.9 mm3, which meets the recommendations
of ICNIRP.

C. AVS

This paper evaluates the electromagnetic safety
issues of the leakage electromagnetic field generated
during the operation of the EV-WPT device on human
bodies of different genders containing metal medical
implants. The heart is the engine of the human body,
which circulates blood to various parts of the body
through contraction and relaxation. However, among car-
diovascular diseases, the incidence rate and mortality
rate of aortic valve disease is the second highest in the
world [24]. Every year, nearly 30000 patients worldwide
receive AVS replacement [25]. AVS is used to replace
diseased valves to achieve the recovery of cardiac pump-
ing function. Figures 6 (a-c) show the front and top
views of the AVS customary in this paper. The length
of the AVS is 26.7 mm and the diameter is 20 mm.
The AVS is composed of 45 diamond shaped structures,

(a) (b) (c)

Fig. 6. Implant model.

each with a thickness of 0.45 mm and an edge width
of 0.45 mm. Considering the biological safety, compat-
ibility, and high strength of titanium alloy, nickel tita-
nium alloy is chosen as the material for the AVS, with
the following electromagnetic parameters: conductivity
of 2.38×106 S/m, with a relative dielectric constant of
1. The sharp edge of metal implants can affect the dis-
tribution of electromagnetic fields and have the potential
to absorb electromagnetic energy. Considering the high
precision and multi tip of the AVS in this article, its mesh
is divided into a finer resolution of 0.15×0.15×0.15
mm3.

D. Electromagnetic field analysis and calculation

To analyze the alternating electromagnetic field gen-
erated by magnetic coupled WPT using near-field theory,
the electromagnetic field generated by resonators can be
divided into radiated electromagnetic field and induced
electromagnetic field by their properties. There is a 90◦
phase angle between the magnetic field and the elec-
tric field of the induced electromagnetic field. The elec-
tromagnetic energy of the induced electromagnetic field
exchanges with each other during electromagnetic oscil-
lations, flowing back and forth between the surrounding
space and the resonator, without external radiation. In
contrast, the radiated electromagnetic field is detached
from the electromagnetic coupling resonator and radi-
ated externally. According to the distance from the radi-
ation source, the induced electromagnetic field and the
radiated electromagnetic field are divided into near-field
and far-field. The field intensity in the far-field decays
with increasing distance. When the distance from the res-
onator is multiple wavelengths, only the electromagnetic
radiation field needs to be considered. When the distance
from the resonator is within the λ /2π (λ is the wave-
length), only the induced electromagnetic field needs to
be considered. When working in the near-field, there is
only electromagnetic field flow around and between the
resonator, and there is no emission in the distance. Only
by working in the near-field space can efficient energy
transfer be achieved between the fields and circuits of
the electromagnetic resonant WPT device.

When analyzing the numerical calculation of the
electromagnetic field generated by magnetic coupled
WPT, the magnetic quasi-static (MQS) method is used
to solve the electromagnetic field value considering that
the wavelength of the electromagnetic wave in space
is larger than the geometric shape of the target to be
solved. The criteria for using the MQS method are as
follows [26]: ∣∣α2∣∣d2 � 1, (3)

α2 = ω(ωεr + jσ)μ0. (4)
Among them, α is the wavenumber and d is the

diameter of the calculation area. In the absence of
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damage, the relationship between α and wavelength λ
is α=2π/λ , ω is the angular frequency of the electro-
magnetic field, the dielectric constant and conductivity
of εr and σ human tissues, and μ0 is the value of vacuum
permeability 4 π × 10−7 (H/m).

In this paper, the transmission frequency of the mag-
netic coupled EV-WPT device is 85 kHz, and the electro-
magnetic wavelength generated in the near-field is about
tens of meters [26]. When analyzing the electromagnetic
field values at this frequency, the size of the target is
much smaller than the wavelength of the electromagnetic
wave, and the MQS method can be used to solve it.

E. Exposure scenario

The WPT system transmits energy through an open,
loosely coupled structure, thus posing a higher risk when
the human body is exposed without obstruction. Con-
sidering the practical situation of the EV-WPT system
in daily use, the vehicle chassis is usually composed
of metal, which has a certain shielding effect. There-
fore, this paper mainly considers the situation where the
human body is located outside the vehicle, and takes the
exposure scene when the human body is located at the
rear of the vehicle as the research object, as shown in
Fig. 7.

(a)

(b)

Fig. 7. Electromagnetic exposure scenarios.

IV. UNCERTAINTY QUANTIFICATION
METHOD BASED ON DEEP NEURAL

NETWORKS

In recent years, UQ based on machine learning the-
ory has been vigorously promoted as an emerging tech-
nology, among which classic methods include Bayesian
neural network prediction, Markov chain, Monte Carlo,

approximate variational inference, etc. These methods
have been successfully applied in multiple fields such as
drone driving, moving object detection, and image pro-
cessing, effectively achieving multiple functions such as
probability statistical moment estimation and risk assess-
ment. In the actual scenario of wireless energy transmis-
sion in EVs, considering the influence of uncertain fac-
tors such as misalignment of coupling coil groups caused
by improper driver operation and errors in the manufac-
turing process of system components, the human EME
indicators located around the wireless charging device
also have strong uncertainties. Therefore, it is urgent to
carry out human EME safety assessment and analysis.

This paper focuses on the induced-E of the heart
with an AVS in the human body as the research objective.
Deep neural networks are used to quantify the uncer-
tainty of the induced-E of the human body under the
exposure environment of the EV-WPT system, and the
probability density distribution of the induced electric
field strength value is obtained. The neural network itself
consists of many hidden layers. Assuming that the input
of a single node in the hidden layer is x and the output is
y, the relationship between y and x can be expressed as:

y = σ(w · x+b), (5)

where σ (·) represents a nonlinear transfer function, w is
a linear mapping, and b is the bias term. The RELU func-
tion is selected as the σ (·) function for the nodes in the
hidden layer. Before starting to train the network model,
the values of w and b are randomly assigned. During the
model training process, the values of w and b are contin-
uously updated until the error between the output result
and the training label is approximately zero. The specific
evaluation index function can be expressed as:

Ew,b (x,y) =
1

2N

N

∑
i=1

‖yi − y∗‖2 , (6)

where N represents the number of training samples, yi
represents the network output value, and y∗ represents
the training label. When Ew,b(x,y) approaches infinity, it
indicates that the current network training effect is rela-
tively ideal. Based on the actual situation, random vari-
ables that may affect the induced-E of the human body
are selected in the article, including the offset parameters
of the transmitting and receiving coils, resonance com-
pensation circuit parameters, metal implant parameters,
and position parameters between the human body and the
car. Trace data is collected from the distribution range of
these variables as training set samples, and the induced-E
corresponding to each group of samples are used as train-
ing labels, based on this, to train the deep neural network
model.

The deep neural network constructed in the paper
consists of multiple sub-models and adopts ensemble
learning to effectively improve the computational accu-
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racy and efficiency of the output end. Among them, each
sub-model of the network is composed of three modules.
The input of the first module is z0, x0, d0, r0, h0. The
input of the second module is th, c1, c2, cf 1, cf 2, lf 1 and
the output of the first module. The input of the third mod-
ule is lf 2, z1, x1 and the output of the second module.
Finally, the predicted value of the human induced-E is
obtained at the output end. The first part of the module
consists of six fully connected layers and one batch nor-
malization layer. The number of nodes in the first to last
six fully connected layers is set to 5, 64, 32, 32, 16, and 1,
respectively. The input feature number of the batch nor-
malization layer is 32. Introducing a batch normalization
layer can to some extent prevent overfitting in network
training and strengthen the model’s generalization abil-
ity. The specific normalization mathematical model can
be expressed as:

y = γ · xi −E (x)√
var (x)+ ε

+β , (7)

E (x) =
1
n

n

∑
i=1

xi, (8)

var (x) =
1
n

n

∑
i=1

(xi −E (x))2 , (9)

where γ and β are both parameter vectors, with default
values of 0 and 1, respectively. ε is used to ensure numer-
ical stability, with default values of 10−5. The second
part of the module consists of four fully connected lay-
ers, with the number of neuron nodes set to 7, 64, 32,
and 1 in each layer from front to back. The third part of
the module consists of five fully connected layers and a
dropout layer. The number of nodes in the first to last
five fully connected layers is 4, 64, 32, 16, and 1, respec-
tively. The dropout function is similar to a batch normal-
ization layer. By using the dropout module, some neu-
ral nodes can be randomly discarded, reducing the num-
ber of intermediate features and preventing the network
model from being too close to the training set samples.
Similarly, the overfitting effect can also be weakened to
a certain extent. Figure 8 shows a comparison diagram of
the dropout module applied before and after the network
layer.

Fig. 8. Comparison of network layer structures before
and after applying dropout.

After combining with the dropout module, the cal-
culation formula for neuron nodes is updated to:

yl+1
i = f (wl+1

i · rlyl +bl+1
i ), (10)

rl ∼ Bernoulli(p) , (11)

where rl represents a random number that follows a
Bernoulli distribution and p represents the correspond-
ing probability. Generally, the ideal value of p is 0.5. On
the basis of the neural network model mentioned above,
the paper adopts six model ensemble learning methods
to merge the output of each sub-model to obtain more
accurate prediction results.

Basic parameters such as the hidden layer structure
and the number of training/testing samples for each sub-
model are the same, with only differences in the number
of training iterations and learning rate. Among them, the
iteration numbers of the first three sub-models are set to
100, 200, and 400, respectively, and the learning rate is
uniformly set to 10−3. The iteration numbers of the last
three sub-models are set to 600, 800, and 1000, respec-
tively, and the learning rate is uniformly set to 2×10−3.
Figure 9 shows the basic structural framework of the
integrated network model.

Fig. 9. Integrated prediction framework for multiple net-
work models.

After the model training is completed, validation
samples are collected from the distribution range of var-
ious related random variables as input, and the proba-
bility density distribution of human induced-E is finally
obtained at the output end of the model, achieving quan-
titative safety assessment of human EME uncertainty in
the wireless energy transmission environment of EVs.
The pseudocode of the algorithm used in this paper is
as follows:

V. SIMULATION RESULTS
A. Comparison of male and female body exposure
under static conditions

The electromagnetic environment of the EV-WPT
system under normal operation is shown in Fig. 10 .
Based on the human EME scenario set in section III,



749 ACES JOURNAL, Vol. 39, No. 08, August 2024

The uncertainty quantification based on

deep neural network model
1.While the training iteration of model is below the
maximum iterations
2. For the learning stage of first part of

network module
3. update the weight threshold of first part

of network module
4. end for

5. For the learning stage of second part
of network module

6. update the weight threshold of second
part of network module

7. end for

8. For the learning stage of third part
of network module

9. update the weight threshold of third part
of network module

10. end for

11. Get the output value
12. If the error of output value and train-

ing target meets the requirement,
then complete the model training

13.end while

14.Obtain the probability density of heart’s
induced-E based on single neural network model
15.Calculate the probability density of heart’s induced-
E based on ensemble output of six models

(a)

(b)

Fig. 10. EV-WPT system electromagnetic environment.

evaluate the safety issues of human EME using the EV-
WPT system, male and female human body, and implant
models established in this paper. Without considering
uncertainty, that is, there is no offset between the trans-
mitting and receiving coils of the WPT system, the res-
onance compensation circuit parameters are consistent
with the design values, and the distance between the
human body and the car is 0.2 m. Compare the EME of
males and females without and with AVS, as shown in
Figs. 11 and 12.

Observe the EME of the human body in Figs. 11
and 12, and compare the maximum value and location of
the induced-E in different genders at this time, as shown
in Table 1 . In the current exposure scenario, the induced-
E in the male and female human bodies is basically the
same and has not exceeded the standard limit of ICNIRP.
Figures 11 and 12 illustrate the EME of male and female
human bodies without considering the uncertainty vari-
ables listed in Table 2 . In this case, there is no significant
difference in the leakage magnetic field distribution of
the WPT system between males and females, indicating

(a) (b)

Fig. 11. Comparison of induced-E in male human body.

(a) (b)

Fig. 12. Comparison of induced-E in female human
body.
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Table 1: The maximum value and location of induced-E
in the human body

Gender AVS Induced-Emax (V/m) Position

Male Yes 4.765 Near AVS
No 2.563 Human feet

Female Yes 4.076 Near AVS
No 2.324 Human feet

Table 2: The uncertainty of variables
Variables Unit Distribution Parameters

x m U [-0.075, 0.075]
z m U [-0.075, 0.075]
d m U [-0.05, 0.05]
r0 mm N [10, 3.33]
h0 mm N [0.45, 0.15]
th mm N [0.45, 0.15]

Cs1 f N [7.98, 0.13] *10−9

Cs2 f N [11.94, 0.2] *10−9

Cp1 f N [32.64, 0.54] *10−9

Cp2 f N [21.52, 0.36] *10−9

Ls1 h N [10.74, 0.18] *10−6

Ls2 h N [16.26, 0.27] *10−6

x0 m U [0, 0.2]
y0 m U [-0.2, 0.2]

that there are no substantial disparities. Further observa-
tion of the EME at the heart reveals that the induced-
E of the heart with an AVS is significantly higher than
that of the heart without implants, and this leads to the
position of the maximum induced-E in the human body
shifting from the feet to the heart. This proves that metal
implants have a significant impact on the distribution of
electromagnetic fields in the human body, and lead to a
maximum increase of induced-E in the human body by
more than 1.76 times, increasing the risk of human EME
safety.

B. Comparison of male and female human exposure
considering uncertainty

In the practical application of the EV-WPT sys-
tem, there are usually many uncertain factors, such as
the offset parameters of the transmitting and receiving
coils, resonance compensation circuit parameters, metal
implant parameters, and position parameters between the
human body and the EV. In this paper, the above parame-
ters are used as input variables for quantifying the safety
uncertainty of human EME, and different distribution
types and parameters are set according to the daily use
of the EV-WPT system. These variables are also inputs
to the deep neural network, as shown in Table 2 . Among
them, N is a normal distribution, corresponding param-
eters are mean and standard deviation, U is a uniform

distribution, and corresponding parameters are lower and
upper boundaries. Due to the consideration of the situ-
ation with an AVS in this paper, the maximum value of
induced-E in the central organ of the human body is used
as the output for quantifying the safety uncertainty of
human EME. The probability density distribution curves
of induced-E for both male and female genders are com-
pared, and the results of 2000 Monte Carlo simulations
are compared to verify the effectiveness of the proposed
deep learning method, as shown in Fig. 13 .

The standard limit for human induced-E in ICNIRP
2010 is 11.5 V/m. Using this value as the judgment
standard, the probability of male induced-E exceeding
the standard limit is calculated to be 66.67%, while the
probability of female induced-E exceeding the standard
limit is 43.89%. This intuitively demonstrates the risk
of human exposure to the electromagnetic environment
of the EV-WPT system, and the probability of male
EME is higher than that of female. According to the

(a)

(b)

Fig. 13. (a) Probability density distribution of induced-E
in male human EME and (b) probability density distribu-
tion of induced-E in female human EME.
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analysis of EME in different genders under static condi-
tions, the maximum value of induced-E in humans with
AVS is usually located at the heart position, while the
body thickness of female at the heart position is higher
than that of male. Therefore, in the case of humans
with AVS, the EME risk of female is lower than that
of male due to the shielding effect of the female human
body.

VI. CONCLUSION

The main purpose of this paper is to evaluate the
safety issues of different genders of humans with AVS
exposed to electromagnetic fields in the EV-WPT sys-
tem. In the electromagnetic environment of the 11 kW
transmission power EV-WPT system established in this
paper, considering the uncertainty of the EV-WPT sys-
tem, human EME position, and AVS parameters, the
EME safety of different genders is evaluated for the sce-
nario where the human body is located at the rear of
the vehicle, which has a high risk of EME. The results
indicate that, under static conditions, AVS can signif-
icantly alter the distribution of electromagnetic fields
in the human body, leading to a maximum increase of
induced-E in the human body by more than 1.76 times.
Under the condition of considering uncertainty, due to
the differences in human body between different gen-
ders, the risk probability of induced-E exceeding the
standard limit in a male body is 66.67%, while the risk
probability in a female body is 43.89%. In the following
research, we will consider more human EME situations
and, in order to protect the safety of human EME, we
will conduct research on human electromagnetic safety
protection devices.
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