
ACES JOURNAL, Vol. 39, No. 09, September 2024 754

A Novel Multi-objective Synthesis Method of Non-uniform Excitation Sparse
Square Planar Transmitting Array Antenna for Microwave Wireless Power

Transmission

Jianxiong Li1, Ranran Zhang1, and Ziyu Han2

1School of Electronic and Information Engineering
Tiangong University, Tianjin 300387, China

lijianxiong@tiangong.edu.cn, zhangranran202203@163.com

2School of Electronic Science and Engineering
National University of Defense Technology, Changsha 410000, China

hanziyu23h @nudt.edu.cn

Abstract – A novel multi-objective optimal subar-
ray partitioning synthesis method for non-uniformly
excited sparse square planar array (NESSPA) antenna
is proposed for the problems of maximizing beam
collection efficiency (BCE) and minimizing excitation
difference (diff ) in microwave wireless power transmis-
sion (MWPT). The algorithm adopts the multi-objective
particle swarm optimization algorithm based on the set
of non-dominated solutions (NDSMOPSO) proposed in
this paper, which determines the non-dominated solu-
tions in the swarm according to the fitness value and
updates the population during the evolution process; the
array element positions and excitations are optimized
simultaneously in each iteration. In addition, the perfor-
mance parameter diff proposed in this paper can effec-
tively measure the performance of the array; in general,
the smaller the diff, the better the array performance. The
effectiveness of the algorithm is demonstrated through
a large number of simulations and, according to the
method proposed in this paper compared with other two-
step methods, a higher BCE can be obtained with fewer
subarrays.

Index Terms – Beam collection efficiency (BCE),
microwave wireless power transmission (MWPT), multi-
objective particle swarm optimization algorithm based
on the set of non-dominated solutions (NDSMOPSO),
subarray partitioning.

I. INTRODUCTION
Microwave radio energy transmission is a technol-

ogy that utilizes microwave devices to convert electrical
energy into electromagnetic energy, wirelessly transmits
microwave electromagnetic energy in space through a
transmitting antenna, and converts the electromagnetic

energy into electrical energy, which is rectified, filtered,
and other transformations, and then supplied to the elec-
trical load [1]. This is an extensively studied technol-
ogy for long-distance energy transmission [2], and is
widely used in various fields such as space solar power
stations [3], large phased arrays [4], space transmission
[5], and unmanned aerial vehicles [6–7].The microwave
radio energy transmission system has two important
components: the transmitting antenna and the rectifying
antenna. The transmitting antenna is designed to form an
enhanced microwave beam towards a given area while
minimizing the radiated power outside the collection
area. Improving the beam collection efficiency (BCE) in
microwave wireless power transmission (MWPT) sys-
tems has been a hot research topic in recent years
[8–11]. In order to maximize the BCE to improve the
performance of MWPT systems [12–14] transformed the
solution formula of BCE into a generalized eigenvalue
equation, through which the theoretical maximum BCE
and the optimal excitation are calculated. However, the
emergence of quasi-Gaussian characteristics of the opti-
mal excitation indicates that each element needs to be
equipped with a separate amplifier and phase shifter, and
thus the system becomes large, complex, and expensive.
In order to reduce the cost, scholars began to study sparse
arrays [15–17]. Sparse arrays can reduce the cost to some
extent, but designing amplifiers for each array element is
still complicated due to the use of non-uniform excita-
tion. Although the cost can be greatly reduced by using
uniform excitation, the BCE is reduced too much. In
order to maintain a high BCE and further reduce the cost,
scholars have started to apply subarray division tech-
niques to sparse arrays [16–22]. Scholars usually divide
the process of subarray division into two steps. The first
step is to optimize the positions of the elements, and the
second step is to optimize the excitations of the elements
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[19], or to perform the subarray division first and then
optimize the positions of the elements [16]. The results
obtained from these two-step approaches are usually not
optimal. When the second step is completed, perhaps
the suboptimal becomes the best. In addition, research
on multi-objective optimization mainly focuses on beam
direction map synthesis of antenna arrays [23–24]. BCE
is closely related to several key indexes in beam direction
map synthesis, such as sidelobe level outside the receiv-
ing area, the main flap beamwidth, and the directionality.

Aiming at the above problems, this paper pro-
poses an optimization algorithm that combines popula-
tion updating during the evolution with a multi-objective
one-step method. The main innovations of this paper are
as follows. The first point is that by using the multi-
objective particle swarm optimization algorithm based
on non-dominated solutions (NDSMOPSO) introduced
in this paper, the proposed method is a one-step opti-
mization algorithm that optimizes both the position of
the array element and the excitation in the process of
population updating with evolution, and the two indexes
of maximizing the BCE and minimizing the excitation
difference (diff ) are selected as the optimization objec-
tives. This one-step algorithm combined with the popu-
lation update is more effective than two-step algorithms.
The second point is that the non-uniformly excited sparse
square planar array (NESSPA) model has high optimiza-
tion degrees of freedom and has the potential to give bet-
ter results. The last point is that the performance param-
eter diff is proposed in this paper to measure the per-
formance of subarray division. The effectiveness of the
method can be demonstrated by several numerical simu-
lations.

The framework of this paper is as follows. Section
II describes the derivation of formulas for subarray
division. Section III describes the procedure of the
NDSMOPSO method and its application to NESSPA
synthesis. Section IV reports the numerical simulation
results. Section V offers some conclusions.

II. NESSPA MODEL AND THE FORMULA
DERIVATION FOR SUBARRAY PARTITION

The geometric model of the NESSPA MWPT sys-
tem is shown in Fig. 1. Assume that the aperture of the
transmitting array is Lx × Ly, and the total number of
array elements is N = Nx ×Ny. The array elements are
distributed in the XOY plane and the coordinate of the
nth array element is (xn,yn),1 ≤ n ≤ N. The position
coordinates of some elements are listed in Fig. 1. We use
Ψr and Ψc to denote the square receiving area and the
circular receiving area, respectively.

The array factor of NESSPA could be written
as [14]:

 

 

excitations of the elements [19], or to perform the 

subarray division first and then optimize the positions of 

the elements [16]. The results obtained from these two-

step approaches are usually not optimal. When the 

second step is completed, perhaps the suboptimal 

becomes the best. In addition, research on multi-

objective optimization mainly focuses on beam direction 

map synthesis of antenna arrays[23-24]. BCE is closely 

related to several key indexes in beam direction map 

synthesis, such as sidelobe level outside the receiving 

area, the main flap beamwidth, and the directionality. 

Aiming at the above problems, this paper proposes 

an optimization algorithm that combines population 

updating during the evolution with a multi-objective 

one-step method. The main innovations of this paper are 

as follows. The first point is that by using the multi-

objective particle swarm optimization algorithm based 

on non-dominated solutions (NDSMOPSO) introduced 

in this paper, the proposed method is a one-step 

optimization algorithm that optimizes both the position 

of the array element and the excitation in the process of 

population updating with evolution, and the two indexes 

of maximizing the BCE and minimizing the excitation 

difference (diff) are selected as the optimization 

objectives. This one-step algorithm combined with the 

population update is more effective than two-step 

algorithms. The second point is that the non-uniformly 

excited sparse square planar array (NESSPA) model has 

high optimization degrees of freedom and has the 

potential to give better results. The last point is that the 

performance parameter diff is proposed in this paper to 

measure the performance of subarray division. The 

effectiveness of the method can be demonstrated by 

several numerical simulations. 

The framework of this paper is as follows. Section 

II describes the derivation of formulas for subarray 

division. Section III describes the procedure of the 

NDSMOPSO method and its application to NESSPA 

synthesis. Section IV reports the numerical simulation 

results. Section V offers some conclusions. 

 

II. NESSPA MODEL AND THE FORMULA 

DERIVATION FOR SUBARRAY PARTITION 
The geometric model of the NESSPA MWPT 

system is shown in Fig. 1. Assume that the aperture of 

the transmitting array is x yL L , and the total number of 

array elements is x yN N N=  . The array elements are 

distributed in the XOY plane and the coordinate of the 

nth array element is ( , )n nx y  ,1 n N   . The position 

coordinates of some elements are listed in Fig. 1. We use 

r  and c  to denote the square receiving area and 

the circular receiving area, respectively. 

x

y

z

yL

0r

02v

02u

•

•

•

•
•

• •

• •

• • •

• • •

•

•

•

•
•

( )1 1,x y

( )2 2,x y

( ),
x xN Nx y

( )1 1,
x xN Nx y+ +

xL

( )( 1) 1 ( 1) 1,
x y x yN N N Nx y − +  − +

( )2 2,
x xN Nx y  ( ),

x y x yN N N Nx y 

( )( 1) 2 ( 1) 2,
x y x yN N N Nx y − +  − +

Square 

receiving 

arear

Transmitting 

array

Circular 

receiving 

area
c

•
( )2 2,

x xN Nx y+ +

•
•

• •
•

•

• • •

 

 

Fig. 1. Geometric model of the NESSPA MWPT system. 
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Fig. 1. Geometric model of the NESSPA MWPT system.

F(u,v) =
N

∑
n=1

Ineik(uxn+vyn), (1)

where k = 2π/λ , λ , and In denote the wavenumber,
wavelength, and excitation, respectively. u = sinθ cosϕ

and v = sinθ sinϕ denote the angular coordinates. BCE
is defined as the proportion of the power collected by
the receiving array to the total power generated from the
transmitting array, which could be expressed as:

BCE ∆
=

PΨr/c

PΩ

=

∫
Ψ
|F(u,v)|2 dudv∫

Ω
|F(u,v)|2 dudv

, (2)

where PΨr/c/Ω =
∫

Ψr/c/Ω
|F(u,v)|2 dudv represents the

power radiating through the area Ψr/c/Ω.Ψr
∆
= {(u,v) :

−u0 ≤ u ≤ u0,−v0 ≤ v ≤ v0}, Ψc
∆
= {(θ ,ϕ) : θ ≤

arcsin(r0) ,0 ≤ ϕ ≤ 2π}, and Ω
∆
= {(u,v) : u2 +v2≤ 1}.

Ψr/c and Ω are regions of angular coordinates that iden-
tify the radiating area and entire visible range. BCE can
be rewritten as [14]:

BCE =
IHAI
IHBI

, (3)

where I, A and B can be expressed as:
I = [i1, i2, · · · , in, · · · , iN ]H ;1 ≤ n ≤ N

A ∆
=

∫
Ψ

v(u,v)v(u,v)H dudv

B ∆
=

∫
Ω

v(u,v)v(u,v)H dudv

, (4)

where:

v(u,v) =
[
e− jk(ux1+vy1), · · · ,e− jk(uxN+vyN)

]H
. (5)

Sidelobe level outside (CSL) is defined as the high-
est normalized sidelobe level outside the receiving area
Ψ [14], which could be expressed as:

CSL(dB) = 10lg
maxθ ,ϕ /∈Ψ |F (θ ,ϕ)|2

maxθ ,ϕ∈Ω |F (θ ,ϕ)|2
. (6)

Suppose N elements are divided into M subarrays.
SR denotes the subarray layout matrix, which is a N×M
matrix as follows:
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SR =


SR11 SR12 · · · SR1M
SR21 SR22 · · · SR2M
...

...
. . .

...
SRN1 SRN2 · · · SRNM


SRnm =

{
1 T he nth element ∈ the mth subarray
0 T he nth element /∈ the mth subarray

.

(7)
n = 1,2, · · · ,N; m = 1,2, · · · ,M

To satisfy the condition that each array element
belongs to only one subarray, the following expression
is required:

M

∑
m=1

SRnm = 1,(n = 1,2, · · · ,N) . (8)

Assume I sub = [i sub1, i sub2, · · · , i subM] denotes
the subarray excitation vector. Ib = [ib1, i

b
2, · · · , ibM+1] rep-

resents the boundary of M subarrays. Thus, the calcula-
tion method can be expressed as:

imb = imin+
imax − imin

M
×(m−1) ,(m = 1,2, · · · ,M+1) ,

(9)
where imax and imin represent the minimum and the max-
imum of I, respectively. Then, SR can be obtained in the
following way: i f imb ≤ in < im+1

b, SRnm = 1
elsei f in = imax, SRnM = 1
else SRnm = 0 (n = 1,2, · · · ,N,m = 1,2, · · · ,M)

.

(10)
The excitation of each subarray can be calculated as:

i subm =
∑

N
n=1 SRnm · in
∑

N
n=1 SRnm

(m = 1,2, · · · ,M) . (11)

The excitation vector after partitioning the subarray
named as I sub all can be obtained by:

I sub all = SR · I sub. (12)

The diff between I sub all and I can be defined as
(13), which can be used as a performance indicator:

di f f =
N

∑
n=1

|I sub all(n)− I(n)| . (13)

III. THE NDSMOPSO METHOD AND ITS
APPLICATION FOR SYNTHESIS OF

NESSPA

In this section, we will introduce the NESSPA
model and the one-step method. By using the one-step
method the mathematical model of NESSPA could be

expressed as:

f ind [X, I sub] = [x1, · · · ,xN ,y1, · · · ,yN , i sub1,

· · · , i subM]T

maximize BCEmax
minimize di f fmin
sub ject (a)−Lx/2 ≤ xn ≤ Lx/2,n = {1,2, · · · ,N} ;

(b)−Ly/2 ≤ xn ≤ Ly/2,n = {1,2, · · · ,N} ;

(c)
√

(xi − x j)
2 +(yi − y j)

2 ≥ dmin,

i, j ∈ {1,2, · · · ,N} , i ̸= j;
(d)(x1,y1) = (−Lx/2,Ly/2) ;
(e)(x1,yend) = (Lx/2,Ly/2) ;
( f )(xend ,y1) = (−Lx/2,−Ly/2) ;
(g)(xend ,yend) = (Lx/2,−Ly/2) ;
(h) i1b < i2b < · · ·< iM+1

b;

,

(14)
where X= [x1,x2, ...,xN ,y1,y2, ...,yN ] represents the vec-
tors of horizontal and vertical coordinates of the ele-
ments. The optimization goals are maximizing BCE and
minimizing di f f . The optimization variables are X and
I sub. To achieve an array aperture of Lx×Ly, we restrict
the positions of the elements on the four corners (sub-
ject: (d), (e), (f), (g)). The distance between any two ele-
ments is more than dmin(subject: (c)). Normally when
dmin ≥ 0.5λ , the mutual coupling between array ele-
ments is negligible, and this article does not consider the
mutual coupling problem.

Below is a step-by-step procedure description of the
one-step method that uses NDSMOPSO. The meanings
of some parameters involved are shown in Table 1.

Table 1: Definition of the parameters
Parameter Definition

NP number of particles in the population
T maximum number of iterations
t current number of iterations; the variable

with subscript t denotes the value of the
tth iteration

c1,c2 learning factors
w weight coefficient
vt updated velocity of the tth iteration

dmin minimum array element spacing

In addition, gbest BCE and gbest di f f are
the global optima of BCE and diff, respectively,
gbest BCE xt−1 and gbest di f f xt−1 are the global
optimal positions of BCE and diff, respectively.

Step 1: Initializing parameters (N, M, t=0, T, NP, X,
etc.).

Step 2: Calculate the fitness value (BCE and diff )
for each particle, perform the stratification of the non-
dominated ordering, and identify the particles with non-
dominated solutions. Select gbest BCE and gbest di f f .
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Step 3: Update the coordinatesx ∈ X by (15)-(17).

w = wmax − (wmax −wmin) ·
(

1− t
T

)
, (15)

vt =w× vt−1 + c1 × rand

× (pbest xt−1 − xt−1)+ c2 × rand

×(gbest BCE xt−1 +gbest di f f xt−1 −2xt−1)

,

(16)
xt = xt−1 + vt . (17)

Step 4: Calculate BCE and diff. For each particle the
pbest is updated only if the new solution dominates the
current pbest.

Step 5: Add particles with non-dominated solutions (l)
to the NP. Perform non-dominated sorted stratification to
identify particles with non-dominated solutions. Perform
sorted stratification of the population (NP+ l) removing
the last l particles. Update gbest BCE and gbest di f f .

Step 6: If t = T , then output the optimal BCE, array
element positions, subarray incentives, etc., otherwise,
return to Step 4.

After the above steps, the minimum diff and the
maximum BCE can be obtained. The innovation of
this article is that the proposed integrated optimization
method is a combination of population with evolution
update and one-step method. What’s more, we improved
the weight and step size and used multiple learning fac-
tors to achieve multi-objective optimization.

IV. NUMERICAL ANALYSIS
In this part, the validity of the presented algorithm

in handling different receiving areas (square and cir-
cle) would be tested from two aspects. Firstly, we use
the presented algorithm to optimize the NESSPA model
under different sparsity of M and N. Secondly, to prove
the behavior of the algorithm and the model introduced
in this article, we use some performance parameters to
compare the NESSPA model with another four planar
array models. The simulation software used in all sim-
ulations is MATLAB R2022b.

We use four performance indicators to evaluate the
comparison of comprehensive results. They are BCE,
CSL, γa, and γe. γa = M/N and γe = N/N f repre-
sent amplifier sparsity and element sparsity, respectively,
where N f denotes the maximum number of array ele-
ments that can be accommodated by the array under the
condition of dmin = 0.5λ . In our simulations, T is set to
100 and NP is set to 100. u0, v0, and r0 are set to 0.2. c1
and c2 are set to 2. wmax and wmin are set to 0.9 and 0.4,
respectively. λ is set to 1. Lx ×Ly is set to 5.5λ ×5.5λ .

A. Synthesis results of the NESSPA model by using
NDSMOPSO under different γa and γe

The first set of simulation in this section involves
synthesis of NESSPA with N = 10×10 elements. dmin is

set to 0.6λ . We performed tests on the influence of differ-
ent M on the behavior of the array. The synthesis findings
are displayed in Fig. 2 and Table 2 (BCEr, CSLr represent
the value under the rectangular receiving area, and BCEc,
CSLc represent the value under the circular receiving

(a)

(b)

Fig. 2. Results of NESSPA under different M at N = 10×
10: (a) BCE and CSL and (b) BCE and diff.

Table 2: Numerical results of NESSPA under different
BCE (%) and CSL (dB)

M BCEr BCEc CSLr CSLc diff
2 84.85 83.90 -20.77 -15.00 0.2044
3 93.14 92.37 -19.01 -15.28 0.1350
4 95.65 94.34 -19.20 -14.14 0.1026
5 95.42 94.31 -18.79 -14.27 0.1065
6 97.11 96.31 -17.61 -14.64 0.0787
7 97.20 96.41 -17.65 -14.85 0.0725
8 97.68 96.85 -17.70 -14.49 0.0569
9 97.82 97.03 -17.50 -14.61 0.0559
10 98.02 97.23 -17.88 -14.83 0.0416
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area). At M = 3, the BCE values in the rectangular and
circular regions increase significantly, by about 8.3% and
8.5%, respectively ( BCEr = 93.14%,BCEc = 92.37%).
The CSL in the circular receiving region reaches a min-
imum (CSLc = −15.28dB). At M = 4, the BCE values
in the rectangular and circular regions increase by about
2.5% and 2%, respectively (BCEr = 95.65%,BCEc =
94.34%). At M = 6, the BCE increases again by a small
amount (BCEr = 97.11%,BCEc = 96.31%), and there-
after the rise of the BCE tends to stabilize, the change in
the CSL also leveled off, and the decline in diff began to
slow. Considering the BCE value, CSL, performance, and
cost together, M = 6 is the most suitable when the num-
ber of array elements is 10× 10. The analysis of Fig. 2
(b) and Table 2 shows that the smaller the value of diff,
the better the performance of the array.

The second set of simulation in this section involves
synthesis of NESSPA with different N ∈ {8×8 ,9 ×
9,10×10,11×11}, and the corresponding optimal M.
The synthesis results are displayed in Fig. 3 and

(a)

(b)

Fig. 3. Results of NESSPA under different N: (a) BCE
and CSL and (b) BCE and diff.

Table 3. From Table 3, it can be seen that when N ∈
{8×8,9×9, 10 × 10, 11×11}, both BCEr can reach
more than 91% and the effectiveness of the NDSMOPSO
algorithm can thus be demonstrated. When N = 9× 9,
dividing five subarrays, and when N = 10×10, dividing
six subarrays are most suitable for the actual fabrication
of the MWPT system.

If we take N = 9 × 9(M = 5,dmin = 0.65λ ) as an
example, Fig. 4 shows the power pattern and layout of

Table 3: Numerical results of NESSPA under different N
N 8×8 9×9 10×10 11×11
M 4 5 6 8

BCEr (%) 91.41 96.07 97.11 97.42
BCEc (%) 88.83 94.68 96.31% 96.73%
CSLr (dB) -16.65 -17.60 -17.61 -17.62
CSLc (dB) -13.48 -13.68 -14.64 -15.07

diff 0.1504 0.1108 0.0787 0.0519

(a)

(b)

Fig. 4. Simulation results of NESSPA (N = 9×9, M=5,
BCE=96.07%, CSL=-17.60dB): (a) layout and excitation
and (b) normalized power pattern.
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the five subarrays. In Fig. 4 (a), most of the radiated
energy is concentrated in the receiving region. There-
fore, the method can obtain a better array performance.
Figure 5 shows the distribution of array element posi-
tions before and after optimization by NDSMOPSO
algorithm. NDSMOPSO algorithm determines the non-
dominated solution based on the fitness value and
updates the population during iteration. Each iteration
optimizes the array element positions and excitations
at the same time, and the performance of the array is
improved after optimization.

Fig. 5. Distribution of transmitting array element posi-
tions before and after algorithm optimization.

The multi-objective fitness curve is shown in Fig. 6.
Through Fig. 6, the optimal BCE converges at about 20
generations, the optimal diff converges at about 25 gen-
erations. They all reach convergence within 40 genera-
tions, which demonstrates the fast convergence of the
method. The good multi-objective optimization perfor-
mance of the method is also verified.

B. Comparison of NESSPA with other planar array
models in synthesis performance

To gain further validation of the method, we used
several comprehensive performance indicators to com-
pare NESSPA with three array optimization models in
[8, 13, 17, 22] as shown in Table 4.

Table 4: Performance comparison of different array modes
NESSPA Ref. [13] Ref. [22] Ref. [17] Ref. [8]

N 81 100 316 81 100
M 5 100 4 14 1
γγγe 56% 100% 79% 81% 100%
γγγa 6.2% 100% 1.2% 17.28% 1%5

BCE 96.07% 96.45% 92.82% 95.27% 91.06%
CSL(dB) -17.60 -12.27 -20.62 -18.04 -16.01

Fig. 6. Comprehensive results of two performance indi-
cators with the number of iterations when M = 5.

From Table 4, it can be seen that the uni-
formly excited unequally spaced planar array synthesis
method based on the chaotic particle swarm optimiza-
tion (CPSO) algorithm proposed in [8] requires only one
power amplifier due to the use of uniform excitation,
which can significantly reduce the cost, but has a rela-
tively low BCE (BCE=96.07% > BCE=91.06%). A non-
uniformly excited planar array model was used in [13]
(BCE=96.45% > BCE=96.07%) but an amplifier needs
to be designed for each array element, which leads to an
increase in cost. In contrast, the BCE=96.07% obtained
in this paper is only reduced by 0.38% and the CSL is
suppressed by 5.33 dB based on the use of fewer array
elements and subarrays. Comparing with [22], the syn-
thesized model proposed in this paper can obtain a higher
BCE with fewer array elements. Compared with [17], the
NDSMOPSO proposed in this paper can simultaneously
optimize the array element position and excitation dur-
ing population updating with evolution. With the same
number of array elements, a larger BCE is obtained by
using fewer amplifiers, which can better achieve high
efficiency and low cost.

V. CONCLUSION
In this paper, we propose a one-step optimization

method for planar transmitter arrays in MWPT systems
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based on NDSMOPSO. We improved the DWPSO algo-
rithm [25] by adding a multi-objective learning factor
while the population is updated with the evolutionary
process, and established a one-step optimization mecha-
nism so that the algorithm can optimize the element posi-
tions and excitations at the same time in each iteration.
By comparing with other two-step subarray delineation
methods, the method can achieve higher BCE with fewer
elements. It is proved that the method can simplify the
feeder network and reduce cost.
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