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Abstract — In response to the current lack of rapid
and efficient techniques for uncertainty analysis in
electromagnetic problems, this paper proposes an effi-
cient uncertainty quantification method based on the
finite-difference time-domain (FDTD) method. A con-
formal FDTD formulation integrated with polynomial
chaos expansion (PCE) is comprehensively derived.
For random input variables exhibiting Gaussian distri-
bution characteristics, Hermite polynomial expansion
and Galerkin testing are employed. Furthermore, by
incorporating the Runge-Kutta time-stepping scheme,
the method efficiently quantifies electromagnetic scat-
tering characteristics considering stochastic variations in
plasma electron density of hypersonic targets. Numeri-
cal experiments demonstrate that the proposed approach
provides a reliable framework for uncertainty analysis in
complex electromagnetic environments.

Index Terms — Electromagnetic characteristics, hyper-
sonic target, polynomial chaos expansion, uncertainty.

I. INTRODUCTION

Near-space refers to the region between 20 km and
100 km altitude, which includes most of the stratosphere,
the entire mesosphere, and parts of the thermosphere.
When hypersonic targets reach near-space regions dur-
ing high-speed flight, they encounter a highly complex
high-temperature plasma sheath [1]. As radio signals
propagate through the plasma sheath, they experience
absorption and scattering effects that alter the electro-
magnetic characteristics of the vehicle, posing signifi-
cant challenges for communication and radar detection
of hypersonic vehicles [2, 3]. The hypersonic flow
environment is further complicated by high-temperature
non-equilibrium flows, chemical reactions, and thermo-
dynamic non-equilibrium. Regarding confidence inter-
vals in radar detection, the primary question is it the
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target or just noise. The decision is based on com-
paring the received signal power to a threshold. The
significance of confidence intervals in radar tracking
is accurate estimation of the tracked motion state of
the target. Although environmental parameters can be
measured on the ground, it is prohibitively expensive.
Thus, numerical simulation techniques are crucial for
analyzing the electromagnetic properties of hypersonic
targets [4, 5]. Despite the high accuracy of numerical
methods, real-world problems often introduce numerous
uncertainty factors. This has led to a strong interest
in studying the effects of these stochastic fluctuations
to enhance the precision and reliability of engineering
analyses.

Considering the actual environment, manufactur-
ing processes, and other factors, practical electromag-
netic systems are susceptible to uncertainties such as
electromagnetic interference (EMI) and electromagnetic
compatibility (EMC) [6-8]. It is crucial to consider
and quantify the impact of these uncertainties through
methods like electromagnetic compatibility analysis and
bioelectromagnetic analysis [9]. There are primarily
two types of numerical quantification methods. One
type is statistical methods based on sampling theory,
with the most famous being the Monte Carlo (MC)
method [10]. Hastings et al. used the MC-FDTD method
to analyze the electromagnetic scattering characteristics
of random rough surfaces [11]. While the Monte Carlo
method is simple to implement, it suffers from low
convergence rates, resulting in significant computational
time. The other type is stochastic methods based on
probability theory, which include several techniques.
Smith proposed the Stochastic FDTD (SFDTD) method
using Taylor series expansion and applied it to bio-
electromagnetic simulations, achieving an analysis of
the electromagnetic properties of multilayer skin tis-
sues considering uncertainties in dielectric parameters
and conductivity [12—-14]. Nguyen et al. employed the
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SFDTD method to study the electromagnetic character-
istics of magnetized plasma with random electron and
ion concentrations in the atmosphere [15]. Silly-Carette
et al. used the Stochastic Collocation (SC) method, com-
bined with FDTD simulation, to analyze the uncertainty
of the impact of plane waves with random incident
angles on human head radiation [16]. Edwards et al.
combined the PCE technique with the FDTD method
to analyze EMC problems, quantifying uncertainties
in scenarios involving uniformly distributed reflection
coefficients of shielding plates and the random variation
of dielectric sphere radii, dielectric parameters, and
magnetic permeability [17]. Austin and Sarris utilized
the FDTD method based on PCE technology to conduct
efficient analysis of integrated circuits with geometri-
cally varying dimensions [18]. Pyrialakos et al. used
the FDTD method, based on PCE technology and the
Karhunen-Loeve (KL) expansion method, for spatially
inhomogeneous materials with stochastic exponential
gradients. This allowed for rapid analysis of the elec-
tromagnetic characteristics of uncertain problems by
decoupling multi-input variable random processes and
reducing the polynomial order describing random output
variables [19]. Lin et al. proposed a framework for
uncertainty quantification based on the isogeometric
boundary element method and PCE method in the acous-
tic field and robust shape optimization for sound barri-
ers [20]. Jiang et al. proposed a novel and comprehensive
computational framework based on intrusive polyno-
mial chaos approach to effectively analyze the uncer-
tainty problem of thermomagnetic convection caused
by random temperature fluctuations [21]. In comparison
to Monte Carlo methods, probabilistic-based stochastic
methods are operationally intricate but exhibit enhanced
convergence characteristics.

Yang et al. introduced the Monte Carlo method
to streamline the uncertainty analysis in the mea-
surement of electromagnetic parameters for absorbing
materials using the transmission/reflection method and
investigated the key factors influencing system uncer-
tainty [22]. In electromagnetic compatibility analysis,
the quantification of uncertainty frequently encounters
challenges caused by the curse of dimensionality, Jiang
et al. proposes an enhanced sparse polynomial chaos
expansion method that combines hyperbolic truncation,
E-optimality criterion, and the subspace pursuit algo-
rithm to improve both computational efficiency and
model accuracy [23].

Given the absence of fast and efficient anal-
ysis techniques for uncertain electromagnetic prob-
lems in the time-domain differential equation method,
this paper explores an efficient uncertainty analy-
sis technique based on the time-domain differen-
tial equation method. Specifically, we investigate
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the conformal finite-difference time-domain (FDTD)
method augmented with polynomial chaos expansion
(PCE) technology. In this study, we focus on employing
the Hermite polynomial expansion and Galerkin test
to address random problems characterized by Gaussian
distribution of input variables. Additionally, we inte-
grate the Runge-Kutta exponential time-history differ-
ence technique into the analysis. Through these com-
bined approaches, we achieve quantitative analysis of
the uncertain electromagnetic scattering characteristics
of hypersonic target plasma, specifically considering the
random variation of electron concentration. The pro-
posed methodology allows for a thorough examination
of the uncertainties associated with the scattering behav-
ior of hypersonic target plasma. By effectively incor-
porating the PCE technology and specialized numerical
techniques within the conformal FDTD framework, we
can analyze the electromagnetic response of the sys-
tem in the presence of random variations in electron
concentration. This research significantly contributes
to advancing our understanding of the uncertain elec-
tromagnetic properties of hypersonic targets, enabling
more accurate characterization and prediction of their
scattering characteristics.

II. POLYNOMIAL CHAOS EXPANSION
TECHNIQUES

The Monte Carlo method is a classical sampling
statistical method that offers clear principles and easy
implementation. However, it is often time-consuming
due to the need for repeated sampling calculations. In
contrast, PCE technology, as a probabilistic statistical
method, conducts an orthogonal polynomial expansion
on random input variables and their corresponding
response variables. This approach transforms uncer-
tainty quantification into solving expansion coefficients,
allowing us to obtain statistical characteristics of uncer-
tainty problems through a single simulation. In deter-
ministic time-domain electromagnetic simulations, the
computational dimension typically consists of the time
dimension (f) and spatial dimensions (x, y, z). When
uncertain variables are present in the electromagnetic
system, an additional dimension & is introduced to
capture the randomness of electromagnetic waves. For
conventional time-domain differential equation meth-
ods, basis functions or direct difference methods are
employed for spatial expansions, while difference meth-
ods are used for time expansions. Therefore, when
dealing with the newly introduced dimension, suitable
methods must be employed for expansion. In this paper,
we adopt the polynomial chaos expansion method on
the additional dimension. This involves using orthog-
onal polynomials to expand random variables. The
selection of orthogonal polynomials should consider



the probabilistic statistical distribution of the random
input variables. If the random input variable follows a
Gaussian probability distribution, Hermite polynomials
can be chosen. If the random input variables follow
a uniform distribution, Legendre polynomials can be
selected. These choices are made based on the statistical
properties of the random variables to ensure accurate
representation and analysis of the uncertainties in the
electromagnetic system.

A. Gaussian probability distribution

Assuming that the random input variable In(§)
satisfies the Gaussian probability distribution, then the
input variable can be described as:

In(§) =

Here uy, is the average value,oy, is the standard devi-
ation, and & is a random quantity satisfying the stan-
dard normal distribution. Using Hermite polynomial to
expand the uncertain response variable f(r,¢,&):

f(rt, Z i (&

Here y; (&) is Hermite polynomial and p is polynomial
order. The Hermite polynomial of order k is defined as:
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Hermite polynomials satisfy the following recursion
relation and orthogonality:
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Here 3, is the Kronecker impulse function.

B. Uniform distribution

If the random input variable In(&) follows the
uniform distribution of [a,b], then the input variable can
be described as:

a+b
2 2
Here & follows the uniform distribution of [—1,1]. The

Legendre polynomial is used to expand the uncertain
response variable f(r,¢,&):

(6)
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Here P (&) represents the Legendre polynomial and p is
the polynomial order. The Hermite polynomial of order
k is defined as:

1 d*

o agr (67 ()

P(&) =

The Legendre polynomial satisfies the following recur-
sion relation and orthogonality:

R(&)=1,P()=¢,

(k+1)Py1(8) = Rk +1)EP(E) —kP—1(E), k>1,
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III. UNCERTAINTY ELECTROMAGNETIC
ANALYSIS

Plasma is a unique state of matter consisting of
ions, electrons, and non-ionized neutral particles. It is
characterized by its collective behavior and is primarily
influenced by electromagnetic forces. Plasma exists in
a neutral state overall, despite the presence of charged
particles. Plasma finds a wide range of applications
across various fields, including biomedical, electronic,
and military domains. In the realm of electronics, plasma
is utilized in microelectronics for processes like plasma
etching and deposition, which are crucial in the fabrica-
tion of integrated circuits and other electronic devices.
Plasma displays, such as plasma TVs, rely on the ion-
ization of gas to produce light. High-power microwave
devices also employ plasma to generate and control
electromagnetic radiation. Plasma-based techniques can
be used to reduce radar cross-section and improve the
stealth capabilities of military equipment. Additionally,
plasmas can be harnessed to enhance the aerodynamic
properties of aircraft by controlling the boundary layer
flow around the surface. The electromagnetic analysis of
plasma needs to correctly extract the equivalent electro-
magnetic parameters of plasma, where plasma frequency
@), and plasma collision frequency v, are the two main
parameters.

The oscillation frequency of electrons and ions
in plasma under the combined action of external dis-
turbance and coulomb force is called the oscillation
angular frequency of plasma, also known as the cut-off
frequency of plasma. The plasma frequency @, is the
sum of the angular frequency of electron oscillation ®),
and the angular frequency of ion oscillation ®p;, namely
W, = Wy, + ;. The angular frequency of electron
oscillation and the angular frequency of ion oscillation
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have the following forms:

neqe lqe (11)

w,, =
pe = m, 80 ,80

where 7, is the number of electrons per unit volume, n;
is the number of ions per unit volume, ¢, is the electron
charge, m, is the electron mass, m; is the ion mass,
and & is the dielectric constant of free space. Under
normal aerodynamic conditions, m; is much greater than
m,. Correspondingly, @,; is much smaller than @,,.. The
angular frequency of ion oscillation is negligible, so it
can be approximated ®, ~ ®,.. The angular frequency
of plasma oscillation is expressed as:

2
w, ~ | e (12)
me€p
Plasma collision frequency v, is also a necessary
parameter in the dielectric constant of the plasma, in
which the electron collision frequency dominates. There
are many kinds of collisions between particles in plasma,
the most important part is the collision between electrons
and ions and the collision between electrons and neutral
particles.
The collision frequency between electrons and neu-
tral particles is:

B [T
Vem = 6.3 % 10" %n,, 300 (13)

The collision frequency of electrons and ions is:

5.5n; 2807, 1. (T
Vei = ——— |In ¢ +ln<) .14
' Tf/z[ <n}/3> 3 Te]

Normally,v,,, > v.;. Therefore, it can be approx-
imated v, = v.,. The expression of plasma collision
frequency is:

_ [T
Ve A Ve = 6.3 x 1070, 300" (15)

where n,, is the density of neutral particles in the gas.

The electromagnetic parameters of unmagnetized
plasma can be described by the Drude model in the
following form:

@

Substituting the above equation into the frequency-
domain Maxwell curl equations, we get:

0)2
W& 1+7” E=VxH, 17
J 0< oo+ v) (17)
jouH = -V xX E. (18)
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By introducing the polarization current density J
and converting the above equation into the time-domain,
the following expression can be obtained:

%—E +J=VxH. (19)
JH
NW =—-VXE. (20)
aJ 2
WJrch:sowa. (21)

In a rectangular coordinate system, the component
of polarization current density in the dj* +vJ, =& sz
direction is expressed as:

dJ,

ot

We multiply both sides of equation (22) by the
factor e"’ and simplify to get:

d(Jye'")
ot
Using second-order Runge-Kutta time difference

and simplifying the above equation, the following recur-
rence relationship can be obtained:

+vedy = ) E. (22)

= g0, Ej. (23)

= VAt )
n
+ v & wax

(4

n+1 _ _—V:At n
S =e N

(€YD 14 v,Ar)

V2At

[y ET — g0y EY).

(24)

Equation (19) can be discretized by using central
difference in time as:
At
—(Vx H),—

EM =E"+ o

At
E(J;:“ +J1). (25)

By substituting equation (24) into equation (25) and
simplifying, we get:

En+1: 1
X 2
1+ “’2( —Vel _ ] 4 v, Ar)
{ Ata) —vrAt)
2
P — VAt
& —1+v.Ar
+2V3( + )}

+:(V H), —ZA;)(I—M"CA’)J{’}. (26)

Similar treatment is done in the other directions, and
the iterative formula of the magnetic field is the same as
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that of the ordinary FDTD, which means that the plasma
can still be treated with traditional metal conformal
treatment when it is located at the metal interface. From
equations (24) and (26), the iterative formula of Runge-
Kutta in the discretized three-dimensional unmagnetized
plasma can be obtained. The following is a concrete
expression for J, and E, in the x direction at the
coordinates (i + 1/2,j,k). The form of the y and z
direction components is similar, so those expressions are
omitted.

1
Jy <i+ 2,j,k>

1
_ e*VcA[J)lclfl (l+ ,j7k>
2
1 _efv(-At N 1 )
+T80(DPE;: l+§,],k

(7N —1+VAr)

V2At

1
X [eow,%E;’ (i+2,j,k>
_¢ 2rn—1 [ - 1 .
00, EY l+2,],k . 27
n+1 [ . 1 .
Ex l+57.}7k

1
VeAl — 1+ v, At)

w2
Bp (-
1—|—2v3(e

Ato?
X{|:1— p(1—6‘7VCAt)

2V,
2
[0)
+ T‘fz(erAl —1 —+ VCAI):|

x EY (H—;,j,k)

IR
(e 1)

_A1Z<Hyn+1/2< ,],k+;>

1 1
(s L )]

— %(1 +er”)1}}}. (28)

Here, the electron concentration in the plasma is
considered as a random variable satisfying certain sta-
tistical characteristics. Assuming that the electron con-
centration satisfies the Gaussian probability distribution,
then the electron concentration can be described as:

I’lg(é) = My, + Gny&) (29)

where U, represents the average electron concentration,
0y, is its standard deviation, and & is the random quan-
tity satisfying the standard normal distribution. Because
the random change of electron concentration leads to the
corresponding random change of electric field, magnetic
field, and current density, these variables are expanded
by Hermite polynomial and expressed as:

E(i+1/2,j,k &)

—Zwm

H(i+1/2,j+1/2,k,§)

e(i+1/2,j,k,m). (30)

Y V@ 12,412 km). G
m=0
Ji+1/2,7.k)
= ¥ v+ 172, k) (32)
m=0

By substituting equation (12) and equations (29-32)
into equation (28), we get:

Zwm

= [1—Bn (&) +Ane(&)]

x Z Win(&
Ar[1 [ &

< (EVT 1412, j+1/2,k,m)

[14+An (& e i+ 1/2,j,k,m)

er(i+1/2,j,k,m)

- Z W (E)HET2( z+1/2,jl/2,k,m))
—(Z U ER 2 (14172, j,k+1/2,m)
—Zwm E i 1)2,,k—1/2, m))]

A ey Yy
m
280 m=0

X (EVE(i+1/2,j+1/2,k,m). (33)
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The coefficients A and B satisfy the following rela-

tion:
612 A
=_—"¢ (VA _ 1 +V.Ar. 34
Atg?
B=_—"¢(1—¢ ). 35
2vcme£0( ¢ ) (35)

Equation (36) is tested by using Hermite polynomial
and simplified by using Hermite polynomial recurrence
relation and orthogonal property:

AG,, e N (i41/2,,k,1—1)
+ (1A, ) e (i 4172, j,k,1)
+(+1DAc,, e (i+1/2,j,k1+1)
=(A—B)o, e (i+1/2,j,k1—1)
+[1+(A—B)uy, e (i+1/2, j.k,1)
+(+1)(A—B)oy,,ei(i+1/2,j,k1+1)
arf 1

o Ay(h;’“/z(iJr1/2,j+1/2,k,l)

K412, - 1/2,k,1)

| P . )
- E(hy“/z(hu 1/2,j,k+1/2,0)

— i 1)2, k= 1/2,1))

- %(1 e VAN (i41/2,j41/2,k,1). (36)
It can be seen from the observation of equation
(36) that when uncertainty electromagnetic analysis is
carried out using p-order polynomial chaos expansion
method, the updates of the unknowns of the electric
field at different edges are independent of each other,
but the updates of the unknown electric field at the same
edge p + 1 need to be synchronized. Its iterative matrix
equation satisfies the tridiagonal property and can be
quickly solved by the catch-up method. The updated
formulas for the remaining field quantities are similarly
derived and are not listed here.

IV. NUMERICAL EXAMPLES

In order to verify the correctness and effectiveness
of the proposed conformal FDTD uncertainty analysis
method based on PCE technology, the electromagnetic
scattering analysis of the AGARD HB-2 calibration
model is carried out. As shown in Fig. 1(a), the total
length of the target is 1.4932 m When this target flies at
a high speed, plasma will be generated on the surface,
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and its plasma parameters n, and 7 can be obtained
through the fluid dynamics simulation software CFD-
FASTRAN. Here, the flight height of the target is set
at 30 km. The flight speed is set to Mach 10, and the
generated plasma flow field has a radius of 0.8 m and
a total length of 2.8 m. The distribution of n, and T
is shown in Figs. 1(b) and 1(c). Incident plane wave
is against the light, incidence parameter is set to 8 =
90°,¢ = 0°, ox = 0°, and viewing angle is set to ¢ =
0°,0 = 0° ~ 360°. The computing platform comprises
a DELL server equipped with an Intel(R) Xeon(R) E7-
4850 CPU running at 2.0 GHz, along with 512 GB of
memory.

4.900d

23814

-03048m
()

(©) (d)
Fig. 1. The AGARD HB-2 calibration model at

30 km/10 Ma. (a) Geometric diagram, (b) grid diagram,
(c) electron concentration, and (d) temperature.

First, the observation frequency is set to 300 MHz
the spatial dispersion size is Ax = Ay = Az = 0.025 m,
and the time step is set to Ar = 0.7Ax/ V3¢, where
¢ represents the propagation speed of electromagnetic
waves in free space, the total number of time steps is
set to 4000, and the electric field observation point is set
at the discrete grid (16, 92, 92). Here, the randomness
of electron concentration is considered, assuming that
it satisfies the Gaussian probability distribution and
the mean value satisfies the spatial distribution shown
in Fig. 1. The mean value and standard deviation of
electron concentration at different spatial locations are
different, their ratio is assumed to be the same, and the
standard deviation/mean value equals 2%. Monte Carlo
method and CFDTD method based on PCE technology
(PCE-CFDTD) were used for uncertainty analysis. The
sampling times of Monte Carlo method was 100 times,
and the polynomial order of PCE technology was set as
p = 1. Figure 2 shows the expected and standard devia-
tion of the electric field at the observation points of the
two methods, which are in good agreement, indicating
the correctness of the proposed PCE-CFDTD. Figure 3
shows the comparison diagram of the bistatic RCS mean
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value of the target at 300 MHz. In order to further prove
the effectiveness of PCE technology, the calculation time
of the two methods is listed in Table 1. The Monte
Carlo method with 100 samples takes 114,698 s, while
the proposed PCE-CFDTD method takes only 5,901 s,
which greatly saves calculation time. Results show the
high efficiency of the proposed PCE-CFDTD method.

0.08

0.06 — MC
0.04 — .~ PCE-CFDTD

0.02

-0.02

-0.04

Expectations of E(V/m)
(=}

-0.06

-0.08
0 500 1000 1500 2000 2500 3000
Time Steps

@

0.0007

— MC
t ~ .~ PCE-CFDTD

0.0006

0.0005

Standard deviation of E(V/m)
s o o
=3 =3 [=3
=3 =3 (=1
g g g

0.0001

HiTHN b
1500 2000 2500 3000
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(b)

0 500 1000

Fig. 2. Comparison of electric field results at the obser-
vation point of different methods. (a) Expectations and
(b) standard deviation.

0 ’/—""\\\ :_:l:srmm
10 - /’/ \\‘ o~
:, /N YN
§ N /I \ ,/ hs e
k] \ / \\ /' ‘\‘ ’/ \\\/
Y \
) i i
' '15 i.’
- |
Fig. 3. Expectations of RCS at 300 MHz.
Table 1: CPU time comparison
Method MC PCE-CFDTD
CPU time(s) | 114,698 5,901

0.03 = MC
=+« = PCE-CFDTD

g

Expectations of E(V/m)

0 500 1000 1500 2000 2500 3000 3500 4000
Time Steps

(a)

0.00025

— MC
— - = PCE-CFDTD

0.0002

0.00015 |

0.0001 |

Standard deviation of E(V/m)

0.00005 |

0 500 1000 1500 2000 2500 3000 3500 4000
Time Steps

(b)

Fig. 4. Comparison of electric field results at the obser-
vation point of different methods. (a) Expectations and
(b) standard deviation.

o, ---MC

~ - PCE-CFDTD

0 20 40 60 80 100 120 140 160 180
Theta(deg)

Fig. 5. Expectation comparison of RCS at 600 MHz.

Table 2: CPU time comparison

Method MC
CPU time(s) | 307,315

PCE-CFDTD
7583

Next, the observation frequency is set to 600 MHz,
the spatial dispersion size is Ax = Ay = Az = 0.0125 m,
the time step is set to Ar = 0.7Ax/ V3¢, and the total
number of time steps is set to 3000. The electric field
observation point is set at the discrete grid (16, 92,
92), and the randomness of electron concentration is
consistent with the above. Figure 4 shows the standard
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deviation of the electric field at the observation point of
the two methods, which is in good agreement. Figure 5
shows a comparison of the mean value of the bistatic
RCS of the hypersonic HB-2 model at 600 MHz. Due
to the limitation of computer resources and time, the
calculation accuracy achieved by Monte Carlo sampling
100 times is not high enough. The calculation time
of the two methods is listed in Table 2. The Monte
Carlo method with 100 samples takes 307,315 s, while
the proposed PCE-CFDTD method only takes 7,583 s,
which greatly saves calculation time. Results show the
high efficiency of the proposed PCE-CFDTD method.

V. CONCLUSIONS

In this paper, an efficient algorithm for hypersonic
target uncertainty electromagnetic analysis is studied,
and the conformal FDTD uncertainty electromagnetic
analysis technique based on polynomial chaos expansion
is proposed. Firstly, the iterative method of polynomial
chaos expansion conformal FDTD method is derived
and combined with metal/medium conformal technique
and polynomial chaos expansion technique, an efficient
electromagnetic analysis of the uncertainty problem of
the electron concentration of the plasma generated on
the hypersonic target surface is achieved. Currently, this
method is limited to solving Maxwell’s equations and
has not yet been extended to other equations or to han-
dling the coupling between multiphysics equations.in
the future, it could be applied to solve heat conduction
equations and address random thermal field problems
with uncertain parameters.
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