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Abstract – In response to the current lack of rapid
and efficient techniques for uncertainty analysis in
electromagnetic problems, this paper proposes an effi-
cient uncertainty quantification method based on the
finite-difference time-domain (FDTD) method. A con-
formal FDTD formulation integrated with polynomial
chaos expansion (PCE) is comprehensively derived.
For random input variables exhibiting Gaussian distri-
bution characteristics, Hermite polynomial expansion
and Galerkin testing are employed. Furthermore, by
incorporating the Runge-Kutta time-stepping scheme,
the method efficiently quantifies electromagnetic scat-
tering characteristics considering stochastic variations in
plasma electron density of hypersonic targets. Numeri-
cal experiments demonstrate that the proposed approach
provides a reliable framework for uncertainty analysis in
complex electromagnetic environments.

Index Terms – Electromagnetic characteristics, hyper-
sonic target, polynomial chaos expansion, uncertainty.

I. INTRODUCTION
Near-space refers to the region between 20 km and

100 km altitude, which includes most of the stratosphere,
the entire mesosphere, and parts of the thermosphere.
When hypersonic targets reach near-space regions dur-
ing high-speed flight, they encounter a highly complex
high-temperature plasma sheath [1]. As radio signals
propagate through the plasma sheath, they experience
absorption and scattering effects that alter the electro-
magnetic characteristics of the vehicle, posing signifi-
cant challenges for communication and radar detection
of hypersonic vehicles [2, 3]. The hypersonic flow
environment is further complicated by high-temperature
non-equilibrium flows, chemical reactions, and thermo-
dynamic non-equilibrium. Regarding confidence inter-
vals in radar detection, the primary question is it the

target or just noise. The decision is based on com-
paring the received signal power to a threshold. The
significance of confidence intervals in radar tracking
is accurate estimation of the tracked motion state of
the target. Although environmental parameters can be
measured on the ground, it is prohibitively expensive.
Thus, numerical simulation techniques are crucial for
analyzing the electromagnetic properties of hypersonic
targets [4, 5]. Despite the high accuracy of numerical
methods, real-world problems often introduce numerous
uncertainty factors. This has led to a strong interest
in studying the effects of these stochastic fluctuations
to enhance the precision and reliability of engineering
analyses.

Considering the actual environment, manufactur-
ing processes, and other factors, practical electromag-
netic systems are susceptible to uncertainties such as
electromagnetic interference (EMI) and electromagnetic
compatibility (EMC) [6–8]. It is crucial to consider
and quantify the impact of these uncertainties through
methods like electromagnetic compatibility analysis and
bioelectromagnetic analysis [9]. There are primarily
two types of numerical quantification methods. One
type is statistical methods based on sampling theory,
with the most famous being the Monte Carlo (MC)
method [10]. Hastings et al. used the MC-FDTD method
to analyze the electromagnetic scattering characteristics
of random rough surfaces [11]. While the Monte Carlo
method is simple to implement, it suffers from low
convergence rates, resulting in significant computational
time. The other type is stochastic methods based on
probability theory, which include several techniques.
Smith proposed the Stochastic FDTD (SFDTD) method
using Taylor series expansion and applied it to bio-
electromagnetic simulations, achieving an analysis of
the electromagnetic properties of multilayer skin tis-
sues considering uncertainties in dielectric parameters
and conductivity [12–14]. Nguyen et al. employed the
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SFDTD method to study the electromagnetic character-
istics of magnetized plasma with random electron and
ion concentrations in the atmosphere [15]. Silly-Carette
et al. used the Stochastic Collocation (SC) method, com-
bined with FDTD simulation, to analyze the uncertainty
of the impact of plane waves with random incident
angles on human head radiation [16]. Edwards et al.
combined the PCE technique with the FDTD method
to analyze EMC problems, quantifying uncertainties
in scenarios involving uniformly distributed reflection
coefficients of shielding plates and the random variation
of dielectric sphere radii, dielectric parameters, and
magnetic permeability [17]. Austin and Sarris utilized
the FDTD method based on PCE technology to conduct
efficient analysis of integrated circuits with geometri-
cally varying dimensions [18]. Pyrialakos et al. used
the FDTD method, based on PCE technology and the
Karhunen-Loeve (KL) expansion method, for spatially
inhomogeneous materials with stochastic exponential
gradients. This allowed for rapid analysis of the elec-
tromagnetic characteristics of uncertain problems by
decoupling multi-input variable random processes and
reducing the polynomial order describing random output
variables [19]. Lin et al. proposed a framework for
uncertainty quantification based on the isogeometric
boundary element method and PCE method in the acous-
tic field and robust shape optimization for sound barri-
ers [20]. Jiang et al. proposed a novel and comprehensive
computational framework based on intrusive polyno-
mial chaos approach to effectively analyze the uncer-
tainty problem of thermomagnetic convection caused
by random temperature fluctuations [21]. In comparison
to Monte Carlo methods, probabilistic-based stochastic
methods are operationally intricate but exhibit enhanced
convergence characteristics.

Yang et al. introduced the Monte Carlo method
to streamline the uncertainty analysis in the mea-
surement of electromagnetic parameters for absorbing
materials using the transmission/reflection method and
investigated the key factors influencing system uncer-
tainty [22]. In electromagnetic compatibility analysis,
the quantification of uncertainty frequently encounters
challenges caused by the curse of dimensionality, Jiang
et al. proposes an enhanced sparse polynomial chaos
expansion method that combines hyperbolic truncation,
E-optimality criterion, and the subspace pursuit algo-
rithm to improve both computational efficiency and
model accuracy [23].

Given the absence of fast and efficient anal-
ysis techniques for uncertain electromagnetic prob-
lems in the time-domain differential equation method,
this paper explores an efficient uncertainty analy-
sis technique based on the time-domain differen-
tial equation method. Specifically, we investigate

the conformal finite-difference time-domain (FDTD)
method augmented with polynomial chaos expansion
(PCE) technology. In this study, we focus on employing
the Hermite polynomial expansion and Galerkin test
to address random problems characterized by Gaussian
distribution of input variables. Additionally, we inte-
grate the Runge-Kutta exponential time-history differ-
ence technique into the analysis. Through these com-
bined approaches, we achieve quantitative analysis of
the uncertain electromagnetic scattering characteristics
of hypersonic target plasma, specifically considering the
random variation of electron concentration. The pro-
posed methodology allows for a thorough examination
of the uncertainties associated with the scattering behav-
ior of hypersonic target plasma. By effectively incor-
porating the PCE technology and specialized numerical
techniques within the conformal FDTD framework, we
can analyze the electromagnetic response of the sys-
tem in the presence of random variations in electron
concentration. This research significantly contributes
to advancing our understanding of the uncertain elec-
tromagnetic properties of hypersonic targets, enabling
more accurate characterization and prediction of their
scattering characteristics.

II. POLYNOMIAL CHAOS EXPANSION
TECHNIQUES

The Monte Carlo method is a classical sampling
statistical method that offers clear principles and easy
implementation. However, it is often time-consuming
due to the need for repeated sampling calculations. In
contrast, PCE technology, as a probabilistic statistical
method, conducts an orthogonal polynomial expansion
on random input variables and their corresponding
response variables. This approach transforms uncer-
tainty quantification into solving expansion coefficients,
allowing us to obtain statistical characteristics of uncer-
tainty problems through a single simulation. In deter-
ministic time-domain electromagnetic simulations, the
computational dimension typically consists of the time
dimension (t) and spatial dimensions (x, y, z). When
uncertain variables are present in the electromagnetic
system, an additional dimension ξ is introduced to
capture the randomness of electromagnetic waves. For
conventional time-domain differential equation meth-
ods, basis functions or direct difference methods are
employed for spatial expansions, while difference meth-
ods are used for time expansions. Therefore, when
dealing with the newly introduced dimension, suitable
methods must be employed for expansion. In this paper,
we adopt the polynomial chaos expansion method on
the additional dimension. This involves using orthog-
onal polynomials to expand random variables. The
selection of orthogonal polynomials should consider
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the probabilistic statistical distribution of the random
input variables. If the random input variable follows a
Gaussian probability distribution, Hermite polynomials
can be chosen. If the random input variables follow
a uniform distribution, Legendre polynomials can be
selected. These choices are made based on the statistical
properties of the random variables to ensure accurate
representation and analysis of the uncertainties in the
electromagnetic system.

A. Gaussian probability distribution
Assuming that the random input variable In(ξ )

satisfies the Gaussian probability distribution, then the
input variable can be described as:

In(ξ ) = µIn +σInξ . (1)

Here µIn is the average value,σIn is the standard devi-
ation, and ξ is a random quantity satisfying the stan-
dard normal distribution. Using Hermite polynomial to
expand the uncertain response variable f (r, t,ξ ):

f (r, t,ξ ) =
k=p

∑
k=0

ψk(ξ ) f k(r, t). (2)

Here ψk(ξ ) is Hermite polynomial and p is polynomial
order. The Hermite polynomial of order k is defined as:

ψk(ξ ) = (−1)keξ 2/2 dk

dξ k e−ξ 2/2. (3)

Hermite polynomials satisfy the following recursion
relation and orthogonality:

ψ0(ξ ) = 1, ψ1(ξ ) = ξ ,

ψk+1(ξ ) = ξ ψk(ξ )− kψk−1(ξ ), k > 1, (4)

⟨ψm(ξ ),ψn(ξ )⟩=
∫ +∞

−∞

ψm(ξ )ψn(ξ )e−ξ 2/2dξ

= n!
√

2πδmn. (5)

Here δmn is the Kronecker impulse function.

B. Uniform distribution
If the random input variable In(ξ ) follows the

uniform distribution of [a,b], then the input variable can
be described as:

In(ξ ) =
b−a

2
ξ +

a+b
2

. (6)

Here ξ follows the uniform distribution of [−1,1]. The
Legendre polynomial is used to expand the uncertain
response variable f (r, t,ξ ):

f (r, t,ξ ) =
k=p

∑
k=0

Pk(ξ ) f k(r, t). (7)

Here Pk(ξ ) represents the Legendre polynomial and p is
the polynomial order. The Hermite polynomial of order
k is defined as:

Pk(ξ ) =
1

2kk!
dk

dξ k [(ξ
2 −1)k]. (8)

The Legendre polynomial satisfies the following recur-
sion relation and orthogonality:

P0(ξ ) = 1,P1(ξ ) = ξ ,

(k+1)Pk+1(ξ ) = (2k+1)ξ Pk(ξ )− kPk−1(ξ ), k > 1,
(9)

⟨Pm(ξ ),Pn(ξ )⟩=
∫ 1

−1
Pm(ξ )Pn(ξ )dξ =

2
2n+1

δmn.
(10)

III. UNCERTAINTY ELECTROMAGNETIC
ANALYSIS

Plasma is a unique state of matter consisting of
ions, electrons, and non-ionized neutral particles. It is
characterized by its collective behavior and is primarily
influenced by electromagnetic forces. Plasma exists in
a neutral state overall, despite the presence of charged
particles. Plasma finds a wide range of applications
across various fields, including biomedical, electronic,
and military domains. In the realm of electronics, plasma
is utilized in microelectronics for processes like plasma
etching and deposition, which are crucial in the fabrica-
tion of integrated circuits and other electronic devices.
Plasma displays, such as plasma TVs, rely on the ion-
ization of gas to produce light. High-power microwave
devices also employ plasma to generate and control
electromagnetic radiation. Plasma-based techniques can
be used to reduce radar cross-section and improve the
stealth capabilities of military equipment. Additionally,
plasmas can be harnessed to enhance the aerodynamic
properties of aircraft by controlling the boundary layer
flow around the surface. The electromagnetic analysis of
plasma needs to correctly extract the equivalent electro-
magnetic parameters of plasma, where plasma frequency
ωp and plasma collision frequency vc are the two main
parameters.

The oscillation frequency of electrons and ions
in plasma under the combined action of external dis-
turbance and coulomb force is called the oscillation
angular frequency of plasma, also known as the cut-off
frequency of plasma. The plasma frequency ωp is the
sum of the angular frequency of electron oscillation ωpe
and the angular frequency of ion oscillation ωpi, namely
ωp = ωpe + ωpi. The angular frequency of electron
oscillation and the angular frequency of ion oscillation
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have the following forms:

ωpe =

√
neq2

e

meε0
, ωpi =

√
niq2

e

miε0
, (11)

where ne is the number of electrons per unit volume, ni
is the number of ions per unit volume, qe is the electron
charge, me is the electron mass, mi is the ion mass,
and ε0 is the dielectric constant of free space. Under
normal aerodynamic conditions, mi is much greater than
me. Correspondingly, ωpi is much smaller than ωpe. The
angular frequency of ion oscillation is negligible, so it
can be approximated ωp ≈ ωpe. The angular frequency
of plasma oscillation is expressed as:

ωp ≈

√
neq2

e

meε0
. (12)

Plasma collision frequency vc is also a necessary
parameter in the dielectric constant of the plasma, in
which the electron collision frequency dominates. There
are many kinds of collisions between particles in plasma,
the most important part is the collision between electrons
and ions and the collision between electrons and neutral
particles.

The collision frequency between electrons and neu-
tral particles is:

vem = 6.3×10−9nm

√
T

300
. (13)

The collision frequency of electrons and ions is:

vei =
5.5ni

T 3/2
e

[
ln

(
280Te

n1/3
i

)
+

1
3

ln
(

T
Te

)]
. (14)

Normally,vem ≫ vei. Therefore, it can be approx-
imated vc ≈ vem. The expression of plasma collision
frequency is:

vc ≈ vem = 6.3×10−9nm

√
T

300
, (15)

where nm is the density of neutral particles in the gas.
The electromagnetic parameters of unmagnetized

plasma can be described by the Drude model in the
following form:

ε = ε0

(
1+

ω2
p

jω( jω + vc)

)
. (16)

Substituting the above equation into the frequency-
domain Maxwell curl equations, we get:

jωε0

(
1+

ω2
p

jω( jω + vc)

)
E = ∇×H, (17)

jωµH =−∇×E. (18)

By introducing the polarization current density J
and converting the above equation into the time-domain,
the following expression can be obtained:

ε0
∂E

∂ t
+J = ∇×H. (19)

µ
∂H

∂ t
=−∇×E. (20)

∂J

∂ t
+ vcJ = ε0ω

2
pE. (21)

In a rectangular coordinate system, the component
of polarization current density in the dJx

dt +vJx = ε0ω2
pEx

direction is expressed as:

∂Jx

∂ t
+ vcJx = ε0ω

2
pEx. (22)

We multiply both sides of equation (22) by the
factor evct and simplify to get:

∂ (Jxevct)

∂ t
= ε0ω

2
pEx. (23)

Using second-order Runge-Kutta time difference
and simplifying the above equation, the following recur-
rence relationship can be obtained:

Jn+1
x = e−νc∆tJn

x +
1− e−νc∆t

νc
ε0ω

2
pEn

x

+
(e−νc∆t −1+νc∆t)

ν2
c ∆t

[ε0ω
2
pEn+1

x − ε0ω
2
pEn

x ].

(24)

Equation (19) can be discretized by using central
difference in time as:

En+1
x = En

x +
∆t
ε0

(∇×H)x −
∆t
2ε0

(Jn+1
x + Jn

x ). (25)

By substituting equation (24) into equation (25) and
simplifying, we get:

En+1
x =

1

1+
ω2

p
2ν2

c
(e−νc∆t −1+νc∆t)

×
{[

1−
∆tω2

p

2νc
(1− e−νc∆t)

+
ω2

p

2ν2
c
(e−νc∆t −1+νc∆t)

]
En

x

+
∆t
ε0

(∇×H)x −
∆t
2ε0

(1+ e−νc∆t)Jn
i

}
. (26)

Similar treatment is done in the other directions, and
the iterative formula of the magnetic field is the same as
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that of the ordinary FDTD, which means that the plasma
can still be treated with traditional metal conformal
treatment when it is located at the metal interface. From
equations (24) and (26), the iterative formula of Runge-
Kutta in the discretized three-dimensional unmagnetized
plasma can be obtained. The following is a concrete
expression for Jx and Ex in the x direction at the
coordinates (i + 1/2, j,k). The form of the y and z
direction components is similar, so those expressions are
omitted.

Jn
x

(
i+

1
2
, j,k

)
= e−νc∆tJn−1

x

(
i+

1
2
, j,k

)

+
1− e−νc∆t

νc
ε0ω

2
pEn−1

x

(
i+

1
2
, j,k

)

+
(e−νc∆t −1+ν∆t)

ν2
c ∆t

×
[

ε0ω
2
pEn

x

(
i+

1
2
, j,k

)
− ε0ω

2
pEn−1

x

(
i+

1
2
, j,k

)]
. (27)

En+1
x

(
i+

1
2
, j,k

)
=

1

1+
ω2

p
2ν2

c
(e−νc∆t −1+νc∆t)

×
{[

1−
∆tω2

p

2νc
(1− e−νc∆t)

+
ω2

p

2ν2
c
(e−ν∆t −1+νc∆t)

]
×En

x

(
i+

1
2
, j,k

)
+

∆t
ε0

[
1

∆y

(
Hn+1/2

z

(
i+

1
2
, j+

1
2
,k
)

−Hn+1/2
z

(
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2

))]
− ∆t

2ε0
(1+ e−νc∆t)Jn

x

}
. (28)

Here, the electron concentration in the plasma is
considered as a random variable satisfying certain sta-
tistical characteristics. Assuming that the electron con-
centration satisfies the Gaussian probability distribution,
then the electron concentration can be described as:

ne(ξ ) = µne +σneξ , (29)

where µne represents the average electron concentration,
σne is its standard deviation, and ξ is the random quan-
tity satisfying the standard normal distribution. Because
the random change of electron concentration leads to the
corresponding random change of electric field, magnetic
field, and current density, these variables are expanded
by Hermite polynomial and expressed as:

E(i+1/2, j,k,ξ )

=
p

∑
m=0

ψm(ξ )e(i+1/2, j,k,m). (30)

H(i+1/2, j+1/2,k,ξ )

=
p

∑
m=0

ψm(ξ )h(i+1/2, j+1/2,k,m). (31)

J(i+1/2, j,k,ξ )

=
p

∑
m=0

ψm(ξ )J(i+1/2, j,k,m). (32)

By substituting equation (12) and equations (29–32)
into equation (28), we get:

[1+Ane(ξ )]
p

∑
m=0

ψm(ξ )en+1
x (i+1/2, j,k,m)

= [1−Bne(ξ )+Ane(ξ )]

×
p

∑
m=0

ψm(ξ )en
x(i+1/2, j,k,m)

+
∆t
ε0

[
1

∆y

( p

∑
m=0

ψm

× (ξ )hn+1/2
z (i+1/2, j+1/2,k,m)

−
p

∑
m=0

ψm(ξ )h
n+1/2
z (i+1/2, j−1/2,k,m)

)

− 1
∆z

( p

∑
m=0

ψm(ξ )h
n+1/2
y (i+1/2, j,k+1/2,m)

−
p

∑
m=0

ψm(ξ )h
n+1/2
y (i+1/2, j,k−1/2,m)

)]

− ∆t
2ε0

(1+ e−νc∆t)
p

∑
m=0

ψm

× (ξ )Jn
x (i+1/2, j+1/2,k,m). (33)
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The coefficients A and B satisfy the following rela-
tion:

A =
q2

e

2ν2
c meε0

(e−νc∆t −1+νc∆t). (34)

B =
∆tq2

e

2νcmeε0
(1− e−νc∆t). (35)

Equation (36) is tested by using Hermite polynomial
and simplified by using Hermite polynomial recurrence
relation and orthogonal property:

Aσneen+1
x (i+1/2, j,k, l −1)

+(1+Aµne)e
n+1
x (i+1/2, j,k, l)

+(l +1)Aσneen+1
x (i+1/2, j,k, l +1)

= (A−B)σneen
x(i+1/2, j,k, l −1)

+ [1+(A−B)µne ]e
n
x(i+1/2, j,k, l)

+(l +1)(A−B)σneen
x(i+1/2, j,k, l +1)

+
∆t
ε0

[
1

∆y
(hn+1/2

z (i+1/2, j+1/2,k, l)

−hn+1/2
z (i+1/2, j−1/2,k, l))

− 1
∆z

(hn+1/2
y (i+1/2, j,k+1/2, l)

−hn+1/2
y (i+1/2, j,k−1/2, l))

]
− ∆t

2ε0
(1+ e−νc∆t)Jn

x (i+1/2, j+1/2,k, l). (36)

It can be seen from the observation of equation
(36) that when uncertainty electromagnetic analysis is
carried out using p-order polynomial chaos expansion
method, the updates of the unknowns of the electric
field at different edges are independent of each other,
but the updates of the unknown electric field at the same
edge p+ 1 need to be synchronized. Its iterative matrix
equation satisfies the tridiagonal property and can be
quickly solved by the catch-up method. The updated
formulas for the remaining field quantities are similarly
derived and are not listed here.

IV. NUMERICAL EXAMPLES
In order to verify the correctness and effectiveness

of the proposed conformal FDTD uncertainty analysis
method based on PCE technology, the electromagnetic
scattering analysis of the AGARD HB-2 calibration
model is carried out. As shown in Fig. 1(a), the total
length of the target is 1.4932 m When this target flies at
a high speed, plasma will be generated on the surface,

and its plasma parameters ne and T can be obtained
through the fluid dynamics simulation software CFD-
FASTRAN. Here, the flight height of the target is set
at 30 km. The flight speed is set to Mach 10, and the
generated plasma flow field has a radius of 0.8 m and
a total length of 2.8 m. The distribution of ne and T
is shown in Figs. 1(b) and 1(c). Incident plane wave
is against the light, incidence parameter is set to θ =
90◦,ϕ = 0◦, α = 0◦, and viewing angle is set to φ =
0◦,θ = 0◦ ∼ 360◦. The computing platform comprises
a DELL server equipped with an Intel(R) Xeon(R) E7-
4850 CPU running at 2.0 GHz, along with 512 GB of
memory.

(a) (b)

(c) (d)

Fig. 1. The AGARD HB-2 calibration model at
30 km/10 Ma. (a) Geometric diagram, (b) grid diagram,
(c) electron concentration, and (d) temperature.

First, the observation frequency is set to 300 MHz
the spatial dispersion size is ∆x = ∆y = ∆z = 0.025 m,
and the time step is set to ∆t = 0.7∆x/

√
3c, where

c represents the propagation speed of electromagnetic
waves in free space, the total number of time steps is
set to 4000, and the electric field observation point is set
at the discrete grid (16, 92, 92). Here, the randomness
of electron concentration is considered, assuming that
it satisfies the Gaussian probability distribution and
the mean value satisfies the spatial distribution shown
in Fig. 1. The mean value and standard deviation of
electron concentration at different spatial locations are
different, their ratio is assumed to be the same, and the
standard deviation/mean value equals 2%. Monte Carlo
method and CFDTD method based on PCE technology
(PCE-CFDTD) were used for uncertainty analysis. The
sampling times of Monte Carlo method was 100 times,
and the polynomial order of PCE technology was set as
p = 1. Figure 2 shows the expected and standard devia-
tion of the electric field at the observation points of the
two methods, which are in good agreement, indicating
the correctness of the proposed PCE-CFDTD. Figure 3
shows the comparison diagram of the bistatic RCS mean
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value of the target at 300 MHz. In order to further prove
the effectiveness of PCE technology, the calculation time
of the two methods is listed in Table 1. The Monte
Carlo method with 100 samples takes 114,698 s, while
the proposed PCE-CFDTD method takes only 5,901 s,
which greatly saves calculation time. Results show the
high efficiency of the proposed PCE-CFDTD method.

(a)

(b)

Fig. 2. Comparison of electric field results at the obser-
vation point of different methods. (a) Expectations and
(b) standard deviation.

Fig. 3. Expectations of RCS at 300 MHz.

Table 1: CPU time comparison

Method MC PCE-CFDTD
CPU time(s) 114,698 5,901

(a)

(b)

Fig. 4. Comparison of electric field results at the obser-
vation point of different methods. (a) Expectations and
(b) standard deviation.

Fig. 5. Expectation comparison of RCS at 600 MHz.

Table 2: CPU time comparison

Method MC PCE-CFDTD
CPU time(s) 307,315 7583

Next, the observation frequency is set to 600 MHz,
the spatial dispersion size is ∆x = ∆y = ∆z = 0.0125 m,
the time step is set to ∆t = 0.7∆x/

√
3c, and the total

number of time steps is set to 3000. The electric field
observation point is set at the discrete grid (16, 92,
92), and the randomness of electron concentration is
consistent with the above. Figure 4 shows the standard
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deviation of the electric field at the observation point of
the two methods, which is in good agreement. Figure 5
shows a comparison of the mean value of the bistatic
RCS of the hypersonic HB-2 model at 600 MHz. Due
to the limitation of computer resources and time, the
calculation accuracy achieved by Monte Carlo sampling
100 times is not high enough. The calculation time
of the two methods is listed in Table 2. The Monte
Carlo method with 100 samples takes 307,315 s, while
the proposed PCE-CFDTD method only takes 7,583 s,
which greatly saves calculation time. Results show the
high efficiency of the proposed PCE-CFDTD method.

V. CONCLUSIONS
In this paper, an efficient algorithm for hypersonic

target uncertainty electromagnetic analysis is studied,
and the conformal FDTD uncertainty electromagnetic
analysis technique based on polynomial chaos expansion
is proposed. Firstly, the iterative method of polynomial
chaos expansion conformal FDTD method is derived
and combined with metal/medium conformal technique
and polynomial chaos expansion technique, an efficient
electromagnetic analysis of the uncertainty problem of
the electron concentration of the plasma generated on
the hypersonic target surface is achieved. Currently, this
method is limited to solving Maxwell’s equations and
has not yet been extended to other equations or to han-
dling the coupling between multiphysics equations.in
the future, it could be applied to solve heat conduction
equations and address random thermal field problems
with uncertain parameters.
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Abstract – A novel adaptive multi-objective particle
swarm optimization (AMOPSO) is proposed to address
the focus shift and redundant hotspots issues prevalent
in current microwave hyperthermia treatment planning
for breast cancer. By optimizing the excitation of phased
array elements, more accurate beam focusing effect is
achieved and the redundant hotspots are reduced, which
significantly improves the treatment of breast cancer.
The algorithm uses the difference between the opti-
mized and target results as a feedback to self-constrain
the algorithm, and introduces ratio of the peak power
absorption (pPA) between the redundant hotspots and
the target hotspot as a key objective function to reduce
the number of redundant hotspots. Compared with the
existing hyperthermia treatment planning (HTP) opti-
mization algorithms, the proposed algorithm is capable
of achieving precise focusing and a more substantial
reduction in the number of redundant hotspots in a
shorter computation time. Furthermore, the introduction
of the pPA is capable of more effectively reducing the
number of redundant hotspots and achieving a lower
damage rate to healthy tissues.

Index Terms – Hyperthermia treatment planning
(HTP), particle swarm optimization (PSO), phased
arrays, specific absorption rate (SAR).

I. INTRODUCTION
Breast cancer poses a serious risk to women’s health

and life as it is one of the most common malignant
tumors in the female population [1]. Among the avail-
able technologies, microwave hyperthermia treatment

(MHT) has garnered significant attention due to its dis-
tinctive advantages [2]. This technology employs phased
arrays to generate focused microwaves [3], offering
merits such as rapid ablation, accurate localization, ease
of use, lower risk of postoperative complications, and
inexpensive medical costs [4, 5].

However, the practical application of MHT remains
challenging, with the most significant hurdle being the
precise focalization of microwave energy on tumor
tissues while avoiding damage to surrounding healthy
tissues [6]. Time-reversal (TR) technique is frequently
employed in the optimization of hyperthermia treatment
planning (HTP). However, the focused energy usually is
shifted away from the target due to the attenuation and
dispersion of microwaves in biological tissues, which
negatively impacts the effectiveness of the treatment. To
overcome these challenges, researchers usually optimize
the excitation of the phased array elements to improve
the focusing performance. In order to concentrate energy
in a particular area within a semicircular breast model,
Curto et al. [7] used the Nelder-Mead Simplex (NMS)
method to study and adjust the phase of a 4-element
phased array. In another study, Elkayal et al. [8] opti-
mized a 4-element phased array to minimize focus shift
using particle swarm optimization (PSO). Although the
previously described studies were successful in focus-
ing on the tumor, the focus range was far wider than
the actual tumor area, causing greater damage to the
surrounding healthy tissues, and the focusing resolution
was obviously insufficient.

In order to increase the resolution, increasing the
number of elements of the phased array becomes an
intuitive solution [9]. For example, Nguyen et al. [10]
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optimized the excitation of a 24-element phased array
using PSO and Lyu et al. [11] optimized an 36-element
phased array using differential evolution (DE). However,
while these studies improved focusing accuracy to some
extent, the optimization results inevitably led to the
emergence of excess hotspots in the superficial region
of healthy tissues. The specific absorption rates reached
90% [10] and 115% [11] at the tumor. Although it is
possible to mitigate the effects of hotspots in this part
of the region using physical techniques such as cooling
liquids [12], this inevitably makes the therapy procedure
more complicated and expensive.

Although it is theoretically impossible to eliminate
redundant hotspots due to their inherent nature in the
phased array, their effects can be suppressed through
optimization [13]. Traditional single-objective optimiza-
tion algorithms can be limited in their effectiveness
at reducing redundant hotspots. Therefore, Baskaran
et al. [14] employed a multi-objective genetic algorithm
(MOGA) to optimize the excitation of an 18-element
phased array , achieving greater tumor coverage and
fewer redundant hotspots. However, the tumor selected
in this study was in the superficial layer of breast
tissue, which may restrict the general applicability of
the results. Moreover, MOGA suffers from slow conver-
gence and focus shift, making it difficult to meet clinical
needs.

Recent studies have indicated that prevailing opti-
mization algorithms continue to encounter significant
obstacles in attaining accurate focusing effects and
effectively reducing redundant hotspots. Traditional
quantitative indicators such as hotspot to target quotient
(HTQ), average power absorption ratio (aPA), and spe-
cific absorption rate (SAR) are inadequate for providing
a comprehensive characterization of hotspots distribu-
tion. Moreover, extant algorithms evince suboptimal
efficiency and adaptability.

In this paper, an adaptive multi-objective particle
swarm optimization (AMOPSO) algorithm is proposed
to address these issues. First, it innovatively introduces
the peak power absorption ratio (pPA) as a quantita-
tive indicator, which provides a more comprehensive
assessment of hotspot distribution features. Secondly, an
adaptive feedback mechanism is designed. This mecha-
nism adjusts key parameters, such as inertia weight and
learning factor, based on the discrepancy between the
optimized and target results.

The proposed AMOPSO algorithm has been
demonstrated to enhance global search efficiency and
environmental adaptability of the algorithm through
an error feedback-based dynamic parameter adjust-
ment strategy. The incorporation of random perturbation
terms and nonlinear fitness functions serves to effec-
tively suppress the premature convergence phenomenon

of particle swarm and enhance the robustness of the
algorithm. The pPA indicator, when utilized in con-
junction with conventional evaluation metrics, fosters a
synergistic effect, thereby facilitating the establishment
of a multifaceted hotspot control evaluation system.
The findings from experiments suggest that, in compari-
son to conventional optimization algorithms, AMOPSO
demonstrates superior performance in critical metrics.

The rest of the paper is organized as follows.
Section II describes the research principles of HTP,
including quantitative indicators of treatment quality,
the optimization algorithm, the breast model and the
device. Section III presents a comparative analysis of the
optimization results of this algorithm, before concluding
with a summary in section IV.

II. THE PROPOSED ALGORITHM
A. Quantitative indicators of treatment quality

The aim of HTP is to accurately concentrate elec-
tromagnetic wave energy within the tumor, while pre-
venting the formation of redundant hotspots in healthy
tissue. If total thermal damage to the tumor tissue can
be accomplished and thermal damage to the surrounding
healthy tissue is kept to less than 5%, the HTP is usually
regarded as safe and successful [15].

The energy density deposition Q(r) in the breast
tissue is expressed as

Q(r) = 0.5σ(r)|E⃗(r)|2, (1)

where r = (x,y,z) are spatial coordinates, σ(r) is the
conductivity of the tissue and E⃗(r) is the total electric
field inside the tissue, which is given by

E⃗(r) =
N−1

∑
i=0

Ale−iϕi E⃗i(r), (2)

where Ai and ϕi are the amplitude and phase delays
of the ith antenna element, E⃗i(r) is the electric field
provided by the ith antenna, and N (N = 16 in this
work) is the number of antenna elements in the phased
array. Normally, we use SAR as a measure of absorbed
electromagnetic energy per unit time per unit mass of
a biological tissue [16], in units of W/kg. SAR(r) is
expressed as

SAR(r) =
Q(r)
2ρ(r)

=
σ(r)|E⃗(r)|2

2ρ(r)
, (3)

where ρ(r) is the density of the tissue. Since the phys-
ical properties of breast tissue are incorporated into
the SAR calculation, the absorption of electromagnetic
wave energy by breast tissue can be accurately observed
through the SAR distribution.
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When building the HTP optimization model, the
focus shift and the number of hotspots are usually taken
as the main optimization targets to ensure the precision
and safety of the treatment effect, weighing up treatment
accuracy and energy distribution uniformity. At the same
time, the model must consider several key indicators
comprehensively: HTQ, aPA, tumor coverage n% (TCn)
and damaged healthy tissue rate (DHTR) to enhance
the therapeutic effect and minimize damage to normal
tissues [17].

The focal shift is the spatial distance between the
center of the region of strongest energy focus and the
center of the target tumor, which is given by

FS = ∥rc − rt∥2, (4)

where rt = (xt ,yt ,zt) is the center coordinates of the
tumor, rc = (xc,yc,zc) is the center coordinates of the
strongest hotspot, obtained by

rc =
1

n(Hc)
∑

r∈Hc

r, (5)

where

Hc = {r ∈ Hmax | SAR(r)≥ 0.9×max(SAR(r))}, (6)

n(Hc) is the total number of points belonging to the
center area Hc of the strongest hotspot Hmax, which is
expressed as

Hmax = argmax
Hi

(
max
r∈Hi

SAR(r)
)
, (7)

Hi =

{
r | SAR(r)≥ 1√

2
×max(SAR(r))

}
, (8)

Hi is the region of hotspots, and the strongest one is
Hmax. The total number of Hi is the number of hotspots
N.

HTQ assesses the relationship between the region
of highest energy intensity and the average energy of the
tumor. It is expressed as the ratio of average SAR values
between in the top 1% healthy tissues and in the tumor,
which is

HT Q = SARV1/SARt , (9)

where V1 is the volume of the top 1% of healthy tissues
with SAR values ranking from the highest to the lowest,
SARV1 and SARt are the average SAR value in V1 and in
the tumor.

aPA assesses the relative energy absorbed by
tumors. It is calculated by expressing the average energy
difference between tumor tissue and healthy tissue,
which is

aPA =
(∑Pt)/Vt

(∑Ph)/Vh
, (10)

where Pt and Ph denote the power absorbed by the
tumor and healthy tissue, respectively, Vt and Vh are the
volumes of the tumor and healthy tissue, respectively.

TCn is expressed as

TCn =Vi(SAR > max(SAR)×n%)/Vi, (11)

TCn represents the percentage of tumor volume in which
the SAR value exceeds n% of the highest SAR observed
within the tumor.

DHTR was calculated using the formula

DHTR =Vd/Vn, (12)

where Vn is the volume of healthy tissue within 15 mm
from the tumor edge, Vd is the volume of damaged
healthy tissues.

However, the assessment of HTQ and aPA can vary
significantly for different array sizes and breast mod-
els. This variability poses challenges in standardizing
evaluation criteria and identifying redundant hotspots.
When these indicators are used as the objective func-
tions in algorithms, they often fail to effectively reduce
redundant hotspots, thereby increasing computational
complexity and optimization difficulty. To address these
limitations, this study proposes a novel indicator, the
pPA, which enables a comprehensive analysis of SAR
distribution characteristics and hotspot distribution, par-
ticularly the relationship between the strongest absorp-
tion region and other high-absorption areas.

The pPA can be obtained through an analytical
method based on the correlation of SAR values with
their respective domains. The fundamental aspect of
the method is the identification and determination of
local peaks and locations of SAR values within the
tissue by establishing a link between a specific point of
interest and its corresponding domain. Subsequently, the
strongest peak among these identified peaks is taken to
be the main hotspot, whose SAR value is SARpeakmax.
The maximum value after comparing the SAR value
SARpeak(i) at the remaining peak points with the SAR
value SARpeakmax at the main hotspot is defined as the
pPA, which is expressed as

pPA = max
(

SARpeak(i)
SARpeakmax

)
. (13)

In comparison with existing indicators, pPA directly
quantifies the relative strength of secondary hotspots
compared to main hotspot, thereby providing higher
accuracy in hotspot characterization. Furthermore, it
possesses a discernible threshold for hotspot redun-
dancy: when pPA is less than 1/

√
2 , SAR distribution

guarantees that there is only one valid hotspot [18, 19],
accurately quantifying the optimization objective.
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B. The proposed algorithm

In the PSO, a population of N particles searches
in a space of dimension D. At the tth iteration, the
vectors of position Xi,t and velocity Vi,t of each indi-
vidual i(1 ≤ i ≤ N) in the population are represented
by X j

i,t = (X1
i,t ,X

2
i,t , . . . ,X

D
i,t) and V j

i,t = (V 1
i,t ,V

2
i,t , . . . ,V

D
i,t )

, respectively. Each iteration updates the velocity and
position of each particle in each dimensional component
on the basis of the found locally optimal solution and the
globally optimal solution , which is updated as

V j
i,t+1 = wV j

i,t + c1r j
i,n(P

j
i,t −X j

i,t)

+ c2Rl
i,t(G

j
i,t −X j

i,t), (14)

X j
i,t+1 = X j

i,t +V j
i,t+1, (15)

where i = 1,2, . . . ,N, j = 1,2, . . . ,D, w is the inertia
weight, c1 and c2 are the learning factors, r j

i,n and R j
i,n are

two random numbers uniformly distributed in the range
[0,1].

In the context of multi-objective optimiza-
tion scenarios, existing multi-objective PSO algo-
rithms encounter several limitations when they are
extended [20–23]. Firstly, their adaptive strategies are
devoid of a robust theoretical foundation, exhibiting
an inadequate examination of particle movement
characteristics and predominantly relying on a singular
search strategy for updating particle states. Secondly,
these algorithms neglect to consider the disparities in the
optimization capabilities of individual particles, which
hinders the achievement of a balance between algorithm
convergence and solution diversity when confronted
with complex optimization problems. Finally, the
switching mechanism between global exploration
and local exploitation remains imperfect, causing the
algorithms to easily fall into local optimal solutions or
suffer from insufficient convergence accuracy.

In order to enable the algorithm to dynamically
adjust the balance between local and global searches
according to the optimization effect, this paper proposes
an adaptive search method combining a feedback adjust-
ment mechanism and a random perturbation strategy.
This method uses the discrepancy between the optimized
and targeted results as a feedback signal to adaptively
adjust the inertia weights and learning factors. The
complete flowchart of the algorithm is shown in Fig. 1.

The adaptive functions of each parameter are

w(x) = 0.65+0.5× cos
(

π

2
√

x
+

π

3

)
+
(

0.5−0.1× cos
(

π

2x

))
× r,

(16)

Fig. 1. Flowchart of the AMOPSO algorithm.

c1(x) = 1.6−0.4× sin
(

π

2x

)
+
(

0.4−0.2× cos
(

π

2x

))
× r,

(17)

c2(x) = 1.4+0.4× sin
(

π

2x

)
+
(

0.4−0.2× cos
(

π

2x

))
× r,

(18)

where x=∑ai ·(opti−tari)(x> 0) is the fitness function
related to the target parameters tari of the optimization
process, ai is defined as the weight corresponding to
the optimized results opti, which is influenced by the
importance of the ith target result, the range of variation
and the optimization process.

The configuration of the parameters is illustrated
in Fig. 2. As shown in the figure, it depicts the corre-
sponding values of parameters w, c1, and c2 when the
fitness function x takes values within the range of [0,20].
Considering the presence of random functions in (16),
(17) and (18), the simulation interval is set to 0.01.

The formula is composed of three primary compo-
nents: a constant term, a trigonometric term, and a ran-
dom perturbation term. The constant term is established
in accordance with the empirical ranges of the inertia
weight and learning factor from traditional PSO [20, 21],
thereby ensuring that the algorithm maintains its opti-
mization capability during local exploitation. In contrast
to the parameter changes observed in conventional
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Fig. 2. Parameter configuration simulation diagram.
(a) w, (b) c1, (c) c2.

AMOPSO, the trigonometric function term establishes
a dynamic adjustment mechanism based on a nonlinear
function. It considers the parameter intervals and transi-
tion criteria for the global exploration and local exploita-
tion phases, accurately reflecting the dynamic changes in
optimization. This nonlinear adaptation enhances global
search, thereby preventing premature convergence and
ensuring a balance between exploration and exploita-
tion. The random perturbation term employs the random
variable r to augment the algorithm’s robustness, thereby
substantially enhancing population diversity while pre-
serving convergence efficiency. Compared to existing
mainstream AMOPSO algorithm, this method demon-
strates superior problem adaptability and maintains sta-
ble and reliable optimization performance in complex
noisy environments and dynamic scenarios.

Furthermore, in order to optimize the utilization of
the resources of each individual particle, the velocity is
reassigned to those particles that have been identified as
outliers over an extended period of time. This enables
them to rapidly exit the outlier state. The particle veloc-
ity reset function Vr is

V j
r =

aFS

1+ exp(−(∆FS−5)/1.5)

+
apPA

1+ exp(−2×∆pPA)
−a,

(19)

where aFS, apPA and a are constants. ∆FS = FSbest −
FStarget , FSbest and FStarget are the optimal and target
values of the focus shift. ∆pPA = pPAbest − pPAtarget ,
pPAbest and pPAtarget are the optimal and target val-
ues of pPA, V j

r is the velocity vector of the new-
born particle, which decreases gradually with the opti-
mization process, allowing the search range to shrink
gradually to improve accuracy. In comparison with the
rudimentary approach employed in existing AMOPSO
algorithms [20, 24], the velocity reset strategy, which
takes into account the discrepancies between optimized
and targeted results, demonstrates superior performance.
The system has been demonstrated to adaptively reset
velocities for outliers, thereby boosting swarm activity
and guiding them back to the search path. This, in turn,
accelerates optimization and enhances accuracy.

C. Breast model and phased array device
The phased array model for MTP by the global

optimization algorithm is shown in Figs. 3 (a) and (b).

Fig. 3. Optimization process of phased array excitation
in HTP: (a) side view, (b) top view, (c) S11 parameters
of the phased array element, (d) flowchart of HTP.

The simplified breast model is placed in a circular
phased array formed by 16 antenna elements uniformly
aligned with a radius of 100 mm and a height of 200
mm. The size of the phased array element is 31.25 mm
× 21.4 mm, and it is made of Rogers RT5880 with
dielectric constant of 2.2, loss angle tangent of 0.009,
and thickness of 1.575 mm. S11 parameter is shown in
Fig. 3 (c), which is in working condition with S11 <−10
dB at 2–3 GHz and achieves a good performance of -36
dB at the operating frequency of 2.45 GHz. The phased
array and breast model were immersed in a coupling
fluid (oil-in-water) with a relative dielectric constant
of 22.9 and a conductivity of 0.07. The breast model
consisted of skin, fat, breast fibers, and tumor [25].The
HTP optimization process is shown in Fig. 3 (d). SAR
distribution data can be obtained by HFSS simulation
and then processed and analyzed to obtain the previ-
ously mentioned indicators in Matlab. The excitation of
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the phased array is iteratively optimized and adjusted
according to these indicators until it meets the prede-
fined objectives. Finally, we can obtain the appropriate
excitations of elements.

III. RESULTS AND ANALYSIS
A. Experimental results of different optimization
algorithms

In order to demonstrate the performance advantages
of the proposed AMOPSO algorithm, we compare it
with linearly decreasing weights PSO (LDW-PSO) [26],
GA [14], DE [11] and an adaptive MOPSO with multi-
strategy based on energy conversion and explosive muta-
tion (ecemAMOPSO) [20]. In the course of the com-
parison experiments, the algorithms were configured
to utilize the same population size, objective function,
number of iterations, and initial values. The simulations
and optimization procedures were applied to tumors
located at (0, 35, 35) mm.

The normalized SAR distributions of the optimiza-
tion effects of different optimization algorithms focusing
are shown in Fig. 4. The experimental simulation results
are shown in the breast model to observe the SAR distri-
bution more clearly. The red object represents the tumor,
and the rectangle represents the simplified antenna struc-
ture. The axial and coronal planes are selected based on
the location of the tumor center. The normalized SAR
distribution is shown in the plan view, and the positions
corresponding to the 3D map are marked. It can also be
observed that the AMOPSO algorithm achieved accurate
focusing and effectively reduced redundant hotspots,
and there were no redundant hotspots in the region
outside the focal plane of interest.

Table 1 shows the optimization results of each
algorithm. As observed, the LDW-PSO algorithm still
has difficulty in finding a desirable balance in multi-
objective optimization despite its improved weighting
strategy. The DE algorithm is unable to achieve syner-
gistic optimization among multiple objectives despite its
strong global search capability, thus affecting the overall
performance.

Table 1: Quantitative indicators of treatment quality with
different algorithms

FS n pPA aPA HTQ TC70 DHTR
DE 1.90 13 0.86 4.22 0.86 96.13% 18.48%
LDW- 1.91 3 0.78 4.62 0.70 94.36% 12.50%
PSO
GA 0.36 4 0.71 5.28 0.75 98.91% 9.94%
ecem- 0.30 3 0.75 5.90 0.75 99.80% 7.77%
AMO-
PSO
AMO- 0.32 1 0.46 5.95 0.64 99.97% 4.53%
PSO

While both the GA and ecemAMOPSO algorithms
have been demonstrated to achieve high precision in
identifying the optimization target, the GA algorithm’s
capacity for local development is comparatively defi-
cient. This limitation impedes the effective removal
of redundant hotspots. The adjustment process of the
parameter in ecemAMOPSO is closely coupled with the
duration of the iteration, which makes it difficult for
the algorithm to achieve stable convergence in a limited
time, resulting in redundant hotspots remaining outside
the target observation plane. In contrast, the AMOPSO
algorithm is significantly superior to other algorithms
in all indicators of pPA, HTQ, aPA and DHTR, which
proves the excellent comprehensive optimization ability
of AMOPSO high precision and multiple objectives.

The excitation results of the phased array obtained
after optimization using the AMOPSO algorithm are
presented in Table 2. The phase is defined as the relative
phase difference with respect to element 1, with a range
of [−180◦, 180◦], and the amplitude is the feeding
coefficient, with a range of [0, 1].

Table 2: Excitation of phased array elements
Element Number 1 2 3 4
phase(◦) 0 39.57 −163.06 38.11
amplitude 1 1 0.78 0.80
Element Number 5 6 7 8
phase(◦) −75.19 −157.14 −91.41 −101.58
amplitude 0.59 1 0.82 1
Element Number 9 10 11 12
phase(◦) 172.56 45.34 −48.15 −160.15
amplitude 0.34 1 1 1
Element Number 13 14 15 16
phase(◦) −64.71 49.60 −150.99 42.44
amplitude 0.37 0.97 0.82 1

In the context of microwave hyperthermia treatment
plans, the presence of phased array phase errors has
been observed to exert an influence on the performance
indicators associated with treatment outcomes. A sys-
tematic investigation was conducted to evaluate the
performance of phased array MHT under specific phase
error conditions. To this end, 50 independent replicate
experiments were performed, with phase differences
fluctuating within a range of ±10◦ [27]. The maximum
(Max), minimum (Min), average (Ave), and standard
deviation (SD) of the experimental results are shown in
Table 3.

The experimental results show that changes in phase
difference parameters significantly affect the accuracy
of focus positioning. This results in the FS and DHTR
exceeding the established limit. While certain indicators
may exceed the established limits, statistical analysis
reveals that such deviations are not pervasive, and the
results persist within acceptable ranges. The majority
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Fig. 4. Normalized SAR distribution with different algorithms. (a) DE, (b) LDW-PSO, (c) GA, (d) ecemAMOPSO,
(e) AMOPSO.

Table 3: The impact of phase error on optimization
results

FS n pPA aPA HTQ TC70 DHTR
Max 0.526 1 0.653 6.071 0.675 99.951% 5.153%
Min 0.311 1 0.421 5.854 0.639 98.594% 4.297%
Ave 0.373 1 0.522 5.537 0.642 99.873% 4.581%
SD 0.081 1 0.053 0.056 0.006 0.419 0.249

of indicators meet the specified requirements, thereby
demonstrating that the phased array system in MHTP
exhibits a certain degree of stability and reliability under
most conditions.

In consideration of the correlation between the
diversity of breast tissues and the efficacy of MHT, this
study employs the dielectric constant of breast tissues
as the primary variable for experimental analysis [28].
This study systematically investigated the impact of
dielectric constant fluctuations within a range of ±10%
on key quantitative indicators for thermotherapy. The
experimental results are shown in Table 3.

The experimental data demonstrate that alterations
in the dielectric constant of the tissue result in vari-
ability among all performance indicators of the system.
However, it is observed that all indicators meet the
established requirements, and the impact is deemed to
be within acceptable limits.

Table 4: The impact of dielectric constant fluctuations
on optimization results

FS n pPA aPA HTQ TC70 DHTR
Max 0.450 1 0.618 5,962 0.697 99.841% 4.893%
Min 0.320 1 0.445 5.642 0.640 96.714% 4.531%

B. Experimental results of algorithms optimized for
tumors at different locations

Due to the intricate distribution of dielectric proper-
ties, the difficulty of performing HTP varies for tumors
at different locations and depths. To verify that the algo-
rithm proposed can achieve optimal treatment for a wide
range of tumors, we performed focused experiments
using the AMOPSO algorithm for tumors located at (0,
25, 50) mm, (0, 35, 35) mm, (0, 45, 45) mm and (0, 55,
30) mm, respectively.

The normalized SAR distributions of tumors at
different positions are shown in Fig. 5.

As the location of the tumor deepens, electromag-
netic waves are more scattered and absorbed when
penetrating tissues, which causes the electromagnetic
wave energy to be more dispersed and decay more
rapidly. It can be observed from Fig. 5 that, as the
tumor approaches the mid-axis of the breast tissue,
the focal length progressively increases. Simultaneously,
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the energy peak outside the focal region slightly rises,
and the focal area gradually elongates. This phenomenon
can be attributed to the scattering effect experienced by
the electromagnetic waves as they penetrate the tissue,
leading to a more dispersed energy distribution and thus
an elongated focal region. Additionally, the absorption
of electromagnetic wave energy by the breast tissue
accelerates the attenuation of the waves, causing the
focal region to become narrower. This attenuation not
only alters the shape of the hotspot but also impacts on
the overall efficacy of the treatment.

The results of the focus optimization process for
tumors at different locations are presented in Table 5.
The DHTR value was found to be less than 5% for all
locations that were examined, suggesting that there was
minimal damage to healthy tissues. The lowest pPA was
observed at the focal position (0,45,40) mm. It is impor-
tant to note that the aPA exhibited a gradual decrease
in trend as the position of the tumor progressed deeper
into the breast tissue. This finding suggests a strong
correlation between the energy absorption efficiency and
the spatial distribution of the focal point.

Table 5: Quantitative indicators of treatment quality
optimized at different locations using AMOPSO

FS n pPA aPA HTQ TC70 DHTR
(0,25,50) 0.48 1 0.64 5.08 0.71 96.20% 3.78%
(0,35,35) 0.32 1 0.46 5.95 0.64 99.30% 4.54%
(0,45,45) 0.46 1 0.36 7.88 0.69 99.70% 4.75%
(0,55,30) 0.33 1 0.45 8.46 0.62 100% 4.80%

C. Experimental results for different objective
functions in AMOPSO

The AMOPSO algorithm is a system that guides
the movement of an individual based on the discrep-
ancy between optimized and target results. The objec-
tive function affects the optimization performance of
the algorithm. In order to verify the applicability and
superiority of the proposed objective function in HTP
applications, an experimental comparative analysis was
conducted to explore the optimization effect of different
objective functions. The minimization objectives that
have been selected for the optimization of the treatment
of tumors located at (0, 35, 35) mm are as follows

min(FS,1/aPA), (20)

min(FS,HT Q), (21)

min(FS, pPA,1/aPA,HT Q). (22)

The optimized normalized SAR distribution is
shown in Fig.6. It is evident from Fig. 6 that the out-
comes obtained using the three optimization objectives

are devoid of focus shift and redundant hotspot prob-
lems, thereby substantiating the AMOPSO algorithm’s
robust generalization capability.

The optimization results for each objective are dis-
played in Table 6. In the instance of objective (20)
being utilized as the optimization objective, the value of
aPA was determined to be 33.35% and 33.01% higher
compared to objective (21) and (22), respectively. This
optimization objective intuitively reflects the difference
in energy absorption levels in the region of tumor and
healthy tissues, achieved by decreasing the mean energy
of the healthy tissue and increasing the mean energy
of the tumor tissue. This results in an optimization that
exhibits enhanced energy coverage within the region of
tumor, though concomitantly results in elevated levels of
healthy tissue damage.

Table 6: Quantitative indicators of treatment quality
using AMOPSO with different objectives

FS n pPA aPA HTQ TC70 DHTR
Obj.(20) 0.33 1 0.63 0.68 7.91 100% 5.08%
Obj.(21) 0.33 1 0.49 0.66 5.93 99.70% 5.30%
Obj.(22) 0.32 1 0.46 5.95 0.64 99.30% 4.54%

In the instance of objective (21) being utilized as
the optimization objective, the value of HTQ was found
to be 3.36% lower in comparison to objective (20),
yet 3.15% higher than objective (22). The function of
objective (21) is to reduce the average energy of healthy
tissue, thereby reducing the energy in the tumor. This
results in an enhancement of the contrast between the
average energy of the tumor and the energy of the
region of highest energy intensity within the healthy
tissue. However, this adjustment resulted in the facile
dispersion of energy to other regions of the tissue, giving
rise to aPA values that were 35.01% and 0.23% lower
than the values observed for the other two objectives.
This resulted in a reduction in energy utilization and an
increase in TC70, as well as a decrease in DHTR, in
comparison to the other two objectives.

In the instance of objective (22) being utilized as
the optimization objective, the indicator of pPA effec-
tively evaluates the distribution of the strongest hotspot
and other important hotspots, thus demonstrating the
most comprehensive optimization effect. The value of
pPA is reduced by 25.8% and 6.1%, and the value of
DHTR is reduced by 10.8% and 14.6%, respectively,
compared with the other two objectives. It is evident
that this has led to a substantial enhancement in the
degree of optimization, which has consequently resulted
in a notable reduction in the damage caused to healthy
tissue, alongside a significant increase in the concen-
tration of microwave energy. This finding suggests that
the AOMPSO algorithm, utilizing objective (22) as the
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Fig. 5. Normalized SAR distribution with tumors at different locations using AMOPSO. (a) (0,25,50) mm, (b)
(0,35,35) mm, (c) (0,45,45) mm, (d) (0,55,30) mm.

Fig. 6. Normalized SAR distribution with different objectives. (a) Obj.(20), (b) Obj.(21), (c) Obj.(22).
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objective, is most effective in the context of phased array
microwave hyperthermia treatment for breast cancer.
This not only enhances the efficacy of treatment but
also ensures the minimization of energy distribution and
tissue damage in healthy tissues.

IV. CONCLUSION
In this paper, an AMOPSO algorithm is introduced

as a groundbreaking solution to address the problems of
focus shift and redundant hotspots in the HTP process of
breast cancer. What sets the AMOPSO algorithm apart
is its unparalleled superiority, as evidenced by compre-
hensive comparative analyses against other optimization
algorithms. It not only outperforms its counterparts in
terms of optimization efficacy but also stands out with its
remarkable efficiency. This rapid convergence enables
the algorithm to achieve pinpoint focusing accuracy
while drastically reducing the number of redundant
hotspots, resulting in a significantly enhanced treatment
outcome for tumors.

One of the AMOPSO algorithm’s most distinctive
features is its exceptional adaptability to different tumor
locations. An exhaustive investigation into its focalizing
aptitudes reveals that the algorithm reliably attains pre-
determined objectives with exactitude, notwithstanding
the intensifying complexity associated with more pro-
found tumor locations. This showcases its remarkable
ability to maintain accurate focusing over a wide range
of scenarios, highlighting its broad applicability and
versatility, which far surpasses that of many existing
algorithms.

Additionally, the paper meticulously compares dif-
ferent SAR-based objective functions and uncovers a
unique advantage of the AMOPSO algorithm. By incor-
porating pPA as an objective function, the algorithm
substantially improves treatment effectiveness, outper-
forming traditional objective functions commonly used
in HTP. This innovative approach represents a signif-
icant advancement in the field and demonstrates the
AMOPSO algorithm’s potential to redefine microwave
thermal therapy optimization standards.
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Abstract – A simple, robust, and easy-to-implement
method is considered for verification of homogenous
half-space dyadic Green’s matrices (DGMs) that relate
electric and magnetic fields to elementary current
sources placed near an infinite ground plane. The DGMs,
as a rule, are calculated using either the Sommerfeld
integrals or their approximations. The verification is
based on an alternative method for evaluation of DGMs,
in which elementary current sources are modeled by
electrically small antennas and the infinite ground plane
is modeled by a finite-sized piece of ground, i.e. the
ground clump. The method is demonstrated by using
a typical 3-D EM solver based on the method-of-
moments (MoM) solution of surface integral equations
(SIEs). The single-antenna scenario is proved effec-
tive for obtaining results with controllable accuracy,
with relative error going from 10−2 to 10−5, which is
demonstrated for ground clumps up to 20λ in diameter.
A set of three electric and three magnetic dipoles is
recommended for fast verification of DGMs.

Index Terms – Dyadic Green’s matrix, Hertzian dipole,
method of moments, Sommerfeld integrals, surface inte-
gral equation.

I. INTRODUCTION
For the past 100 years, there has been continuous

interest in simulating antenna and scattering scenarios
above and inside real ground (the half-space problem)
[1–3]. This interest has risen with the recent develop-
ment of space, aerial, and land systems for applications
such as microwave remote sensing, ground-penetrating
radar, and propagation of radio waves [4–8].

In order to compute the electromagnetic (EM) field
of a realistic antenna near the half-space interface, one
must first find the field responses to elementary electric

and magnetic current sources in the same environment.
These responses constitute the so-called dyadic Green’s
matrices (DGMs), the elements of which are either
Sommerfeld integrals (SIs) or their linear combinations.
There are many proposed solutions to SIs, i.e. the
elements of DGMs, both approximate analytical and
numerical. In this study, we consider solutions that are
appropriate for large-scale homogenous half-space prob-
lems [9–13], and verifiable in terms of accuracy. The
interest for such scenarios is high within the scientific
and industrial community, e.g. in automotive [14], which
motivates this study.

There are few reliable verification methods for
DGMs that are available in the open literature. One
straight-forward and direct method would be compari-
son of the obtained numerical results of individual SIs to
the proven numerical values from previously published
work [15]. In other methods, the authors refer to the inte-
grals of Sommerfeld type (not necessarily the original
SIs), the solution of which is known in closed form, thus
verifying their numerical algorithms with exact error
calculation [10, 16]. Most of the published approaches
are, actually, indirect methods. For instance, when com-
puting particular matrix elements of SIs one can observe
their convergence, while increasing the computational
resources [13, 17], but there is no easy way to check if
an SI is converging to a wrong solution. Other methods
rely on representative observables (e.g. input impedance
of antenna, magnitude of electric or magnetic near and
far field, radiation pattern) that are verified via results
obtained from simulations of complex, yet approximate
half-space scenarios, using 3-D EM simulation tools
[18–22]. The major downside of all these approaches
is the lack of a thorough verification process and of
guidelines for accuracy evaluation of arbitrary SI.

Therefore, a more general approach for verification
of half-space DGMs is required. It is desirable that
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such a verification method can evaluate the EM field
with various accuracy levels, and that the evaluation can
be performed by the computational resources available.
One such method is to model the infinite ground half-
space by a finite sized piece of ground, i.e. the ground
clump [23]. Although the ground-clump method is not
the most efficient one, it is robust, reliable, and easy
to implement in any frequency-domain general-purpose
3-D EM solver that can (a) model arbitrary composite
metal and dielectric structures of finite size and (b) con-
trol the accuracy of the simulation by increasing the
computational resources (number of unknowns, mem-
ory, and CPU time) [24–26].

In order to achieve the postulated objective, we
propose a method based on simulation of two scenario
projects in a commercial tool. In the first scenario,
the elementary electric and magnetic dipoles are mod-
eled as short dipole antennas and small loop antennas,
respectively, in free space. In the second scenario, these
antennas are placed in the vicinity of infinite ground
plane, approximated by a specifically designed model of
finite-sized piece of ground, i.e. a ground clump.

The desired DGMs are obtained by processing the
two simulation results of input antenna impedances, and
electric and magnetic fields in a selected grid of spatial
points. Furthermore, we propose the following novel-
ties: (a) rapid-verification set made of three orthogonal
dipole antennas and three orthogonal loop antennas with
minimal coupling, (b) optimal truncated ground-clump
model for modeling of infinite ground boundary with
respect to computational resources, (c) strategies for
rapid verification of DGMs and strategies for assessment
of high accuracy, and (d) rules for adjusting the geom-
etry of the antennas and of the truncated ground clump
(TGC), as well as simulation parameters, that allow for
desirable accuracy with as low computer resources as
possible.

In this paper, we address only the homogenous half-
space problems, with particular interest in electrically
large scenarios, whereas the multilayered or grounded-
slab problems [11, 27, 28] are out of scope of this work.
The implemented EM field is computed using all of the
near-field terms, making the method valid for arbitrary
source-observer distances. However, since the far field
can be easily obtained using the reciprocity theorem and
Fresnel reflection coefficients, the scope of this work is
the near and intermediate radiation zone.

The basic concept is roughly presented in [29],
while the details are elaborated in Section II. Appli-
cation of the verification method by using a typical
3-D EM solver based on surface integral equations
(SIEs) is described in Section III. Numerical exam-
ples are given in Section IV and the conclusions in
Section V.

II. GENERAL CONCEPT OF THE
VERIFICATION METHOD

Let us consider x, y, and z-oriented elementary
Hertzian electric dipoles of length ∆l and electric-current
intensities Ie

x , Ie
y , and Ie

z , respectively. The dipoles are
placed at source point A, on z-axis at height z′ above
lossy homogeneous half-space (real ground) of permit-
tivity ε = ε0εr and permeability µ = µ0µr, as shown
in Fig. 1. (Alternatively, we will consider x, y, and z-
directed Hertzian magnetic dipoles of length ∆l and
magnetic current intensities Im

x , Im
y , and Im

z .)

 
(a) 

2rw

le

(b) 

lm

2rw

lm

(c) 

Fig. 1. Scenario in general purpose 3-D EM solver.
(a) Finite-sized-body approximation of infinite half-
space. (b) Model of y-oriented Hertzian electric dipole.
(c) Model of x-oriented Hertzian magnetic dipoles.

The total electric field vector at an arbitrary obser-
vation point P, which is placed above the half-space,
represents the sum of the direct field due to the dipoles
and their field reflected from the boundary surface of
the half-space. Cartesian components of the reflected
electric field vector, Ee, are related to the set of Hertzian
dipoles by DGM as:Ee

x

Ee
y

Ee
z

=

Gee
xx Gee

xy Gee
xz

Gee
yx Gee

yy Gee
yz

Gee
zx Gee

zy Gee
zz


Ie

x

Ie
y

Ie
z

∆l. (1)

Formally, the same relations can be written for
Cartesian components of reflected magnetic field, He,
due to Hertzian electric dipoles, as well as for Cartesian
components of reflected electric and magnetic fields,
Em and Hm, due to Hertzian magnetic dipoles. (In
these cases, the superscripts for DGM elements are
“me”, “em”, and “mm”.) The total number of DGM
elements to be evaluated in one point is 36. Usually, the
high-accuracy evaluations of these matrix elements are
performed by numerically computing the individual SIs,
which is also the path taken here, in which we followed
[12, 13, 15]. Final expressions are given in [30]. The
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total number of integrals to be evaluated is 28. Obvi-
ously, it is a challenging task not only to develop a
code that performs this numerical evaluation, but also
to verify the accuracy of the results in the broad range of
parameters of interest.

In this paper, we will illustrate verification of DGMs
using a general-purpose 3-D EM solver in frequency
domain in which we consider the reflected field at
observation point P above ground, due to x, y and z-
oriented Hertzian dipoles at the source point A (Fig. 1).
Since the reflected field is mainly due to the nearby piece
of the ground, for an approximate evaluation of reflected
field at this point, it suffices to take into account only
a finite part of this scenario. This finite size scenario
can be modeled in any general-purpose 3-D EM solver.
The ground is modeled as a body of finite size (ground
clump), in the shape of a vertical cylinder of arbitrary
cross-section, made of lossy homogeneous material of
complex relative permittivity εr. The cylindrical body of
square cross-section is shown in Fig. 1 (a).

Elementary Hertzian dipoles are modeled as equiv-
alent thin-wire antennas. “Equivalent” means that thin-
wire antennas produce approximately the same electric
and magnetic fields as elementary Hertzian dipoles,
at least for distances between source and observation
points much greater than the antenna dimensions. In
particular, the elementary Hertzian electric dipole is
modeled as electrically short symmetrical linear dipole
antenna of length le (le ≪ λ ) as shown in Fig. 1 (b).
Note that the total current along one arm of such antenna
decreases linearly from input current I0 to zero. Hence,
in order for such an antenna to produce approximately
the same electric and magnetic field as Hertzian electric
dipole, it is necessary that:

Ie
∆l =

I0le
2

. (2)

The elementary Hertzian magnetic dipole is mod-
eled as electrically small, square-loop antenna of side
length lm (l2

m ≪ λ 2), as shown in Fig. 1 (c). In order
for such an antenna to produce approximately the same
electric and magnetic field as Hertzian magnetic dipole,
it is necessary that:

Im
∆l = jωµ0I0l2

m. (3)

The general verification procedure is performed in
several steps:

1. One by one, equivalent wire antennas, shown in
Figs. 1 (b) and 1 (c), are placed in the source point
A, above ground clump, as depicted in Fig. 1 (a).

2. For each such project, the simulation is performed
with and without the ground clump, resulting in total
and direct field at observation point P.

3. Difference of these two fields gives the reflected field
at observation point P.

4. Once the reflected field is known, one column of the
DGM elements can be determined from equation of
type (1).

For instance, let us consider the first project, in
which the wire antenna equivalent to x-directed ele-
mentary Hertzian electrical dipole is placed above the
ground clump. After the third step, the reflected field Ee

is determined. Since in these simulations Ie
y and Ie

z are
equal to zero, the 1st column of DGM can be determined
from (1) as:

Gee
xx =

Ee
x

Ie
x ∆l

, Gee
yx =

Ee
y

Ie
x ∆l

, Gee
zx =

Ee
z

Ie
x ∆l

, (4)

where Ie
x ∆l = I0le/2 according to (2) and I0 is the current

intensity of ideal current generator used for excitation
of the wire antenna. In particular, by setting unit value
for Ie∆l, DGM elements in (4) become equal to electric
field components. (Alternatively, the wire antenna can
be excited by an ideal voltage generator. In that case its
voltage should be adjusted to give the same input current
I0 in two scenarios used in the second step.)

The accuracy of DGM elements evaluated in this
way depends on two factors: (1) the accuracy of the finite
size scenario simulation and (2) the size of the ground
clump, intended to emulate the infinite ground. In the
first case, the accuracy can be improved by increasing
the resources used for the simulation (e.g. number of
unknowns, memory, and CPU time). In the second case,
the ground clump can be enlarged, which also increases
the resources used for the simulation. In this way,
the accuracy of DGM elements can be systematically
increased up to desired level.

The verification method described above can be
easily adjusted for the field transmitted into the ground,
or for elementary Hertzian dipoles placed inside the
ground.

III. IMPLEMENTATION OF THE
VERIFICATION METHOD USING

TYPICAL 3-D EM SOLVER BASED ON
SURFACE INTEGRAL EQUATIONS

The proposed verification method is applied using
WIPL-D Pro [26], a typical general-purpose frequency-
domain 3-D EM solver based on method-of-moments
solution of surface integral equations (MoM/SIE). In the
case of MoM/SIE methods, the finite size material body
is taken into account by equivalent electric and magnetic
currents, placed over its surface. These currents are
directly related to the components of the electric and
magnetic field that are tangential to the surface. Note
that in the case of lossy ground, electric and magnetic
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field weaken rapidly with the distance from the Hertzian
dipoles, so that for a large enough ground clump, the
equivalent currents on the sides and bottom of the
ground clump are negligible compared to those on the
top. Consequently, the side and bottom surfaces can be
omitted from the ground-clump model without effect
on accuracy of simulation [23]. In the case of lossless
ground, even though the decline of the field is somewhat
slower, the same approximation can be applied. In the
remainder of the text, such finite-sized model of ground
will be referred to as TGC.

In this application, we started with a ground clump
in the form of a vertical cylinder of height h = 2a, of
circular cross-section of radius a, as shown in Fig. 2 (a).
The total surface area of such clump is S = 6a2π . In the
MoM/SIE solvers, the number of unknowns and related
simulation time depends on surface area in wavelengths
squared. This number can be reduced using higher
order basis functions (up to 7th order) over quadrilateral
patches, whose sides have maximum dimension of two
wavelengths in air, i.e. dmax = 2λ . In this case, the
number of unknowns needed per wavelength squared of
the clump surface for typical real ground and default
simulation parameters is about 64, so that the total
number of unknowns approximately amounts to N =
1200 (a/λ )2. Generally, all problems up to 120,000
unknowns can be easily solved on a standard desktop
machine. It means that radius of the ground clump can be
easily increased up to a = 10λ . By omitting the side and
bottom surfaces, the cylindrical ground clump is reduced
to a circular ground surface, as shown in Fig. 2 (b). In
this way, the active surface for simulation, as well as
the number of unknowns, is reduced approximately six
times. Accordingly, the radius of such TGC can be easily
increased to a = 25λ . In addition, diffraction effects at
the sharp edge of circular TGC can be mitigated by
adding a rounded rim, as shown in Fig. 2 (c). It is
found that the optimal value for rim radius is half of a
wavelength, ra = λ/2, since its further increase does not
further mitigate the diffraction effects, but increases the
number of unknowns.

One way to improve the accuracy of simulation is
to increase the number of patches, while keeping more
or less the same maximum order of basis functions per
patch. To enable such functionality, the initial model is
created using the patches whose sides have maximum
dimension much greater than dmax, while internal mesh-
ing routine is automatically used to subdivide the initial
mesh into minimal number of patches whose sides have
maximum dimension not exceeding dmax. In this case,
by keeping more or less the same maximum order of
basis functions per patch, the number of patches can be
increased by decreasing dmax. It is found that high accu-
racy of simulation is achieved by setting dmax = 0.8λ all

over the model, and dmax = 0.4λ over the inner circle
of radius b = λ , as shown in Fig. 2 (d). In this way
the number of unknowns is increased approximately six
times.

Antennas are modeled using WIPL-D Pro’s built in
thin-wire approximation, in which the wire segments are
modeled as cylinders, as previously shown in Fig. 1.
Dimensions of antennas are set to le = λ/500, lm =
λ/250, and rw = λ/30,000. The number of unknowns
used for antennas is negligible, being that N = 1 for
the dipole antenna and N = 4 for the loop antenna. The
antennas are excited by ideal voltage generators.

x

y

z

P(x,y,z)

A(0,0,z')

h

a

 
(a) 

 
(b) 

ra
(c) 

(d) 

Fig. 2. Different realizations of truncated ground clump.
(a) Cylindrical clump. (b) Circular disk. (c) Enlarged
part of disk with additional curved rim for diffraction
mitigation. (d) Entire disk with a curved rim and a
colored central disk, denoting part of the clump surface
with local settings.

 
(a) 

 
(b) (c) 

Fig. 3. Examples of excitations that consist of elemen-
tary electric- and magnetic-current sources, realized as
wire models. Electric-current sources are short dipoles,
whereas magnetic-current sources are simulated as short
square wire loops. (a) A pair of collinear electric-current
and magnetic-current sources. (b) Three orthogonal
electric-current sources. (c) Six coexisting sources.



987 ACES JOURNAL, Vol. 40, No. 10, October 2025

To speed up the verification process, a number
of equivalent wire antennas can be combined into an
antenna system, as a single project, by exciting one-
generator-at-a-time (OGAT) operation mode. Namely,
the most consuming part in MoM/SIE simulation is the
evaluation of the MoM matrix and its LU decomposi-
tion. Once the LU decomposition is performed, the solu-
tion of the matrix equations can be quickly obtained for
various excitations columns by forward and backward
substitution. This is exactly how the OGAT mode oper-
ates: one-by-one voltage generator is turned on, while
all other generators are turned off, giving each time the
corresponding excitation columns. For each excitation
column, the solution is found for overall currents and
electric and magnetic fields are evaluated in a grid of
points of interest. If the coupling between antennas is
negligible, the results obtained for each excitation col-
umn will correspond to those of a stand-alone antenna.
For example, there will be no coupling at all if we
combine wire antennas equivalent to vertical Hertzian
electric and magnetic dipoles, as shown in Fig. 3 (a), or
wire antennas equivalent to x, y, and z-directed Hertzian
electric dipole, as shown in Fig. 3 (b). Also, there is a
practically negligible coupling between three orthogonal
loop antennas, even if they are combined with the system
of electric dipoles, resulting in configuration shown in
Fig. 3 (c).

Once placed above the ground clump, all antennas
will be additionally coupled. However, if the antenna
system is not too close to the ground clump, this cou-
pling remains negligible.

IV. NUMERICAL EXAMPLES
In order to analyze the proposed verification pro-

cedure, we perform numerical simulations, in which SI
solutions, obtained by applying the approach from [13]
to equations elaborated in [30], are tested against the
reference TGC MoM-based solutions. We assume an
arbitrary real ground with relative permittivity εr = 10−
j5 and relative permeability µr = 1, above which unit
current sources, Hertzian dipoles, are placed and oper-
ating at frequency f = 1 GHz. All examples consider
only the reflected field from the real ground due to
the Hertzian dipoles, as well as their wire equivalents,
excited by Ie∆l = 1Am and Im∆l = 1Vm. The presented
results are calculated in single precision. Specific to each
example is the type of excitation antenna system, the
type of TGC, the radius of TGC, the heights of the
source z′ and of the observation point z, and the range
of x- and y-coordinates for observation points.

A. Six-antenna scenario: Rapid verification
In the first example, the fast verification method is

demonstrated. The radius of the ground clump, shown

in Fig. 2 (c), and the maximum patch size are adjusted
to a = 2.5λ and dmax = 0.8λ , respectively. The full
set of dipoles, shown in Fig. 3 (c), is placed at height
z′ = 0.1λ . The reflected electric and magnetic fields are
evaluated in yOz-plane at height of z = z′, in a range of
y-coordinates, y ∈ [0.01λ ,a]. The field magnitudes are
shown in Fig. 4. Generally, excellent agreement between
TGC and SI solutions is observed. The only exception
are the results for magnetic field due to equivalent y-
directed Hertzian electric dipole in a short range of
y-coordinates, around y = 0.5λ , marked by a black
circle in Fig. 4 (b). In this range, the magnetic field
due to equivalent y-directed Hertzian electric dipole is
extremely small, so that mutual coupling to equivalent
Hertzian magnetic dipole antennas is not negligible.
Namely, if magnetic dipoles are omitted from the sce-
nario, which correspond to the set of dipoles shown in
Fig. 3 (b), this deviation vanishes.

(a) 

(b) 

Fig. 4. Magnitude of electric and magnetic field due to
Hertzian dipoles, versus y-coordinate (z′ = z= 0.1λ ,a=
2.5λ ). TGC and SI solution are compared. (a) Electric
field. (b) Magnetic field.
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B. Single-antenna scenarios
In the following examples, single-antenna sources

are applied, i.e. short electric dipoles (Fig. 1 (b)). The
antennas are placed above the ground-clump model
from Fig. 2 (d). The objective is to demonstrate the
level of accuracy that can be achieved with the TGC
solution. The relative error evaluated by TGC method
is defined as:

δX =
|XTGC −XSI|

|XTGC|
, (5)

where XTGC and XSI are electric or magnetic complex
vector fields obtained from the TGC and SI solutions,
respectively. The plots for the relative error of the mag-
netic field are omitted whenever they are similar to those
for the electric field.

The relative error of the electric field versus x- and
y-coordinates, for an x-directed Hertzian electric dipole
(z = 0.1λ , a = 5λ ) is shown in Fig. 5. The error slowly
increases as we approach the rim and then rises sharply
beyond it. Obviously, the error is lower in the direction
that is orthogonal to the dipole axis.

In Figs. 6 (a) and 6 (b), the relative errors of the
electric field due to vertical (z-oriented) and horizontal
(x-directed) Hertzian electric dipole for various radii of
the ground clump are presented. By increasing the radius
of TGC from a = 2.5λ to a = 10λ the general level
or the relative error for vertical dipole decreases from
10−2 to 10−3, while in the vicinity of y = 0, this level
is even lower by an order of magnitude. In the case of
the horizontal dipole, the general level or relative error
decreases from 3 · 10−4 to 3 · 10−5. By further increase
of the radius, the relative error can be lowered only
if the number of unknowns is also increased and the
simulation is performed in double precision.

Fig. 5. Relative error of electric field due to horizontal
(x-directed) Hertzian electric dipole versus x- and y-
coordinates in plane z = 0.1λ (z′ = 0.1λ ,a = 5λ ).

(a) 

(b) 

E
E

Fig. 6. Relative error of electric field due to Hertzian
electric dipole versus y-coordinate, for various radii, a,
of the ground clump (z′ = z = 0.1λ ,x = 0). (a) Vertical
dipole (z-directed). (b) Horizontal dipole (x-directed).

An analysis of the same scenario with the Hertzian
magnetic dipoles shows that the general level of the
relative error remains around 10−2, independently of
the value of the TGC radius (first four curves in
Figs. 7 (a) and 7 (b)). Obviously, an electrically small
square current loop does not model the infinitesimal
magnetic Hertzian dipole as well as an electrically
short wire dipole models infinitesimal electric Hertzian
dipole. However, by taking advantage of the duality of
the expressions for fields resulting from electric and
magnetic current moment above magnetic and electric
grounds, respectively [30], an alternative simulation is
conducted. Namely, electric dipoles are placed above
lossy magnetic TGC, with converse parameters, i.e. εr =
1 and µr = 10 − j5. The obtained electric field corre-
sponds to the magnetic field of the original problem and
vice versa. The error resulting from such dual simulation
is evidently lower, as denoted by δHm and given by last
four curves in Figs. 7 (a) and 7 (b).
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(a) 

(b) 

Fig. 7. Relative error of electric field due to Hertzian
magnetic dipole versus y-coordinates, for various radii,
a, of the lossy dielectric ground clump. For comparison,
results are shown for a dual problem, relative error of
magnetic field due to Hertzian electric dipole above
lossy magnetic ground clump (z = 0.1λ ,x = 0,a = 5λ ).
(a) Vertical dipole (z-directed). (b) Horizontal dipole
(x-directed).

C. Elevation analysis in single-antenna scenarios
Besides the size of the TGC, also the impact of

the heights of the source and observation points are of
interest. In that sense, a set of simulations is performed
where we fix the height of the observation point and
vary the height of the dipole up to 100λ , and vice versa.
The relative error of the electric field due to horizontal
(x-directed) Hertzian electric dipole is shown in Fig. 8.

We observe that by increasing the height of the
dipole, the general level of relative error rises from
3 ·10−5 to 10−2, except in the vicinity of y = 0, where
this level is higher for half an order of magnitude
(Fig. 8 (a)). In the converse case (Fig. 8 (b)), we can
see that for heights of observation point up to z = 1λ ,
the general level of the relative error is between 3 ·10−5

and 3 · 10−4, while by increasing this height up to z =
100λ , this level rises up to 10−2. This result is expected,
since the high elevation above TGC reduces the model
adequacy for half-space scenarios.

(a) 

(b) 

Fig. 8. Relative error of electric field due to horizontal
(x-directed) Hertzian electric dipole versus y-coordinate,
for various heights of source and observation points.
(a) Height variation of the source point, z′ (z = 0.1λ ,x =
0,a = 5λ ). (b) Height variation of the observation point,
z (z′ = 0.1λ ,x = 0,a = 5λ ).

V. CONCLUSION
In this work, an alternative approach to verification

of a family of Green’s functions, namely the homoge-
nous half-space dyadic Green’s matrices, is presented.
The elements of these matrices are typically linear
combinations of numerically demanding Sommerfeld
integrals and represent field responses to unit excita-
tions, such as magnetic- or electric-current moments, i.e.
elementary Hertzian dipoles.

Due to the diversity of practical half-space prob-
lems, it is often more tedious and less efficient to
program a published algorithm as a reference solution
for each of the possible scenarios, than to assemble a
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3-D model in a proven EM tool, using basic primitives
like wires, plates, and cylinders. However, testing a
half-space computational procedure against complete
and complex EM scenarios, e.g. by observing param-
eters of installed antenna, like impedance or radiation
field, conceals the accuracy information on the actual
algorithm that computes the elements of the Green’s
matrices. Therefore, we propose verification of that
numerical algorithm through simulations of fundamental
scenarios that consist of elementary dipoles carefully
designed as electrically small antennas, and of a model
of infinite ground plane that is adjustable and thought-
fully constructed as finite-sized piece of ground, i.e.
the ground clump. The procedure is easy to implement
using any general-purpose 3-D EM solver in frequency
domain and is applicable for all combinations of source
and observation points directly above the clump, up to
the height equal to the transversal dimension of the
clump. With increase of the distance between the points,
their heights, and the required accuracy, the resources
required for the simulation also increase (e.g. number
of unknowns, memory, CPU time). In order to reduce
the simulation resources, the full ground-clump model is
replaced by the upper boundary surface with a rounded
rim (i.e. the TGC), and the number of rules is set for
adjusting the simulation parameters, as well as the size
and shape of antennas.

For fast and coarse verification of the DGMs, a
multi-antenna scenario, based on simultaneous excita-
tion of a set of three orthogonal electric dipoles together
with a set of three orthogonal magnetic dipoles is recom-
mended. The single-antenna scenarios allow us to attain
more accurate results, where the relative error ranges
from 10−2 to 10−5. This is successfully demonstrated
for ground clumps up to 20λ in transversal dimension.
Further refinement of the finite 3-D model and of the
basis functions may allow for lower error levels.

The proposed method is convenient for quick and
simple verification of new algorithms that compute the
elements of the half-space DGMs with somewhat lim-
ited, but controlled, accuracy. The analysis illuminates
the potentials and provides guidelines for accurate ver-
ification in any 3-D EM analysis tool. Even though
the given examples consider only the reflected fields,
the proposed approach can also be extended to the
transmitted fields, since the associated SIs are of similar
nature. Naturally, care must be taken in the design of
the elementary dipoles that are submerged in the ground
clump.

The specific design of the TGC as open surface-
of-rotation is currently limited to homogenous half-
space scenarios. In future work, a multilayered TGC will
be investigated and compared to the corresponding SI-
based solutions.
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Abstract – This paper presents a reconfigurable trans-
missive metasurface operating at 8.5 GHz. The metasur-
face consists of a four-layer stacked structure of circular
radiating patches, with varactor diodes integrated into
the patches to achieve 360◦ continuous transmission
phase control. The structure exhibits a transmission loss
of less than 2 dB and a relative bandwidth of approxi-
mately 12%. By tuning the capacitance of the varactor
diodes, the transmission phase can be precisely and
continuously adjusted. Compared to switch-diode-based
metasurfaces, this approach offers a simpler design and
enables dynamic continuous phase modulation. Both
simulation and measurement results, including the rela-
tionship between transmission magnitude and phase
shift versus bias voltage, show strong agreement. The
metasurface demonstrates excellent bandwidth charac-
teristics. This work provides a valuable strategy for
designing dynamically tunable broadband metasurfaces
and holds significant potential for applications in high-
gain phased array antennas and efficient beamforming
systems.

Index Terms – Active metasurface, transmission phase,
varactor tuning.

I. INTRODUCTION
Metamaterials are novel synthetic materials engi-

neered to achieve specific properties not normally found
in nature [1]. However, large volume and inflexibility of
normal metamaterials make them impractical in many
applications. Based on the generalized Snell’s law, meta-
surface, a kind of metamaterial with a planar structure,
was proposed [2]. Since then, the study of phase gradient
metasurfaces (PGMS) has attracted the interest of many
researchers. PGMS is capable of providing predefined
in-plane wave vectors to manipulate the directions of the
refracting/reflecting waves [3]. The wave beam can be

controlled by introducing sudden phase changes at dif-
ferent positions on the plane and making its distribution
meet certain rules.

In [4], a multilayer square-ring metallic structure
was employed to design a phase metasurface, where
transmission phase variation was achieved by adjusting
the perimeter of the square rings. In addition, the design
procedure of some metasurfaces is to change the size of
unit cell firstly, then combine them properly to achieve
electromagnetic wave control [5–10].

Another way to adjust the phase of the unit is to
rotate the metasurface unit. A new type of metasurface
design is used to generate vortex beams [11], the pro-
posed metasurface units are rotated at different angles
and then distributed regularly. In [12], a transmission–
reflection-integrated metasurface is proposed, which
enables full-space amplitude and phase control of cir-
cularly polarized (CP) waves. By rotating the receiving
and transmitting patches of each meta-atom around their
respective feed points, the transmission and reflection
phases can be independently tailored. Also, a similar
principle is used to adjust the phase of the unit in
[13–16].

The above two methods to change the phase of
the unit are realized by changing the shape of the
unit structure under the passive condition. Changing the
shape of the unit structure compromises the dynamic
control of the phase. In order to dynamically control
the transmission phase, a multilayer metasurface unit
is proposed, and the PIN diodes are attached to each
unit [17]. However, since the PIN diode only has two
states, on and off, it is complicated for this kind of
metasurface to realize continuous controlling of phase.
Another type of active metasurface for vortex beam
generation is designed in [18]. The method is to divide
the entire metasurface into several regions and then
control capacitance in different regions. But this active
metasurface only allows full phase adjustment within the
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limited bandwidth. Reference [19] presents a metasur-
face capable of both transmission and reflection func-
tionalities, where the switching between transmission
and reflection modes is achieved using only a single PIN
diode. However, the phase control of the unit cells in this
design relies solely on geometric dimension variations,
making dynamic phase tuning unattainable. Moreover,
the integration of varactor diodes into metasurfaces
enables dynamic phase tuning. In [20], a varactor-
based metasurface was developed to achieve continuous
phase modulation. Under different bias voltages, the
unit cell demonstrated a transmission phase shift of
245◦ and a reflection phase shift of 300◦. However,
the design exhibited an insertion loss of approximately
3 dB. In [21], a novel metasurface incorporating varactor
diodes was proposed, capable of simultaneously con-
trolling both amplitude and phase, and achieving 360◦

phase tuning. Nevertheless, the operational bandwidth
was relatively narrow, limited to only 6%.

In this paper, an active metasurface which can
dynamically adjust the transmission phase over a broad
bandwidth is proposed and its prototype has been sim-
ulated in [22]. Each unit of the metasurface consists
of a circular patch and two strip patches, with two
varactor diodes placed in the gap between the two
types of patches. By changing the capacitance of the
varactor diodes, the transmission phase can be changed
efficiently. The two ends of the varactor diode are fed
by the strip patch and the circular patch respectively to
avoid the influence of the re-designed feed structure on
the metasurface performance. The simulation and mea-
surement results show that the metasurface can reach
a bandwidth of 12% and a tunability of transmission
phase over 0◦ − 360◦ with a transmission magnitude
more than 0.8.

II. TUNABLE METASURFACE DESIGN
AND ANALYSIS

A. Metasurface unit cell design
The perspective structure of the proposed active

transmissive metasurface is shown in Fig. 1 (a). Its
metasurface structure can produce different electromag-
netic responses with continuously adjustable phases to
incident waves. Figure 1 (b) presents the geometrical
model of the unit cell of the active metasurface. The
structure primarily consists of three dielectric substrate
layers and four metallic patch layers. The substrates are
square-shaped and made of Rogers AD260A material,
with a thickness of 1.4 mm, a relative permittivity of
2.65, and a loss tangent of 0.0017. The first and fourth
metallic layers employ circular patches with a radius of
r1, while the second and third metallic layers use circular
patches with a radius of r2. The significant difference
in patch radii between the two groups results in distinct

Fig. 1. Structure of the proposed metasurface. (a)
Schematic diagram of the overall metasurface structure.
(b) Cross-section view. (c) Circular patch layer structure
with radius r1. (d) Circular patch layer structure with
radius r2. (e) Single-layer radiating patch resonant cir-
cuit model structure.

frequency responses. For a circular patch with radius R,
the approximate value of the resonant frequency is given
by the following equation [23]

fr =
1.841 · c

2πR
√

εreff
, (1)

where fr is the resonant frequency of the metasurface
unit, c is the speed of light, R is the radius of the circular
patch, and εreff is the effective dielectric constant.

Two varactor diodes are placed symmetrically on
both sides of the circular patch. Each diode has one
terminal connected to the circular patch and the other
terminal connected to a bias line etched on the bottom
layer of the substrate. The equivalent resonant circuit of
a single layer is illustrated in Fig. 1 (e). The incident
electromagnetic wave can be modeled as a parallel LC
resonant circuit comprising an inductance Lp and a
capacitance CT [24]. where, CT represents the equiva-
lent capacitance between the metallic bias line and the
circular patch, while Lp corresponds to the equivalent
inductance of the metallic patch. Consequently, the cir-
cular patch no longer behaves as a pure resonant cavity
but forms an LC-tunable resonator, with its resonant
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frequency determined by

fr =
1

2π
√

LT ·CT
, (2)

CT =Cpatch +Cv, (3)

where Cpatch denotes the capacitance between the metal-
lic patches, and Cv represents the variable capacitance
of the varactor diode. The values of LT and Cpatch are
determined by the geometry of the patches and the
corresponding current paths. Therefore, its equivalent
resonant structure is not only determined by the geomet-
ric dimensions, but also affected by the variable capaci-
tance Cv. The configurations of the two types of circular
patches are shown in Figs. 1 (b) and (c). The components
marked in blue represent varactor diodes, specifically
the MAVR-000120-14110, with a capacitance range of
0.14 − 1.1 pF, which ensures adequate tunability to
meet the capacitance requirements of the metasurface.
The components marked in red are inductors with an
inductance value of 3.3 nH, used to isolate AC signals.
The geometric parameters are defined as follows: p =
10 mm, w = 0.2 mm, r1 = 4 mm, r2 = 1.8 mm. The unit
cell is simulated using the finite element method (FEM),
with periodic boundary conditions applied to all four
sidewalls. The simulated transmission characteristics
of a single-layer metallic patch on a single dielectric
substrate are presented in Figs. 2 and 3. The simulation
results show that when the patch area of the unit cell
is larger, the transmission magnitude is easier to be
stabilized in a certain range. When the patch area of the
unit cell is smaller, the adjustment range of transmission
phase can be larger. At the same time, it is found that
for a transmission metasurface, it is difficult to achieve a
phase adjustment of 360◦ by using the structure of single
patch and substrate, but such a phase adjustment can
be easily achieved by simply adding a phase offset in
a multi-layer structure.

B. Transmission phase principle analysis
As shown in Fig. 1 (e), the impedance of the parallel

resonant circuit of a single-layer metal patch is Zs =
1

j
(

1
ωLp −ωCT

) , which is put into the transmission model,

and the electromagnetic transmission matrix [24] can be
expressed as[

A B
C D

]
=

[
1 Z0
0 1

][
1 0

1/Zs 1

][
1 Z0
0 1

]
=

[
1+Z0/Zs 2Z0 +Z2

0/Zs
1/Zs Z0/Zs +1

]
,

(4)

where Z0 = 377Ω is the wave impedance in free space.
The transmission coefficient of a single-layer metal

(a)

(b)

Fig. 2. Simulation of transmission characteristics for a
single-layer circular radiating patch with a radius of r1.
(a) Transmission magnitude. (b) Transmission phase.

patch can be expressed as

S21 =
2

A+B/Z0 +CZ0 +D
. (5)

According to the above analysis, the transmission
amplitude and phase of the artificial electromagnetic
structure are related to the equivalent electrical parame-
ters. By changing the electromagnetic structure to affect
the corresponding electrical parameters, the amplitude
and phase of the incident electromagnetic wave can be
controlled. The overall matrix transmission parameters
can be described as [25].

STo
21 =

S1
21 ·S2

21 ·S3
21(

1−S2
11 ·S1

22

)[
1−S3

11 ·
(

S1
22·S

2
22·S

2
12

1−S2
11·S

2
22

+S2
22

)]
=

S1
21 ·S2

21 ·S3
21

1−S1
11 ·S2

11 −S2
11 ·S3

11 −S1
11 ·S3

11 ·T
,

(6)

where S1, S2, S3, and STo represent the first matrix,
second matrix, third matrix, and overall cascaded matrix,
respectively, and T = (S2

21)
2 − (S2

11)
2. When the char-

acteristics of the selected substrate remain constant, the
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(a)

(b)

Fig. 3. Simulation of transmission characteristics for a
single-layer circular radiating patch with a radius of r2.
(a) Transmission magnitude. (b) Transmission phase.

main factors affecting the transmission characteristics
are the matrices of the two conductive layers, so equation
(6) can be simply written as

STo
21 = Am · e j Phase = f (∠S1

21,∠S3
21). (7)

As the number of layers increases, the transmission
phase can be equivalent to the phase superposition of
each conductive layer unit. Therefore, using multilayer
conductive patches can enhance the transmission phase
of the metasurface unit.

C. Metasurface design
As shown in Fig. 1 (a), the overall structure

of the proposed metasurface consists of 8 × 7 unit
cells. The dimension of the whole structure is
100.0 mm × 90.0 mm. Since each unit cell of the
metasurface has no need to be fed independently, exper-
imental measurements are facilitated. In order to avoid
the tedious design of additional feeding structure, the
strip patch of every unit cell can directly function as
the feeding structure to feed one end of the varactor
diode [26] while the circular patch can be used to feed

the other end of the varactor diode. Also, the inductors
are added for blocking alternating current to reduce the
influence of the feeding structure on the performance
of the metasurface [27]. When the direct current (DC)
power supply is used to feed the metasurface, the pos-
itive pole of the power supply is connected with the
circular patch while the negative pole is connected with
the strip patch. The width of all the bias lines is 0.2 mm.

III. SIMULATION AND MEASUREMENT
RESULTS

In order to ensure that the transmission metasurface
can achieve a phase shift of 360◦, the varactor diode
values in the range of 0.14 − 0.7 pF are determined.
From the simulation results as shown in Fig. 4, the
phase and magnitude of the transmission metasurface at
different capacitance values can be intuitively obtained
respectively. The simulation results show that within the
range of 1.01 GHz from 8.05 GHz to 9.06 GHz, the
transmission phase can be adjusted 360◦ by adjusting
the capacitance value of the varactor diode. Meanwhile,

(a)

(b)

Fig. 4. Simulated results of the proposed transmission
metasurface consisting of the unit cell with different
capacitance values. (a) Transmission phase. (b) Trans-
mission magnitude.
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the transmission magnitude can be stabilized above 0.8,
indicating the transmission loss remains within −2 dB
across the operating frequency band. This means that
the transmission phase can be continuously and dynam-
ically adjusted by 360◦ at each frequency point in the
frequency band, while the transmission amplitude is also
well controlled. It is noted that, due to the resonance
in the metasurface with the capacitance of 0.2 pF, the
transmission magnitude is decreased significantly near
7.32 GHz, resulting in the maximum bandwidth limita-
tion of the proposed metasurface.

An 8 × 7 metasurface as shown in Fig. 5 was
fabricated by using a printed circuit board to verify the
performance of the metasurface proposed in this paper.
The metasurface was measured in a microwave anechoic
chamber as shown in Fig. 6, and the different layers
of the metasurface are fixed with plastic screws. The
wires connect the metasurface and the DC power supply
ZF-303D to feed the two ends of the varactor diode. A
PNA network analyzer of KEYSIGHT N5227A and two
horn antennas were selected to measure the fabricated
metasurface. The end face dimensions of the two horn
antennas (7.05− 10.0 GHz) are 57.0 mm × 42.0 mm,

Fig. 5. Photograph of the fabricated metasurface sample.

Fig. 6. Measurement setup.

which is smaller than that of the metasurface. To accu-
rately characterize the transmission amplitude and phase
response of the metasurface under various bias condi-
tions, a near-field measurement setup was employed,
with a fixed test distance of 47 mm between the horn
antennas and the metasurface.

The transmission magnitude and phase of the meta-
surface controlled by different uniform bias voltages
at 8.05 GHz, 8.5 GHz and 9.06 GHz are shown in
Figs. 7–9, respectively. By adjusting the voltage at
both ends of varactor diode from 1.0 V to 10.0 V,

Fig. 7. Measurement results of transmission phase and
transmission magnitude at different bias voltages at
8.05 GHz.

Fig. 8. Measurement results of transmission phase and
transmission magnitude at different bias voltages at
8.5 GHz.

Fig. 9. Measurement results of transmission phase and
transmission magnitude at different bias voltages at
9.06 GHz.
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the fabricated metasurface realizes full phase adjust-
ment of transmission phase. However, at 8.05 GHz
and 9.06 GHz, the transmission amplitude is measured
below 0.8 at some bias voltages. One reason for the
differences between the measurement results and the
simulation results is that the size of the varactor diode
is very small and there is a size error in production, that
is, the length and width of all varactors are not exactly
the same. Another reason is the limited measurement
conditions. In addition, the phase shows a good linearity
with the biased voltage.

Table 1: Comparison between proposed design and
others

Source Transmission Tunability Bandwidth
Phase

[18] 360° Yes 3.7%
[20] 245° Yes 7%
[21] 360° Yes 6%
[28] 2bit Yes 5.89%
[29] 360° Yes 4.1%

This Work 360° Yes 12%

For a comparison, Table 1 lists the transmission
phase tunability, and relative bandwidth of other designs
and this work. It should be noted that the operating
bandwidth is determined on the basis that 360◦ trans-
mission phase control can be achieved at all frequencies
and the transmission amplitude is above 0.8. Refer-
ence [18] uses a single-layer dielectric substrate design.
While it uses a varactor diode to achieve 360◦ phase
tuning, its operating bandwidth is only 3.7%. Compared
with [20, 21], and [29], all of which use a three-layer
dielectric substrate and add a varactor diode, this design
has a wider operating bandwidth while achieving a
dynamic phase tuning of 360◦. Reference [28] uses a
double-layer substrate design, but it only achieves a 2-
bit tuning phase. This shows that this design is superior
to other designs in terms of relative bandwidth and, more
importantly, the transmission phase can be dynamically
and continuously controlled.

IV. CONCLUSION
A broadband transmission metasurface with a

dynamic phase adjustment is proposed. Through the
analysis of the equivalent circuit of the transmission
model, a new optimization method to stabilize the
transmission amplitude of the metasurface is adopted.
Simulation results show that the proposed transmission
metasurface can achieve an adjustment of 360◦ for the
transmission phase in the working frequency band of
about 1.01 GHz, while maintaining the transmission

magnitude above 0.8. In order to verify the performance
of the proposed metasurface, a sample including 8× 7
unit cells is fabricated, and the measurement results are
consistent with the simulation results. This work will
benefit significantly the development of wave manip-
ulation technology used for beamforming in high-gain
phased antennas.
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Abstract – A frequency selective surface (FSS) with
metal gratings (FSSMGs) is proposed for insensitive
cross polarization conversion in an ultra-wide band-
width. To obtain the ultra-wide bandwidth, a multiple-
resonance structure of metal gratings are selected as the
sub-units. The unit of FSSMGs is composed of four
grating-via-grating (GVG) modules. Each GVG module
is made up of two layers of vertically arranged metal
grids, quasi-wave-guiding structures (metalized vias),
and shielded floors. To ensure the FSSMGs convert
waves in arbitrary polarization directions, the four GVG
modules in the unit are rotationally symmetric arranged.
Simulated results show that the cross-polarization trans-
mission coefficient is greater than −1 dB in an ultra-
wide band of 8.17–18.5 GHz (77.5%), in which the PCR
(polarization conversion ratio) and the ECR (energy
conversion ratio) are greater than 90%. Meanwhile, the
designed FSSMGs is insensitive for arbitrary polarized
angles. In addition, the proposed FSSMGs can operate
in the band 8.17–12 GHz (38.0%) and 15–18.5 GHz
(20.9%) when the incident angle is less than 45◦. To
verify the simulated results, the proposed FSSMGs was
fabricated and measured, and the measured results are in
good agreement with the simulated ones.

Index Terms – Grating-via-grating (GVG) module,
incidence stability, polarization converter, polarization
insensitivity, ultra-wideband.

I. INTRODUCTION
A frequency selective surface (FSS) is a type

of spatially selective filter composed of a periodic
array of metallic resonant elements arranged in a two-
dimensional plane. It exhibits a transmission/reflection
response that is highly dependent on the frequency
of the incident electromagnetic wave, thereby enabling
the spatial filtering of electromagnetic radiation [1,
2]. Polarization converters, a type of FSS, have been

found important applications in reducing radar cross-
sections [3], wireless communication [4], chiral sens-
ing [5], among other fields. In practical applications,
the polarization converter is typically placed between
transmitter and receiver antennas to facilitate polariza-
tion conversion. In general, polarization converters can
be categorized into transmission type [3, 4, 6–10] and
reflection type [11–13] according to their transmission
mode. They can also be classified into line-to-line polar-
ization conversion [6–13], line-to-circular polarization
conversion [14, 15], and circular-to-circular polarization
conversion [16] in accordance with their polarizing cat-
egory. Polarization converters have been researched for
over a decade. Heretofore, extensive studies have been
conducted on performances of polarization converters
such as low profile [17], multi-functionality [18], wide
bandwidth [19], oblique incidence stability [12], and
reconfigurability [20]. However, the majority of tradi-
tional polarization converters can merely receive waves
in a single polarization direction [6–13], which restricts
their applications.

In recent years, a new type of polarization-
insensitive cross polarization converter (PICPC) has
been designed. Unlike traditional polarization convert-
ers, PICPCs can receive arbitrary polarized waves and
convert them into cross-polarized waves, which have
strong angle stability [8–10]. In [8], an insensitive polar-
ization converter was proposed. The unit of the polariza-
tion converter consists of four monopole-via-monopole
(MVM) modules, which can receive waves in four
polarization directions and it exhibits a 3.0-dB transmis-
sion bandwidth ranging from 5.5 to 6.18 GHz (12%).
In [10], a bi-isotropic Huygens’ metasurface (BIHMS) is
proposed for polarization-insensitive cross-polarization
conversion in the bandwidth from 8.4 to 11.2 GHz
(27.7%). Though there have been numerous papers on
PICPCs, bandwidth limits their potential applications.
To obtain ultra-wide bandwidth, several novel converters
[21–23] according to the theory of multiple resonances
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have been presented. In [21], an ultra-wideband tri-layer
transmissive linear polarization converter is designed
for terahertz waves. It achieves a conversion efficiency
of more than 80% in the band from 0.2 to 1.0 THz
(133%). In 2023, a polarization converter with collective
coupling was proposed in [13]. The converter consists
of two layers of strip-shaped grids and serrated grids,
which can convert linearly polarized waves into cross-
polarized ones in an ultra-wide band, and the conversion
efficiency is above 80%. How to achieve an ultra-wide
bandwidth with a conversion efficiency of more than
90% is still a challenge.

To obtain a conversion efficiency of over 90% in an
ultra-wide bandwidth for arbitrary polarization angles,
an FSSMGs is proposed in this paper. The unit of
proposed FSSMGs consists of four grating-via-grating
(GVG) modules, with a size of 0.16 (8.25 GHz) and
a section thickness of 0.13. The four GVG modules
are placed vertically in such a way that the proposed
FSSMGs can achieve polarization insensitivity and inci-
dence stability. Simulations show that the proposed
converter is capable of transforming linearly polarized
waves into cross-polarized waves (90◦ polarization rota-
tion) in the band from 8.17 GHz to 18.5 GHz (77.5%), in
which the polarization conversion ratio (PCR) is above
90% on average. The presented FSSMGs is polarization-
insensitive under arbitrary polarized angles. In addition,
the proposed FSSMGs can obtain oblique incidence
stability in the band 8.17–12 GHz (38.0%) and 15–
18.5 GHz (20.9%) when the incident angle is less
than 45◦.

II. DESIGN PROCESS AND OPERATION
PRINCIPLE

A. Design process

Fig. 1. Grid structures in different directions and their
equivalent circuit models.

To achieve the required frequency band, gratings
are selected as the sub-units of FSSMGs, and the cor-
responding equivalent resonance circuit can be mani-
fested as depicted in Fig. 1. When perpendicular to the
electric field direction, gratings behave as capacitance
(C0) [23], and thus the structure possesses low-pass
filtering characteristics in Fig. 1 (a). When parallel to

the electric field direction, gratings behave as inductance
(L0) and thus the structure exhibits high-pass filtering
characteristics [24] as shown in Fig. 1 (b). Therefore,
to obtain a band-pass response, the unit of FSSMGs are
designed as in Fig. 1 (c), which consists of gratings in
two vertical directions, and the grids behave as a parallel
resonance circuit of inductance and capacitance.

Bandwidth depends mainly on the number of metals
in each grating. Gratings made up of 3, 4, or 5 metals
in the proposed unit were designed and the co-polar
reflection coefficient Ruu of the FSSMGs in the three
situations is simulated in HFSS, as depicted in Fig. 2. It
can be observed that, as the number of metals increases,
the number of resonances increases, as does the band-
width of the FSSMGs. Considering the actual processing
precision, the optimum number of metals in each grating
is determined to be 5, as shown in Fig. 3.

Fig. 2. Simulated Ruu of the FSSGMs with 3, 4, or 5
metals in each grating.

Fig. 3. (a) Configuration of the proposed FSSMGs, (b)
exploded view, (c) top view, (d) 3D view.
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Figure 3 shows the final configuration of the pro-
posed FSSMGs. The unit consists of four GVG modules.
In each GVG structure, the receiving metal grating and
the transmitting metal grating are etched on a dielectric
substrate (F4BM265, εr = 2.65, tanδ = 0.003) and
connected by a metalized via, which contributes a unit.
The four GVG modules are placed with a fourfold rota-
tionally symmetric method, thus can effectively convert
waves in arbitrary polarization direction, resulting in
polarization insensitivity and incidence stability. The
dimensions of the parameters in Fig. 1 are h1 = h3 =
h5 = 0.035 mm, h2 = h4 = 2.5 mm, r1 = 1 mm, d1 =
9.42 mm, d2 = 4.5 mm, d3 = 3.6 mm, d4 = 2.52 mm,
p = 11.3 mm, and k = 0.65 mm.

B. Operation principle

Fig. 4. Equivalent circuit model of a transmission-type
polarization converter.

The sub-unit of FSSMGs consists of a receiving grid
on the top layer, metalized vias, and an emitting grid on
the bottom layer. The receiving and the emitting grid
structure can be equivalent to parallel resonant circuits
(C1,L1), and the metalized vias (waveguide structures)
can be represented by a series resonant circuit (L2,C2
and R1 are related to electric energy storage, magnetic
energy storage and medium loss), as shown in Fig. 4.

The frequency response of FSSMGs can be illus-
trated by S-parameters, which can be defined as [25]:

S11 =
A11 +A12/Z0 −A21 ·Z0 −A22

A11 +A12/Z0 +A21 ·Z0 +A22
, (1)

S21 =
2

A11 +A12/Z0 +A21 ·Z0 +A22
, (2)

where A11,A12,A21, and A22 are the elements of the
two-port network transmission matrix. According to
transmission line theory, the transmission matrix of the
FSSMGs can be represented as:

T =

(
A11 A12
A21 A22

)
=

 1 0

jωC1 +
1

jωL1
1

,

×


cos(βd) jZ2sin(βd)

jsin(βd)(
L2
C2

) 1
2

cos(βd)



×

 1 0

jωC1 +
1

jωL1
1

 , (3)

β = 2π f
√

L2C2. (4)

During transmission, the phase is delayed and
caused by the metalized vias in FSSMGs. Equation (4)
represents the phase constant of the metalized vias,
where f is the operation frequency, L2 and C2 are
the inductance and capacitance per unit length of the
metalized vias, respectively, and Z2 is the characteristic
impedance. The values of the inductance and capaci-
tance of the polarization converter in the form of an
infinite array can be optimally designed through the
following equation [16]:

L1 =
Wm

|IL|2
, C1 =

|Ic|2

2ω2We
, (5)

where Wm and We represent for the magnetic and electric
energies stored around the grid cell, IL and Ic denotes the
currents associated with the inductance and capacitance
of the grid, respectively.

To verify the analyzed results, the equivalent circuit
simulator is utilized to simulate the transmission and
reflection coefficients. The extracted current parameters
used in the equivalent circuit are: L1 = 6.612 nH, C1 =
0.049 pF, L2 = 3.211 nH, C2 = 0.002 pF, R1 = 10.8 Ω.
The simulated Ruu results by the equivalent circuit sim-
ulator are shown in Fig. 5, which are compared with
results simulated by ANSYS HFSS at the polarization
angle of 0◦. From analysis of the equivalent circuit
in Fig. 1, it can be obtained that the width of the
grating metal k has a significant impact on S-parameters.
Therefore, Fig. 5 demonstrates the compared Ruu results
of different parameter k. It can be illustrated from

Fig. 5. Ruu at ϕ = 0◦ calculated by equivalent circuit
models and HFSS when (a) k = 0.45 mm, (b) k = 0.55
mm, (c) k = 0.65 mm, and (d) Ruu simulated by HFSS at
different k values.
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Figs. 5 (a–c) that the results by equivalent circuit sim-
ulator are in good agreement with those by HFSS.
Moreover, it can be obtained from Fig. 5 (d) that the
widest bandwidth of the proposed FSSMGs is observed
at a k value of 0.65 mm.

Fig. 6. Simulated Ruu of proposed FSSMGs with differ-
ent values of main parameters, including d2 and h2.

Full wave simulation based on Floquet mode is
conducted in ANSYS HFSS. All parameters, except k,
d2 (dimension of the sub-unit) and h2 (thickness of
the dielectric substrates), have significant impact on the
simulation results. Figure 6 depicts the simulated Ruu of
the proposed FSSMGs with different values of d2 and h2.
It can be seen from Fig. 6 (a) that, when h2 increases, the
resonant frequencies move to the low frequency band,
and the bandwidth of Ruu is wider when h2 = 2.5 mm.
Therefore, parameter h2 is chosen as 2.5 mm, which is
also beneficial for processing. In Fig. 6 (a), when d2
increases, the resonant frequencies moves to the low
frequency band. Moreover, the dimension of d2 has an
effect on the two lower resonant frequencies. To ensure
the Ruu value to be lower than −10 dB, d2 is selected as
4.5 mm.

In order to visually validate the polarization insen-
sitivity of FSSMGs, the electric field vector distributions
at the receiving and radiating ends were analyzed at
8.56 GHz. The receiving and radiating ports of the
FSSMGs unit were placed on two mutually perpendic-
ular planes, with the angle between the receiving plane
and the x-axis set as ϕ . Figure 7 depicts the electric
field vector distribution on the receiving and radiating
planes of FSSMGs at polarization angles of ϕ = 0◦,
15◦, 30◦, and 45◦. It can be observed that the electric
field direction of incident and transmitted waves are
perpendicular to each other, which demonstrates the
cross-polarization conversion of the proposed converter.
The energy levels of transmitted waves at the four
polarization angles are almost identical, which verifies
the polarization-insensitivity of the designed FSSMGs.

III. ANALYSIS OF SIMULATION RESULTS
FSSMGs can be considered as a dual-port device,

and its transmission characteristics can be demonstrated
using S-parameters. When the polarization angle of
electromagnetic wave ϕ is not equal to 0 or 90 deg,

Fig. 7. Electric field vector distribution at input and
output ports of the FSSMGs for an incident LP wave in
(a) ϕ = 0◦, (b) ϕ = 15◦, (c) ϕ = 30◦, and (d) ϕ = 45◦.

Fig. 8. Simulated (a) Ruu, (b) Tvu, and (c) phase of
Tvu of FSSMGs when ϕ is equal to 0◦, 15◦, 30◦, 45◦,
respectively.

the performance of the polarization converter can be
demonstrated by the co-polarized reflection coefficient
(Ruu) and cross-polarized transmission coefficient (Tvu).
The proposed polarization converter is stable for any
angle of polarization. Due to the rotational symmetry of
the structure, the results at the polarization angle of 0–
45◦ are taken as examples to analyze the performance of
the polarization converter. Full wave simulation based
on Floquet mode is conducted in ANSYS HFSS, and the
3D frequency-domain solver is used to obtain the prop-
agation characteristic of the FSSMGs at copolar- and
cross-polarized incidence within the required frequency
band.

Figure 8 shows the simulated amplitude of Ruu,Tvu,
and the phase of Tvu at polarization angles from 0◦ to
45◦. It can be found that the Ruu at different polariza-
tion angles are approximately consistent, which demon-
strates the polarization insensitivity of the proposed
converter. The frequency bandwidth in Fig. 8 (a) at
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the Ruu of less than −10 dB is from 8.25 GHz to
18.7 GHz, which is consistent with the bandwidth from
8.17 GHz to 18.5 GHz at Tvu of more than −1 dB
in Fig. 8 (b). Therefore, the polarization converter
can realize polarization conversion in the band from
8.17 GHz to 18.5 GHz.

PCR =
T 2

vu

T 2
vu +T 2

uu
, (6)

ECR =
T 2

vu

T 2
vu +T 2

uu +R2
vu +R2

uu
. (7)

For the purpose of evaluating the polarization con-
version efficiency, the PCR and energy conversion ratio
(ECR) [13] of are defined and expressed in equations (6)
and (7).

Fig. 9. Simulation results at ϕ = 0◦, 15◦, 30◦, and 45◦.
(a) PCR. (b) ECR.

Figure 9 depicts the PCR and ECR of the proposed
converter at different polarization angles. It can be seen
that the PCR value is more than 90% in the frequency
range of 6.72–19.1 GHz, and the maximum PCR value
reaches 97% at 11 GHz. Figure 8 (b) shows that the ECR
value in the band of 8.28–18.14 GHz is averagely more
than 90%. Moreover, the simulated results at different
polarization angles in Fig. 8 are completely consistent.
In conclusion, the proposed FSSMGs exhibits high
polarization conversion efficiency and high polarization
insensitivity.

Furthermore, the amplitude and phase of Tvu under
oblique incidence were simulated under the oblique
incidence θ from 0◦ to 45◦, as depicted in Figs. 10 (a)
and (b), respectively. Due to polarization-insensitive
characteristic, ϕ was defined as 0◦ in Fig. 9. It can
be illustrated that, the proposed FSSMGs has excellent
oblique incidence stability in the frequency band of
8.17–12 GHz (38.0%) and 15–18.5 GHz (20.9%) when
the incident angle is less than 45◦.

IV. EXPERIMENTAL VERIFICATION
To verify simulations, a prototype of the polariza-

tion converter with 21× 21 units was made, as shown
in Fig. 11. The part inside the dashed rectangle is
enlarged. The prototype has a size of 238×238 mm. The
transmission characteristic parameters of the FSSMGs

Fig. 10. The (a) amplitude and (b) phases of Tvu at the
incident angle-θ of 0◦, 15◦, 30◦, and 45◦.

were measured using two standard horn antennas in a
microwave anechoic chamber, and the distance between
horn antennas and the fabricated converter is 100 cm.
The installation diagram and the measured environment
is shown in Fig. 12.

Fig. 11. Fabrication of the proposed FSSMGs.

Fig. 12. Experimental setup.

Figure 13 illustrates the measured amplitude of Ruu
and Tuv at ϕ = 0◦, 15◦, 30◦, and 45◦. It is evident that
the curves at different ϕ are almost coincident, which
validates the polarized insensitivity of the proposed
converter. The bandwidth of the measured Tvu ranges
from 8.21 GHz to 18.62 GHz (77.6%), closely aligning
with simulated ones.

Finally, to emphasize the benefits of the proposed
FSSMGs, a comparison with several related PICPCs is
provided in Table 1. Compared with existing PICPCs,
the FSSMGs introduced in this letter demonstrates a
broader transmission bandwidth along with higher polar-
ization conversion efficiency.
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Table 1: Data comparison of the most advanced polarization-insensitive polarization converters

Ref. Unit Cell Dimension Num. of Layer Bandwidth (GHz) PCR ECR
[8] 0.23λ0 2 9.14-9.5 (4%),10.9-11.4 (5.1%) / >79%
[9] 0.31λ0 3 5.5-6.18 (12%) >90% >50%
[10] 1.13λ0 3 9.5-10.9 (13.7%) >99% >95%
[11] 0.35λ0 7 26-32 (21%) / >50%
[12] 0.33λ0 2 8.4-11.2 (27.2%) >92% >60%

This work 0.16λ0 (8.21 GHz) 3 8.21–18.62 (77.6%) >94% >92%

Fig. 13. Measured and simulation results: (a) Ruu and (b)
Tuv with polarization angles at ϕ = 0◦, 15◦, 30◦, and 45◦.

V. CONCLUSION
A novel FSSMGs is proposed to achieve insensi-

tive polarization conversion in an ultra-wide bandwidth.
The unit is made up of four rotationally symmetric
GVG modules. Compared to existing PICPCs, the pro-
posed FSSMGs demonstrates an ultra-wide bandwidth
by designing innovative multiple-resonance unit. Polar-
ization conversion occurs within the band 8.21–18.62
GHz (77.6%), during which the polarization conversion
efficiency is higher than 90% and the proposed converter
can achieve polarization conversion in arbitrary polar-
ized angles. The high polarization conversion efficiency
and ultra-wide bandwidth suggest potential prospects in
applications such as X/Ku communication for military
unmanned aerial vehicles and multi-band polarization
multiplexing in satellite communications.
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Abstract – In this paper, we propose a compact quasi-
monolithic microwave integrated circuit (MMIC) ultra-
wideband gallium nitride (GaN) power amplifier (PA),
highlighting its innovative design approach and the
associated fabrication techniques aimed at enhancing
integration and performance. The discrete transistor is
manufactured by a 0.35-µm GaN high electron mobility
transistor (HEMT) process. The input matching network
employs a GaAs passive device process for compact and
wideband flexible design. The output matching network
employs a ceramic technology for high power and low
insertion loss design. The discrete transistor is connected
to the input and output network with gold bonding wires.
The PA exhibited a gain of 11 dB, a saturation power of
48 dBm, and a peak power-added efficiency of 32.8%.

Index Terms – Gallium nitride (GaN), matching net-
work, monolithic microwave integrated circuit (MMIC),
power amplifier (PA), ultra-wideband.

I. INTRODUCTION
Broadband power amplifier (PA) monolithic

microwave integrated circuits (MMICs) are extensively
studied and applied in electronic systems such as
electronic countermeasure and multifunction plat-
forms [1–4]. The key performance metrics, including
the output power (Pout ) and power-added efficiency
(PAE), can critically impact the overall effectiveness
of these systems [5–8]. The gallium nitride high
electron mobility transistors (GaN HEMTs) on silicon
carbide (SiC) substrates can offer notable advantages
in radio-frequency (RF) applications, including the high
breakdown voltage, superior current handling capability,
and elevated power density [9]. Consequently, numerous
high-power and high-efficiency GaN-based PAs have
been proposed [10, 11]. To enhance their performance,
a variety of advanced techniques have been developed,

such as stacked field effect transistor (FET) technol-
ogy [12], reactive filter synthesis, and asymmetric
magnetically coupled resonator (MCR) technology [13].

Distributed amplifiers (DAs) have attracted consid-
erable interest due to their excellent return loss and
wide bandwidth characteristics [14]. By incorporating
the parasitic capacitance of multiple transistors into arti-
ficial transmission lines, the DAs can achieve a broad-
band operation, which can theoretically extend from the
zero frequency to the cutoff frequency of the artificial
line. Despite these advantages, the DAs still encounter
several limitations [15], including low gain [16], poor
efficiency [17], large chip area [18], and restricted output
power [19]. To address these challenges, reactive match-
ing power amplifiers have been proposed, albeit at the
expense of increased design complexity.

In this paper, we propose a novel two-stage GaN
PA based on the quasi-MMICs and the analysis, design,
and implementation for it with a reactive matching
network are presented. The high-pass and low-pass filter
matching techniques are employed to achieve effective
impedance transformation. Resistors are incorporated
into the input-stage matching network to improve the
circuit stability and enhance gain flatness across the
operating band. Based on the proposed design method-
ology, the amplifier can operate over the frequency
range of 2–6 GHz and deliver an output power (Pout )
of exceeding 60 W with a PAE ranging from 27%
to 40% and an averaged small-signal gain of 26 dB.
Simulation and experimental results demonstrate the
excellent performance of the proposed PA through a
comparison with other PAs available in literature.

II. TRANSISTOR MODELING
METHODOLOGY

Transistor modeling is a crucial step in amplifier cir-
cuit design optimization, and building accurate transistor
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models plays a vital role in optimizing circuit perfor-
mance [20]. There are two transistor modeling methods:
linear small-signal [21] and nonlinear large-signal mod-
eling [22]. Linear small-signal modeling extracts linear
parameters through the S-parameters in each bias state
to establish small-signal models. Large-signal modeling
extracts nonlinear parameters based on current-voltage
(I-V) test data to establish a large-signal model. By
integrating and optimizing the extracted linear and non-
linear parameters, a complete model of the transistor
that satisfies both S parameters and IV characteristics is
established.

The transistor used in this paper is a GaN high
electron mobility transistor (HEMT), which is modeled
as a small-signal equivalent circuit using the 15 elements
field-effect transistor model, with the structure shown in
Fig. 1.

Fig. 1. Small-signal equivalent circuit model.

The parasitic capacitance Cpg and Cpd are extracted
by the Dambrine method [23], the parasitic resistance
Rs is extracted by the Yang-Long method [24], and
the rest of the parasitic parameters are extracted by
the ColdFET method [25]. After extracting the parasitic
component parameters, the S-parameters can be con-
verted to Z-parameters, and the influence of parasitic
components can be removed from the Z-parameters,
i.e., “de-embedding” [26], and the de-embedded Z-
parameters can be converted to Y -parameters to extract
the corresponding parameter values of the intrinsic com-
ponents. The corresponding equivalent circuits of the
intrinsic components are shown in Fig. 2.

Fig. 2. Intrinsic components equivalent circuit.

While the small-signal model is effective for simu-
lating the linear behavior of the device, accurate predic-
tion of nonlinear characteristics, including DC perfor-
mance and output power behavior, necessitates the use
of a large-signal model. The large-signal model of the
traditional HEMT is shown in Fig. 3, in which Ids (“IDS”
in Fig. 4), Cds, and Cgd are three important nonlinear
parameters, each of which has a corresponding nonlinear
equation.

Fig. 3. Conventional HEMT large-signal model.

III. AMPLIFIER ARCHITECTURE
Based on the proposed transistor model, a DC bias

scan is applied to the transistor and the results are shown
in Fig. 4. Considering the output power and efficiency,
the base bias voltage is selected to be −2.4 V and the
emitter stage bias voltage is 28 V. At the given bias
voltages, the transistor operates in the A and B bias
states.

Fig. 4. Load-pull results for the model at 4 GHz.

The core is an eight-cell transistor with a single
cell which has the gate width 10× 150 µm2 , transistor
capacitance density of 0.45 pF/mm, single cell transistor
resistance of 80 Ω, the structure shown in Fig. 5. After
extracting the impedance parameters of the power tube
core model, the output matching circuit design, if the
eight cells are matched separately and then combined to
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the RF output and input ports, the branch will become
more, increasing the path loss, and the circuit size is
too large. To ensure the simplicity and feasibility of the
circuit structure design, in the output matching circuit,
the eight cells are divided into two four-cell cores, and
then the combined design. In the input matching circuit,
the octet is divided into four two-cell cores and then
combined.

Fig. 5. Octal transistor core.

For the passive components in this circuit, the
isolation capacitor and the bypass capacitor adopt the
general-purpose non-remaining edge type microwave
chip capacitor of Tianji Company, whose upper and
lower surfaces are gold electrodes, and the middle
ceramic dielectric layer is suitable for the bonding and
mounting of gold wires and ribbons, and the structure is
shown in Fig. 6. A microwave chip capacitor is a single-
layer parallel plate capacitor structure, the capacitance
depends on the dielectric constant of the dielectric mate-
rial (K), the thickness of the dielectric material (T) and
the size of the electrode L×W .

Fig. 6. Schematic and physical drawings of general-
purpose no-edge-type microwave chip capacitors.

The designed quasi-monolithic PA consists of a tube
core, an output matching circuit and an input matching
circuit, and the tube core is connected to the matching
circuit by a bonding alloy wire. The length of a single
gold wire is 500 µm and the diameter is 25 µm. To
realize the high power performance of the amplifier, the
output matching circuit is made of alumina substrate,
with the dielectric constant of 9.6, thickness of 380 µm,
and copper thickness of 35 µm. The input matching
circuit is made of a GaAs integrated circuit, with the
dielectric constant of 12.9, board thickness of 100 µm,
and metal layer thickness of 3 µm.The input matching
circuit, the core and the output matching circuit are
connected in cascade to obtain the overall structure of
the amplifier, which is shown in Fig. 7.

Fig. 7. Schematic diagram of quasi-monolithic amplifier
structure.

IV. OVERALL CIRCUIT DESIGN
APPROACH

A. Output matching circuit
In power amplifiers, output matching circuits are

used to match the optimum output impedance obtained
from the transistor by load traction to 50 ohms for
maximum output power. The matching circuit is usually
realized by using passive devices such as capacitors and
inductors as well as microstrip lines, and L-type and
φ -type structures are commonly used for the structure.
When designing the output matching circuit, the octal
cell is divided into two four-cell cores, and then the
combined design is carried out, the structure is shown
in Fig. 8.

Fig. 8. Schematic diagram of an eight-cell transistor core
divided into two equal paths.

The parallel equivalent resistance of a single four-
cell core is 80/4 = 20 Ω, and the parallel equivalent
capacitance is 0.45 pF/mm×10×150µm×4=2.7 pF. The
transistor cores are bonded to the output matching circuit
by a total of 36 gold wires, and each 4-cell core is
connected in parallel using 18 gold wires, with a total of
36, spaced 130 µm single wires measuring 500 µm in
diameter length and 25 µm in diameter. The inductance
of a single gold wire is about 1.4 nF.

The constructed output circuit structure is shown in
Fig. 9, and it can be seen that the output matching circuit
consists of the parallel RC structure corresponding to
the core impedance, the imaginary part compensation
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network constructed by the bonding alloy wire and the
bias feed circuit, the two-order L-type impedance trans-
formation network, and the two-path power synthesis
network. Among them, Ro and Co are equivalent to the
optimal output impedance of the four-cell core, La is the
equivalent inductance introduced by the bonding alloy
filament, and the parallel inductor Lb is used to offset the
capacitance of the imaginary part of the core impedance,
Co and, at the same time, it plays the role of the drain bias
supply. To improve the matching bandwidth, a two-stage
low-pass L-type impedance conversion network is used,
and the microstrip lines TL1 and TL2 play the roles of
impedance conversion and power synthesis.

Fig. 9. Output matching network circuit.

Based on the above circuit diagram, an output
circuit layout is constructed where the inductors Lb, L1,
and L2 are in series microstrip line equivalents and the
capacitors C1 and C2 are in parallel open microstrip line
equivalents. A ceramic with a dielectric constant of 9.6
and thickness of 380 µm is used as the substrate for
the output matching circuit, and the dimensions of each
microstrip line are shown in Table 1. To accurately pro-
cess the prepared samples, the high frequency structure
simulator (HFSS) is used for modeling and simulation
regarding the above simulation layout configuration and
data based on the advanced design system (ADS). The
HFSS model of the output circuit is shown in Fig. 10.
The overall size of the structure is about 7.6×11.6 mm2,
and the widths of the microstrip lines are all greater than
100 µm, which can satisfy the maximum current and
will not be fused due to overheating.

Table 1: Dimensions of microstrip lines in the output
matching circuit

Microstrip
Line

Dimension
(µm)

Microstrip
Line

Dimension
(µm)

T L1 350×1200 T L2 900×1000
T L3 2050×3700 T L4 800×1700
T L5 700×1000 T L6 400×700
T L7 700×1400 T L8 1200×2000

The overall simulation results of the output match-
ing circuit are shown in Fig. 11, which shows that the

Fig. 10. HFSS modeling of output circuits.

RF output S11 is better than −10 dB in the band from 2
to 6.22 GHz, the drain output S22 is better than −7 dB
in the band from 2 to 6 GHz, and the insertion loss S21
is better than −3.8 dB in the band range from 2 to 6.2
GHz. Taking into account that the actual loss conditions
will produce a frequency-shift phenomenon, it would be
better to extend the extended to about 6.2 GHz at high
frequencies.

Fig. 11. Simulation result of S parameters for the output
matching circuit.

B. Input matching circuit
In terms of the input matching circuit, the matching

circuit is constructed by equalizing four two-cell merge
circuits for the tube core, and the structure is shown
in Fig. 12. The input circuit is realized using a 0.35
µm GaAs monolithic process to equalize the input
signal into four two-cell transistor ports, with the output
impedance of each circuit set to 40 Ω, and the output
impedance of the four parallel combined circuits is 10
Ω.

The input matching circuit construction method is
similar to the output matching circuit, in order to ensure
a wide bandwidth of low insertion loss and the overall
gain of the amplifier within the bandwidth, the use of
type microstrip line structure, loading capacitors and
other passive components to build matching network,
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Fig. 12. Schematic diagram of an eight-cell transistor
core divided into four equal paths.

the circuit is shown in Fig. 13. It can be seen that the
input matching circuit consists of a series RC structure
corresponding to the impedance of the core, the imag-
inary part of the compensation network constructed by
the bonding alloy wire and the bias feed circuit, the
third-order L-type impedance transformation network
and the power synthesis network. Among them, Ro and
Co are equivalent to the input impedance of the double-
cell core, La is the equivalent inductance introduced by
the bonding alloy wire, and the parallel inductance Lb
plays the role of gate bias power supply while it is
used to offset the imaginary part of the core impedance
capacitance Co. To improve the matching bandwidth, a
three-stage low-pass impedance conversion network is
used, and the microstrip lines TL1 and TL2 play the
role of impedance conversion and power synthesis at the
same time.

Fig. 13. Input matching circuit structure.

The structure of the input matching circuit is shown
in Fig. 14, and the dimensions of each microstrip line are
shown in Table 2.

The above input matching, tube core and output
matching modules are cascaded to construct the overall
circuit structure of the amplifier, and the circuit structure
is shown in Fig. 15. Based on the transistor small-signal
model and the S-parameters extracted from the output
matching circuit, the S-small-signal simulation circuit
of the amplifier is constructed. The impedance of input
port 1 is 50 Ω. The small-signal simulation results of the

Table 2: Dimensions of microstrip lines in the input
matching circuit

Microstrip
Line

Dimension
(µm)

Microstrip
Line

Dimension
(µm)

T L1 806×67 T L2 135×50
T L3 820×50 T L4 1790×50
T L5 870×50 T L6 260×50
T L7 548×50 T L8 1286×2000
T L9 289×50 T L10 463×50
T L11 602×65 T L12 202×65
T L13 347×65 T L14 187×65
T L15 582×65 T L16 141×65
T L17 300×100 T L18 1000×100
T L19 1000×100

amplifier are shown in Fig. 16, and the output port S22 is
better than −12 dB in the range of 2−6 GHz, the input
S11 is better than about −5.6 dB in the band range of
2− 6 GHz, and the gain S12 is better than 10 dB in the
range of 2−6 GHz.

Fig. 14. Structure and layout of input matching circuit.

Fig. 15. Circuit structure of the 2 − 6 GHz quasi-
monolithic amplifier.

V. AMPLIFIER CIRCUIT SIMULATION
AND TEST RESULTS

Based on the above amplifier structure, a physical
sample is prepared as shown in Figs. 17 and 18, in which
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Fig. 16. Simulation results of S11, S22, and S12 param-
eters with a small-signal for the 2 − 6 GHz quasi-
monolithic amplifier.

the bias voltage is set to −2 V and 28 V. The amplifier is
subjected to small-signal testing of S-parameters, gain,
and other small-signal performances in the range of 2−6
GHz, and the small-signal performances are obtained by
on-chip testing using a vector network analyzer and so
on. The small-signal test and simulation results of the
amplifier are shown in Fig. 19, and the measured results
show that the amplifier fluctuates between 12−15 dB in
the 2−6 GHz range.

Fig. 17. A sample of matching circuit.

The large-signal test of the amplifier is conducted
to measure the output power and saturated power added
efficiency of the amplifier at the 2− 6 GHz band. The
block diagram of the large-signal test connection and the
test results are shown in Fig. 20. From the test results,
it can be seen that the saturated output power of the
amplifier is in the range of 48−50 dBm in the 2−6 GHz
range, and the gain additive efficiency PAE is 34 ∼ 46%.

Fig. 18. A sample of the 2 − 6 GHz quasi-monolithic
amplifier.

Fig. 19. Simulation results of S21 and S11 parameters
with a small-signal for the 2− 6 GHz quasi-monolithic
amplifier.

The performances of this PA is compared with other
quasi-monolithic microwave integrated circuit (MMIC)
ultra-wideband GaN PAs available in literature [21–26]
and the result is shown in Table 3. The proposed PA
can achieve an excellent performance with a bandwidth
of 2.0 ∼ 6.0 GHz, a gain of 11.0 dB, a saturated
output power (Psat ) of 48.0 dBm, and a maximum PAE
of 34.0%. Compared with the performance indexes of
those PAs from the references, the proposed PA has
the highest value of figure of merit (FoM) which is
defined by FoMPA = Psat +10log[PAEmax(%)]+Gain+
10log[BW3dB/ f0], where f0 is the central frequency of
the frequency band.

For the thermal effect of the amplifier, we have
conducted a test and the results are shown in Fig. 21.
From Fig. 21, we can see that the heat of the amplifier
mainly concentrates in the input matching circuit and the
maximum temperature is 106◦.
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(a) (b)

(c) (d)

(e) (f)

Fig. 20. Test results for the performance of the proposed PA. (a) Test setup. (b) Changes of Pout , gain, and PAE as a
function of frequency. (c) Changes of Pout , gain, and PAE in terms of Pin at 2.0 GHz. (d) Changes of Pout , gain, and
PAE in terms of Pin at 4.0 GHz. (e) Changes of Pout , gain, and PAE in terms of Pin at 6.0 GHz. (f) Suppression effect
of harmonic waves.
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Table 3: Performance summary and comparison of different distributed amplifiers

Reference Frequency (GHz) Gain (dB) Psat (dBm) PAEmax (%) Bandwidth (%) FoM Technology
[27] 1.8-3.2 9.0 41.4 36.0 56.0 83.4 250-nm GaN
[28] 8.4-9.8 7.4 50.4 36.0 15.4 85.2 250-nm GaN
[29] 1.0-1.6 10.5 47.0 27.0 46.0 88.4 GaN HEMT
[30] 5.5-6.5 12.5 44.0 40.0 16.7 84.7 250-nm GaN
[31] 8.4-8.6 5.0 35.0 45.0 2.3 60.1 GaN HEMT
[32] 2.0-4.0 9.8 46.5 38.0 33.3 87.3 500-nm GaN

This Work 2.0-6.0 11.0 48.0 34.0 100.0 94.3 350-nm GaN

Fig. 21. Test result of thermal distribution for the 2-6
GHz quasi-monolithic amplifier.

VI. CONCLUSION
In this paper, a 2 − 6 GHz broadband quasi-

monolithic amplifier design method is proposed, with
the GaN HEMT structure for the tube core, GaAs
monolithic microwave integrated circuits for the input
matching circuit of the amplifier, and high dielectric
constant ceramic substrate for the output matching cir-
cuit. The core is a single-cell size gate width of the
eight-cell transistor, the output matching circuit will
be divided into eight-cell equal to two four-cell core,
the input matching circuit will be divided into eight-
cell equal to four two-cell core, through the multi-order
L-type impedance transformation structure to achieve
impedance matching after the design of the combined
circuit. The test results show that the amplifier saturates
the output power Pout in the range of 2.0−6.0 GHz band
at 48− 50 dBm, and the gain added efficiency PAE is
34−46%.
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Abstract – A dual-polarized Fabry-Pérot (FP) antenna
with ultra-wideband radar cross section (RCS) reduction
using 3D printing technology is proposed. The proposed
antenna consists of a dual-polarized primary antenna and
a partially reflective surface (PRS) loaded with reflective
surface (RS) and 3D-printed stepped absorbing structure
(3D-PSAS). The combination of the RS and the 3D-
PSAS effectively reduces the RCS of the FP antenna
and maintains the gain of the antenna. Meanwhile,
the proposed antenna can be used in the construction
of stealth systems. Both the simulated results and the
measured results verify the reliability of the design.
The FP antenna owns 10-dB RCS reduction bands
cover 3.0∼3.8 GHz and 6∼15 GHz, with a peak RCS
reduction of 27 dB at 12.5 GHz. In the radiation, it
owns a 10-dB return-loss bandwidth of 4.64–5.64 GHz
(19.4%) and 4.76–5.61 GHz (16.3%) respectively in X
polarization and Y polarization modes, with a maximum
realized gain of 12.4 dBi at 4.9 GHz.

Index Terms – 3D printing technology, Fabry-Pérot
antenna, partially reflective surface, radar cross section.

I. INTRODUCTION
Fabry-Perot (FP) antennas are widely used in satel-

lite communications, radar, stealth platforms, wireless
communications and other fields due to their high
gain, strong directivity, planar structure, compactness
and light weight [1–5]. Its flexible design optimizes
wideband performance, circular polarization, high gain,
and low radar scattering area (RCS). Low-RCS is cru-
cial for enhancing the stealth capabilities of military
equipment and improving the performance of commu-
nication systems. It plays a significant role in reducing
signal leakage and interference, ensuring the stability

and reliability of communication systems. However,
in the process of reducing RCS using a radome or
metasurface, the commonly employed structure involves
a combination of metal and dielectric substrate, which
limits the bandwidth of RCS reduction. Moreover, FP
antennas can be reconfigured for various purposes such
as frequency reconfiguration [6, 7], polarization recon-
figuration [8], radiation pattern reconfiguration [9], and
RCS reduction reconfiguration [10].

In recent years, an increasing number of researchers
have turned their attention to the study of antennas
with reduced RCS. In order to reduce the RCS of the
antenna and improve its deployment capability on stealth
platforms, various design methods have been proposed,
including polarization conversion metasurfaces (PCMs)
[11–13], hybrid reflection methods [14], coding meta-
surfaces [15], artificial magnetic conductors (AMCs)
and absorbing surfaces (ASs) [16–19]. The PCM effec-
tively realizes the in-band RCS reduction of the FP
antenna through phase cancellation, which improves the
gain bandwidth while maintaining good RCS rejection
performance. However, the RCS reduction effect of this
method in broadband is still not ideal, which limits its
application in stealth antennas. Moreover, AMCs and
ASs provide effective absorption of incident waves and
reduce RCS in a broader frequency range [16]. How-
ever, they absorb a large amount of radiation energy of
antennas. Consequently, simultaneously achieving both
broadband RCS reduction and antenna gain improve-
ment in an antenna remains a challenging task.

Meanwhile, 3D printing technology, owing to its
capability of fabricating complex structures, is increas-
ingly applied in the design of multifunctional antennas.
Many researchers are using 3D printing technology to
design different kinds of antennas, such as circularly
polarized antennas [20, 21], dual-polarized antennas,
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array antennas [22], Yagi-Uda antennas [23], resonant
cavity antennas [24], and lens antennas [25]. It has
also been employed in designing complex electromag-
netic structures like circuits [26], frequency selective
surfaces [27], and absorbers [28]. This application of
3D printing has broadened the possibilities for devel-
oping innovative antenna systems and electromagnetic
devices [29].

A low-RCS dual-polarized FP antenna based on
a partially reflective surface (PRS) using 3D printed
technology is proposed here. The PRS of the proposed
antenna combines a 3D-printed stepped absorbing struc-
ture (3D-PSAS) with a reflective surface (RS). Firstly,
the RS is positioned above a dual-polarized primary
antenna at an appropriate height. By utilizing the reflec-
tion characteristic of the RS, a simple FP resonant cavity
between PRS and ground is formed, which concentrates
the radiation energy of the antenna. The 3D-PSAS
utilizes 3D printing technology to process absorbing
materials into stepped gradient structures that help to
reduce RCS. A dual-polarized slot patch antenna is used
as the primary antenna, which switches the polarization
mode by regulating the voltage at both ends of the PIN
diode. According to the simulation and measured results,
the proposed antenna not only significantly reduces the
RCS and covers the ultra-wide band but also enhances
the realized gain. RCS peak reduction is 27 dB.

II. DESIGN OF FABRY-PÉROT ANTENNA
A FP antenna possesses the characteristics of high

gain and concentrated radiation energy. Its main per-
formance indicators include operating frequency, gain,
radiation pattern, and bandwidth, which depend on the
reflection phase of PRS and the height of the resonator
cavity of the FP antenna. The above performance indi-
cators meet the following formula [30]:

f =
c

4πhc
(ϕPRS +ϕGND −2Nπ),

N = 0,1,2 . . . , (1)

where ϕPRS and ϕGND are the reflection phases of PRS
and ground, respectively, c is the speed of light, hc
is the cavity height of the FP antenna resonator, f is
the resonance frequency of the FP antenna, N is the
number of times that the electromagnetic waves excited
by the antenna are reflected between PRS and ground.
In this design, ϕGND = −π . The electromagnetic waves
emitted by the main antenna oscillate several times in the
resonator. When the reflection phase of the PRS satisfies
Equation (1), a standing wave pattern is formed, which
excites the FP resonance to enhance the directivity and
gain of the antenna.

A. Partially reflective surface
In the proposed antenna, the PRS is composed of a

RS and 3D-PSAS, as shown in Fig. 1. The RS adopts
a double-layer structure design, with a square metal
patch with a length of b1 on one side and a circular
square ring structure with an inner diameter of b2 at
the bottom. These patches are printed on either side
of the F4BM265 (εr = 2.65, tanδ = 0.0007) dielec-
tric substrate. It is used to form a FP resonant cavity
between PRS and ground. In addition, 3D-PSAS is a
metamaterial structure that sits on top of the RS and is
designed with three layers of stepped square holes, each
with layer height of H1,H2, and H3 to achieve a gradient
electromagnetic absorption characteristic. In order to
achieve better absorption performance, the metamaterial
is composed of 4% carbon black and 250% carbonyl
iron powder, which can comprehensively utilize their
respective advantages and enhance the dielectric prop-
erties and magnetic properties of the material, absorb
electromagnetic waves transmitted from RS and reduce
RCS. Adjusting the stepped gradient structure of 3D-
PSAS can change the selective transmittance of PRS
and flexibly adjust the frequency band of RCS reduction.
Therefore, the simulation results of the reflection coeffi-
cient of 3D-PASA with three different height parameter
changes are given. This is shown in Fig. 2. At the
same time, this adjustment decreases the extent to which
electromagnetic waves emitted by the primary antenna
are absorbed. The parameters of the optimized PRS unit
structure are shown in Table 1.

a2

a3

a4 H3
H2

3D-PSAS H1

a4 b1

a1 a1

PRS

b2

Fig. 1. Schematic of the PRS.

Table 1: Design parameters of the PRS

Parameter H1 H2 H3 a1 a2

Value (mm) 9 6 3 10 9
Parameter a3 a4 b1 b2

Value (mm) 7 5 7 1.5
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Fig. 2. Effect of each parameter on the Port 1 reflection
coefficient of 3D-PSAS. (a) h1, (b) h2, (c) h3.
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Fig. 3. Simulated model of the PRS unit: (a) top and (b)
bottom.

In this design, the model was simulated using CST
Microwave Studio 2022 version, using a time-domain
solver and global meshing, with a maximum grid ele-
ment size of 1 mm and an S-parameter convergence
accuracy of −40 dB. The PRS model design and sim-
ulation settings are as follows. In Fig. 3, Port 1 and Port
2 are located at fixed distances on either side of the
PRS unit. To simulate the PRS unit structure, the ±x
directions are set as electric wall boundary conditions,
while the ±y directions are set as magnetic wall bound-
ary conditions.

Figure 4 depicts the simulated results of the PRS
unit. The diagram illustrates the reflection coefficient
(S11) and transmission coefficient (S12) of the PRS and
depicts the absorption characteristics of the PRS for
electromagnetic waves using the absorptivity. A is the
absorptivity of the PRS, which can be calculated by:

A = 1−|S11|2 −|S12|2. (2)

3 4 5 6 7 8 9 10 11 12
0.0

0.2

0.4

0.6

0.8

1.0

 |S12|
 |S11|
 Absorptivity

Frequency (GHz)

A
m

pl
itu

de

0

20

40

60

80

100

A
bs

or
pt

iv
ity

 (%
)

Fig. 4. S11, S12, and absorptivity of the PRS.

As shown in Fig. 4, the PRS has an absorptivity
of greater than 67% but lower than 80% within the
frequency range 3.90–6.50 GHz. It indicates that the
absorption ability of 3D-PSAS has a relatively small
impact on the antenna radiation within the operating
band of the antenna. However, outside this frequency
band, the PRS shows excellent wave absorption perfor-
mance, with the absorptivity higher than 80%. which
effectively attenuates the energy of the incident wave
and reduces the RCS.

B. Primary antenna
As shown in Fig. 5, a dual-polarized slot antenna

with parasitic patch acts as the primary antenna. The
antenna is fed through a microstrip line that is patterned
on the underside of the substrate. The parasitic patch is
an F4BM265 dielectric substrate printed with a square
metal length l1, which can expand the bandwidth of the
primary antenna. It is placed above the primary antenna
at Hair. On the surface of the dual-polarized antenna, a
metal ground plane is etched. Two H-shaped coupling
slots are formed on this plane to achieve the dual-
polarization characteristics of the antenna. The specifi-
cations for the primary antenna’s design are provided in
Table 2.

The polarization mode of the primary antenna is
determined by the states of the Pin 1 and Pin 2 diodes.
These diodes can be controlled by changing the voltage
levels at both ends of the diode using wires. The antenna
radiates y-polarization (YP) waves as the Pin 1 diode
is turned on and the Pin 2 diode is turned off. The
antenna radiates x-polarization (XP) waves as the Pin 2
diode is turned on and the Pin 1 diode is turned off. By
switching between these two states, the electromagnetic
waves radiated by antennas can be converted between
XP and YP, allowing for adaptable communication and
reception capabilities.

The simulated results for the primary antenna
are presented in Fig. 6. These results demonstrate
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that when the antenna radiates YP waves, its 10-dB
impedance bandwidth ranges from 4.83 to 5.70 GHz,
which corresponds to a relative bandwidth of 16.5%.
The primary antenna achieves a maximum realized gain
of 8.70 dBi at a frequency of 5.50 GHz. Comparison of
simulated results of YP and XP show similar operating
bandwidths and realized gains, except for differences in
polarization states. The primary antenna works within
the frequency band of 4.83 to 5.70 GHz, during which
the 3D-PSAS exhibits lower absorptivity, minimizing
the effect of the 3D-PSAS on the FP antenna’s radiation
performance.

GND
Feedline

 h1 

lg

F4BM265

l2

Parasitic Patch

l1

Hair 

 

Feeding Line

Pin 1

Pin 2

lg

d3

d1

Pin 1

Pin 2

ls1

ls3 d2

b3b4

d4

y

x  
Fig. 5. Schematic of the primary antenna.

Table 2: Design parameters of the primary antenna

Parameter l1 l2 d1 d2 d3

Value (mm) 30 17.7 1.2 1 2.5
Parameter ls1 ls2 b3 b4 d4

Value (mm) 5.2 6.2 7.7 2 1.4
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Fig. 6. S11 and realized gain of primary antenna.

III. FABRY-PÉROT ANTENNA USING
3D-PRINTED STEPPED ABSORBING

STRUCTURE
After analyzing the unit of the PRS and the primary

antenna, a unit structure with a length and width of
10 mm is designed. The structure of the 3D-PASA is
originally designed as a 16× 16 array, with specific RS
having dimensions of lg. In addition, the four corners of
the 3D-PSAS are adjusted to a rectangular shape with
a height of 5 mm. Cylindrical holes are incorporated in
these modified corners to facilitate fixation using nylon
screws. The simulated results indicate that this modifi-
cation has minimal impact on the antenna performance.
As depicted in Fig. 7, the 3D-PSAS is installed at a fixed
elevation Hc above the primary antenna.

The key to FP resonant excitation lies in the rea-
sonable design of the height of the antenna resonator.
Based on Equation (1), the initial reference height is
calculated, and the parameter sweep and performance
analysis are carried out in its neighborhood, and the
optimal cavity height is determined to be Hc = 31.7 mm
by considering the 10 dB impedance bandwidth and
antenna gain holistically.

3D-PSAS

Hc

RS

Primary Antenna

x

y

z

lg

Fig. 7. Proposed FP antenna with 3D-PSAS.
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Fig. 8. RCS-reduced FP antenna working schematic.

In Fig. 8, the mechanism for decreasing RCS and
improving gain of the FP antenna is depicted. When
the incident waves enter the cavity through PRS, a
portion of the energy of the incident wave is absorbed
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by 3D-PSAS, while another portion passes through 3D-
PSAS and becomes transmitted waves. These transmit-
ted waves experience repeated reflections between the
metallic ground plane and the PRS. Part of the transmit-
ted waves are transmitted out of the antenna through the
bottom of the PRS and becomes the retransmitted waves.
The others continue to reflect and transmit within the
cavity. The proposed antenna achieves ultra-wideband
RCS reduction by absorbing incident waves through the
3D-PSAS layer.

4.0 4.5 5.0 5.5 6.0

-30

-20

0

10

20

-10

YP XP
YP XP

Frequency (GHz)

|S
11

| (
dB

)

-30

-20

-10

0

10

20

R
ea

liz
ed

 G
ai

n 
(d

B
i)

Fig. 9. S11 and realized gain of FP antenna.

Figure 9 displays the simulated S11 and the realized
gain of the proposed FP antenna under YP and XP. The
proposed antenna, when operating under YP, exhibits a
10-dB impedance bandwidth ranging from 4.64 GHz to
5.64 GHz (19.4%) and a peak realized gain of 12.40 dBi
at 4.90 GHz. Comparing the proposed FP antenna with
the primary antenna, the 10-dB impedance bandwidth
is slightly reduced and the maximum realized gain
is increased from 8.7 dBi to 12.4 dBi. The proposed
antenna under XP has a 10-dB impedance bandwidth of
4.76–5.61 GHz (16.3%) and a maximum realized gain of
12.4 dBi at 5.2 GHz. The 10-dB impedance bandwidth
and gains of the proposed FP antenna varies between YP
and XP. This difference is due to the inconsistent widths
of the H-shaped slots designed for each polarization.
Compared with the primary antenna, the performance
comparison shows that the polarization characteristics
have not changed significantly.

In addition, in terms of antenna efficiency, the ana-
log efficiency of the antenna at the operating frequency
center (5.14 GHz) is 64% after the PRS is added above
the feed. It is 59% after loading the absorbing structure,
which is due to its effect on the absorption of electro-
magnetic waves. In addition, the antenna has an aperture
efficiency of 45.1% at 5.14 GHz.

IV. EXPERIMENTAL RESULTS
Figure 10 shows a physical image of the antenna

using 3D printing technology. The measurement scene
is shown in Fig. 11.

Fig. 10. FP antenna using 3D printing technology:
(a) top layer of 3D-PSAS, (b) top layer of RS, (c) bottom
layer of RS, (d) top layer of primary antenna, (e) bottom
layer of primary antenna, (f) FP antenna.

Fig. 11. Measurement scene of the FP antenna.

Figure 12 presents a comparison between the sim-
ulated and measured results of the primary antenna
in both YP and XP states. It indicates that the pri-
mary antenna exhibits measured 10-dB impedance band-
widths ranging from 4.83–5.70 GHz for YP and 4.91–
5.70 GHz for XP. Additionally, the maximum realized
gain achieved is 8.71 dBi at 5.5 GHz under YP, and
8.80 dBi at 5.6 GHz under XP. Under YP, the measured
results of resonant frequency are generally shifted to
higher frequencies compared to the simulated results.
This phenomenon is primarily due to the error when
installing the antenna, and the error causes the height
of the parasitic patch to change. When the height of the
parasitic patch is decreased, the resonant frequency of
the primary antenna shifts towards higher frequencies.

From Fig. 13, it can be seen that the measured
results of the FP antenna loaded with 3D-PSAS gen-
erally conforms to the simulated results. Under YP,
it shows that the FP antenna has a measured 10-dB
impedance bandwidth of 4.60 to 5.63 GHz (20.1%), a
measured 3-dB gain bandwidth of 4.60 to 5.30 GHz
(14%), and a measured maximum realized gain of
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Fig. 12. Comparison of measured and simulated results
of the primary antenna: (a) YP, (b) XP.

12.5 dBi at 4.9 GHz. Shown in Figs. 13 (c,d), under
XP, the proposed FP antenna possesses a measured 10-
dB impedance bandwidth of 4.70–5.60 GHz (17.4%)
and a measured maximum realized gain of 12.6 dBi at
5.0 GHz.

Fig. 13. Comparison of the measured and simulated
results of the FP antenna: (a) |S11|-YP, (b) realized gain-
YP, (c) |S11|-XP, (d) realized gain-XP.

Figure 14 presents the E-plane radiation patterns,
both simulated and measured, at frequencies of 4.7 GHz
and 5.0 GHz for YP and XP. As can be seen from
Fig. 14, the sidelobe level decreases significantly relative
to the direction of the main beam and is basically below
0 dB. This result fully shows that the proposed antenna
exhibits excellent radiation performance in the whole
operating frequency band.

Figure 15 shows the measured results and simulated
results of the monostatic RCS curves for the designed
antenna. It can be observed that the measured RCS of
the FP antenna decreases within the range of 3–18 GHz,
with a peak reduction of 27 dB at 12.5 GHz. In addi-
tion, it can be seen from the measured results that the
proposed antenna exhibits bandpass filter characteristics.

Fig. 14. Radiation patterns of the proposed antenna:
(a) 4.7 GHz-YP, (b) 5.0 GHz-YP, (c) 4.7 GHz-XP,
(d) 5.0 GHz-XP.
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Fig. 15. Simulated RCS reduction and measured RCS
reduction of the proposed antenna.

In the frequency range of 4.6–6.4 GHz, the monostatic
RCS of the proposed antenna is higher than −10 dB,
so that more electromagnetic waves can radiate out of
the antenna through 3D-PSAS. The proposed antenna
is capable of achieving higher realized gain. Due to the
lack of test environment, the aging of the performance
of the test device and the error of antenna processing,
the measurement results and the simulation results have
changed slightly, but the trend is basically the same.

Table 3 lists other works that have used AMC,
ASs, and other methods to reduce RCS. Comparison
shows that this work has a wide 10-dB RCS reduction
band and good radiation performance. The test results
closely match the simulation results, thereby validating
the feasibility and effectiveness of this work.
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Table 3: Comparison between the proposed antenna and existing works

Ref. Method Feed Type 10-dB Max 10-dB Max Area (λ2
0)

Impedance Realized RCS RCS
Bandwidth Gain Reduction Reduction

(GHz) (dBi) Band (GHz) Value (dB)
[15] Coding Horn antenna N.A. N.A. 9.26–12.87 19 N.A.

Metasurface 14.84–19.35
[17] AMC Whip antenna N.A. N.A. 8.0–12.0 22 0.5, 0.67, 0.83
[18] AMC-FSS MAs-loading

antenna
4.25–5.42 (24%) 11.13 8.2–18.0 35 2.6×2.6

[19] AS Circularly
polarized patch
antenna

10.50–10.78 (2.6%) 10.2 8.0–12.0 27.6 2.7×2.7

This Work 3D-PSAS Dual-polarized
slot antenna

4.60–5.40 (16%) 12.40 3.0–3.86.0–18.0 27 2.7×2.7

Note: λ0 denotes the wavelength of the center frequency of the effective bandwidth in free space.

V. CONCLUSION
A low-RCS dual-polarized FP antenna based on

3D-PSAS is proposed. By comparing the simulated and
measured results, it has been demonstrated that the
3D-PSAS can effectively achieve ultra-wideband RCS
reduction for the FP antenna. The PRS of the proposed
antenna consists of the RS and the 3D-PSAS which was
produced using 3D printing technology. The reflection
performance and absorption performance of the antenna
are optimized through analysis. The antenna has a max-
imum gain of 12.4 dBi at 4.9 GHz and a maximum RCS
reduction of 27 dB at 12.5 GHz. The measured results
show that the 10-dB impedance matching bandwidths of
the proposed FP antenna are 19.7% and 16.2% in YP
and XP, and RCS reduction bandwidth of 3.0–3.8 GHz
and 7.3–18 GHz under different polarization modes.
The antenna can be useful in the construction of stealth
communication systems.
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Abstract – A wideband single-fed circularly polarized
(CP) eight-arm Archimedean-spiral image-dielectric
antenna (ASIDA) is proposed in this paper. The ASIDA
consists of eight Archimedean-spiral dielectric arms
with equal angular spacing. The eight Archimedean-
spiral image-dielectric arms are excited by the unequal-
length cross-slot and microstrip. The unequal-length
cross-slot can generate the CP electric field to excite
the dielectric arms for the wideband CP radiation. The
image-dielectric waveguide line is employed to achieve
a low-profile structure. The measured results show that
the proposed ASIDA has an impedance bandwidth of
40.8% (1.54–2.33 GHz) and an axial ratio (AR) band-
width of 39.8% (1.55–2.32 GHz), with a maximum
realized gain of 12.2 dBic. This work will provide a new
insight into the CP dielectric antenna.

Index Terms – Archimedean spiral, circularly polar-
ized, image-dielectric antenna, wideband antenna.

I. INTRODUCTION
Circular polarized (CP) antennas have been exten-

sively studied due to their anti-multipath fading charac-
teristics, strong anti-interference capabilities, resistance
to rain and fog interference, and reliable free-space
propagation performance [1]. Wideband CP antennas
are extensively used in wireless communication, global
positioning, and navigation systems [2–4]. To achieve
the wideband CP operations, various antenna types have
been adopted, including patch antennas [5], dielectric

resonator antennas (DRAs) [6], magnetoelectric (ME)
dipole antennas [7], and helix/spiral antennas [8].

Among these types, DRAs possess advantages such
as no conductor loss, low dielectric loss, high design
flexibility, and ease of mode excitation, which facil-
itate achieving broadband CP operation. To achieve
broadband CP, dual-feed techniques have been widely
adopted, such as in [9], which achieved a 3% axial
ratio (AR) bandwidth and 6.2 dBic gain. Reconfigurable
DRAs using PIN-diode networks achieve >30% band-
width but involve complex biasing circuits [10]. Mode-
merging strategies enhance bandwidth up to 21% AR
with moderate gain [11–13], but require multilayer or
high-permittivity structures. Dielectric-via designs [12]
offer 26.7% AR bandwidth in a compact form yet intro-
duce fabrication complexity. Dual-band or substrate-
integrated DRAs [14, 15] can reach 30% bandwidth but
often rely on cavity structures or nearly degenerate mode
excitation. Stacking dielectric slabs can also extend AR
bandwidth [16, 17]. Overall, most existing designs face
trade-offs between bandwidth, profile, and fabrication
complexity. Achieving a low-profile and wideband CP
antenna with a simple structure remains a significant
challenge.

Recently, spiral dielectric antennas have been pro-
posed to generate wideband CP waves [18, 19]. Com-
pared to metal spiral antennas, dielectric waveguide
lines, due to their ability to flexibly select different
dielectric materials for design freedom, are more con-
ducive to achieving miniaturization and high perfor-
mances. Two reported works adopted dielectric waveg-
uide lines to replace spiral metal lines for realizing
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wideband CP radiation. In [18], a dual-feed dielec-
tric Archimedean-spiral dielectric antenna achieves an
AR bandwidth of 28%. Literature [19] proposes the
single-feed Archimedean-spiral dielectric antenna with
an AR bandwidth of 9.7%. Due to the required distance
between the dielectric waveguide line and the ground
plane, both antennas exhibit a high profile. In our study,
an image-dielectric waveguide line is adopted to achieve
a low-profile design, and the eight Archimedean-spiral
image-dielectric arms with the unequal-length cross-slot
feeding achieves a wider AR bandwidth of 39.8% in the
compact size.

In this paper, a wideband single-fed CP eight-arm
Archimedean-spiral image-dielectric antenna (ASIDA)
is presented. This paper is organized as follows. Sec-
tion II describes the structure design and analysis pro-
cess of the ASIDA. Section III compares and discusses
the simulated and measured results of the ASIDA. The
final conclusion is summarized in Section IV.

II. DESIGN OF THE PROPOSED ANTENNA
A. Antenna configuration

Fig. 1 illustrates the configuration of the proposed
ASIDA. The ASIDA employs two-layer dielectric sub-
strates. The upper layer, substrate1, is TLY-5 (εr = 2.2,
tanδ = 0.0009), while the lower layer, substrate2, is
F4BM220 (εr = 2.2, tanδ = 0.0007). The thickness of
substrate1 is h1 = 0.787 mm and the thickness of sub-
strate2 is h2 = 1.575 mm. Alignment holes with a radius
of 1 mm were machined at the substrate edges and the
gaps between spiral arms was secured using insulating
screws. To highlight the key radiating structures, the via
details were intentionally omitted from the schematic
diagram in Fig. 1.

As shown in Fig. 1 (b), the ground plane, with
dimensions gx length and gy width, is positioned on
the upper surface of substrate1. The eight Archimedean-
spiral dielectric arms with the equal angular spacing of
α are located on the ground with an asymmetrical cross-
slot coupler featuring unequal arm lengths (ls1 ̸= ls2)
but uniform width, which is concentrically positioned
beneath the eight spiral arms. The cross-slot is oriented
at an angle of θ1 = 30◦ relative to the microstrip feed
line. Arm material is Al2O3 ceramic with a dielectric
constant of 9.8. Microwave signal is transmitted through
the microstrip line at the bottom to the slot forming a CP
electric field [20] which excites the ASIDA to radiate CP
waves.

As shown in Fig. 1, r0 represents the starting radius
of the spiral, a denotes the growth rate of the spiral,
and β is the angle on the spiral arm. The equation for
the inner edge of a single Archimedean dielectric arm is

(a)

(b) (c) (d)

(a) (b) (c)

Fig. 1. Geometries and dimensions of (a) the proposed
ASIDA, (b) top view of substrate1, (c) bottom view of
substrate2 and (d) top view.

Table 1: Key parameters of ASIDA (unit: mm)

gx gy ls1 ls2 ws w
250 250 28 50 4.9 20
lm wm h h1 h2 d
142 7 20.5 0.787 1.575 8

given by: {
x1 = (r0 +aβ )cosβ

y1 = (r0 +aβ )sinβ
. (1)

The outer edge curve equation of the single
Archimedean dielectric arm is given by:{

x2 = (r1 +aβ )cosβ

y2 = (r1 +aβ )sinβ
, (2)

where the angle of Archimedes’ spiral is Φ = 0.8π , the
spiral growth rate a is 34.5 mm/rad, the arm width is
w, and its height is h. The inner and outer radius of the
single arm are defined by:

r1 = r0 +w. (3)

The other spiral arms are generated by rotating a
single arm in sequence at the angular spacing α = π/4,
thus forming eight arms in total. Detailed dimensions
of the ASIDA are listed in Table 1. Based on the
geometrical parameters of the dielectric spiral arms and
the unequal-length cross-slot feed, the proposed antenna
is ultimately designed to operate over the frequency
range of 1.5–2.4 GHz.
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B. Design flow of the proposed ASIDA
The design process of the proposed antenna is

shown in Fig. 2. Figure 3 gives the surface current
distributions on the ground plane without the radiator
at 1.8 GHz for four characteristic phase angles (0◦,
90◦, 180◦, 270◦), where the current vectors exhibit
periodic rotational behavior with orthogonal directional
switching at T/4 intervals, confirming the CP generation
mechanism. The corresponding simulated |S11| and AR
results are shown in Fig. 4. The three antenna types
all exhibit wide impedance bandwidths, consistent with
the wideband characteristics of spiral antennas; however,
their 3 dB AR bandwidths differ significantly. As the
number of arms increases, both the impedance and
AR bandwidths widen. Specifically, the AR bandwidths
range from 7% to 39.1%.

(a)

(b) (c) (d)

(a) (b) (c)

Fig. 2. Design process of the proposed antenna:
(a) Type I, (b) Type II, and (c) Type III.

(a)

(b) (c) (d)

(a) (b) (c)

Fig. 3. Surface current distribution in the ground plane
at 1.8 GHz (a) 0◦, (b) 90◦, (c) 180◦, (d) 270◦.

(a)

(b) (c) (d)

(a) (b) (c)

Fig. 4. Simulated |S11| and AR results of the three types.

Figure 5 (a) presents a comparison of the realized
gains for the three antenna types. Compared to Type I

and Type II, the Type III antenna demonstrates more sta-
ble gain and higher values across the entire operating fre-
quency band. The simulated realized right-hand circular
polarization (RHCP) and left-hand circular polarization
(LHCP) gains of Type III is shown in Fig. 5 (b). It is
observed that Type III achieves the peak RHCP gain of
12.3 dBic at 2.04 GHz.

To further explain the AR change trend, the electric
field distributions of the three antenna types at 1.8 and
2.1 GHz are shown in Fig. 6. All three types exhibit
gradual outward leakage of electromagnetic waves along
the spiral arms. In other words, the electric fields radiate
the CP waves as they propagate. However, compared
with Types I and II, the surface electric field of Type III
exhibits a good right-hand rotation performance along
the spiral arm, resulting in efficient RHCP wave radi-
ation. Since these eight arms are involved in radiation,
Type III achieves a higher gain. The radiation patterns
of Type III at the sideband frequency points of 1.5 and
2.05 GHz are given in Fig. 7. Type III has good radiation
performance and low back lobe within the frequency
band.

(a) (b)

(a) (b) (c)

(d) (e) (f)

(a) (b)

(a) (b)

(a) (b)

Fig. 5. (a) Simulated realized gains of Type I (2-arms),
Type II (4-arms), and Type III (8-arms) antennas. (b)
Simulated RHCP and LHCP realized gains of Type III
antenna.

(a) (b)

(a) (b) (c)

(d) (e) (f)

(a) (b)

(a) (b)

(a) (b)

Fig. 6. Simulated electric field distributions at 1.8 GHz
for (a) Type I, (b) Type II, (c) Type III, and at 2.1 GHz
for (d) Type I, (e) Type II, (f) Type III.
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(a) (b)

(a) (b) (c)

(d) (e) (f)

(a) (b)

(a) (b)

(a) (b)

Fig. 7. Normalized radiation patterns of the Type III at
(a) 1.5 and (b) 2.05 GHz.

C. Parameter optimization of the proposed ASIDA

For Type III, the parameter optimization of the
proposed ASIDA is performed in this part. Figure 8
illustrates the effects of the spiral growth rate a and
the height h on the AR and |S11|. When the spi-
ral growth rate a increases, both AR and impedance
bandwidth decrease. As the height h increases, the
impedance bandwidth decreases, while the AR initially
shifts toward lower frequencies. At h = 22.5 mm, the
low-frequency AR performance remains unchanged, but
significant degradation occurs in the high-frequency AR
characteristics. To achieve optimal impedance matching
and AR performance simultaneously, the values of a =
34.5 mm/rad and h = 20.5 mm are selected as the
compromise.

Figure 9 presents the parametric analysis of the
dielectric arm width w and cross-slot rotation angle
θ1. As illustrated in Fig. 9 (a), w significantly influ-
ences the frequency-dependent characteristics of the
AR bandwidth, where excessive width values degrade
the high-frequency radiation performance. Figure 9 (b)
experimentally validates that θ1 governs the orthogonal
phase difference, consistent with the theoretical analysis
in section IIA. The optimized design configuration with
w = 20 mm and θ1 = 30◦ demonstrates an optimal bal-
ance between impedance matching and AR bandwidth
performance.

(a) (b)

(a) (b) (c)

(d) (e) (f)

(a) (b)

(a) (b)

(a) (b)

Fig. 8. Parametric effects of (a) spiral growth rate a and
(b) dielectric height h on simulated |S11| and AR.

(a) (b)

(a) (b) (c)

(d) (e) (f)

(a) (b)

(a) (b)

(a) (b)

Fig. 9. Simulated results of |S11| and AR with the
different (a) spiral arm width w and (b) unequal-length
cross-slot angle θ1.

(a) (b)

(c) (d)

Fig. 10. Photographs of the proposed antenna and testing
anechoic chamber.

III. EXPERIMENTAL RESULTS AND
DISCUSSION

In this section, the proposed ASIDA is fabricated,
measured, and its simulated and measured results are
compared and analyzed. To ensure fabrication accu-
racy, a modular strategy is adopted by dividing the
overall spiral structure into eight individual spiral arms
and a central octagonal support, which are fabricated
separately and assembled using a foam jig for precise
alignment and fixation.

Photographs of the proposed ASIDA and testing
anechoic chamber are shown in Fig. 10. The simulated
and measured |S11| and efficiency results are presented
in Fig. 11. Due to no conductor loss and low-loss
materials Al2O3 (tanδ = 0.0004), the ASIDA maintains
a radiation efficiency exceeding 87% at the operation
band. The simulated impedance bandwidth is 40.4%
(1.46–2.20 GHz), while the measured bandwidth is
40.8% (1.54–2.33 GHz).

(a) (b)

(c) (d)

Fig. 11. Comparisons for |S11| and efficiency of the
proposed ASIDA.
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Table 2: Comparison of the proposed antenna and the previous wideband DRAs

Ref. −10 dB 3-dB Overlapping Peak Gain Size (λ 3
e ) Dielectric Radiating

Imp-BW AR.BW BW (dBic or dBi) εr Type
[10] 34.3%/36.6% 30.4%/32.9% 30.4%/32.9% 6.18/6.58 NA 9.9 DRA
[12] 41.2% 26.7% 26.7% 4.75 3.19×3.19×0.51 10.2 DRA
[17] 36% 26% 26% 8.7 6.6×6.6×0.9 36 DRA
[18] 29% 24.9% 24.9% 9 11.26×11.26×0.96 32 DW
[19] 22.2% 9.7% 9.7% 25 34.7×34.7×0.76 10 DW

This Work 40.8% 39.8% 39.8% 12.2 5.04×5.04×0.47 9.8 IDW
Imp-BW is the frequency range over which the reflection coefficient (|S11|) remains below −10 dB.
Overlapping BW is the frequency range where impedance bandwidth and AR bandwidth overlap.
AR BW is the frequency range over which the axial ratio (AR) remains below 3 dB.
λe is the wavelength of an electromagnetic wave propagating inside a dielectric material with relative permittivity εr.
NA: Not Available; DW: dielectric waveguide; IDW: Image-dielectric waveguide.

(a) (b)

(c) (d)

Fig. 12. Comparisons for AR and realized gain of the
proposed ASIDA.

Figure 12 compares the simulated and measured
results of AR and realized gain. The simulated and mea-
sured AR bandwidths are 39.1% (1.46–2.17 GHz) and
39.8% (1.55–2.32 GHz), respectively. ASIDA achieves
a maximum measured realized gain of 12.2 dBic. Fig-
ure 13 shows the simulated and measured normal-
ized radiation patterns of the ASIDA. The differences
between simulated and measured results may arise
from discrepancies in ASIDA fabrication, assembly, and
dielectric constant tolerances.

Finally, comparison results of the proposed ASIDA
and other wideband CP dielectric antennas are
summarized in Table 2. The proposed ASIDA exhibits a
wider impedance and AR bandwidth than those reported
in [18, 19] and a higher gain than that in [18]. The image-
dielectric waveguide line is implemented to achieve a
lower profile compared to [18, 19]. With its advantages
in wide impedance and AR bandwidth, low profile, and
high gain, the proposed ASIDA shows strong potential
as a candidate for future wireless communication and
navigation applications.

In addition, several other designs listed in Table 2
are also considered for comparison. The antennas in
[10, 12, 17] employ dual-feed structures, reconfigurable
circuits, or multilayered geometries to achieve wideband
CP operations. These designs have the structure
complexity or larger size. In contrast, the proposed

single-fed ASIDA achieves wideband CP with a struc-
turally simple and compact design, highlighting its prac-
tical advantages in integration and implementation.

(a) (b)

(c) (d)

Fig. 13. Simulated and measured radiation patterns of
the ASIDA: (a) xoz plane at 1.6 GHz, (b) yoz plane at
1.6 GHz, (c) xoz plane at 2.15 GHz, and (d) yoz plane at
2.15 GHz.

IV. CONCLUSION
In this paper, a wideband CP ASIDA with the

eight arms is proposed. The image-dielectric waveg-
uide line is adopted to achieve a low profile, and the
eight Archimedean-spiral image-dielectric arms with the
unequal-length cross-slot feed achieves wider AR band-
width of 39.8% in a compact size. The measured results
show that the proposed ASIDA has a wide impedance
bandwidth of 40.8% (1.54–2.33 GHz) and a wide AR
bandwidth of 39.8% (1.55–2.32 GHz), with a maximum
realized gain of 12.2 dBic. The proposed ASIDA design
demonstrates good performance in terms of impedance
bandwidth, AR bandwidth, and gain, offering valuable
insights for the design of wideband CP antennas. The
ASIDA exhibits potential applications in wireless com-
munication systems and satellite navigation systems.



1035 ACES JOURNAL, Vol. 40, No. 10, October 2025

REFERENCES
[1] C. Zhu, G. Xu, A. Ren, W. Wang, Z. Huang,

and X. Wu, “A compact dual-band dual-circularly
polarized SIW cavity-backed antenna array for
millimeter-wave applications,” IEEE Antennas and
Wireless Propag. Lett., vol. 21, no. 8, pp. 1572–
1576, Aug. 2022.

[2] Q. Wu, J. Hirokawa, J. Yin, C. Yu, H. Wang, and
W. Hong, “Millimeter wave planar broadband cir-
cularly polarized antenna array using stacked curl
elements,” IEEE Trans. Antennas Propag., vol. 65,
no. 12, pp. 7052–7062, Dec. 2017.

[3] H. Xue, L. Wu, Z.-L. Xiao, and T.-Y. Hu, “A
low-profile broadband circularly polarized patch
antenna with wide axial-ratio beamwidth,” IEEE
Antennas Wireless Propag. Lett., vol. 22, no. 9,
pp. 2115–2119, Sep. 2023.

[4] Y. Cheng and Y. Dong, “Wideband circularly
polarized split patch antenna loaded with sus-
pended rods,” IEEE Antennas Wireless Propag.
Lett., vol. 20, no. 2, pp. 229–233, Feb. 2021.

[5] W. Tan, X. Shan, and Z. Shen, “Ultrawideband cir-
cularly polarized antenna with shared semicircular
patches,” IEEE Trans. Antennas Propag., vol. 69,
no. 6, pp. 3555–3559, June 2021.

[6] P. Mallick, M. Ameen, R. Chowdhury, A. K. Ray,
and R. K. Chaudhary, “Wideband circularly polar-
ized cavity-backed dielectric resonator antenna
with low RCS for aerial vehicle communications,”
IEEE Antennas Wireless Propag. Lett., vol. 21,
no. 7, pp. 1418-1422, July 2022.

[7] X. Ruan and C. H. Chan, “A circularly polarized
differentially fed transmission-line-excited magne-
toelectric dipole antenna array for 5G applica-
tions,” IEEE Trans. Antennas Propag., vol. 67,
no. 3, pp. 2002-2007, Mar. 2019.

[8] Y.-W. Zhong, G.-M. Yang, J.-Y. Mo, and
L.-R. Zheng, “Compact circularly polarized
Archimedean spiral antenna for ultrawideband
communication applications,” IEEE Antennas
Wireless Propag. Lett., vol. 16, pp. 129-132,
2017.

[9] S. Ranjit, S. Chakrabarti, and S. K. Parui, “A dual
circularly polarized substrate integrated waveguide
antenna for X-band application,” in Proc. IEEE
Microw., Antennas, Propagat. Conf. (MAPCON),
pp 1308-1312, 2022.

[10] B.-J. Liu, J.-H. Qiu, C.-H. Wang, W. Li, and
G.-Q. Li, “Polarization-reconfigurable cylindrical
dielectric resonator antenna excited by dual probe
with tunable feed network,” IEEE Access, vol. 7,
pp. 60111-60119, 2019.

[11] J.-E. Zhang, Q. Zhang, W. Kong, W.-W. Yang,
and J.-X. Chen, “Compact and low-profile linear-
/circular-polarization dielectric resonator antennas
with extended bandwidths,” IEEE Open J. Anten-
nas Propag., vol. 3, pp. 391–397, 2022.

[12] C. Tong, H. I. Kremer, N. Yang, and K. W.
Leung, “Compact wideband circularly polarized
dielectric resonator antenna with dielectric vias,”
IEEE Antennas Wireless Propag. Lett., vol. 21,
no. 6, pp. 1100–1104, June 2022.

[13] A. A. Abdulmajid, Y. Khalil, and S. Khamas,
“Higher-order-mode circularly polarized two-layer
rectangular dielectric resonator antenna,” IEEE
Antennas Wireless Propag. Lett., vol. 17, no. 6,
pp. 1114–1117, June 2018.

[14] X. C. Wang, L. Sun, X. L. Lu, S. Liang, and
W.-Z. Lu, “Single-feed dual-band circularly polar-
ized dielectric resonator antenna for CNSS appli-
cations,” IEEE Trans. Antennas Propag., vol. 65,
no. 8, pp. 4283–4287, Aug. 2017.

[15] M.-D. Yang, Y.-M. Pan, Y.-X. Sun, and K.-W.
Leung, “Wideband circularly polarized substrate-
integrated embedded dielectric resonator antenna
for millimeter-wave applications,” IEEE Trans.
Antennas Propag., vol. 68, no. 2, pp. 1145–1150,
Feb. 2020.

[16] T.-W. Chen, W.-W. Yang, Y.-H. Ke, and J.-X. Chen,
“A circularly polarized hybrid dielectric resonator
antenna with wide bandwidth and compact size,”
IEEE Antennas Wireless Propag. Lett., vol. 22,
no. 3, pp. 591–595, Mar. 2023.

[17] W.-J. Sun, W.-W. Yang, L. Guo, W. Qin, and J.-
X. Chen, “A circularly polarized dielectric res-
onator antenna and its reconfigurable design,”
IEEE Antennas Wireless Propag. Lett., vol. 19,
pp. 1088–1092, July 2020.

[18] S. Wang, F. Fan, Y. Xu, Z.-C. Guo, W. Zheng, Y.-
T. Liu, and Y. Li, “3-D printed zirconia ceramic
Archimedean spiral antenna: Theory and perfor-
mance in comparison with its metal counterpart,”
IEEE Antennas Wireless Propag. Lett., vol. 21,
no. 6, pp. 1173–1177, June 2022.

[19] T. Lira-Valdés, E. Rajo-Iglesias, and F. Pizarro, “3-
D-printed spiral leaky wave antenna with circular
polarization,” IEEE Open J. Antennas Propag.,
vol. 4, pp. 427–433, 2023.

[20] C.-Y. Huang, J.-Y. Wu, and K.-L. Wong, “Cross-
slot-coupled microstrip antenna and dielectric res-
onator antenna for circular polarization,” IEEE
Trans. Antennas Propag., vol. 47, no. 4, pp. 605–
609, Apr. 1999.

Dong Chen was born in 2001.
He received his B.S. degree from
Chongqing Jiaotong University,
Chongqing, China, in 2023. He is
currently pursuing his M.S. degree,
in Anhui University. His current
research interests include dielectric
resonator antenna and millimeter-
wave antenna.



CHEN, XU, LUO, WANG, DING, ZHAO, LI, HUANG, WU: A WIDEBAND SINGLE-FED CIRCULARLY POLARIZED EIGHT-ARM 1036

Guanghui Xu was born in 1986.
He received the B.E. degree from
Anhui Jianzhu University, Hefei,
China, in 2009, the M.E. degree
from Shenzhen University, Shen-
zhen, China, in 2012, and the Ph.D.
degree from the Department of Elec-
tronic Engineering, Shanghai Jiao

Tong University, Shanghai, China, in 2019. His research
interests include millimeter-wave (mm-wave) antenna
and reconfigurable antennas.

Yanbin Luo received the B.S.
degree from the China Univer-
sity of Mining and Technology,
Xuzhou, China, in 2015. He is
currently pursuing the Ph.D. degree
with Beijing University of Posts
and Telecommunications, Beijing.
His research interests include

graphene/GaAs nanowire photodetectors, graphene
reconfigurable antennas, wideband antennas, and
miniaturized antennas.

Wei Wang received the Ph.D. degree
in navigation, guidance, and control
from Harbin Engineering University
(HEU), Harbin, China, in 2005.
He was a Post-Doctoral Research
Associate at Harbin Institute of
Technology, Harbin, from July
2006 to April 2009. His current

research interests include location, mapping, and image
processing.

Dawei Ding received the B.E.
degree from Jiangsu University,
Zhenjiang, China, in 2009, and the
Ph.D. degree from the University of
Science and Technology of China,
Hefei, in 2015. He is currently an
Associate Professor with the School
of Electronic Engineering, Anhui

University, Hefei. His research interests include antenna
theory and design, multiobjective optimization methods,
and microwave circuit design.

Luyu Zhao was born in Xi’an,
China, in 1984. He received the
B.Eng. degree from Xidian Univer-
sity, Xi’an, in 2007, and the Ph.D.
degree from The Chinese University
of Hong Kong, Hong Kong, in 2014.
His current research interests include
design and application of multiple

antenna systems for next generation mobile communi-
cation systems, innovative passive RF and microwave
components and systems, millimeter wave and tera-
hertz antenna array, and meta-material-based or inspired
antenna arrays.

Yingsong Li received the B.S.
degree in electrical and informa-
tion engineering and the M.S.
degree in electromagnetic field and
microwave technology from Harbin
Engineering University (HEU),
Harbin, China, in 2006 and 2011,
respectively, and the Ph.D. degree

from the Kochi University of Technology (KUT), Kochi,
Japan, and Harbin Engineering University (HEU) in
2014. His research interests include remote sensing,
underwater communications, signal processing, adaptive
filters, metasurface designs, and microwave antennas.

Zhixiang Huang was born in 1979.
He received the B.S. and Ph.D.
degrees from Anhui University,
Hefei, China, in 2002 and 2007.
His research interests include theo-
retical and computational research
in electromagnetics and imaging,
focusing on multiphysics and inter-
disciplinary research, and funda-

mental and applied aspects in metamaterials and active
metamaterials.

Xianliang Wu was born in Bozhou,
Anhui, China, in 1955. He is a
Second-Level Professor, a Ph.D.
Supervisor, and the Academic and
Technological Leader of Anhui.
He has been engaged in teaching and
scientific research in electromag-
netic field theory, mobile communi-

cations, electromagnetic scattering theory of complex
targets, and electromagnetic field numerical calculation.
His research interests include theoretical and computa-
tional research in electromagnetics and imaging, focus-
ing on multiphysics and interdisciplinary research, and
fundamental and applied aspects in metamaterials and
active metamaterials.



1037 ACES JOURNAL, Vol. 40, No. 10, October 2025

A Low Cost, Wideband, Microstrip Patch Antenna Array With Improved
Gain for Millimeter-Wave Applications

Zakir Khan1,2, Ce Zhang2, Saeed Ur Rahman3, Xiao-Chuan Wang1,2,
Lei Wen1,2, and Wen-Zhong Lu1,2

1School of Optical and Electronic Information and Key Lab of Functional Materials for Electronic Information
Huazhong University of Science and Technology, Wuhan 430074, China

zakirkhan@mail.ustc.edu.cn, wxc@hust.edu.cn, wenlei@mail.hust.edu.cn, lwz@hust.edu.cn

2Advanced Manufacturing Institute
Huazhong University of Science and Technology, Wenzhou 325035, China

zhangce@wzhust.com,

3School of Electronic Engineering
Xidian University, China

saeed@xidian.edu.cn

Abstract – In this paper the design and analysis of a
low cost, wideband and high gain 2×2 elements patch
antenna array for millimeter-wave (mmWave) appli-
cations is presented. The proposed antenna array has
been designed and fabricated using the cost-effective
F4B substrate which is an economical and a suitable
option for high frequency communication applications.
The final geometry of the unit cell contains a slotted
octagonal ring on the outside and a small parasitic
octagonal ring on the inner side, connected by crossed-
shape strip lines. A prototype of the proposed antenna
element and array has been fabricated, which demon-
strates a good agreement between the simulated and
measured results. According to −10 dB matching band-
width criteria, the proposed antenna array operates at
frequency range 23.8–29.0 GHz, achieving a maximum
gain of approximately 13.5 dBi and efficiency range
83–91% at its operating frequencies. The high perfor-
mance of the proposed antenna array compared to the
existing designs along with its simple design and cost-
effectiveness demonstrate its potential for high data rate
mmWave wireless communication applications.

Index Terms – Bandwidth, efficiency, fifth-generation,
millimeter-wave, parasitic patch, wideband.

I. INTRODUCTION
In recent years, the lifestyle of the world has been

significantly changing due to the development of wire-
less communication systems, most specifically in the
past two decades. The increased demands for high data
rates have demonstrated that ubiquitous communication

systems are required to support the rising demand for
high data rates. In response, substantial work has been
done in the development of next generations, specifically
fifth-generation (5G) communication standards. In 5G
and upcoming wireless communication, the role of the
millimeter-wave (mmWave) band is really important due
to providing gigabit per second (Gbps) data throughput
capability, enhanced user capacity and unprecedented
bandwidth [1–3]. This technology offers various impor-
tant features that can improve connectivity and perfor-
mance of communication systems including high data
rates in ultra-HD video streaming, low latency in real
time applications such as self-driving cars and robotic
surgeries, and the ability to support a large number
of devices for Internet of Things (IoT) applications
in smart cities. Limited bandwidth of the sub-6 GHz
band, which is already crowded by current wireless
standards, motivated researchers to utilize the spectrum
in mmWave bands [4, 5]. Along with various advantages
of mmWave communication, there are some disadvan-
tages, i.e., multipath fading and attenuation are very
eminent due to poor refraction and diffraction effects
[6, 7], which is exacerbated by environmental factors
such as rain and foliage. Therefore, along with a wide
impedance bandwidth, a high gain directive antenna
system is required for both mobile terminals and base
stations to overcome high path losses and support poten-
tial wireless applications.

The deployment of high-performance antenna
arrays is a promising solution to deliver high data
rate and maintain reliable connectivity for future wire-
less communication. Various types of antenna arrays
can be used for mmWave applications, which includes
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multi-layered printed circuit board (PCB) antennas such
as magnetoelectric (ME) dipoles by [8], tightly coupled
dipole antenna (TCDA) by [9, 10] and tapered slot
Vivaldi antennas by [11]. However, these antennas have
complex profiles, multilayers and expensive fabrication
processes. Therefore, microstrip patch antennas are the
widely used solution due to its compact form and simple
design geometry which makes them perfectly suited for
modern wireless applications.

Few mmWave antennas have been designed [12–
17], however, these designs face limitations such as nar-
row bandwidth, bulky size, low efficiency or high cost
due to complex design and fabrication process. In [12],
a 6×5 element array having a size of 101×96.5 mm2

fed by proximity couple has been designed. While this
antenna achieves a high gain of 21 dBi, the operating
bandwidth is narrow at 27.5–28.5 GHz, and it has a
larger size and complex design geometry. In [13], a
mmWave antenna array measuring 70×63.5×2.2 mm3

utilizing substrate integrated waveguide (SIW) feeding
has been designed. The antenna operates over a fre-
quency range 27.4–28.94 GHz, providing a bandwidth
of 1.54 GHz and a gain of approximately 13.5 dBi.
However, the design has a bulky size and complex
geometry with four layers, and SIW feeding is used
making it difficult and costly to fabricate. Similarly, a
dual band patch antenna array for 5G applications has
been designed in [14, 15]. The designed antennas have
compact sizes and achieve gain of 13.5 dBi; however, it
exhibits limitations in achieving a broad bandwidth and
utilizes Rogers RT5880, which is costly for fabrication.

A planar antenna array having a dimension of
66×15×0.3 mm3 for 5G communication has been
designed in [16]. The antenna array operates at 24–29.5
GHz and achieves a gain of 12 dBi, while it consists
of a complex design geometry having substrate inte-
grated cavity (SIC) which makes the fabrication difficult
and costly. The authors in [17] proposed an inset feed
antenna array having size of 100×17.45 mm2 for 5G
communication. The design operates at frequency range
24.35–31.13 GHz, provides a broadband of 6.7 GHz
and a gain of 19.88 dBi, however, the design geometry
consists of multiple layers of substrate which make the
fabrication difficult and increases the cost for desired
applications.

To address these challenges, a high-performance
mmWave antenna array is required, characterized by
low cost, broad bandwidth, compact size, better integra-
tion capability and high gain, which aims to overcome
the limitations of existing state-of-the-art designs and
minimize issues related to attenuation and potential
path loss in the mmWave band. Therefore, this work
proposes an octagonal ring patch antenna array, which
is mainly focused on the enhancement of bandwidth

for high data rates applications, high directivity and
efficiency to overcome the losses in mmWave com-
munication and simplifying the design complexity and
cost-effectiveness by utilizing a low-cost substrate F4B,
which is economical and efficient when compared to
expensive Rogers RT5880, and using a single layer to
minimize fabrication cost, with future plans to advance
beamforming and beam scanning functionalities.

The rest of the paper is organized as follows. Sec-
tion II presents the detailed methodology and geome-
try of the proposed antenna array. Section III presents
various results. Section IV provides a comparison with
related works, and section V concludes the paper.

II. MATERIALS AND METHODS
In this section the theoretical detail, methodology

and evolution of the proposed antenna array from a
circular disc will be discussed in detail.

A. Proposed antenna element
The proposed antenna element is shown in Fig. 1 (a)

and its prototype in Fig. 1 (b). The overall size of the
proposed antenna is 22×20 mm2 and its thickness is
0.25 mm. The proposed antenna is single layer and
its geometry consists of a patch which is its main
radiating element, a substrate and a ground plane. The
proposed antenna is printed on one side of a cost-
effective substrate., i.e., F4B which has a dielectric
constant of εr = 2.2 and loss tangent tan δ = 0.002.
The radiating element of the antenna comprises of two
octagonal rings coupled through a crossed strip line,
with a full ground plane at its bottom layer. The radiating
element is fed by a 50 Ω microstrip line, where the inner
part of the SubMiniature version-A (SMA) connector
is used to feed the microstrip line and the outer part is
soldiered to the ground plane. The designing, simulation
and mathematical analysis of the proposed antenna has
been carried out in a commercially available computer
simulation technology (CST) Microwave studio soft-
ware [18].

B. Design evolution
The primary design of the proposed antenna is an

octagonal shaped patch extracted from a circular disc
having 8 mm radius as shown in Figs. 2 (a) and 2 (b).
The resonating frequency of a circular patch can be
calculated by (1) [19] as:

fr =
Xmn

2πae
√

εr
C, (1)

where fr is resonating frequency, Xmn = 1.8411 for
TM11 dominant mode, ae = effective radius of the
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Fig. 1. Proposed designed antenna: (a) geometry and
(b) prototype.

circular patch, C = free space light speed and εr is
substrate relative permittivity.

To calculate ae of the circular patch, (2) is used [19]:

ae = a

√
1− 2h

πaeεr

(
ln

πa
2h

+1.7726
)
. (2)

Equation (2) is used to design an octagonal patch by
relating the area of octagonal and circular patch given
in (3):

πa2
e = 2(1+

√
2)s2. (3)

The side length of the octagonal patch is found to be
6 mm. The primary design gives us a very narrow
bandwidth. Therefore, various types of techniques in the
form of etching a slot, inserting a parasitic patch, and
direct-coupled strip-lines, shown in Figs. 3 (a) and 3 (b),
will be applied to obtain a wide impedance bandwidth.

Etching a slot in the conductive patch causes a
significant change in current distribution and introduces
multiple resonant modes that are overlapped with the
fundamental resonance and results in the broadening of
the impedance bandwidth. In the next step, a parasitic
patch is inserted which is placed inside the main patch
that shift the characteristic modes to the desired resonant
frequencies by capacitive loading of the parasitic patch
which facilitate coupling effects that further optimize the
bandwidth [20]. Finally, the direct coupled strip lines
connecting the two patches result in better impedance
matching and broad bandwidth. These techniques couple
the parasitic patch to the main radiating element which
produces double resonance by the driven patch and
parasitic patch which results in bandwidth enhancement
of the proposed antenna element [21]. Using these
techniques has enhanced bandwidth in the state-of-the-
art designs [22, 23]. Furthermore, a parametric study
of antenna dimensions was also performed to optimize
antenna dimensions. The wide bandwidth was improved
by analyzing the current distribution and precise posi-
tions of the parasitic patch, slots length and cross-shaped

strip line. S11 comparison of the various designs is
illustrated in Fig. 3 (c).

Fig. 2. Extracting octagonal patch: (a) octagonal patch
and (b) primary octagonal patch antenna.

Fig. 3. Antenna design evolution: (a) primary design,
(b) modified design, and (c) S11 comparison.

C. Detailed geometry of the antenna array
Multipath fading and attenuation at mmWave band

is very eminent due to poor refraction and diffraction
effects. Therefore, a high gain advanced antenna system
is required for both mobile terminals and base station to
overcome these high path losses and to support potential
wireless applications. Before designing an array, we
need to design a proper feeding network that works as
a power splitter to excite each element of the array.

A series-parallel sequential feeding power splitter
has been designed and simulated without the attachment
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Fig. 4. Feeding network of proposed antenna array:
(a) geometry of feed-line and (b) S11 of feed-line.

of the antenna elements. To connect the antenna element
with each terminal of the feedline, a three-step quarter-
wave impedance matching transmission line has been
used. For matching to a 50 Ω (port 1) feed line, we
need to match the other branching strips of the feed-
ing network to the input impedance by equations (4)
and (5) [24]:

Z =
Z0√N, (4)

where N = number of branching points, Z0 = initial
input impedance:

WZ0 =

[
377

Z0
√

εr
−2

]
×hs. (5)

As shown in Fig. 4 (a), the 50 Ω feed line is given
in the start as an input to port 1 which is connected
to 100 Ω two parallel lines. These 100 Ω are further
matched to another 100 Ω with the help of a 70.71 Ω

quarter wave impedance transformer and, further, they
are connected to ports 2 to 5. The performance of the
feedline is analyzed. From the S11 graph, it is perceived
that the feeding network is well matched and, according
to −10 dB impedance matching, the feeding network
is resonating at frequency range 23.0 to 29.0 GHz. The
return loss graph of the feeding network is illustrated in

Fig. 4 (b), where maximum matching is around −50 dB
at 26.5 GHz.

The detailed geometry and prototype of the pro-
posed 2×2 elements array is illustrated in Figs. 5 (a)
and 5 (b). The total dimensions of the antenna array is
50×50×0.25 mm3. The separation distance between the
elements of antenna array can be usually kept as (0.5λ −
0.8λ ) to decrease mutual coupling and prevent grating
lobes [19]. The overall geometry of the array comprises
of (2×2) elements, which have element spacing of 0.6λ

between the two elements along horizontal direction Dx,
and 0.55λ spacing along the vertical direction Dy.

Fig. 5. Proposed antenna array: (a) geometry and (b) pro-
totype front.

III. RESULTS AND DISCUSSION
Various results of the proposed final antenna array

are discussed in this section.

A. Return loss
The ratio of the incident power to the power

reflected is termed as the return loss and is expressed
in dB, which is used to observe how much energy is
transmitted to the radiator by the input power through
the transmission line. The S11 value should be less than
−10 dB for an efficient antenna to perform well. A
2.92 (D360B50H01-118) SMA was used at the input
feeding port of the proposed antenna to measure S11.
First, calibration of the VNA is performed with different
types of open, short and load connectors and then mea-
surement of the return loss over a specific frequency is
performed. From the measurement results, the proposed
antenna element is dual-band operating at frequency
range 23.8–25.1 GHz and 26.75–27.9 GHz. Similarly, it
is observed that the array bandwidth is further enhanced
as compared to a single element due to the phenomena
of a mutual coupling [25] feeding network. Measured
results show that the antenna array is operating in the
frequency range 23.8–29.0 GHz. The simulated and
measured results of S11 are illustrated in Figs. 6 (a)
and 6 (b), which demonstrate good agreement, how-
ever the small deviation might be due to environmental
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factors, measurement setup and manually soldering of
the SMA connector. The measurement setup is shown in
Fig. 6 (c).

Fig. 6. S11 parameter of antenna: (a) return loss of single
antenna, (b) return loss of array and (c) measurement
setup.

B. Radiation pattern
The measure of the maximum energy of the antenna

in a specified direction is its radiation pattern. The
radiation pattern of the proposed array has been ana-
lyzed and measured in an anechoic chamber at 25 GHz
and 27.5 GHz which is shown in the two-dimensional
(2D) pattern in Figs. 7 (a) and 7 (b) and in the three-
dimensional (3D) pattern in Figs. 7 (c) and 7 (d). It can
be seen that the simulated and measured results agree
with each other, however there is a minor discrepancy
which might be due to factors such as measurement
setup limitations, environmental factors and manually
soldiering of the SMA connector. The array gives a
broadside pattern with main lobe direction at around
0–10 degree. Moreover, the array pattern is directive,
giving a high directivity of about 14 dBi at 25 GHz and
13.5 dBi at 27.5 GHz, which can be used for numerous
mmWave wireless communication applications.

(a)

(b)

(c)

(d)

Fig. 7. Simulated and measured radiation pattern: (a) 2D
pattern at 25 GHz, (b) 2D pattern at 27.5 GHz, (c) 3D
pattern at 25 GHz and (d) 3D pattern at 27.5 GHz.

C. Gain
The simulated and measured gain versus frequency

of the proposed antenna array is represented in Fig. 8.
The antenna gain has been measured in an anechoic
chamber where a calibrated horn antenna is used at a
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Table 1: Comparison of proposed antenna array with state-of-the-art

S NL Size (λ3) Eff (%) BW G Sub Ref
1 2 8.91×8.49×0.04 – 1 21 Taconic TLY-5 [12]
2 4 6.42× 5.83× 0.20 60–78 1.5 13 Rogers 4350 [13]
4 1 2.93× 0.67× 0.065 85.6 1.3 13.5 Rogers 5880 [14]
5 1 2.38× 1.59×0.04 92 0.4 12 Rogers 5880 [15]
6 2 5.28× 1.2×.03 90 5.5 11.5 – [16]
3 2 8.13× 1.42 ×0.11 75–86 6.7 18 Rogers 5880 [17]
7 1 3.97 ×3.97 ×0.02 83–91 5.2 13.5 F4B This Work
S = serial number, NL = number of layers, Eff = efficiency, BW = bandwidth, G = gain, Sub = substrate.

specific distance as a reference antenna, the proposed
antenna is antenna under test (AUT) and the gain is
calculated by a specific formula. The array gain has been
improved due to high numbers of antenna elements. The
proposed antenna array gives high gain of 13.5 dBi at
26 GHz and 12.5 dBi at 28 GHz.

Fig. 8. Gain versus frequency plot of the proposed
antenna.

D. Efficiency
A graph of total and radiated efficiency versus

frequency of the proposed antenna array is illustrated
in Fig. 9. The array gives a very high efficiency and its
radiated and total efficiency is 83–91% at its operating
frequencies.

Fig. 9. Total and radiated efficiency of the antenna array.

IV. COMPARISON WITH
STATE-OF-THE-ART

The proposed antenna array has been compared
with existing designs in Table 1. Notably, the proposed

antenna array demonstrates better performance as com-
pared to the existing designs mentioned in the state-of-
the-art. The proposed array has a more compact size
than the designs in [12, 13, 16, 17]. Additionally, the
impedance bandwidth of the proposed antenna array
is better than [12–15]. While the designs in [16, 17]
exhibit better broad bandwidth, they contain a more
complex geometry design containing multiple layers.
The gain of the proposed antenna array is better than
[14, 16–18]. Furthermore, the proposed array is single
layer and fabrication cost is minimized by utilizing
a cost-effective substrate and standard PCB fabrica-
tion technique compared to more complex multi-layer
and high-cost designs. Based on performance, the pro-
posed antenna array is a good option which can be
used for numerous mmWave wireless communication
applications.

V. CONCLUSION
In this paper, a single layer, low cost, wideband,

high gain antenna element and antenna array operating
at 28 GHz have been proposed for mmWave applica-
tions. The innovative techniques of the proposed design
have resulted in a significant improvement in high-
performance results over the existing designs in the
state-of-the-art, without requiring a complex design and
multilayer configuration. The proposed array has been
fabricated and the measured results show close resem-
blance with the simulated results. The high-performance
results of the proposed antenna, resonating at frequency
range 23.8–29 GHz achieving a wide bandwidth up
to 5.2 GHz, a high gain of about 13.5 dBi and effi-
ciency 83–91% make it an ideal candidate for numerous
mmWave wireless communication applications.
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Abstract – This article presents a compact series-fed
MIMO antenna integrated with metamaterial structures,
designed for 5G sub-6 GHz applications. The design
employs a Substrate Integrated Waveguide (SIW)-based
power divider operating at 3 GHz, offering a wide
bandwidth from 3 to 5 GHz. A series-fed dipole structure
is realized by connecting four dipoles of varying lengths
and spacing using a microstrip line, arranged symmetri-
cally on both sides of the SIW divider. A square-ring
metamaterial array is placed along the y-axis in front
of the radiating elements to enhance performance. This
configuration boosts the gain significantly, achieving
values between 5 and 11 dB across 2.4 to 6.5 GHz,
without increasing the antenna size or compromising
efficiency. The metamaterial also improves polariza-
tion characteristics, reducing cross-polarization over the
entire band. MIMO capability is achieved by placing two
metamaterial-loaded radiators side by side, with an Elec-
tromagnetic Band Gap (EBG) structure on the ground
plane to suppress mutual coupling. The proposed design
is evaluated using key MIMO performance metrics,
including mutual coupling, diversity gain (DG), enve-
lope correlation coefficient (ECC), mean effective gain
(MEG), and total active reflection coefficient (TARC),

demonstrating its suitability for next-generation wireless
systems.

Index Terms – 5G antenna sub-6 GHz, dual-beam,
metasurface, MIMO antenna, series-fed.

I. INTRODUCTION
The rapid evolution of wireless communication

technologies has brought forth unprecedented demands
on system performance, particularly in terms of data
rate, coverage, and reliability [1]. Future technologies,
such as augmented reality, video games, and smart cities,
have a huge need for high-speed data rates [2]. In
order to attain the gigabit-per-second data rate, multi-
network connectivity is required [2]. In order to achieve
extraordinarily high throughput, on the order of several
gigabits per second, 5G communication technology has
made excellent use of the cm and mm wave spectrum,
which spans 3–300 GHz. Another advantage of focusing
on this frequency is that other communication appli-
cations, like WLAN and Bluetooth, are able to use
a smaller portion of the spectrum simultaneously [3].
The sub-6 GHz range of the 5G spectrum has garnered
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significant attention from researchers and professionals
due to its capacity to provide highly precise and fast
communication across extensive distances. The Federal
Communications Commission(FCC) has allocated the
frequency range of 2–6 GHz for the 5G sub-6 GHz bands
inside the 5G spectrum. MIMO antennas must possess
the capability to ensure minimal mutual interference
between antenna elements [4]. Minimizing inter-element
mutual coupling in MIMO antennas poses a significant
design obstacle for antenna engineers, particularly in
densely packed device environments [5–7]. In addition,
a high-gain antenna lessens the impacts of multipath
fading and path loss [7, 8]. A lot of recent research
has focused on microstrip line and Substrate-Integrated
Waveguide (SIW)-based high-gain antenna [9–11]. It
operates within the frequency band of 24.5-28.4 GHz
and has a gain of 7-11.4 dBi. The dipole array antenna
implemented in [10, 11]. Additionally, the series-fed
method has been mentioned in more recent publications
as a way to improve the performance of antenna gain
[12–16]. A challenge in enhancing gain is the increasing
desire for smaller gadgets that occupy less physical
space. In the last decade, metamaterials have emerged
as a practical and affordable way to boost gain without
significantly expanding the antenna’s physical dimen-
sions. These composite structures can greatly enhance
the gain performance of various antennas when inte-
grated into them [16, 17]. In [16] the metamaterial
is positioned in front of the series-fed antenna on the
front side of the substrate to enhance the antenna’s gain.
Similarly, the metamaterial is placed just above the SIW
radiator, and gain is improved in [18]. In recent years,
numerous MIMO antennas have been developed for sub-
6GHz applications, as reported in the literature [19–
22]. The mutual coupling between the radiators in the
MIMO antenna was reduced through a variety of
decoupling structures and methods, including a defected
ground, a stub-based decoupling structure, a parasitic
element, and an electromagnetic band gap (EBG) [19–
22]. Recent advancements in high-gain antenna sys-
tems have rarely explored the integration of metamate-
rials within series-fed MIMO architectures, particularly
for 5G sub-6 GHz applications. Addressing this gap,
the present work introduces a compact metamaterial-
loaded series-fed MIMO antenna capable of delivering
both wide impedance bandwidth and enhanced gain.
The antenna configuration utilizes a SIW-based power
divider designed to operate at 3 GHz with a band-
width extending from 3 to 5 GHz, ensuring compact
and efficient signal distribution. Four dipole elements,
each with tailored lengths and spacing, are symmet-
rically arranged along both sides of the SIW. These
elements are interconnected in series using microstrip
lines, forming a continuous feed network that supports

wideband radiation. A metamaterial superstrate is posi-
tioned above the radiators, effectively enhancing gain
without increasing the antenna’s physical dimensions.
This arrangement achieves a compact, high-gain MIMO
solution optimized for 5G sub-6 GHz applications.

Fig. 1. Development of the proposed SIW-based series-
fed dipole radiator.

II. SIW-BASED SERIES-FED DIPOLE
MIMO ANTENNA DESIGN

A. SIW-based series-fed dipole unit cell
The design of the unit cell for the series-fed dipole

radiator is the starting point for the proposed series-
fed dipole MIMO antenna. Initially, the rectangular
radiator (Radiator-A) is fed by a single line (P1-Input)
in the antenna design, as depicted in Fig. 1 (a). The
reflection coefficient of the initial design (Radiator-A)
is depicted in Fig. 2. As depicted in Fig. 2, the initial
design is resonating at 2.8 GHz. Further, as shown in
Fig. 1 (b), in Radiator (B), a metallic via (M-Via) is
used to connect the top side conductor and bottom side
conductor through a 0.8 mm FR4 substrate in order to
construct a SIW-based power divider in the radiator.
Equations (1) and (2) can be used to calculate the
resonant frequency of the proposed SIW. This enables
efficient power transfer from the line to the SIW. Further,
two lines (P2, P3-Output ports) are connected along with
the SIW-based power divider in Radiator-C as depicted
in Fig. 1 (c). Because of its y-axis symmetry, the power
divider can evenly divide the input power (P1) into two
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output port lines (P2 and P3).

fSIW =
c

2
√

εr
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1

Leff

)2

+

(
1

Weff

)2

, (1)

Leff = Ls −
d2

0.95s
, Weff =Ws −

d2

0.95s
. (2)

The modification is also done in the ground plane
of Radiator-C by connecting two lines on the ground
parallel to the front side (output ports P1 and P2) along
with the x-axis. Hence, Radiator-C consists of the lines
(P2 and P3) on both the top and bottom sides as depicted
in Fig. 1 (g). Figure 2 depicts the reflection coefficient
of Radiator-C. Due to the first-order resonance, the
designed power divider operates at 3.8 GHz and has an
impedance bandwidth of 4– 6 GHz, as can be illustrated.

Further, in order to improve the impedance band-
width of the proposed radiator, Radiator-D is designed
as depicted in Fig. 1 (d). Radiator-C is designed by
connecting the rectangular-shaped arm along with power
divider output ports P2 and P3 on the front and back
sides of the substrate in the y-axis (perpendicular to the
output ports P2 and P3) to connect the dipole elements.
Initially, the single dipole is connected top and bottom
sides along with the output port P2 and outport P3 arm.
The dipole ‘a’ is connected to the left arm, whereas the
dipole ‘b’ is connected to the right arm, together with
P2 and P3 on the front side (radiator) of the substrate
(Fig. 1 (c)). Similarly, the dipole ‘a1’ is connected to the
left arm, whereas the dipole ‘b1’ is connected to the right
arm, together with P2 and P3 on the backside (ground)
of the substrate, as depicted in Fig. 1 (d).

Fig. 2. Reflection coefficient of the proposed series-fed
dipole radiator.

A second-order resonance is introduced at the input
as a consequence of this modification, which leads to an
extended impedance bandwidth for the dipole antenna.
Figure 2 illustrates Radiator-C’s reflection coefficient.
It can be seen that the impedance bandwidth has
been improved, and it operates over 2.3-5.2 GHz by
Radiator-D.

Radiator-D currently does not cover the complete
sub-6 GHz 5G range, thus necessitating an enhancement
in the impedance bandwidth of Radiator-D. In order
to further enhance the impedance bandwidth of the
proposed radiator, Radiator-E is designed as shown in
Fig. 1 (e). In addition, the four dipoles are interconnected
on the top (radiator) and bottom sides (ground), as well
as on the left and right sides, together with the output
port P2 and output port P3 arm. The dipoles ‘b’, ‘c’,
and ‘d’ are connected to the left arm, while the dipoles
‘a1’, ‘b1’, ‘c1’, and ‘d1’ are connected to the right
arm, along with P2 and P2 located on the front side
(radiator) of the substrate, as illustrated in Fig. 1 (e).
Similarly, the dipoles ‘w’, ‘x’, ‘y’, and ‘z’ are connected
to the left arm, whereas the dipoles ‘w1’, ‘x1’, ‘y1’,
and ‘z1’ are connected to the right arm, together with
P2 and P2 positioned on the bottom side (ground) of
the substrate, as shown in Fig. 1 (j). In addition, the
dipoles are connected with a periodic spacing of 2 mm in
order to enhance the bandwidth and radiation properties.
As a result of including four dipoles, the impedance of
Radiator-E has experienced a significant improvement,
resulting in a bandwidth of 2.3–6 GHz. Therefore,
Radiator-E encompasses the complete operational range
of the sub-6GHz band for 5G applications.

III. GAIN IMPROVEMENT OF THE
PROPOSED SERIES-FED DIPOLE

The suggested series-fed dipole sub-6 GHz 5G
antenna is designed for deployment in environments
with a high degree of scattering, such as industrial
factories. Due to these harsh conditions, the proposed
antenna must exhibit both polarization diversity and
high gain. The gain performance of the radiator is
shown in Fig. 4, demonstrating values ranging from 2.5–
4 dB across the 2.3–6 GHz band. Although this gain is
acceptable for general environments, it is inadequate for
industrial settings, where signal loss is more significant.
Therefore, a gain enhancement strategy is necessary
for the proposed series-fed dipole antenna. To achieve
this, an SSRR-shaped metamaterial array is positioned
along the y-axis in front of the radiator, as illustrated in
Fig. 1 (f), enabling improved gain without increasing the
antenna’s size.

A. Metamaterial characterization
The metamaterial unit cell that is being suggested

is shown in Fig. 3 (a). The proposed metamaterial
consists of an outer Rectangular Split Ring Resonator
(RSRR) with a split located at the top and bottom of the
RSRR. The RSRR contains two T-shaped stubs and a
modified H-shaped stub, which are positioned as shown
in Fig. 3 (a). Both ‘T’ and modified C-shaped stubs
have a uniform thickness of 0.5 mm. Additionally, the
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two T-shaped stubs are positioned with a vertical axis
spacing of 1 mm, while the two modified C-shaped stubs
are positioned with a y-axis separation of 1 mm. The
entire structure is printed on a substrate made of FR4
with a thickness of 0.8 mm, and a dielectric constant
of 4.3. The characterization of metamaterial is achieved
by positioning the unit cell along the x- and z-axis
between two waveguide ports in CST Studio software,
as shown in the Fig. 3 (a). In addition, the perfect electric
conductor (PEC) and perfect magnetic conductor (PMC)
boundary conditions are applied to the x-z axis for the
characterization of metamaterial. The PEC boundary
lies in the x-axis, and the ideal PMC boundary lies
along the z-axis. It has been determined that the y-axis
will propagate an electromagnetic wave that is incident
normally. Transmission of the electromagnetic wave that
is ordinarily incident occurs along the y-axis. In the
process of establishing resonance in the transmitted and
reflected waves, the resonator structure is excited by the
incident waves, and electromagnetic interaction takes
place within the multi-ring metamaterial unit cell. As
the SIW cavity-backed antenna functions as the primary
source of electromagnetic radiation propagating through
the unit cells along the y-direction, the selection of the y-
axis as the excitation axis for the multi-ring metamaterial
unit cell is both appropriate and physically justified

Fig. 3. (a) Proposed RSRR unit cell. (b) Effective param-
eters of the proposed metamaterial unit cell.

The permeability, refractive index, and impedance
characteristics of the proposed metamaterial unit cell
is important criteria for successfully evaluating their
performance characteristics. Figure 3 (b) depicts the
effective parameter of the proposed RSRR metamaterial
unit cell. Figure 3 (b) demonstrates that the proposed
metamaterial has a negative permeability, permititivity
and negative refractive index over 2.2–6 GHz. It is
evident from the results that the proposed metamaterial
exhibits substantial negative real non-zero Refractive

Index(NZRI) and Epsilon-negative (ENG) properties
over 2.2–6 GHz frequency range. Therefore, this specific
frequency resonance range may be used to improve the
proposed antenna gain array with dimensions of 4× 8
unit cells is positioned on the upper surface of the
substrate in the y-direction, as shown in Fig. 1 (f). The
metamaterial array maintained a gap of 1 mm between
two unit cells in both the x- and y-axis.

Fig. 4. Gain of the proposed antenna with and without
metamaterial.

Table 1: Dimensions of the proposed antenna (mm)
Parameter Value Parameter Value Parameter Value Parameter Value

L 45 LG2 1.9 W2 1 WG1 3
L1 12.1 LG3 12.1 W3 2.3 WG2 1.5
L2 5.5 LG4 1 W4 7.3 WG3 5
L3 1.8 LG5 1.2 W5 7.5 WG4 3.5
L5 5 LG6 18 W6 3 WG7 12
L6 8.3 LG7 2 W7 1 WG8 20
L7 1.5 LG8 2 W8 1.5 WG10 1
L8 1.4 LG9 1 W9 1.5 G 1
LG 24.5 W 35 W10 1.5 R 0.4

LG1 1.4 W1 10 WG 44 D1 2
D3 1.2 D4 0.5 D5 1.2 D6 1
D7 0.5 D8 0.5 D9 0.5 D10 0.5

D11 3 E1 2.1 E2 2.1 E3 0.6
E4 0.6 E5 0.5 E6 0.5 E7 0.3

B. Impact of metamaterial
The presence of the metamaterial array has a con-

siderable impact on the gain of the proposed antenna,
but it does not have any effect on the bandwidth. The
gain of the suggested antenna has been enhanced by
placing the metamaterial on the y-axis, resulting in an
improvement of gain from 2.5–4 dB to 4.8–7.2 dB
over the frequency range of 2.3–6 GHz. Further, the
simulated and measured gain of the Radiator-E with
metamaterial is depicted in Fig. 4. It can be observed
the proposed antenna has a measured gain of 4.3–7 dB
over 2.3–6 GHz. Hence, the proposed antenna has good
agreement between simulated and measured gain.
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Fig. 5. Proposed series-fed MIMO antenna.

IV. DUAL-BEAM SERIES-FED MIMO
ANTENNA DESIGN

In order to achieve link reliability and increased
channel capacity in an environment with a high degree
of scattering, a two-element MIMO antenna is designed
with a suggested dual-beam high-gain series-fed radia-
tor. The MIMO antenna is constructed by positioning
two series-fed radiators side by side, with a common
ground plane, as shown in Fig. 5. Additionally, the
front side of the substrate is comprised of two series-
fed radiators, while the rear side consists of a common
ground and parallel running dipoles for both radiators,
as depicted in Fig. 5. Further, in a series-fed radiator, the
input signal is evenly divided between the two branches
of the antenna, which are connected in series. The
proposed antenna demonstrates a uniform distribution in
the E-plane, leading to the generation of radiation with a
dual-beam characteristic. Moreover, the employment of
dual-beam radiation at both the transmitter and receiver
significantly enhances the reliability of the link, even in
the presence of obstacles that may hinder the communi-
cation. The proposed antenna demonstrates exceptional
link reliability due to the utilization of MIMO technol-
ogy and dual-beam characteristics. The dimensions of
the proposed MIMO antenna is presented in Table 1.

A. EBG unit cell design
This section describes the design method for the

proposed EBG unit cells. The EBG structure may sup-
press and allow electromagnetic propagation in a certain
frequency band (Band gap), or allowed frequency band,
which is determined by the structural capacitance and
inductance variations of the EBG structure. Figure 6 (a)

illustrates the proposed square-shaped stub EBG struc-
ture. The proposed EBG unit cell consists of a square
stub and four rectangular-shaped stubs that are con-
nected at the four sides of the square-shaped stub as
depicted in Fig. 6 (a). The square stub and rectangular
stub have an inductance effect. At the same time, the
distance between adjacent stubs creates a capacitance
effect.

L = 0.2h
[

ln
(

2h
r

)
−0.75

]
, (3)

C = ε0εr
w2

h
, (4)

ω0 =
1√
LC

, (5)

BW =
1
η

√
L
C

=
∆ω

ω0
. (6)

Fig. 6. (a) Proposed EBG unit cell. (b) Dispersion
diagram of the proposed unit cell.

As a result, the suggested square-shaped EBG unit
cell performs equivalently to a stop-band LC filter. The
passband may be estimated using the approximate LC
values. Equations (3) and (4) are used to calculate the
estimated LC values, whereas equations (5) and (6) are
employed to determine the bandwidth of the proposed
EBG. Furthermore, the EBG can be characterized using
the dispersion diagram for a better understanding of the
function. Figure 6 (b) displays the proposed unit cell’s
dispersion diagram. It can be observed that the proposed
EBG structure has a stop band from 2.4 to 6.4 GHz.
According to the dispersion diagram, the suggested unit
cell suppresses the electromagnetic wave across the
frequency range 2.3–6 GHz. As a result, the suggested
EBG structure may serve as a band-stop filter.

B. Mutual coupling reduction using EBG
The side-by-side arrangement decreased mutual

coupling between radiators but not sufficient for MIMO
functioning. To eliminate mutual coupling between the
series-fed radiators in the proposed MIMO antenna, the
proposed square-shaped 2×9 element EBG decoupling
structure is installed on the back side of the substrate as
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depicted in Fig. 5. Further, the distance between EBG
elements in the x- and y-axes is 1 mm, as depicted
in Fig. 5. Due to the placement of the EBG element
decoupling structure, the surface current is suppressed
since EBG behaves as a stop-band filter at the operating
band.

V. RESULTS AND DISCUSSIONS
The photograph of the fabricated proposed MIMO

antenna is depicted in Fig. 7 (a). Figure 8 (a) illustrates
the simulated and measured reflection coefficient of the
proposed MIMO antenna. The figure reveals that the
proposed MIMO antenna exhibits a reflection coefficient
of less than −10 dB between 2.2 and 6 GHz.

Fig. 7. Photograph of the fabricated antenna and radia-
tion pattern measurement setup of the proposed antenna
in anechoic chamber.

Fig. 8. (a) Simulated and measured reflection coefficient
comparison, (b) mutual coupling comparison.

Furthermore, Fig. 8 (b) illustrates the simulated and
measured mutual coupling between the series-fed radia-
tor in the proposed MIMO antenna. Figure 8 (b) clearly
demonstrates that the proposed MIMO antenna has less
than −15 dB over an operating band of 2.2–6 GHz
in both simulated and measured scenarios due to EBG
decoupling structure.

Figure 7 (b) illustrates the radiation pattern mea-
surement setup within the anachoic chamber. Fig-
ures 9 (a)–(d) depicts the E- and H-plane radiation

Fig. 9. Radiation pattern of the proposed antenna, (a) E-
plane at 2.8 GHz, (b) 5 GHz and (c) H-plane at 2.8 GHz,
(d) 5 GHz.

patterns of the series-fed dipole MIMO antenna at 2.8
and 5 GHz. Further, the metamaterial array is placed in
front of the two radiators in y-axis. The proposed meta-
material array exhibits a polarization-altering ability that
effectively suppresses cross polarization in both the E-
plane and H-plane within the operational band. Due to
this, the suggested antenna enhances its radiation per-
formance. Furthermore, the series-fed dipole antenna,
as shown in Figs. 9 (a)–(d), achieves suppressed cross-
polarization in the E-plane. In addition to that it can
be observed that the proposed MIMO antenna has an
omnidirectional radiation pattern in the E- and H-plane
at the operating bands.

Figure 10 illustrates the measured and simulated
efficiency of the proposed MIMO antenna. The pro-
posed MIMO antenna exhibits an efficiency of over 85%
throughout the entire operating band.

A. MIMO parameters
A.1. Envelope Correlation Coefficient (ECC) and
Diversity Gain(DG)

The ECC is a method used to quantify the level
of coupling between various antenna elements in a
MIMO antenna system. A lower ECC value, preferably
less than 0.5, is associated with improved performance
in diversity gain. Through the examination of far-field
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Fig. 10. Efficiency of the proposed antenna.

patterns, it is possible to ascertain the ECC performance
of a MIMO antenna. In order to determine the ECC
using far-field, equation (7) is employed.

ρi j =

∣∣∫∫
4π

Ei(θ ,ϕ)∗E j(θ ,ϕ)dΩ
∣∣2∫∫

4π
|Ei(θ ,ϕ)|2 dΩ

∫∫
4π

∣∣E j(θ ,ϕ)
∣∣2 dΩ

. (7)

Fig. 11. (a) ECC, (b) DG of the proposed MIMO
antenna, (c) CCL, (d) TARC, (e) MEG of the proposed
MIMO antenna.

Figure 11 (a) shows that the suggested antenna has
an ECC range of less than 0.0005 over the 2.2–6 GHz

frequency range, which is lower than the optimum range.
It is evident from the result that the proposed MIMO
antenna has less coupling between the adjacent elements
due to the EBG decoupling structure.

A.2. Diversity gain

Diversity gain is a metric that quantifies the reduc-
tion in transmission capacity that can be achieved by
employing a diversity technique while maintaining effi-
ciency. DG can be calculated using equation (8). In order
to achieve optimal MIMO performance, it is recom-
mended that the DG for the MIMO antenna in practical
scenarios be close to 10. Figure 11 (b) illustrates the
DG of the proposed series-fed MIMO antenna. The
suggested MIMO antenna exhibits a DG of around 10
over the whole operating frequency range.

DG =
√

1−ECC2. (8)

A.3. Channel Capacity Loss (CCL)

CCL is a term that refers to a variety of parameters
that influence the performance of the MIMO system. It
specifies the reduction in the maximum attainable data
rate of the communication channel. Channel capacity
of a MIMO system significantly impacts its data rate.
Consequently, the channel capacity of MIMO antenna
systems can be improved by minimizing the reduction
in channel capacity. Channel capacity increases in a
proportional manner as the number of antenna elements
increases. Equation (9) can be employed to calculate
CCL. In order to achieve optimal performance in MIMO
systems, it is recommended that the CCL be maintained
below 0.5 bits/Hz/Sec.

CCL =− log2 det(ΨR). (9)

CCL of the proposed series-fed dipole MIMO
antenna is illustrated in Fig. 11 (c). The suggested
MIMO antenna exhibits a CCL of less than 0.3
bits/Hz/Sec across the frequency range of 2.2 to 6 GHz.
Therefore, it is appropriate for achieving superior
MIMO performance.

A.4. Total Active Reflection Coefficient (TARC)

The presence of interference among the radiators
in a system with many elements deteriorates the perfor-
mance of the MIMO system. The MIMO system is based
on precise determination of the degree of interference.
TARC can accurately measure interference between
radiators. The TRAC of a two-element antenna system
is determined using equation (10). In order for a MIMO
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Table 2: Performance comparison

Ref. Antenna Structure (Size mm3) Frequency (GHz) Method

[16]
Dipole single antenna
(112 × 50 × 3) 18 1 × 8 array

[17]
Dipole single antenna
(66 × 15 × 0.3) 26 1 × 8 array

[19]
DRA single antenna
(20.7 × 21.2 × 1.5) 28 2 × 2 array with three layers

[20]
Dipole single antenna
(10 × 36.5 × 0.2032) 28 Series-fed dipole and 8-element

[21]
Dipole single antenna
(25 × 67 × 0.5) 28.5 Series-fed dipole and 6-element

[22]
Dipole single antenna
(10 × 59 × 0.203) 28 Series-fed dipole and 8-element

[23]
Dipole single antenna
(31.5 × 18.7 × 0.508) 30.5

Series-fed + Placing metameterial
in front of the antenna

This Work
Dipole MIMO
(45 × 35 × 0.8) 2.2-6

Series-fed + Placing metameterial
in front of the antenna

+ MIMO antenna + EBG decoupling

system to operate effectively, it is essential to keep the
TARC value below 0 dB.

TARC =
∑

N
n=1 |bi|2

∑
N
n=1 |ai|2

=

√
(Sii +Si j)

2 +(S j j +S ji)
2

n
. (10)

The TARC of the proposed series-fed MIMO
antenna is depicted in Fig. 11 (d). It can be observed
from the proposed MIMO antenna that it has less than
−20 dB over the 2.2–6 GHz operating band.

A.5. Mean Effective Gain (MEG)

A theoretical definition of MEG that takes into
account all potential spatial propagation scenarios is
the ratio of the average received signal strength to the
average transmitted signal power.

MEGi = 0.5

[
1−

N

∑
i=1

∣∣ Sij
∣∣2] . (11)

The MEG of the MIMO antenna can be computed
using equation (11). The MEG of the proposed series-
fed MIMO antenna is depicted in Fig. 11 (e). It can be
observed from Fig. 11 (e) proposed MIMO antenna has
less than −3 dB over the 2.2–6 GHz operating band.

B. Performance comparison
Performance comparison of the proposed MIMO

antenna is presented in Table 2. From Table 2 it

can be observed that many series-fed antennas are
implemented, but this is the first dual-beam compact
metamaterial-loaded high-gain series-fed dipole MIMO
antenna for sub-6 GHz 5G applications. It has a compact
size of 45 × 35 mm, high gain 2.2–6 dBi in sub-6 GHz
band, and dual beam characteristics. Therefore, the sug-
gested MIMO antenna is a superior choice compared to
the current antennas.

VI. CONCLUSION
This work presents a compact series-fed MIMO

antenna integrated with metamaterial structures,
targeting high-gain, wideband performance in the 5G
sub-6 GHz range. The antenna employs a Substrate
Integrated Waveguide (SIW)-based power divider
operating at 3 GHz with a 3–5 GHz bandwidth.
Four dipoles of varying lengths are connected in
series via microstrip lines to achieve an impedance
bandwidth of 2.2–6.5 GHz. To enhance radiation
characteristics without increasing antenna size, a square-
ring metamaterial array is placed along the y-axis,
resulting in a gain improvement from 5 to 11 dB
and reduced cross-polarization. MIMO functionality is
achieved by arranging two such radiators side by side,
while an Electromagnetic Band Gap (EBG) structure on
the ground suppresses mutual coupling. The antenna’s
MIMO performance is comprehensively evaluated. ECC
remains below 0.005, DG is consistently near 10 dB, and
CCL is maintained below 0.4 bits/s/Hz. TARC remains
under −10 dB across the band, reaching −40 dB at
3.5 GHz. MEG values range between −2.5 dB and −7
dB, indicating balanced reception. These results confirm
that the proposed metamaterial-loaded MIMO antenna
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offers an effective, compact, and robust solution for
next-generation sub-6 GHz wireless systems.
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