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Abstract — The synthetic basis functions method (SBFM)
is discussed in this work and orthogonal triangle decom-
position (QR decomposition) is adopted to extract inde-
pendent items from solution space in the construction of
synthetic functions. Just like singular value decomposi-
tion (SVD), accuracy of SBFM+QR improves with the
growth of the number of synthetic functions. However,
there is an interesting phenomenon for SBFM+QR: only
one synthetic function is enough to get the same level of
accuracy with method of moments (MoM) when a sin-
gle body is concerned. Moreover, this feature can be fur-
ther extended to periodic arrays. In other words, for peri-
odic arrays, one synthetic function is enough to get high
accuracy if SBFM+QR is adopted. This is meaningful for
large-scale periodic arrays and may lead to benefits such
as decreasing memory cost and improving efficiency.

Index Terms - Matrix decomposition, method of
moments, periodic structures, surface integral equation,
synthetic functions.

L. INTRODUCTION

Fast and accurate analysis of large-scale periodic
arrays is an appealing and challenging task in compu-
tational electromagnetics. Method of moments (MoM)
is a classical numerical approach well known for high
accuracy. However, traditional MoM is hardly applied in
the analysis of large-scale problems due to the restric-
tions on computational complexity and memory cost.
To make MoM suitable for large-scale problems, many
approaches have been proposed in the past decades [1+-
10]. The synthetic basis functions method (SBFM) is of
special interest [[11H20].
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In contrast to traditional MoM, synthetic functions
(SFs) are adopted in SBFM to discretize unknown vec-
tors and to make the Galerkin test yield a high com-
pressed matrix equation. Thus, the memory cost of
SBFM will be decreased sharply. This makes it possible
to analyze large-scale problems on a single PC. Similar
approaches such as the sub-entire-domain (SED) basis
functions method [21]] and the characteristic basis func-
tions method (CBFM) [22 23] can be found in related
literature and we are not going to introduce them in detail
for the sake of brevity.

SBFM was initially presented by Matekovits et
al. in 2001 in the analysis of array antennas [11l]. A
systematic work on SBFM was published in 2007 by
Matekovits et al. which perfected the theory of SBFM
[12]]. Thereafter, SBFM concerned many scholars and
a series of improved works were presented [13H20]]. In
SBFM, the construction of SFs is a core problem. Ini-
tially, Matekovits et al. defined SFs as linear combi-
nations of a series of low order basis functions. Then,
the solution space of SFs can be obtained by solving
the responses of targets to excitations. Finally, singu-
lar value decomposition (SVD) can be implemented to
extract independent items from the solution space which
yields the expansion coefficient matrix of SFs.

In this paper, emphasis is on the matrix decomposi-
tion and orthogonal triangle decomposition (QR decom-
position) is used to extract independent items from the
solution space. From the results we find that, in general,
accuracy of SBFM+QR improves with the growth of the
number of SFs and this is coincident with the case of
SBFM+SVD. We also found an interesting phenomenon:
if the target is a single body with one natural excitation,
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one SF is enough for SBFM+QR to get the same level
of accuracy with traditional MoM. Then, based on con-
crete theoretical analysis, we give an explanation of the
phenomenon. This feature can be extended from a single
body to periodic arrays at the expense of slightly low-
ering accuracy. Notably, compared to SBEM+SVD, if
there is one natural excitation, SBFM+QR can get a high
level of accuracy with only one SF. Finally, a 10x 10 cir-
cular microstrip patch antenna array is analyzed to vali-
date effectiveness of the conclusion.

II. THEORY AND PHENOMENON
As SBFM is an improved approach of MoM, we will
begin with the theory of MoM. Usually, the electric field
integral equation (EFIE) can be written as:

AxL(J) =7 X Eiyc, ¢))
where L is the integral operator and defined as:
. 1
L(X) = jou /S[x + 5V Xlds. @

To solve EFIE using MoM, a series of basic func-
tions (e.g. RWG functions) are used to discretize the
unknown vector J and to make the Galerkin test. Then,
equation (I) can be transformed into a linear scalar
matrix equation:

ZI=V, (3)
where Z is impedance matrix, V is exciting matrix, and /
is the current coefficients of RWG functions.

Unlike MoM, SFs are used, in SBFM, to discretize
the unknown vector J and to make the Galerkin test.
Then, equation (T)) can be transformed into a compressed
matrix equation [24]:

WsgrY = Gsgr
Wsgr = PHZP 4
Gspr = PHV

where P and Y are expansion coefficients matrix and cur-
rent coefficients matrix of SFs, respectively, and Z and V
are impedance matrix and exciting matrix of MoM.

Equation (@) indicates that the impedance matrix
Wspr and exciting matrix Gsgr of SBFM can be found
on the basis of Z and V as long as the expansion coef-
ficients matrix P of SFs is obtained. In other words, the
core of SBFM is the calculation of SFs’ expansion coef-
ficients matrix. Here, we take a single body for demon-
stration.

For a specific body, assume the number of SFs and
RWG functions defined on it are M and N, respectively.
Usually, M << N. Then, SFs can be written as the linear
combinations of RWG functions:

F pil P12 -+ PIN fi
B | _ | pa p2 - PN f2 )
FM Pml Pm2 " PmN fN

Equation (3) can be compactly written as:
{Fibyr = Plen {fid s (6)
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where f and F stand for the RWG functions and SFs
defined on the body, and P is the expansion coefficients
matrix of SFs.

To get the expansion coefficients matrix P, there are
three steps.

Step 1: setting auxiliary exciting sources (AES).

Initially, Matekovits et al. defined AES on a
series of discrete small RWG functions around
the target, as shown in Fig. |I| (a). Then, in 2010,
Bo Zhang et al. defined AES on an irregularly
meshed surface which makes AES with diverse
polarizations, as shown in Fig. [T] (b) [14]. This
is beneficial to improve accuracy, and AES will
be set in the second way in this work.

() (b)

Fig. 1. A cube surrounded by a series of AES: (a) AES
defined on a series of discrete small RWG functions and
(b) AES defined on a meshed surface.

Step 2: solving solution space.

Defining the mutual coupling impedance matrix
between target and AES as V¢, the solution
space R of SFs can be computed as:

Ryy(si1y =Z ' (V+V9), (N
where N is the number of RWG functions

defined on the target and S represents the num-
ber of AES.

Equation (7)) shows that the solution space R
contains two parts:

(1) Response to natural excitations (incident

wave):
=z 8)
(2) Response to AES:
[, .. =z"1ve, )
where ' (i=1, 2,..., S+1) is the i-th column of
R.

Step 3: extracting independent items.



To extract independent items from the solution
space R, SVD is usually adopted, as shown in
equation (T0), where p; is the i-th singular value
of Rand p1>por>--->pn:

R:UPVH,P:dlag(phpLypN) (10)

Considering U is a unitary matrix, if
Pm/p1<pspr, we will take the first M columns
of U as the expansion coefficients matrix P
of SFs, as shown in equation (]E) where Iy,
represents an identity matrix:

Iy

Pyvxm = Unxn [ 0 (11)

] NxM
The truncation error pspr is usually determined by
operator and, in different applications, pspr is also dif-
ferent.
According to equation (@), we can get the current
coefficients of SFs:

Y = WgprGspr = (PHzP)~' PRV. (12)
Then, based on equation @ the current coefficient
of RWG functions defined on the targets will be:
I =Py = P(PzP)~' Py, (13)
Substituting equation (TT)) into equation (T3) we get:

I=U {Ig} {[IM ojutizu [lg] }1 [y O|UMV. (14)

Equation (T4) is rather interesting to us. Left mul-
tiply [Ijs 0] represents the first M rows of a matrix, and
right multiply [Ij; 01" represents the first M columns of a
matrix. Assign U ZU=T, the inner part of equation (14)
can be rewritten as:

{[IM ojutzu [lg} }1 = {[IM 0T {Ig} }l =Tu ",
(15)

where Ty is a sub-matrix composed of the first M rows
and the first M column of 7.

Substituting equation (T3) into equation (T4), we
get:

I=U [[g] Ty ' O)UMY = PTy, PRV, (16)

From the theory of SBFM we know that, with the
growth of M, current coefficients of RWG functions cal-
culated in equation (T6) will get closer and closer to that
calculated by MoM.

Let us take the example in Fig.[T](b) into considera-
tion. There are a total of 1944 RWG functions defined on
the surface of cube. Current coefficients of these RWG
functions are calculated by MoM and SBFM, and the
results are denoted as I, and Ispr, respectively.

Figure |Z| exhibits the discrepancy of Iy, and Ispr
when different numbers of SFs are adopted. It is obvious
that, with the growth of M, current coefficients of RWG
functions calculated by MoM and SBFM get closer and
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Fig. 2. Absolute current coefficients of RWG functions
defined on a cube in the case of SVD: (a) M=1, (b) M=50
and (c) M=150.

=)

closer which is coincident with our cognition. However,
if we use QR decomposition rather than SVD to extract
independent items from solution space R, as shown in
equation (T7), will the conclusion still be right?
I *
Ryx(s+1) = Onxn . (17
0 * 1 Nx(s+1)

Similar to U, Q is also a unitary matrix and we will
take the first M columns as the expansion coefficients
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matrix P of SFs:

I
Pymt = QN { o (18)

:|N><M
In the case of QR decomposition, current coeffi-

cients of RWG functions defined on the surface of the
cube are computed and the results are shown in Fig. 3]
It is not difficult to see that accuracy of SBFM does
not improve with the growth of M and current coeffi-
cients calculated by SBFM coincide exactly with those
of MoM. Moreover, for SBFM, only one SF (M=1) is
enough to get the same level of accuracy with MoM. This
is somewhat interesting.

To further verify the above conclusion, two single
models, sphere and cylinder, shown in Fig. @] are ana-
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* lggr
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Current coefficients of RWG functions

£l $1d ) .
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Fig. 3. Absolute current coefficients of RWG functions
defined on a cube in the case of QR: (a) M=1, (b) M=50,
and (c) M=150.
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lyzed using SBFM+SVD/QR. Similar to the cases in
Figs. 2] and 8] MoM and SBFM are used to calculate
the current coefficients of RWG functions defined on the
surface of a sphere (1161 RWG functions) and a cylin-
der (1713 RWG functions). Figure [5| exhibits the abso-
lute discrepancy of current coefficients calculated by dif-
ferent approaches. The results of sphere and cylinder are
similar to that of cube. This suggests that the conclusions
drawn from Fig. 3] may be universal. In summary, for
a single body, if SBFM+QR decomposition is adopted,
only one SF is enough to get the same level of accuracy
with MoM.

(b)

Fig. 4. A target surrounded by a series of AES: (a) sphere
and (b) cylinder.
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Fig. 5. Absolute discrepancy of current coefficients cal-
culated by MoM and SBFM: (a) sphere and (b) cylinder.



1. EXPLANATION AND EXPANSION

In section II, we can see that, for a single body, if QR
decomposition is adopted to extract independent items
from solution space, one SF is enough to get satisfying
accuracy. In this section, we give a theoretical explana-
tion on this phenomenon.

Denote Q=[q" ¢* ... ¢"1, where ¢’ (i=1, 2,..., N) is
the i-th column of Q. According to the principle of QR
decomposition, a unitary matrix and an upper triangular
matrix will be yielded after decomposition, as shown in
equation (I7). Then, we get:

g'ri=r. (19)
Substituting equation (8)) into equation (19) to get:
1
g'=—z'v. (20)
T

If only one SF is adopted, it will be P=g'. Then,
according to equation (I6), the current coefficients of
RWG functions can be computed as:

I=q'—~[a]"V, @n
11
where ¢ is the element located in the first row and the

first column of matrix T and T=Q"ZQ. According to the
definition of matrix 7, #1; is computed as:

N N
H1 = Z Zqz‘lzijq]'l, (22)
j=li=1
where g1 (i=1, 2,..., N) is the i-th element of ql.
Then, substituting equation (20) into equation (2I))
and considering the results of [¢' 17 V is a scalar, equation
(21) can be written as:

k, k,
I = iql = ¢
58 i

where k, is a scalar and defined as k.=[¢q']17 V.

For the three models shown in Figs. [T (b) and [i] we
can compute the scalar coefficients k./(¢11711), as given
in Table

Z7 v, (23)

Table 1: Scalar coefficients of targets

ke t ri | ke/@nrn)
sphere —0690%01511 —0(5%)15 1391 008871 10
cylinder 70690%116% 706901169531 0.0991 1.0

Combing the results in Table [I| and equation (23)),
we can see that the current coefficients of RWG func-
tions calculated by SBFM are exactly equal to that of
MoM when QR decomposition is adopted which per-
fectly explains the phenomenon shown in Figs. |3 and
[51 However, it should be noted that the conclusion only
suits for a single body. This feature can give us some
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useful guidance and may be helpful for the analysis of
periodic structures, such as frequency selective surface
(FSS) and energy selective surface (ESS) [25].

Figure[6|shows the algorithm flowchart of SBFM for
solving array structures.

1-1: Triangular mesh for each unit and define
RWG functions
v

1-2: Create auxiliary sources for each unit

v
1-3: Calculate the expansion coefficients matrix P of
synthetic functions for each unit

synthetic functions

|
|
|
: Step1: Construction of
|
|
|
|

2-1: Compress the RWG functions-based self-impedance
matrix of each unit using matrix P

|
|
|
| Step2: 2 .

| Construction of 2-2: Compress the RWG functions-based mutual impedance
|

|

|

|

compressed matrix matrix between different units using matrix P
equation y
2-3: Compress the RWG functions-based exciting
matrix using matrix P

3-1: Solve compressed matrix equation and obtain the current
coefficients of synthetic functions

|
|
|
: Step3: - i » a

I Solution of matrix | 3-2: Calculate the current coefficients of RWG functions and
|

|

|

|

v
3-3: Calculate electric fields and magnetic fields based on the
induced currents of each triangular patch

|
|
|
|
equation obtain the induced currents of each triangular patch :
|
|
|

Fig. 6. Algorithm flowchart of SBFM for solving array
structures.

For a periodic array composed of B elements, the
compressed matrix equation of SBFM is shown in Fig.
where Wp, represents the compressed self-impedance
matrix of unit b, W, represents the compressed mutual-
impedance matrix between unit p and unit g, and
G, stands for the compressed exciting matrix of unit b.

The matrices in Fig. [7]can be computed as:

Wi = PZ,Pp

Wpy = f;I;‘zquq : (24)

Gy, =P,V
where P}, is the expansion coefficients matrix of SFs, and
Zpp, and Vj, are impedance matrix and exciting matrix of
MoM.

In the case of periodic structures, to obtain the
expansion coefficients matrix of SFs defined on each unit
(steps 1-3 in Fig. [6), QR decomposition can be used to
extract the independent items from the solution space.
Moreover, this may bring benefits such as using less SFs
to get a satisfying accuracy. To further validate this, a
10x 10 circular microstrip patch antenna array is ana-
lyzed, as shown in Fig.[8]
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:_ 1.0 GHz. After triangulation, there are 100 units in the
l array and 628 RWG functions are defined on each unit.
Thus, for the whole array, there are 62800 unknowns.
Denote the distance between adjacent units by d and two
cases are considered here: d=0.5A and d=1.0A (A is the
|l wavelength of the incident wave).

Bistatic RCS of the antenna array on xoz plane and
current coefficients of RWG functions are calculated
[ Lo using MoM, SBFM+SVD, and SBFM+QR. To evaluate
| I the accuracy of different methods, the mean error of RCS
and relative residual error of current coefficients are cal-
culated here. They are defined as equations (26)) and (27),
respectively:

Fig. 7. Schematic diagram of the matrix equation of | N
SBFM for array structures. Orcs = N Y [7BM — gMoM], (25)
i=1

where o; represents the i-th data of BiRCS and N stands
for the total number of data taken into consideration:
5 — ||IsBEM — IvoM | ’ 26)
HIMOMH
where || X|| represents the 2-norm of vector X.
Figure [9] shows BiRCS data of the antenna array,
from which we can see that the results of SBFM+QR
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Fig. 8. A 10x 10 circular microstrip patch antenna array: 2 —— SBFM+SVD (M=1)
(a) layout of the array and (b) structure of a single unit. o 2 4 6 8 10 120 140 160 180
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(b)

Incident wave is a plane wave coming from +z axis
and polarizing +x axis. Frequency of incident wave is Fig. 9. BiRCS on xoz plane: (a) d=0.5A and (b) d=1.0A.



are closer to MoM than SBFM+SVD if only one SF is
adopted.

To be more specific, Fig. [I0]exhibits the convergent
curves of J; changing with the number of SFs. In gen-
eral, the accuracy of SBFM+SVD and SBFM+QR both
improve with the growth of the number of SFs. However,
there is a low point in SBFM+QR at M=1 in contrast to
SBFM+SVD. This verifies our previous prediction: QR
is better than SVD in the case of periodic arrays if only
one SF is adopted. Furthermore, in terms of the fluctua-
tion on convergent curves, QR is also less than SVD.

10
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Fig. 10. Relative residual error of current coefficients
changing with the number of SFs: (a) d = 0.5A and (b)
d=1.04.

Table 2] shows the computational accuracy between
different matrix decomposition methods. Interestingly,
the accuracy of SBFM+QR at M=1 is approximately
equal to SBFM+SVD at M=125 in terms of BiRCS.
However, when it comes to current coefficients, accuracy
of the former is apparently higher than the latter. This is
easy to explain: RCS is an integral of all surface currents
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and accuracy is mainly determined by these strong cur-
rents. Thus, to get the same level of accuracy, §; usually
needs more SFs than 8zcs. Table [3| exhibits the elapsed
time and memory cost of different methods. From the
comparison between SBFM+SVD and SBFM+QR, it is
not difficult to see that the decrease of the number of SFs
is meaningful.

Table 2: Computational accuracy of different matrix
decomposition methods

o1 ORCs
0.54 [ 1.0A4 |0.54 | 1.04
M=1 1.80 | 2.40 | 12.5 | 18.7
SBFM+SVD M=125 099 |0.85|4.51|3.11

SBEM+QR M=1 0.27 10.18 | 4.31 | 4.46

Table 3: Elapsed time and memory cost of SBFM and
MoM

2RARE

MoM 0s 102';2 t(l}B 53.76 h |56.94 h
SBFM M=1 | 4.89s 27%'.(()); III(B 0.02s [2.10h
+SVD M=125| 5.09 s 4.21.:;5(;B 989.59s|2.69h
Els‘Ql:é\d M=1 |292s 273'%‘75 III(B 0.02s [2.10h

IV. CONCLUSION

SBFM and its application in periodic structures
is discussed in this work. Unlike the traditional case
of SVD decomposition, QR decomposition is used to
extract expansion coefficients of SFs from solution
space. Based on theoretical analysis, we prove that
SBFM+QR can get the same level of accuracy with MoM
with only one SF when a single body is concerned. More-
over, this feature can be extended to periodic arrays. For
periodic arrays, only one synthetic function is enough to
get high accuracy if SBFM+QR is adopted and this may
lead to a series of benefits such as decreasing memory
cost and improving efficiency.
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