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Higher-order Method of Moments Analysis of Waveguide with Irregular
Cross-sections

Ning Ding1,2, Zhongchao Lin1,2, Lei Yin1,2, Xunwang Zhao1,2, and Yu Zhang1,2

1School of Electronic Engineering
Xidian University, Xi’an 71000, China

2Shaanxi Key Laboratory of Large-Scale Electromagnetic Computing
Xi’an 71000, China
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Abstract – Antennas fed by waveguides with irregu-
lar cross-sections are efficiently simulated through the
hybridization of the mode-matching (MM) method and
the higher-order method of moments (HOMoM). To
obtain the waveguide modes required in the MM method,
a 2-D finite element method (FEM) is utilized and com-
bined with the hybrid MM/HOMoM method, which
enables the proposed method to model irregular wave-
ports. The accuracy and efficiency of the proposed
method are demonstrated by simulating log-periodic
antennas (LPAs) and an asymmetric single-ridge slot
waveguide antenna.

Index Terms – Eigenvalues, finite element method
(FEM), higher-order method of moments (HOMoM),
irregular cross-sections, mode-matching (MM), wave-
ports.

I. INTRODUCTION

Waveguides are widely used in antennas due to their
high power capabilities and low loss properties. With
the development of microwave technology, the structures
of microwave devices and waveport aperture surfaces
tend to become increasingly complicated. Therefore, the
accurate and efficient simulation of microwave devices
with waveports has attracted much attention.

For the analysis of waveguide problems, the method
of moments (MoM) is widely considered numerically
accurate [1]. On the other hand, due to the high
efficiency of the mode-matching (MM) method, it
has been widely used to design waveguide compo-
nents. As a result, the MoM and MM method are
hybridized to analyze waveguide coupling and radiation
problems [2]. In 2000, the MM/MoM hybrid method
was applied to analyze the metallic N-port waveguide
structures, where the RWG basis functions were used
for modeling, and the electric field integral equation
(EFIE) was adopted for construction of the impedance
matrix [3]. The Piggio-Miller-Chang-Harrington-Wu-

Tsai (PMCHWT) formulation was utilized for analyz-
ing dielectric loaded waveguides [4]. Later, the higher-
order vector basis functions modeled with curvilinear
triangles were used to improve the simulation efficiency
of non-rotationally symmetric structures [5]. In 2015,
the MM method was introduced to the higher-order
method of moments (HOMoM) for constructing per-
fectly matching terminators for waveports. The higher-
order basis functions modeled with quadrilaterals further
reduced the number of unknowns [6]. Recently, a set
of coupled integral formulations were derived to han-
dle the loading problem of the metal-dielectric com-
posite structures, and the orders of the basis functions
were adaptively adjusted, yielding accurate and effective
results [7].

However, the majority of previous investigations
focused on regular waveguides, such as rectangular and
circular ones. The previous method is no longer appli-
cable when the cross-section of the waveport becomes
irregular due to fabrication or architectural require-
ments, e.g. the coaxial center conductor may be eccentric
or non-cylindrical [8]. Therefore, modeling of waveg-
uides with irregular cross-sections based on the hybrid
MM/MoM method is worth discussing.

In this paper, the MM/HOMoM method and FEM
are hybridized to solve the coupling and radiation prob-
lems fed by waveports with irregular cross-sections. The
use of higher-order basis function defined on the bilinear
quadrilaterals can greatly improve efficiency while main-
taining numerical accuracy, and the adoption of FEM
extends the flexibility.

II. THEORY AND FORMULATION
A. MM/HOMoM hybrid method

Let us consider an arbitrarily shaped cavity con-
taining several objects connected by N waveports, as
depicted in Fig. 1. The object surfaces are classified
into three categories: metallic, dielectric, and composite
metal-dielectric surfaces [9].
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Fig. 1. Multiport cavity structure containing composite
objects connected by N waveports.

The unknown current densities are expanded by a set
of linearly independent basis functions f n and gn as:⎧⎪⎨⎪⎩

Jl = ∑NJ
n=1 αnf n metal/dielectric surfaces

Ml = ∑NM
n=1 βnf n dielectricsurfaces

M port = ∑Np
n=1 η0νngn waveguideapertures

, (1)

where η0 denotes the wave impedance of free space, and
NJ , NM, and Np represent the number of unknowns in the
scattering body and waveguide apertures, respectively.
αn, βn, and νn represent the unknown coefficients. f n is
the higher-order basis functions defined on the quadri-
laterals, and the definition is given in [10]. gn denotes
the waveguide basis functions defined on the apertures of
waveguides, which is expanded using the eigenvectors of
different waveport modes.

Since the analysis of conventional scattering prob-
lems has been discussed in detail previously [9, 11],
this paper discusses only the matrix associated with the
waveguide basis functions. According to the equivalence
principle, the surface integral equation of the electromag-
netic field could be established. The integral equations
can be written as follows by applying boundary condi-
tions to the waveguide apertures, the metallic surfaces,
and the dielectric surfaces, respectively:{

n̂i ×Ei = n̂i ×∑∞
j=1[η0L(J j)−K(M j)] =−ζ Mi

n̂i ×Hi = Ji
,

(2)
where the real number ζ equals 1.0 when modeling the
dielectric surfaces or waveguide apertures and 0 other-
wise. The integral operators L and K are the same as
[6]. Ji and Mi denote the electric and magnetic currents
defined on the i-th surface of the elements, which are dis-
cretized with the higher-order basis functions defined on
bilinear quadrilateral elements, and n̂i (i = 1,2,3 ...) is
the unit normal vector on the i-th surface.

Adopting the MM technique, the electromagnetic
field outside the waveport can be written as [6]:

{
E port =−∑∞

i=1 ei
∫

A(n̂× ei) ·M ds

H port =
2n̂×e j

η j
+∑∞

i=1
n̂×ei

ηi

∫
A(n̂× ei) ·M ds

, (3)

where n̂ is the outer normal vector for each waveport, ei
is the normalized eigenvector of the waveport, e j is the
excitation mode, and ηi is the wave impedance of the i-th
mode of the waveport.

The whole structure is divided into the scattering
body (represented by s) and waveports (denoted by p).
Using Galerkin’s method to test the above equation with
the basis functions of the scatterer body and the basis
functions of the waveports, the integral equations of
matrix form can be written as:[

Zss Zsp

Zps Zpp

]
·
[

Is

Ip

]
=

[
0

Vp

]
, (4)

where Is is the unknown coefficients vector associated
with the scattering body, and Ip is the unknown coeffi-
cients vector associated with the waveport aperture. Vp

represents the right-hand vector excited by the waveport.
Zab represents the impedance matrix resulting from the
interaction of structures a and b. Letters a and b can be
replaced by s (the scattering body) or p (the waveport).

The matrix elements in (4) can be expressed as:

Zsp
mn =

〈
fi,

[
ζ
2

(
n̂×Mport

j

)
+K

(
Mport

j

)]〉
, (5)

Zps
mn =

〈
Mport

i , n̂×J j
〉
, (6)

Zpp
mn =

〈
Mport

i ,
n̂× e j

η j

∫
A
(n̂× e j) ·Mport

j ds
〉
, (7)

Vp
m =

〈
Mport

i ,
2n̂× e j

η j

〉
=−2η0

η j

∫
A

ei · e j ds, (8)

where m and n denote the row and column numbers of
the matrix elements, 〈·〉 denotes inner product operator,
and the definition of ζ is the same as in (2).

B. Analysis of waveguide eigenvalue problem

A variety of methods are used to analyze the waveg-
uide cross-sectional field distribution, including MoM,
FDTD, and FEM. Among all these methods, 2-D FEM
is the most generally applicable and versatile [12].

Here, to facilitate integrated modeling, the 2-D vec-
tor FEM is adopted to analyze the waveguide eigenvalue
problems. The tangential electric field Et and longitudi-
nal electric field Ez on the element are defined as fol-
lows, where N and W represent the scalar and vector
basis functions, respectively [13, 14]:

Ez = Nez = [L1 L2 L3]ez, (9)
Et = [W]et = [W12 W23 W31] et , (10)
Wi j = li j(Li∇tL j −L j∇tLi), (11)

where Li (i = 1,2,3) are area coordinates of the element,
li j is length of edge that starts from node i to node j,
∇t is the gradient operator, and ez and et represent the
coefficients to be solved for the transverse and direction
vectors, respectively.
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In order to obtain the eigenvector of the waveguide
aperture, the generalized eigenmatrix equation is derived
from the Helmholtz equation [12]:[

A 0

0 0

][
et
ez

]
=−β 2

[
H G

GT B

][
et
ez

]
, (12)

A =
∫

Ω

[
1
μr

(∇t ×W)T(∇t ×W)− k2
0εrW

TW

]
dΩ,

(13)

H =
∫

Ω

[
1
μr

WTW

]
dΩ, (14)

B =
∫

Ω

[
1
μr

(∇tN)T · (∇tN)− k2
0εrNTN

]
dΩ, (15)

G =
∫

Ω

[
1
μr

WT(∇tN)

]
dΩ, (16)

where εr and μr represent relative permeability and per-
mittivity of the medium corresponding with the waveg-
uide, β is the propagation constant, k0 is the wave num-
ber of free space, Ω is the cross-section of the waveguide
apertures, and N and W represent the scalar and vector
basis functions [10, 11].

According to (18), the orthonormal modal field dis-
tributions on quadrilaterals are obtained through the
operation, ei is the i-th mode normalized eigenvector of
the waveguide, e j is the excitation mode, and δi j is Kro-
necker delta:∫

S
ei · e j dS = δi j =

{
1 , i = j
0 , i �= j . (17)

Finally, by using nested one-dimensional Gaussian
sampling on the quadrilaterals, we obtain the modal
field distribution at the Gaussian sampling points of the
waveguide aperture. Applying the results to matrix ele-
ments, the 2-D FEM is associated with the MM/HOMoM
hybrid method, making the method more flexible.

III. NUMERICAL EXAMPLE

Simulation examples are given in this section to val-
idate the accuracy and computational efficiency of the
proposed method, and all simulations employ double-
precision numerical accuracy. The computational plat-
form used in these examples is a workstation with two
Intel Xeon(R) Gold 5118 CPUs and 512 GB RAM.

A. Asymmetrical single-ridged slotted waveguide
antenna

Due to the advantages of easy fabrication and
low loss, slotted waveguide antennas have been widely
used. Among these, the asymmetrical slotted waveguide
antenna is not only small in size, but also has good
low sidelobe characteristics [15, 16]. Firstly, a slotted
antenna fed by an asymmetrical single-ridged waveguide
is analyzed to demonstrate the flexibility of the proposed
method. As shown in Fig. 2 and Table 1, the dimensions
of the waveport aperture and antenna model are given

here, and all slots are the same size. The other side of
the antenna waveguide port is connected to a matched
terminator.

The S11 is computed from 8.5 to 9.5 GHz
(11 frequency points). The model is discretized into
7774 quadrilateral elements and expanded into 15418
unknowns using the proposed method. When using tri-
angles for modeling in FEKO, the antenna is discretized
into 17187 meshes and 26949 RWG-MoM unknowns
when using a λ/12 mesh size.

The S parameter and computational statistics com-
parison are depicted in Fig. 3 and Table 2. The proposed
method’s efficiency is much greater than the RWG-MoM

Fig. 2. 3-D model of the slotted waveguide antenna and
dimensions of the single-ridged waveport cross-section.

Fig. 3. Comparison of S parameters of the slotted waveg-
uide antenna.

Table 1: Geometrical parameters of the slotted waveg-
uide antenna. All dimensions are in millimeters (mm)

w w1 w2 l d1 d2
13.72 5.48 4.12 131.9 15.7 4.55

a0 b0 h1 h2 h3 Δd
0.9 10.15 4.93 7.76 5.79 4.41
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Table 2: Computational statistics of the slotted waveg-
uide antenna when 24 cores are used

Method
Present

Method

FEKO

(λ/12)

Number of Unknowns 15418 26949
Memory [GB] 3.5 10.8

Time [s] 1071 4554

Fig. 4. Radiation pattern of the single-ridged waveguide
antenna.

in FEKO. Moreover, the radiation pattern of the slotted
antenna is computed. The operating frequency is set to
8.8 GHz, which is the resonant frequency of the waveg-
uide. As seen in the Fig. 4, the gain of the xoz plane and
the yoz plane agree well.

B. Log-periodic antennas

A log-periodic antenna (LPA) is then analyzed to
illustrate the accuracy and efficiency of the proposed
method. The 3-D model of the antenna is shown in
Fig. 5, and the dimensions of the antenna are listed in
Table 3. The antenna consists of two orthogonal lin-
ear polarization elements and a perfect electric conduc-
tor (PEC) reflector plane. The antenna has the follow-
ing parameters: number of elements N = 18, scaling
factor τ = 0.77, and spacing factor σ = 0.125. The
lengths (ln), widths (wn), and spacings (rn) of the antenna
decrease logarithmically as defined by the geometric
ratio τ and the spacing factor σ [17, 18]. The top two
identical waveguide ports are arranged orthogonally as
feeders:

τ = ln+1/ln = wn+1/wn, (18)
σ = rn/4ln. (19)

The operating frequency of the simulation is carried
out in 1.0 GHz, and the model is discretized into 6140

Fig. 5. 3-D model of the log-periodic antenna.

Table 3: Geometrical parameters of the log-periodic
antenna. All dimensions are in millimeters (mm)

a b c d e
2.5 0.5 3.6 1000.0 18.0
l1 h1 w1 r1 d0

350.0 17.0 16.8 178.0 66.0

bilinear quadrilaterals and 12290 unknowns when using
the proposed method. The model was discretized into
13926 triangular patches in FEKO, and the mesh size
was λ/12, yielding 20869 RWG-MoM unknowns. For
comparison, the result of FEM is also given to verify the
correctness of the proposed method, in which the resid-
ual is set to 0.005.

Figure 6 shows a comparison of the radiation pat-
tern results. It can be observed that the presented method
in this paper has great agreement with FEKO and FEM
within the main lobe, with a small difference below -
20 dB. The computational statistics are summarized in
Table 4. Due to the use of higher-order basis functions,
the number of unknowns can be effectively reduced in
the proposed method compared to the RWG-MoM with-
out losing numerical accuracy. Furthermore, the pro-
posed method has advantages in memory and solution
time.

To further illustrate the effectiveness of the current
approach, we present an example of an LPA array. This
array consists of the five antenna elements mentioned
above and a PEC reflector with a side length of 2000 mm.
Figure 7 and Table 5 show the 3-D model of the array
and the distribution in the xoy plane. Figure 8 gives the
comparison of the radiation pattern between the present
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(a)

(b)

Fig. 6. Radiation patterns of the log-periodic antenna:(a)
xoz plane (b) yoz plane.

Table 4: Computational statistics of the log-periodic
antenna when eight cores are used

Method
Present

Method

FEKO

(λ/12)

Number of Unknowns 12290 20869
Memory [GB] 2.3 6.5

Time [s] 119 437

method and FEKO. Additionally, as indicated in Table 6,
the proposed method outperforms RWG-MoM in terms
of memory usage and time required.

Fig. 7. 3-D model of the log-periodic antenna array.

Table 5: Distribution of the log-periodic antenna in the
xoy plane. All dimensions are in millimeters (mm)

Index Coordinates

(1) (0,0)
(2) (500,200)
(3) (200,−500)
(4) (−500,−200)
(5) (−200,500)

Fig. 8. Radiation pattern of the log-periodic antenna
array.

Table 6: Computational statistics of the log-periodic
antenna array when 24 cores are used

Method
Present

Method

FEKO

(λ/12)

Number of Unknowns 58332 102799
Memory [GB] 50.7 157.5

Time [s] 1619 14025
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IV. CONCLUSION

The MM/HOMoM method and FEM are hybridized
to analyze waveguide problems with irregular cross-
sections. In order to facilitate integrated modeling, 2-
D FEM is used to solve the eigenvalue problem of the
waveguide. In addition, higher-order basis functions are
used to reduce the unknowns effectively. Results show
that the proposed method has the advantage of high effi-
ciency and high numerical accuracy.
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Abstract – A spatial modes filtering (SMF) finite-
element time-domain (FETD) method with periodic
boundary condition (PBC) is proposed for efficiently
analyzing the electromagnetic characteristics of 3-D
periodic structures with partial fine structures. The sys-
tem matrices of FETD become asymmetrical because
of the introduction of PBC, which prevents the sys-
tem eigenvalue analysis. By decomposing the system
matrix into PBC-independent and PBC-related parts, the
unstable spatial modes under the given large time step
can be found and removed from the symmetrical PBC-
independent system matrices. Then the system matrix
equation and time marching of the SMF-FETD and
SMF-FETD method based on local eigenvalue solution
(LES-SMF-FETD) with PBC are obtained. Numerical
results illustrate the efficiency and effectiveness of the
SMF-FETD method with PBC based on non-uniform
mesh for analyzing the transport properties of 3-D peri-
odic structures.

Index Terms – 3-D periodic structures, finite-element
time-domain (FETD), Floquet theorem, non-uniform
mesh, periodic boundary condition (PBC), spatial modes
filtering (SMF).

I. INTRODUCTION

Periodic structures [1, 2] are formed by finite or infi-
nite periodic arrangements of identical units and have
a vast range of applications, such as gratings [2, 3],
photonic bandgap [4, 5] and electromagnetic bandgap
[5–8] structures. For infinite periodic structures, the Flo-

quet theorem and periodic boundary condition (PBC)
can be applied to approximate the electromagnetic prop-
erties of the entire periodic structure by analyzing one
unit cell of the periodic structure. However, if the peri-
odic structure contains complex and fine structures, the
space step size of finite-element time-domain (FETD)
will be tiny to capture them accurately when discretiz-
ing the computational domain, increasing the number of
grids and memory demand by a considerable amount.
At the same time, FETD is limited by the stability con-
dition [9, 10]. The minimum space step restricts the
time step and has to be very small, which leads to
long calculation time and low efficiency. Recently, the
spatial modes filtering (SMF) method has been pro-
posed and introduced to FETD to break through the
stability condition [11–12] by filtering out the spatial
modes that are unstable under the given larger time
step from the numerical system, substantially improv-
ing computation efficiency. Later, the spatial modes fil-
tering finite-element time-domain (SMF-FETD) method
based on local eigenvalue solution (LES-SMF-FETD) is
proposed, also combined with non-uniform grids [13–
15]. The use of non-uniform grids not only ensures
the discretization quality required by fine structures
but also avoids over-division in the region without fine
structures, which has a natural advantage in the analy-
sis of periodic structures with complex fine structures.
Current research is limited in 2-D periodic structures
[16], the study of the transport properties of 3-D peri-
odic structures with higher practical value has not been
carried out.

Submitted On: June 30, 2023
Accepted On: November 5, 2024

https://doi.org/10.13052/2025.ACES.J.400202
1054-4887 © ACES



97 ACES JOURNAL, Vol. 40, No. 02, February 2025

In this paper, PBC is introduced to the SMF-FETD
method with non-uniform grids for efficiently analyzing
the electromagnetic characteristics of 3-D periodic struc-
tures with partial fine structures. Through the

Floquet theorem, the correspondence of the elec-
tric field components of the periodic boundary elements
is given in detail. The mass and stiffness matrices of
FETD with PBC no longer maintain the symmetric pos-
itive definite or symmetric semi-normal definite char-
acteristic, which is a prerequisite for the SMF method.
To this end, the new system matrix is split into two
parts, PBC-independent and PBC-related, then through
the generalized eigenvalue decomposition of the PBC-
independent system and the unstable spatial modes are
filtered out. Then the system matrix equation and time
marching of the SMF-FETD and LES-SMF-FETD with
PBC are obtained. PBC effectively reduces the compu-
tational domain of the periodic structure to one peri-
odic unit cell then, combined with the non-uniform mesh
scheme, the number of unknowns is further reduced
while ensuring the mesh accuracy, effectively improving
the computational efficiency of the SMF-FETD method
for periodic structures. The accuracy of the SMF-FETD
with PBC is validated by calculating the transmittance of
an infinitely large dielectric plate. Furthermore, the effi-
ciency of the proposed method is demonstrated through
analysis of the transmission spectrum of the metallic
grating with grooves.

II. NUMERICAL FORMULATIONS
A. Periodic boundary condition in 3-D

A simple periodic structure model with an infinite
number of periodic unit cells T along the z-direction is
shown in Fig. 1 (a), according to the Floquet theorem:

f (x,y,z+T, t) = f (x,y,z, t) (1)
which means the physical structure and the field distribu-
tions of each unit cell T are the same. The computational

(a) (b)

Fig. 1. (a) Model of a simple periodic structure and its period T and (b) edges distribution of elements on periodic
boundary.

domain is restricted to any single T by PBC accord-
ing to (1), then the electromagnetic characteristics of the
entire periodic structure can be equated by this unit cell.
Because of the PBC, the boundary elements b and c are
located inside the computational domain, and a and d are
located outside. Elements a and c differ by one period T
in the z-direction, as do b and d. At this time, the electric
field distributions on the boundary elements satisfy the
following:

Ea
1 (t) = Eb

3 (t),E
a
2 (t) = Eb

4 (t)

Ea
5 (t) = Eb

6 (t),E
a
7 (t) = Eb

8 (t)

Ea
i (t) = Ec

i (t), i = 3,4,6,8,9,10,11,12

Ed
3 (t) = Ec

1(t),E
d
4 (t) = Ec

2(t), (2)

Ed
6 (t) = Ec

5(t),E
d
8 (t) = Ec

7(t)

Ed
i (t) = Eb

i (t), i = 1,2,5,7,9,10,11,12
where i denotes the edge number of the boundary ele-
ments.

The edges at the periodic boundary participate in
the construction of the computational domain’s inner
and outer boundary element matrices. As shown in
Fig. 1 (b), take the PBC-Top surface as an example,
the edges of the PBC surface not only participate in
the b-element matrix construction as the 3#, 4#, 6#,
and 8# edges but also participates in the a-element
matrix construction as the 1#, 2#, 5#, and 7# edges.
When forming the system matrices, according to (2),
the coupling relationship of the a-element edges can be
directly replaced by the corresponding edges of the c-
element. In other words, introduction of PBC is real-
ized by the extra special coupling relationship between
the b-elements and c-elements, which will change the
number and distribution of the non-zero elements of
the original system mass matrix and stiffness matrix of
FETD.
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Fig. 2. Partial non-zero elements distribution of Tnew.

B. SMF-FETD with periodic boundary conditions

With the new system mass matrix Tnew and stiffness
matrix Snew, the matrix equation of FETD with PBC can
be written as:

Tnew
d2e
dt2 +Snewe = j, (3)

where e denotes the correlation coefficient vector of the
edge basis function and j denotes the excitation vec-
tor. The core of the SMF-FETD method is the general-
ized eigenvalue analysis of the numerical system, which
requires that the system matrices must be symmetric pos-
itive or semi-positive definite [12]. Due to the non-zero
elements distribution given in Fig. 2, the new non-zero
elements caused by the introduction of PBC may located
at the same or different positions with the original non-
zero elements of T, resulting in the asymmetric charac-
teristic of Tnew. Similar to Tnew, Snew is also asymmet-
ric and its non-zero elements distribution is more com-
plex. Split the asymmetric matrices Tnew and Snew into
two parts as shown in (4), symmetric matrices T and S
are not relevant to PBC, while asymmetric matrices TPBC
and SPBC are:

Tnew = T+TPBC
Snew = S+SPBC.

(4)

Performing a generalized eigenvalue analysis on (3),
the matrix composed of the eigenvectors of unstable spa-
tial modes under a given large time step is denoted as Φh.
Combined with (4), the matrix equation of SMF-FETD
with PBC can be obtained:

Tnew
d2e
dt2 +

(
S(I−ΦhΦh

TT)+SPBC
)

e = j. (5)

The central-difference scheme with the explicit
solution is used to discrete time variables of (5), the time
marching of SMF-FETD with PBC is as follows:

Tnewen+1 = 2Tnewen −Tnewen−1 +Δt2jn

−Δt2 (SPBC −S(I−ΦhΦh
T)
)

en. (6)
Further through the LES [13], by replacing Φh in

(5) and (6) with Ψh, which is composed of the eigenvec-

tors of the unstable modes obtained from the local sys-
tem containing the fine edges and their coupling coarse
edges, the matrix equation and time marching of the
LES-SMF-FETD with PBC can be obtained.

III. NUMERICAL RESULTS
A. Transmission coefficient of an infinitely large
dielectric plate

The planar Gaussian pulse with the relevant parame-
ters τ = 6×10−9s and t0 = τ is incident vertically along
the y- direction on an infinitely large dielectric plate of
thickness 0.1 m and relative permittivity εr = 25. The
mesh distribution of different computational models and
boundary settings are shown in Fig. 3, the absorbing
boundary condition (ABC) is set in the y-direction while
the PBC is set in other directions. The mesh scale of

Fig. 3. Mesh distribution of computational domain.
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model A is 0.02 m×0.02 m×0.02 m resulting in 45144
unknowns, while the mesh scales of model B are 0.02
m×0.02 m×0.02 m and 0.02 m×0.1 m×0.02 m, result-
ing in 10044 unknowns. As shown in Fig. 4, the trans-
mission coefficients obtained from different methods are
in good agreement with the analytical solution, verifying
the correctness of introducing PBC into the SMF-FETD
with non-uniform mesh scheme.

Fig. 4. Transmission coefficient of infinite dielectric plate
obtained from different methods.

B. Transmission characteristics of the metallic grat-
ing with grooves

As shown in Fig. 5, a metallic grating is composed
of periodically arranged metal blocks with grooves. Its
geometric parameters are: Cx = 200 nm, Cy = 200 nm,
Cz = 80 nm, a = 80 nm, b = 80 nm, and T = 400 nm.
The computational domain is discretized by 2300 non-
uniform grids, where the scale of fine grid is 40 nm × 8
nm × 40 nm and the coarse grid is 40 nm × 40 nm ×
40 nm. The maximum frequency of the planar Gaussian
pulse is fmax = 750THz with relevant parameters τ =
1
/
(2 fmax) and t0 = 3τ .

The transmission spectrums of the periodic metal-
lic grating obtained from different methods are in good
agreement, as shown in Fig. 6. The computational statis-
tics of different methods are given in Table 1. SMF-
FETD effectively expands the time step and improves
the efficiency compared with FETD but requires high
time and memory for global eigenvalue solution since
the size of the system matrix is 8441×8441. LES-SMF-
FETD effectively improves the deficiency of SMF-FETD
through the LES method. The local system matrix of
size 3554×3554 contains the relationships between fine
edges and their coupled coarse edges, which reduces the
time and memory requirements for calculation. Thus,

Fig. 5. Schematic diagram of one period of the 3-D
metallic grating with an indentation.

Fig. 6. Transmission spectrums of the metallic grating
obtained from different methods.

LES-SMF-FETD takes advantage of the SMF method to
a greater extent.

The effect of the variation of geometric parameters
on the transmission spectrum of the metallic grating is
analyzed. As shown in Fig. 7 (a), when Cx = 200 nm,
Cy = 200 nm, and Cz = 160 nm, as T increases, the fre-
quency of the transmission peak becomes lower and the
peak value decreases. When T = 800 nm, Cy = 200 nm,
and Cz = 160 nm, as shown in Fig. 7 (b), as Cx increases,
the frequency of transmission peak becomes higher
but the peak value decreases. At the same time, when
Cx = 440 nm and Cx = 520 nm, parts of electromagnetic
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Table 1: Simulation parameters of different methods

Method
Time Step

(fs)

Total Time/

Eigenvalue

Analysis Time (s)

Memory

(MB)

FETD 0.0100 425.42/— 34.78
SMF-FETD 0.0468 332.72/167.83 3538.30
LES-SMF-

FETD 0.0468 113.76/18.96 629.15

(a)

(b)

Fig. 7. (a) Effect of T on the transmission spectrum and
(b) effect of Cx on the transmission spectrum.

waves with wavelength ranges of 400 nm to 700 nm are
also transmitted.

IV. CONCLUSION

In this paper, the periodic boundary is introduced
into the 3-D SMF-FETD and LES-SMF-FETD method
with non-uniform meshes by the Floquet theorem. The
matrix asymmetry caused by PBC is solved by split-

ting the system matrix into two parts: PBC-independent
and PBC-related. Unstable spatial modes are filtered
out from the PBC-independent system through the SMF
method. The SMF-FETD and LES-SMF-FETD with
PBC are applied to the simulation analysis of the trans-
mission properties of 3-D periodic structures. The cor-
rectness of the SMF-FETD method with PBC is ver-
ified by calculating the transmission coefficient of an
infinite dielectric plate. The calculation of transmission
spectrums of the metallic grating with grooves illustrates
the efficiency and accuracy of the SMF-FETD and LES-
SMF-FETD methods with PBC for simulating 3-D peri-
odic structures.
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Abstract – Prediction of electromagnetic fields scat-
tered from objects is of great significance in vari-
ous fields. Traditional computational electromagnetic
solvers, which are mesh-based, are expensive and time-
consuming. The deep learning technique becomes an
alternative method of the prediction of scattered fields
with high efficiency. However, the data-driven deep
learning method requires a large data set and lacks
robustness. For complicated scattering problems, the
construction of a large training data set is a hard task. By
considering physics-constraints, physics-informed neu-
ral networks (PINNs) can solve the partial differential
equation (PDE) problem with a small data set and also
provide a physical explanation. In this paper, the PINNs
are employed to solve the scattering of a plane wave
by a three-dimensional object with Maxwell’s equations
being physical constraints. In the calculation, a sphere
and an ellipsoid are taken as examples, and the effects
of the network parameters (including the number of hid-
den layers, and the number of data sets) are mainly dis-
cussed. The results have practical applications in many
fields such as radar detection, biomedical imaging, and
satellite navigation.

Index Terms – electromagnetic scattering, Maxwell’s
equations, physics-informed neural network.

I. INTRODUCTION

Many practical applications in medicine, aerospace,
communication, and remote sensing [1–4] involve the
electromagnetic scattering by objects. The electromag-
netic scattering problem refers to the study of the elec-
tromagnetic response resulting from the incident elec-
tromagnetic waves given the target and environmen-
tal information. Numerical methods can accurately pre-
dict the scattered field distribution of an isolated object.
In the past developments, computational electromagnet-
ics have provided the basis for solving many practi-
cal problems without analytic counterparts, and have
become a popular mainstream approach for a wide range
of researchers. However, traditional computational elec-
tromagnetic solvers such as the finite difference time
domain (FDTD) [5, 6], the finite-element method (FEM)
[7], and the finite difference frequency domain (FDFD)
[8] are based on dividing the solution domain into a
network of differences, and replacing the continuous
solution domain with a finite number of mesh nodes.
This method requires discretization and is solved by
meshing the problem area. However, in many practi-
cal problems, the region is often not a regular and
easy-to-fractionalise geometric region, and it is difficult
to generate a mesh. Thus mesh-based methods cannot
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achieve good results and are very time-consuming and
computationally expensive [9].

Meanwhile, as artificial intelligence (AI) technol-
ogy explodes, researchers are trying to apply neural net-
works to computational electromagnetics as a replace-
ment method for predicting scattered fields. Deep learn-
ing (DL) methods such as convolutional neural networks
(CNN), recurrent neural networks (RNN), and gener-
ative adversarial networks (GANs) have led to amaz-
ing advances in the field of computational physics in
modeling physical learning agents [10]. Deep learning
techniques can identify the hidden rules of the ’action-
reaction’ behavior of the control system through a cer-
tain learning process [11], which is based on the prin-
ciple of establishing a functional mapping between the
input data and the output data. The optimization capa-
bilities and coded boundary conditions of deep learning
can improve the accuracy and efficiency of electromag-
netic simulations by capturing complex behaviors, pro-
viding implicit representations, enabling generalization,
reducing computational costs, and enabling efficient par-
allelization. Deep learning models are capable of cap-
turing the intricate nonlinear relationships in data. By
encoding boundary conditions that are critical in electro-
magnetic simulations, models can learn complex behav-
iors and interactions at the boundary more efficiently
than traditional interpolation techniques. This allows for
a more accurate representation of electromagnetic fields
and their propagation. At the same time, the deep learn-
ing model can generalize from limited training data to
unknown scenarios. Once trained on a different set of
boundary conditions, the model can accurately predict
the electromagnetic field for new boundary conditions
outside the training dataset. This generalization capabil-
ity greatly improves the accuracy of the simulation, espe-
cially when it is impractical or costly to obtain a large
number of training samples. In contrast, traditional func-
tion interpolation techniques typically require a dense
grid of points to accurately represent the electromag-
netic field, which can lead to costly simulation calcula-
tions. Various studies have shown that machine-learning-
based algorithms have promising applications in the field
of solving partial differential equations [5], which can
largely reduce the memory required for computation and
are simple and easy to implement and can well meet
the needs of electromagnetic properties for engineer-
ing applications. Traditional deep learning methods are
purely data-driven and require large datasets for train-
ing. However, for some complex scatterers, large train-
ing data sets are not available. Also, in many physics and
engineering fields, these training data often imply partial
a priori knowledge (e.g., electric field data satisfying the

Maxwell system of equations), but the pure data drive
ignores this partial knowledge.

The limitations of the above methods have largely
contributed to the emergence of physics-informed neural
networks (PINNs). Lagaris et al. [12] pioneered the sim-
ilarity between neural network training and solving par-
tial differential equations, and neural networks of physics
knowledge were proposed for solving Maxwell’s set of
equations for scattering problems. In this case, the net-
work constructs a mapping of spatial and temporal coor-
dinates to the corresponding electromagnetic field at that
point. At the same time, the gradient of the electric
field concerning the spatial coordinates can be calculated
quickly by using the automatic differentiation algorithm,
which speeds up the numerical calculation of the par-
tial differential equation. Compared with the standard
numerical methods in traditional computational electro-
magnetics, the computational efficiency is significantly
improved. In 2019, Raissi [13] classifies the model equa-
tion as a physical driver as a regularization term and
encodes it into the neural network by adding the loss of
the control equation and the loss of the boundary condi-
tions and initial conditions to the loss function. Under the
condition of the small dataset, we successfully learned
a model with stronger generalization ability. It not only
learns the distribution law of training data samples like
traditional neural networks, but also learns the physi-
cal laws described by mathematical equations, and can
learn more generalized models with fewer data samples,
which solves the difficulties of decision-making and pre-
diction caused by the unavailability of traditional deep
neural networks and the scarcity of data. In summary,
the PINNs have great advantages in the field of compu-
tational electromagnetics, and the development prospects
are very promising in saving memory, improving pre-
diction accuracy, and solving high-dimensional complex
problems.

In this contribution, we build a fully connected
neural network, encode physical information such as
Maxwell’s equations and boundary conditions as con-
straints into the neural network, and study the electro-
magnetic scattering from a three-dimensional object by
training the built network model with a sphere and an
ellipsoid as examples. We compare the prediction results
based on the PINNs method with the analytical solution
by Mie theory (for sphere ) or numerical results by FDFD
(for ellipsoid) to verify the feasibility and accuracy of our
work, and the effects of network parameters are mainly
discussed. The full paper is divided into four parts, and
in the second part, we introduce our proposed PINNs. In
the third part, we give the simulation results of PINNs
and discuss the effects of network structure and hyperpa-
rameters on the results. The fourth part is a summary of
the paper.
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II. METHODOLOGY AND FORMULATION
A. Deep learning framework

In this paper, we propose a deep learning method
for solving Maxwell’s equations, using the power-
ful optimization capability of deep learning to solve
the frequency-domain electromagnetic field. In this
approach, we encode the boundary conditions (BC),
and Maxwell’s equations as regularization terms of the
network so that it approximates the analytic solution
infinitely. According to the electromagnetism unique-
ness theorem [14], Maxwell’s equations can be solved
uniquely for known boundary conditions. Thus, we suc-
cessfully transformed an electromagnetic forward mod-
eling problem into an optimization process.

B. Details and implementation

Assuming a time dependence ejωt , the scattered
magnetic field satisfies the following vector wave equa-
tion:

∇2Hscat +ω2μεHscat = ω2 (μ0ε0 −με)Hinc, (1)

where, ω is the angular frequency, μ is the magnetic per-
meability, ε is the electric permittivity, and μ0 and ε0
are the magnetic permeability and electric permittivity of
a vacuum, respectively. Hscat and Hinc are the scattered
and incidence magnetic fields, respectively.

Next, we will use the PINNs to solve the vector wave
equation (1). Figure 1 shows a schematic of the neu-
ral network layout. We first define a network NN with
parameters θ to represent the surrogate of the equation
solution.

Due to the frequency domain approach, in the
PINNs model shown in Fig. 1, the input to the net-
work is the spatial coordinates of the solution area with-
out temporal information, and the output is the real and
imaginary parts of the scattered magnetic field, which is
denoted by uNN in Fig. 1.

Therefore, the loss function can be divided into three
parts, which are Lossd , Lossb, and Lossm:

Losstotal = Lossd +Lossb +Lossm, (2)

Fig. 1. Representative diagram of the physics-informed
neural network model.

where: ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Lossd = 1
Nd

Nd
∑

i=1
(|HP

i |− |HT
i |),

Lossb =
1

Nb

Nb
∑

i=1
(|HP

i |2),

Lossm = 1
Ns

Ns
∑

i=1
(|g1|2 + |g2|2 + |g3|2),

(3)

and Lossd corresponds to the data constraints. HP
i and

HT
i denote the predicted and true values, respectively.

Lossb corresponds to the boundary condition. Note that,
in our model, we only consider the boundary conditions
at the outer boundary of the perfectly matched layer
(PML), where the scattered magnetic fields vanish and
HP

i = 0. Lossm enforces the vector wave equations at a
certain set of points. Unlike traditional deep learning,
this loss function considers physical information con-
straints. Nd , Nb, and Ns denote the residual points for
Lossd , Lossb, and Lossm, respectively.

In this paper, we use Mean Absolute Error (MAE)
to assess model performance. MAE is a common metric
used in regression problems to assess the performance
of predictive models. It measures the average absolute
difference between the predicted and actual values in
the data set. The MAE does not cancel out positively or
negatively because the deviation is absolutised, thus, the
mean absolute error better reflects the actual situation of
the prediction value error.

To define the functions g1, g2, and g3 in equation
(3), the object is assumed to be surrounded by a PML to
prevent the wave from reflecting from the boundary and
re-entering the simulation domain.

In this paper we use the stretched-coordinate PML
(SC-PML), and g1, g2, and g3 can be defined as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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(4)

where sx, sy, and sz are parameters to define PML.
The partial derivative of equation (4) can be obtained
using automatic differentiation, which can be achieved
by using the function torch.autograd.grad.

Then the network NN is trained to find the best
NN parameters (θ ∗) by minimizing the total loss
defined by equation (2) via gradient optimizers, such
as Adam and L-BFGS, until the loss is smaller than a
threshold ε .
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In our simulation, a fully connected neural network
NN is selected, the input of the network is spatial coor-
dinates, and the output is the real and imaginary parts of
the magnetic field, i.e., in the case of a sphere, the net-
work input is three-dimensional (x,y,z) and the output
is six-dimensional (Re(Hi) and Im(Hi) with i = x,y,z).
The network has many hidden layers and each hidden
layer contains several neurons. Meanwhile, we use the L-
BFGS algorithm for optimization, and the spatial coordi-
nate points of each random sampling point are generated
by Latin hypercube sampling, which is a very practical
sampling method that can be achieved by calling func-
tion pyDOE, lhs.

III. NUMERICAL RESULTS AND
DISCUSSION

In this section, we use the neural network given
in Section II to simulate electromagnetic scattering by
three-dimensional objects. After the neural network is
first verified by the comparison of its results with the
analytical results calculated by Mie theory by taking a
sphere as the example of an object, the effects of the
number of labeled data and network structure are mainly
discussed.

Next, the method is used for the electromagnetic
scattering by an ellipsoid.

A. Validation

To validate the feasibility of our proposed net-
work, we choose a three-dimensional homogeneous

(a) Re(HP
z ) (b) Re(HT

z ) (c) |Re(HP
z )−Re(HT

z )|

(d) Im(HP
z ) (e) Im(HT

z ) (f) |Im(HP
z )− Im(HT

z )|

Fig. 2. Simulation results of the electromagnetic field in xoy plane.

sphere as an example to study the electromagnetic
response.

In the calculation, the radius and the refractive index
of the particle are a = 2λ with λ being the wavelength
and m1 = 1.51, respectively.

The incident wave is a transverse magnetic (TM)
polarized plane wave propagating along the x-axis, and
its wavelength is λ = 2π . We set Nb = 5000, Ns = 20000,
and Nd = 10000. The spatial coordinates of all ran-
domly sampled points are generated using Latin hyper-
cube sampling.

All labeled data are calculated using Mie theory. We
use a fully connected neural network, which contains
four hidden layers and has 250 neurons per layer. In sim-
ulation, we take the ratio of training set and test set as 9:1.

Figures 2–4 give the simulated magnetic fields in
xoy, xoz, and yoz planes, respectively.

In each figure, the black circle indicates the object
boundary.

Each figure includes six sub-figures, which are
divided into two rows and three columns. The upper row
gives the real part of Hz, and the lower row is the imagi-
nary part. The left column gives the results predicted by
PINNs (denoted by superscript P), the middle column
gives the ground true results by the Mie theory (denoted
by superscript T ), and the right column gives the
errors.

It can be observed from the first and second columns
of Fig. 2 that in the xoy plane the results predicted by
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Fig. 3. Simulation results of the electromagnetic field in xoz plane.
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Fig. 4. Simulation results of the electromagnetic field in yoz plane.

the PINNs are in good agreement with the ground true
values. From the right column of Fig. 2, we can see
that the maximum absolute errors for the real and imag-
inary parts of Hz are respectively about 0.16 and 0.15,

which correspond to the maximum relative errors about
2.5% and 1.5%. This indicates that the prediction accu-
racy of the network structure we built is high enough to
achieve the results we expected. From xoz (Fig. 3) and
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Fig. 5. Simulation results for the xoy plane electromagnetic field of an ellipsoid.

Fig. 6. Simulation results for the xoz plane electromagnetic field of an ellipsoid.

yoz (Fig. 4), we can also find the high accuracy of the
PINNs.

It can be seen from the third column of Fig. 3 that the
maximum absolute errors of the real and imaginary parts
of Hz in the xoz plane are about 0.18 and 0.19, which cor-
respond to the maximum relative errors 3% and 1.9%.
Similar analysis shows that in the yoz plane the maxi-
mum absolute errors of the real and imaginary parts of
Hz are about 0.1 and 0.04, which correspond to the max-
imum relative errors 5% and 2.5%.

B. Effect of labeled data

Theoretically, increasing the number of labeled data
can lead to a more improved approximation of the neu-

ral network during training. Therefore, we investigate the
effect of different amounts of labeled data on the predic-
tion results by PINNs. In the calculation, all other con-
ditions are consistent, and the number of labeled data
varies. All the labeled data are calculated using Mie
theory.

Table 1 gives the average absolute errors of results
by PINNs with respect to that by Mie theory. The table
has three columns. The first column is the number of
labeled data. The second and third columns give the
errors of the real and imaginary parts of Hz, respec-
tively. From Table 1, we can see that the prediction
accuracy gradually increases as the number of labeled
data increases. This says that by adding labeled data
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Table 1: Average absolute error versus labeled data
number

Data ErrorHzr ErrorHzi

5000 5.193×10−3 4.746×10−3

10000 4.249×10−3 4.055×10−3

20000 3.523×10−3 3.279×10−3

we can obtain predicted results with higher accuracy. A
reminder that in our calculation, the object is a sphere
and the ground true results can be easily obtained using
Mie theory. However, if the object is very compli-
cated, it is hard to obtain a large number of labeled
data.

C. Effect of network architecture

We also need to investigate the effect of param-
eter settings and the structure of neural networks on
prediction accuracy. We vary the number of hidden
layers (NL) and the number of neurons per layer (NN) to
observe the change in prediction accuracy and evaluate
the network training effect while keeping other param-
eters constant. The average absolute errors of Hz are
shown in Table 2. The table has four columns and four
rows. The first column gives the number of hidden lay-
ers NL, and the second to fourth columns gives the errors
for various number of neurons NN . The first row gives
the number of neurons NN , and the second to fourth
rows gives the errors for various number of hidden lay-
ers NL. Note that all cells except the first row and col-
umn have two numbers. The upper number is the error of
the real part of Hz, and the lower number is that for the
imaginary part. As we expected, the network prediction
accuracy improves as the number of layers and neurons
increases.

Table 2: Average absolute error versus number of hidden
layers (NL) and neurons in each layer (NN)

NL

NN 150 200 250

3 Layers
1.253×10−2 5.351×10−3 6.674×10−3

1.167×10−2 5.024×10−3 6.005×10−3

4 Layers
7.924×10−3 5.035×10−3 3.523×10−3

7.625×10−3 4.625×10−3 3.279×10−3

5 Layers
5.190×10−3 4.692×10−3 3.429×10−3

4.713×10−3 4.326×10−3 3.248×10−3

D. Further expansion

To explore the applicability of the proposed network
in different scenarios, we also briefly investigate the elec-
tromagnetic response of 3D ellipsoidal particles. In the
calculations, the major axis and minor axis of the ellip-
soidal particles are a = b = 3π and c = 4π , respectively,
and all other parameters are the same as those of the
spherical particles.

The simulated magnetic fields in the xoy and xoz
planes are given in Figs. 5 and 6, respectively. Unlike
the plot for the sphere, the middle column shows the true
result derived by the FDFD (denoted by superscript T ).

It can be seen that the predicted values of PINNs are
in better agreement with the true values in the xoy and
xoz planes.

From the right column of Fig. 5, we can see that
the maximum absolute errors for the real and imaginary
parts of Hz are respectively about 0.2 and 0.1, which cor-
respond to maximum relative errors of about 10% in both
cases.

From xoz (Fig. 6), we can see that the maximum
absolute errors for the real and imaginary parts of Hz are
respectively about 0.1 and 0.2, which correspond to the
maximum relative errors about 5% and 10%.

The errors are concentrated at the edge positions of
the ellipsoid, which we analyse to be due to the disconti-
nuity of the dielectric constant at the edge positions. The
PINN predictions match the true values at all positions
except the edge position.

This shows that the prediction accuracy of our con-
structed network structure can reach our expected results.

IV. CONCLUSION

The electromagnetic scattering by a three-
dimensional target is investigated using physics-
informed neural networks (PINNs). Under the physical
constraint of Maxwell’s equations, the total magnetic
fields of a TM plane wave scattering by a homogeneous
sphere is predicted with high accuracy. The effects of
the number of labeled data, and network structures on
the prediction results are mainly discussed.
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Abstract – Analyzing the electromagnetic (EM) scat-
tering properties of high-speed moving objects is a hot
research topic in recent years. However, EM calculations
for high-speed moving targets always involve challenges
of high computational complexity and low computa-
tional efficiency. In this paper, we integrate the Message
Passing Interface (MPI) based parallel finite difference
time domain (FDTD) method and Lorentz transforma-
tion to calculate the EM scattering of a moving metal
sphere coated with time-varying plasma. Subsequently,
by comparing the outcomes of the proposed Parallel
FDTD approach with the serial computing results, the
validity of the Parallel FDTD method is validated. Addi-
tionally, for a moving and time-varying plasma sheath
coated object, the impacts of the time-varying parame-
ters and plasma parameters on the EM scattering proper-
ties are investigated using the Parallel FDTD approach.
The results indicated that the MPI-Based Parallel FDTD
approach displays almost identical precision as the serial
approach. Furthermore, the Parallel FDTD approach can
enhance computation speed and significantly reduce the
computation time.

Index Terms – electromagnetic (EM) properties, Lorentz
transformation, Message Passing Interface (MPI), mov-
ing target, Parallel finite difference time domain (FDTD)
method, time-varying plasma.

I. INTRODUCTION

Research on the electromagnetic (EM) scattering of
high-speed moving targets is a popular research topic due
to its broad range of applications in identifying moving
targets and exploring deep space [1–8] such as detec-
tion and identification of moving satellites, aircraft, and

ships. Furthermore, investigating the interaction between
EM and moving targets is crucial for understanding the
propagation principle of EM waves in complex media
and improving the performance of wireless communica-
tion and radar systems. Harfoush et al. [4] utilized rel-
ativistic boundary conditions (RBC) based on the finite
difference time domain (FDTD) approach to investigate
the scattering field from one-dimensional (1-D) and two-
dimensional (2-D) conducting moving objects. Zheng et
al. [5] proposed the representation of the incident wave
in the Lorentz-FDTD method and analyzed the double-
Doppler effect from a moving dielectric target. Zhang
and Nie [6] proposed the combined method of the RBC
and the FDTD to calculate the radar cross-section (RCS)
of a moving metal target. Zheng et al. [7] analyzed the
scattered fields from a moving conducting target, and the
results show that the amplitude and frequency of scat-
tered fields are modulated by the velocity of the target.
Zheng et al. [8] studied the micro-motion state of a mov-
ing target using the Lorentz-FDTD algorithm, and dis-
cussed the effect of the micro-motion state on EM echo.
The EM scattering of high-speed moving dielectric or
metallic targets has been extensively analyzed. However,
there is still a lack of research on the EM scattering anal-
ysis of moving dispersive media.

The FDTD method is a widely used approach for
solving EM problems and has been extensively applied
in EM scattering calculations [9–12]. However, the cal-
culation accuracy and stability are limited by the spatial
and temporal discretization sizes in FDTD. Therefore,
traditional serial FDTD methods are inadequate for
large-scale EM calculations, as they cannot meet the
requirements of high computing speed and large mem-
ory computation. To address these issues, an increasing
number of researchers are adopting the FDTD method
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combined with parallel calculation methods for EM scat-
tering calculations to achieve higher computational effi-
ciency. Varadaraian and Mittra [13] utilized Parallel
Virtual Machine (PVM) to implement Parallel FDTD
simulations and investigated the three-dimensional (3-D)
rectangular resonant cavity problem. Guiffaut and Mahd-
joubi [14] developed a Parallel FDTD computations
method based on the Message Passing Interface (MPI).
Stefanski and Drysdale [15] were the first to imple-
ment parallel acceleration in the EM problem calcula-
tion of the anisotropic medium with alternating direc-
tion implicit FDTD (ADI-FDTD) method. Duan et al.
[16] implemented a high-performance Parallel FDTD
computation on multi-core of PC-Cluster using Winsock
and multi-threaded method, and the results show that
this method can significantly speed up the computation
as well as improve the computation efficiency. Mao et
al. [17] analyzed two different moving window FDTD
(MW-FDTD) parallel approaches to simulate the EM
propagation in tunnels, and both methods have high
accuracy. Chakarothai et al. [18] developed a large-scale
Parallel FDTD method using the GPU cluster of the
TSUBAME system for numerical exposure of a human
body to EM fields. Lei et al. [19] studied the scatter-
ing properties of electrically large coated objects, such as
warships and planes, by employing the MPI-Based Par-
allel FDTD approach. Yang and colleagues proposed a
3-D parallel anisotropic medium FDTD method for the
EM computations in anisotropic media [20–22]. Duan
et al. [23] introduced the parallel Auxiliary Differential
Equation FDTD (ADE-FDTD) method to solve the EM
problems of plasma, which can reduce calculation time.
Wang et al. [24] proposed a novel conformal surface cur-
rent approach based on the Parallel FDTD method, pro-
viding a potential solution for handling large-scale EM
calculation problems. Shi et al. [25] investigated a hybrid
Parallel FDTD algorithm to solve EM scattering calcula-
tions of electrically large objects, and the results indicate
that this approach can improve computing speed.

When applying the Lorentz-FDTD method to inves-
tigate time-varying and moving dispersive medium tar-
gets, the considerable computational effort is required
for EM calculation. Therefore, the application of paral-
lel Lorentz-FDTD methods for analyzing time-varying
and moving plasmas is meaningful. Considering that the
plasma sheath generated around high-speed moving tar-
gets is always time-varying, this paper combines the
MPI-Based Parallel FDTD method with Lorentz trans-
formation to calculate the EM scattering properties of
a moving object coated with time-varying plasma. By
integrating parallel processing techniques, the FDTD
method can significantly accelerate the computation pro-
cess and reduce computation time, thereby expanding the
scope of applications for numerical simulation methods.

II. METHOD

In this section, the Lorentz transformation, Paral-
lel FDTD method, and ADE-FDTD method will be
discussed.

A. Lorentz transformation

In the analysis of EM scattering problems from
moving targets, as shown in Fig. 1, two reference frames
are considered: a moving reference frame K′ and a lab-
oratory reference frame K. Here, the target moves at the
speed�v in the system K, and the system K′ moves at the
same speed�v relative to system K. Thus, the target is sta-
tionary in the system K′. Due to relativistic covariance,
EM scattering problem of the moving target can be trans-
formed into the moving reference frame for a solution.

(1) Time and space increment transformation

When performing the EM calculation for a moving
dispersive medium target, the time and space increment
need to be transformed between the reference frame
K′ and K. Assuming the target moving at the velocity
�v, the time and space increment transformation formu-
las between these two reference frames are as shown
in (1)–(4):

Δx =
[

1+
v2

x

v2 (γ −1)
]

Δx′

+
vxvy

v2 (γ −1)Δy′+
vxvz

v2 (γ −1)Δz′, (1)

Δy =
vxvy

v2 (γ −1)Δx′

+

[
1+

v2
y

v2 (γ −1)

]
Δy′+

vyvz

v2 (γ −1)Δz′, (2)

Δz =
vxvz

v2 (γ −1)Δx′

+
vyvz

v2 (γ −1)Δy′+
[

1+
v2

z

v2 (γ −1)
]

Δz′, (3)

Δt =
1√

1−β 2
(1−β (âs · âv))Δt ′, (4)

where γ = 1/
√

1−β 2, β = v/c, and c is the speed of
light in free space, v is the speed of the target. vx =
|�v|sinθv cosϕvvy = |�v|sinθv sinϕv, vz = |�v|cosθv. The θv
denotes the angel between �v and +z axis, and the ϕv
denotes the angle between the projection of�v on xOy and
+x axis.

(2) Introduction of incident waves

When converting the EM problems to the reference
frame K′, the incident wave defined in the reference
frame K also needs to be introduced into the reference
frame K′. According to the principle of the phase invari-
ance of Lorentz transformation in (5), the amplitude and
frequency of the incident wave in the reference frame K′
are obtained by (6)–(7):

ωit − xki sinθi cosϕi − yki sinθi sinϕi − zki cosθi ≡
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Fig. 1. The two reference frames of Lorentz-FDTD.

ω ′
i t
′ − x′k′i sinθ ′

i cosϕ ′
i − y′k′i sinθ ′

i sinϕ ′
i − z′k′i cosθ ′

i ,
(5)

|E ′
0|=

√
(E0 cosψ)2 + γ2

(
E0 sinψ + |�v×�B|

)2
, (6)

ω ′
i = ωγ [1−β (âi · âv)] , (7)

where ωi,E0 denotes the frequency and amplitude of the
incident wave in the reference frame K. The θi is the
angle between the incident wave vector �ki and the +z
axis, and ϕi is the angle between the projection of the
incident wave vector�ki in the xoy plane and the +x axis.
And ψ is the angle between the incident electric field and
the velocity of the target, cosψ = âE · âv.

(3) EM fields transformation

After introducing the incident wave into the refer-
ence frame K′, the EM scattered fields can be calculated
using the FDTD method. Since the EM fields in the two
reference frames follow the Lorentz transformation [26],
the EM scattered field components can be derived by per-
forming the inverse Lorentz transformation. The trans-
formation formulas are shown in (8)–(9):

E = γ
(
E′ − v×B′)+(1+ γ)

E′ · v
v2 v, (8)

B = γ
(

B′ − 1
c2 v×E′

)
+(1− γ)

B′ · v
v2 v. (9)

B. Auxiliary Differential Equation (ADE)-FDTD
method

Maxwell’s equations in the collision non-
magnetized plasma are given as follows [9]:

∇×E =−∂B
∂ t

, (10)

∇×H =
∂D
∂ t

+J, (11)

D(ω) = ε (ω)E(ω) , (12)
where the frequency domain expression for the polariza-
tion current Jp is:

Jp = jωε0χ (ω)E(ω) . (13)
According to (12), the intrinsic relationship in the

frequency domain for the dielectric coefficient is:
D(ω) = ε (ω)E(ω) = ε0 [ε∞ +χ (ω)]E(ω)

=ε0ε∞E(ω)+ ε0χ (ω)E(ω) , (14)
where ε (ω) denotes the dielectric coefficient of the
plasma, and χ (ω) is the polarization rate of the plasma.

(1) ADE-FDTD for Drude model

The polarization rate of the Drude medium is
described as follows:

χ (ω) =
ω2

p

ω (ω − jvc)
. (15)

Substituting equation (15) into (13):

Jp (ω) = jωε0
ω2

p

ω (ω − jvc)
E(ω) . (16)

By applying the operator conversion relation jω →
∂/∂ t from the frequency domain to the time domain
[27], equation (16) transforms to:

∂ 2Jp

∂ t2 +νc
∂Jp

∂ t
=−ε0ω2

p (t)
∂E
∂ t

. (17)

By integrating both sides of equation (17), the iter-
ative formula of Jp shown in equation (18) is obtained
after discretizing the differential equation. The coeffi-
cients are presented in equation (19):

Jp
n+1 = kpJp

n +βp
(
En+1 +En) . (18)

The coefficient in (18) is shown in (19):{
kp =

2−νcΔt
2+νcΔt

βp =
ω2

p(t)ε0Δt
2+νcΔt

. (19)

Substituting equation (18) into (13), and then the
iterative formula for electric field is obtained:

En+1 = CA•En +CB•
{
[∇×H]n+1/2 − 1

2
(
1+ kp

)
Jp

n
}
,

(20){
CA =

2ε0ε∞−σΔt+βpΔt
2ε0ε∞+σΔt−βpΔt

CB = 2Δt
2ε0ε∞+σΔt−βpΔt

. (21)

(2) FDTD computational region

For EM scattering problems, a connecting boundary
is typically introduced within the FDTD computational
region. When FDTD is applied to scattered field calcula-
tions, the FDTD computation area is divided into a total
field region and a scattered field region. To model EM
problems in unbounded space within a limited compu-
tational region, absorbing boundary conditions are nec-
essary on the truncated boundaries of the computational
region. To obtain the scattered field outside of the com-
putational domain, using the equivalence principle, the
far-zone scattered field can be obtained from the near-
zone scattered field by at the output boundary. The divi-
sion of the FDTD computational region is shown in
Fig. 2.

C. Parallel FDTD method

In this paper, a combined mode of master-slave and
peer-to-peer modes are adopted for the calculation of
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Fig. 2. The division of the FDTD computational region.

Fig. 3. Region divide using the 3-D mode.

EM scattering from a moving metal coated with time-
varying plasma. The detailed flowcharts of the master
process and slave processes are shown in Figs. 4 and 5,
respectively. By using the Parallel FDTD method, we can
significantly improve resource utilization and reduce the
calculation time, especially when the hardware resources
are limited.

In the master process, prior to employing the Paral-
lel FDTD method for EM calculations, the FDTD cal-
culation area is initially divided into sub-domains. A 3-
D region dividing approach is adopted in this paper, as
illustrated in Fig. 3. When the region is divided into
sub-domains, each sub-domain can exchange informa-
tion with one another.

As Fig. 4 illustrates, the master process is primarily
responsible for assigning computation tasks to each slave
process and collecting and processing data once all slave
processes have completed their computation tasks.

As shown in Fig. 5, the slave processes are account-
able for receiving the tasks assigned by the master
process. Each process performs the iterative update of
EM fields using the ADE-FDTD method, along with
the computation of the connection boundary, absorption
boundary, and output boundary. Once all processes have
completed their calculation tasks, the calculation results
are transmitted to the master process.

Fig. 4. The flowchart of the master process in Parallel
FDTD method.

Fig. 5. The flowchart of the slave processes in Parallel
FDTD method.
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III. NUMERICAL RESULTS
A. Validation of parallel Lorentz-FDTD method

As an example, the scattered fields in the time
domain and the monostatic RCS from a plasma sphere
are calculated. The radius of the plasma sphere is 10 cm.
In this section, the serial calculation results are compared
with the parallel calculation results and the results of the
plasma sphere with v = 0 m/s calculated by the parallel
Lorentz-FDTD are compared with the results calculated
using the ADE-FDTD method.

The space increment is set as dx′= dy′= dz′ = 0.005
m, and the time increment satisfies the Courant stability
criterion: dt ′ ≤ dx′/

√
3c, c is the is the speed of light in

free space. The incident direction is θi = 0◦, ϕi = 0◦ and
α = 0◦. The receive angle of the scattered wave is θs =
180◦, ϕs = 180◦.

As shown in Figs. 6 (a) and (b), the corresponding
time-domain scattered field and RCS results calculated
with serial and parallel methods are presented when the
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Fig. 6. The validation of parallel Lorentz-FDTD method:
(a) scattering fields in the time domain and (b) monos-
tatic RCS.

target velocity is 0 m/s. In addition, the results calcu-
lated by the parallel Lorentz-FDTD method when v = 0
are also compared with the conventional ADE-FDTD
results. From Figs. 6 (a) and (b), it can be seen that the
serial and parallel results agree well, and the results of
the Lorentz-FDTD method are also consistent with the
conventional ADE-FDTD method, so the validity and
accuracy of the parallel Lorentz-FDTD method is veri-
fied.

Figure 7 presents the monostatic RCS results cal-
culated using the serial and parallel method when the
plasma sphere is moving at v = 0.01c. The results in
Fig. 7 demonstrate that the serial and parallel calcula-
tions are in good agreement. Thus, the Parallel FDTD
method has almost the same precision as the serial com-
putation when calculating the EM scattering from mov-
ing targets.

Fig. 7. Monostatic RCS of the plasma sphere moving at
v = 0.01c.

B. EM scattering properties of moving metal sphere
coated time-varying plasma sheath

In the simulation of this section, the EM scatter-
ing properties from a moving 3-D metal sphere coated
with time-varying plasma are calculated and analyzed. A
Gaussian pulse wave with an amplitude of 1 V/m, and
τ = 1.7/B, B =4GHz, and t0 = 0.8τ . The amplitude of
the incident wave in the frame K′ can be derived using
the Lorentz transformation. The formula of the incident
wave source in the frame K′ is as show in (22). The
space grid is set as dx′= dy′= dz′ = δ = 0.0037m, and
the time increment satisfies the Courant stability crite-
rion: dt ′ ≤ dx′/

√
3c. The radius of the metal sphere is

40δ , and the thickness of the plasma is 5δ . The direction
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of the incident wave is θi = 90◦ and ϕi = 90◦:

E ′
i
(
t ′
)
= E ′

0 exp

(
−4πγ2

t (t
′ − t0)

2

τ2

)
, (22)

γt = γ [1−β (âi · âv)] , (23)
where E ′

0 is the amplitude of incident wave in the system
K′, and âi · âv denotes the dot product of the unit vector
of the incident wave and the unit vector of the speed.

The time-varying electron density of the plasma is
described as follows:

Ne(t) = Neavg(1+ΔNe(sin(2π f0t))) , (24)
where Neavg= 3×1018 m−3 denotes the average elec-
tron density of the time-varying plasma, ΔNe = 0.3
denotes the variation range of electron density, and f0
= 80 MHz is the time-varying frequency.

Figure 8 (a) displays the scattering fields in the
time domain for targets moving at velocities of v = 0,
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Fig. 8. Scattered field results of metal sphere coated with
time-varying plasma at different velocities: (a) scattered
fields in the time domain and (b) monostatic RCS.

0.05c, and 0.1c. The results indicate that when the tar-
get’s motion direction is aligned with the incident direc-
tion, the scattered wave experiences a delay in the time
domain. Moreover, the greater the velocity, the greater
the delay. Surprisingly, the amplitude of the scattered
wave increases slightly with an increase in velocity. As
shown in Fig. 8 (b), a monostatic RCS is observed with a
shift towards the low-frequency band if the target moves
along the incident direction (v>0). Moreover, the higher
the speed, the more evident the RCS shift towards the
lower frequency band.

Table 1 presents the serial and parallel computing
times for three different speeds when the partitioning
mode is the same (both 2×2×2) but the total running
time steps are different. Besides, the parallel accelera-
tion ratio (Sp) was calculated according to the serial and
parallel computing times. The results in Table 1 indi-
cate that, for three different motion speeds, the simula-
tion time used by the parallel method is different when
the total simulation time step is different but the target
motion speed and the computational region are divided
in the same way. Moreover, it can be seen from the data
in Table 1 that the larger the total running time step,
the higher the parallel acceleration ratio. A larger time
step indicates a higher computational complexity. This
implies that the Parallel FDTD algorithm for EM scat-
tering calculations of moving targets coated with time-
varying plasma sheath computes faster and more efficient
when the computational complexity is higher.

Next, the effect of different plasma time-varying
parameters on target EM scattering will be discussed,
respectively.

Figure 9 displays the monostatic RCS for differ-
ent average electron densities Neavg of the time-varying
plasma when the target moves along the +y axis at a
velocity of v = 30Mach. The partitioning mode is set
as 1×2×1. From Fig. 9, it can be seen that as the aver-
age electron density of time-varying plasma increases,
the RCS also increases continuously. This is because a

Table 1: The calculation time comparison between the
parallel Lorentz-FDTD method and the serial method

vvv
(m/s)

Time

Steps

Serial

Time (s)

Parallel

Time (s)

SSSppp

0
6500 4002.7243 812.7958 4.925
8000 5479.5720 999.8317 5.480
10000 8847.1129 1360.779 6.502

0.05
6500 3742.7816 1044.247 3.584
8000 4240.9656 1064.220 3.985
10000 5951.7948 1183.002 5.031

0.1
6500 4022.4639 1090.065 3.690
8000 4196.1614 1104.651 3.799
10000 5291.8946 1219.548 4.339
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Fig. 9. Monostatic RCS of metal sphere coated with
time-varying plasma under different average electron
densities Neavg.

higher average electron density corresponds a higher the
cutoff frequency of the plasma and stronger ability of
the plasma sheath to backscatter the EM waves. This is
because the time-varying characteristic of the electron
density in the plasma sheath causes the cutoff frequency
to vary with time, resulting in oscillations in the back-
ward RCS.

Figure 10 presents the monostatic RCS for different
variation ranges of electron density of the time-varying
plasma ΔNe. The partitioning mode is set as 2×2×1.
As observed in Fig. 10, the monostatic RCS increases

Fig. 10. Monostatic RCS of metal sphere coated with
time-varying plasma under different ΔNe.

Fig. 11. Monostatic RCS of metal sphere coated with
time-varying plasma under different time-varying fre-
quencies f0.

slightly with ΔNe. The main reason is that when ΔNe
changes, the range of variation in plasma electron density
is small. Therefore, the reflection ability of the plasma
sheath on the EM wave has little effect, which leading to
minimal changes in the backward RCS.

Figure 11 displays the monostatic RCS for differ-
ent time-varying frequencies of the plasma. The total
time step is set as 40000, and we choose the partition-
ing mode 2×2×2 to speed up the simulation time. As
shown in Fig. 11, it can be seen that monostatic RCS
remains nearly invariant with the time-varying frequency
f0. This is because the average electron density remains
unchanged in each case. Additionally, due to the time-
varying frequency, the target has time-varying scattering
characteristics for EM waves of different frequencies,
which will impact the RCS of the target.

Table 2 presents the calculation time and speedup
ratio (Sp) of the Parallel FDTD algorithm for different
partitioning modes at different time-varying frequencies,
when the time steps are all set to 40000 steps. As shown
in Table 2, the calculation time of the parallel method
varies for different partitioning methods, yet the program
running speed is significantly improved.

Besides, as can be seen from the data in Table 2,
the computation speed of a parallel approach is approx-
imately seven times faster than that of a single process.
However, as the number of parallel processes increases,
the speed of parallel computing does not continue to
increase; instead, it shows a relatively gradual decline
as the number of processes increases. This is mainly
because as the number of processes increases, the com-
munication cost becomes higher. The number of grids
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Table 2: The corresponding acceleration ratio of different
parallel schemes under three time-varying frequencies

fff 000
(MHz)

Process

Number

Partitioning

Mode

Parallel

Time (s)

SSSppp

20

1 1×1×1 33763.2820
4 2×2×1 6078.145 5.555
12 3×2×2 5679.412 5.945
16 4×4×1 4968.570 6.795
24 4×3×2 4680.543 7.214
27 3×3×3 4814.949 7.012
32 4×4×2 4931.247 6.847
36 4×3×3 5327.295 6.338

40

1 1×1×1 34259.7538 ∼
4 2×2×1 7604.478 4.505
12 3×2×2 6225.798 5.503
16 4×4×1 5381.586 6.366
24 4×3×2 5551.540 6.171
27 3×3×3 5583.155 6.136
32 4×4×2 5656.259 6.057
36 4×3×3 6273.115 5.461

120

1 1×1×1 35509.1384 ∼
4 2×2×1 5975.918 5.942
12 3×2×2 5213.722 6.811
16 4×4×1 5359.718 6.625
24 4×3×2 5384.410 6.595
27 3×3×3 5585.403 6.357

needed to transfer data also increases, and the addi-
tional waiting time between the processes will continue
to increase. This results in the parallel efficiency becom-
ing lower and lower.

Figure 12 displays the monostatic RCS under vari-
ous collision frequencies of plasma. As Fig. 12 indicates,

Fig. 12. Monostatic RCS of metal sphere coated with
time-varying plasma with different collision frequen-
cies ven.

the monostatic RCS decreases with an increase in col-
lision frequency. This is because, as the collision fre-
quency increases, the absorption of EM waves by the
plasma sheath is increased, which results in a decrease
in the RCS.

Figure 13 shows the monostatic RCS under differ-
ent thicknesses of plasma sheath. It can be seen that the
monostatic RCS decreases with an increase in plasma
thickness d. The explanation is that as the plasma thick-
ness increases, the incident EM wave needs to traverse
through a thicker layer of plasma. This results in more
energy being absorbed or scattered away, and leads to a
lower RCS of the target.

Fig. 13. Monostatic RCS of metal sphere coated with
time-varying plasma with different thicknesses d.

IV. CONCLUSION

In this paper, the MPI-Based Parallel FDTD method
and Lorentz transformation are integrated to calculate
the EM scattering from a moving metal target coated
with time-varying plasma. The accuracy and validity of
the parallel Lorentz-FDTD algorithm is verified by com-
paring its results with those obtained using the serial
approach. Moreover, the impacts of time-varying prop-
erties, plasma parameters, and motion velocity on the
EM scattering properties of a moving and time-varying
plasma coated target are investigated. The results reveal
that the Parallel FDTD method can enhance the cal-
culating speed and significantly reduce the calculation
time when performing EM calculations regarding time-
varying and moving dispersive medium targets. Further-
more, as the computational complexity increases, the
computational efficiency of the Parallel FDTD algorithm
will be further upgraded. Finally, by opting for the appro-
priate number of processes and an optimal partitioning
mode, it is possible to further enhance the computational
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efficiency and significantly abbreviate the computation
time.
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Abstract – The requirement for advanced target recog-
nition has facilitated the evolution of radar systems,
enabling classification, recognition and identification of
various types of objects. Numerous studies have focused
on the accurate prediction of radar cross-section (RCS)
for target identification. While the magnitude of the Mie
scattering has been widely employed to enhance the like-
lihood for target detection, the proposed method based
on the frequency spectrum of Mie scattering was pre-
sented for estimation of the size of the target. An accurate
size of targets was quickly estimated using the frequency
of the peak Mie scattering. The frequencies of Mie scat-
tering are investigated using different radiuses of spheres
and cylinders which directly indicate the size of objects.
The peak magnitudes were acquired at 105∼485 MHz
and 83∼398 MHz for spheres and cylinders, respec-
tively, as the radiuses change from 0.1 m to 0.5 m. In
addition, two aircraft-shaped models consisting of an
ellipsoidal body, two wings and a stabilizer are used
to obtain RCS scattering with various azimuth and ele-
vation angles. Indoor RCS measurements with a metal
sphere are presented in order to validate its effectiveness.

Index Terms – Aircraft-shaped objects, Mie scattering,
radar cross-section (RCS), target identification.

I. INTRODUCTION

Radar systems have been widely used for the clas-
sification, recognition and identification of various types
of objects [1–2]. A number of methods have been inves-
tigated for accurately predicting a radar cross-section
(RCS) for the purpose of target identification [3–5]. The
process of target identification commonly requires ana-

lyzing electromagnetic waves reflected back from tar-
gets. Several techniques have been applied to the analysis
of RCS targets in which a simplified RCS object was
used. Physical optics and geometrical optics methods
have been applied to the analysis of simplified electro-
magnetic models for tanks [6], ships [7], aircraft [8]
and missiles [9]. Statistical models based on the col-
lected data set have been used in target identification
and several algorithms have been investigated in order to
implement effective target classifiers [10–12]. Radio fre-
quency (RF) imaging has techniques for recognizing the
details of unmanned aerial vehicles (UAV) with wings,
payloads and body types [13]. However, this method typ-
ically demands intensive post-processing for the creation
of target images. For time-limited operations, a simpler
procedure requiring only RCS is more desirable. RCS
scattering in the resonance (Mie) region has been used in
target detection and classification algorithm in the time
domain [14–16]. With a readily attainable frequency
point of the highest RCS in the frequency domain, an
accurate and more efficient target classification method
may be achieved.

In this paper, a simple technique based on the unique
signature of RCS scattering is proposed for the size esti-
mation of targets. A workflow of this article is presented
in Fig. 1. Compared to the conventional method, which
has utilized the amplitude of the echo signal, more accu-
rate estimation of target size can be realized using both
magnitude and frequency of peak Mie scattering. The
size of the target is instantly obtained by measuring the
frequency where the peaks of RCS scattering are made.
The frequencies of Mie scattering are investigated using
different radiuses of spheres and cylinders, and aircraft-
shaped model with various azimuth and elevation angles.
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Fig. 1. Workflow of this article: proposed method based
on the frequency point of normalized RCS scattering.

Indoor RCS measurements with the metal sphere vali-
date the results obtained from the simulations.

II. TARGET RECOGNITION PRINCIPLE

The purpose of this section is to present the tar-
get estimation principles based on the distinct features
of RCS scattering produced by the different sizes and
shapes of objects. While estimation of the target size usu-
ally revolves around the magnitude of the echo signal,
RCS scattering in the frequency domain [17] is intro-
duced to enhance accuracy in this work. The frequency
point where the first peak magnitude of RCS scattering
appears is applied to the precise estimation of the target
size. The proposed method was validated with RCS scat-
tering of a metal sphere and cylinder, which were used as
a simplified aircraft model, and the plane-wave incidence
on the objects was assumed. Firstly, RCS scattering is
investigated using the sphere and cylinder which were
normalized with their cross-sections. Two spheres with
radiuses of 25 mm and 15.9 mm were used for the evalu-
ation in accordance with the setup of the indoor measure-
ment presented in the subsequent sections. RCS scatter-
ing properties were obtained using the full-wave simu-
lation FEKO and the analytical model based on series
solution presented in [18]. The validity of the simulated
results is evaluated with the calculated one. Figure 2
shows the magnitude of RCS normalized with the cross-
section of the sphere and cylinder. Figure 2 (a) shows
RCS characteristics in the Rayleigh and Mie regime. In
the Mie regime, it tends to oscillate and converge to one
for the optical regime [19].

For the sphere with radiuses R = 25 mm and 15.9
mm, the peaks of the normalized RCS occurred at 2 GHz
and 3 GHz, respectively. For the cylinder, an incident

(a)

(b)

Fig. 2. Monostatic RCS normalized with its cross-section
for (a) the case of the sphere and (b) the case of the
cylinder.

wave with TEz polarization was used since it was more
suitable for obtaining peak RCS value for target identi-
fication. Frequency points for the cylinder with radiuses
of R = 25 mm and 15.9 mm were 1.6 GHz and 2.5
GHz, respectively, which were roughly 20% lower than
both cases of the sphere, due to the larger RCS of the
cylinder. For both cases, excellent agreement between
the simulated and calculated results was observed. While
the frequency points can be instantly obtained using the
proposed method, the computational time of two spheres
using FEKO was 3.9-5.3 hours per one case of simula-
tions. Figure 3 shows frequencies of peak RCS calcu-
lated using the analytical model of the series solution
with different radiuses of the sphere model and the cylin-
der model. It can be found that frequency of peak RCS
decreases with increased radius of the sphere model and
the cylinder model.



125 ACES JOURNAL, Vol. 40, No. 02, February 2025

Fig. 3. Frequencies of peak RCS calculated using the
analytical model for different radiuses of the sphere
model and the cylinder model.

Peak magnitudes were acquired at 105∼485 MHz
for sphere and 83∼398 MHz for cylinder. The frequen-
cies of the sphere model are slightly higher than the
cylinder model. Note, the frequencies of the cylinder
model depend on the radius regardless of length of the
cylinder.

III. APPLICATIONS OF THE PROPOSED
METHOD

One of the main purposes of this paper was to eval-
uate the applicability of the proposed method using an
aircraft-shaped model. The main body of the aircraft
model was modeled as an ellipsoidal shape to represent
a large airplane (Target A) and a small airplane (Target
B). The length and radius of the ellipsoidal shape is 4 m
and 0.5 m for target A, and 1 m and 0.1 m for target B,
respectively. The aircraft model includes the wing, the
tail and the stabilizer. The target inside the 3D spherical
coordinate system is shown in Fig. 4. In order to evaluate
the proposed method based on the aircraft model, a com-
parative analysis between sphere and cylinder model and
the aircraft model is presented.

The dimensions of the sphere and cylinder are set to
correspond to those of target A and target B, respectively.
Note that a vertically polarized incident wave is used due
to its effectiveness in target classification. Figure 5 shows
a comparison of the normalized RCS between the simple
geometries and the aircraft-shaped model. Despite the
difference in graph shapes, the frequencies of the peak
points exhibit a remarkable similarity, deviating by less
than 5% in terms of center frequencies. Using the two
aircraft models, diverse line of sight scenarios were eval-
uated. Typical line of sight scenarios with elevation angle
θ of 95◦∼110◦ and azimuth angle φ of 30◦∼60◦ were

Fig. 4. RCS scattering of the aircraft-shaped FEKO
model: target inside a 3D spherical coordinate system.

(a)

(b)

Fig. 5. RCS scattering of the aircraft-shaped FEKO
model: (a) target inside 3D spherical coordinate system
and (b) scenarios of target detection.
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(a)

(b)

Fig. 6. Normalized RCS in the frequency domain for (a)
target A (large aircraft) and (b) target B (small aircraft)
with elevation angles of θ = 0◦, 45◦ and 90◦.

considered. Figure 6 shows the normalized RCS with
respect to the elevation angle θ obtained from full-wave
simulation FEKO. The frequencies of the highest value
of the normalized RCS are approximately 90 MHz for
target A and 510 MHz for target B. Deviation of the fre-
quencies according to the elevation angles is less than 3
MHz for target A and 25 MHz for target B. There is a
relatively small frequency variation in terms of the ele-
vation angle θ . Figure 7 shows the normalized RCS of
line-of-sight detection with the azimuth angle φ at the
elevation angle θ=100◦.

The circumference of the ellipsoidal model and the
area of the two wings were changed for the different
azimuth angle, which resulted in different frequencies.
The peak RCS values were obtained at 85∼94 MHz for
target A and 436∼492 MHz for target B. The observed
frequency points, which are influenced by the incident
angles, exhibit a variation of less than 15%, thereby pro-
viding significant utility in discriminating between vari-
ous target types. It is shown that the method provides the
successful classification of the two aircrafts. In Fig. 8,
3D plots of the frequencies of the highest RCS values are

(a)

(b)

Fig. 7. Normalized RCS in the frequency domain for (a)
target A (large aircraft) and (b) target B (small aircraft)
with azimuth angles of φ = 0◦, 45◦ and 90◦.

presented. It is observed that there is a slight increase of
all frequencies at the azimuth angle φ = 30◦. Although
in the 3D plot a variation increases slightly, it can be
found that two groups of frequencies for both large and
small aircrafts can be achieved. This work studies mod-
ified shapes of the aircraft model to validate its effec-
tiveness. Figure 9 presents the frequencies of the peak
RCS for ellipsoidal object with different radiuses based
on the target A. The similar frequencies of the peak
RCS can be obtained when rb/ra is smaller than 2.0. It is
also shown that the frequencies of the peak RCS are not
severely affected by the modified shapes of the aircraft
model.

Next, the procedure to estimate the size of targets
using the frequency of first peak RCS is presented. The
first peak of the normalized RCS can be found to obtain
its frequency point:

σ ( fi)> σ ( f j) , j = 1, 2, . . . , N, j �= i, (1)

where σ ( fi)and σ ( f j)are the normalized RCS at fre-
quency point fi and f j, respectively. The frequency
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(a)

(b)

Fig. 8. 3D plots of the frequencies of the highest RCS
values for (a) target A (large aircraft) and (b) target
B (small aircraft) with different azimuth and elevation
angles.

Fig. 9. Frequencies of peak RCS with different radius
ratio of the ellipsoidal object.

point f i where the peak of the normalized RCS occurs
can be obtained. Next step is to compare the frequency
point to the one in the database using the target classifi-
cation technique presented in [15]. The distance between
two frequency points can be defined as:

da, b =

√
( fa − fb)

2 , (2)

where fa and fb are the frequencies of target a and
b, respectively. Thus, an unidentified target with a fre-
quency ft can be classified as a specific target u listed in

(a)

(b)

Fig. 10. Evaluation using indoor measurements: (a)
depiction of the indoor measurement setup and (b) com-
parison between simulated and measured results for the
two different radiuses of the metal spheres.

the database under the following condition:
dt, u < dt, v, v = 1, 2, . . . , M, u �= v, (3)

where M is the number of data points.

IV. MEASUREMENT OF RCS OF A METAL
SPHERE

In order to evaluate the numerical approach, indoor
measurement of a metal sphere is performed. To experi-
mentally verify the relationship between target size and
RCS in the frequency domain, a scattered signal is gen-
erated by the sample. Therefore, a careful measurement
setup was required to enhance the signal originating from
the sample while minimizing external interference sig-
nals. The sample was located at 1 m elevation using
a Styrofoam stand to prevent interference by scattered
waves from the indoor floor.

Microwave absorber walls were placed around the
sample to minimize interference by scattered waves from
the indoor wall. Two broadband horn antennas operating
in the frequency range of 1-6 GHz were used to gen-
erate an incident wave of vertical polarization (v-pol).
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Separation distance between the sample and the two
horns was the most important factor in determining the
strength of the scattered signal from the sample. Since
the previous study [20] suggested that the horn antenna
had little gain reduction when the distance to the target
normalized by the far-field distance was greater than 2,
the separation distance was set to 80 cm. Finally, RCS
can be calculated from the measured S21 in a vector net-
work analyzer (VNA). A time-gating function [21] was
used to separate the scattered signal by the sample from
the noises, such as thermal noise and near-field coupling
between two horns. Figure 10 (b) shows the measured
RCS of the conducting spheres. The trend of measured
results agrees well with the calculation and simulation
results. The discrepancy in the second peak value was
mainly due to a slight axis misalignment and a time-
gating error. It was experimentally verified that target
size could be distinguished from RCS shape in the fre-
quency domain.

V. CONCLUSION

The proposed method based on the frequency spec-
trum of the scattering characteristics was presented for
estimation of the size of the target. Target size was esti-
mated using the distinctive features of RCS scattering in
the Mie region. The principle of estimating the size of
the target was presented for a simple aircraft model con-
sisting of a metal sphere and cylinder which simply rep-
resents the front and side of an aircraft. The ellipsoidal
aircraft model with the wing, the tail and the stabilizer
was evaluated in terms of different aircraft sizes, and its
azimuth and elevation angles. The peak magnitudes were
acquired at 85∼94 MHz for target A and 436∼492 MHz
for target B. Peak RCS values at different frequencies
imply the sizes comparable to small and large aircraft.
The frequency points according to the azimuth and eleva-
tion angles shows a relatively small deviation providing
significant utility in discriminating various targets.
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Abstract – A universal topology for the filtering inte-
grated Butler-like matrix (BLM) with flexible beam
steering has been proposed based on the N/2 × N Butler
matrix (BM). This structure is constructed on three-layer
circuits, with compact size and no crossover owing to
the path distribution. Besides, the filtering function has
been integrated into the BLM by utilizing the multi-stage
coupled lines. For validation, a 4×4 BLM operating at
4.9 GHz was designed and fabricated. Measured results
reveal that the 4×4 BLM exhibits a working bandwidth
of 18.4% and filtering integrated functions, with a com-
pact size of 1.2×2.3 λ g

2. The measured scatting parame-
ters and phase characteristics show great agreement with
the simulated ones.

Index Terms – Antenna array, Butler matrix, filtering,
multi-layer circuit, flexible phase differences.

I. INTRODUCTION

The development of wireless communication and
growing demands for high-speed data services has raised
higher requirements for the coverage and capability for
the 5G signals and terminals [1]. Flexible BPNs are an
ideal solution to extend the radiation range of antenna
arrays (AA) in practical engineering. The implementa-
tion of smart antennas in the existing wireless communi-
cation depends a lot on the flexible BPNs. Among them,
Butler matrix (BM) is the most widely used. For a con-
ventional 4×4 BM with the distance between adjacent
radiation elements being half a wavelength, the beam
direction is fixed at ±48.6◦ and ±14.5◦ respectively [2–
5]. However, in realistic employment, BMs with arbi-
trary phase differences (A-PD) are desired for flexi-
ble beam coverage of the smart antenna arrays. High-
order BM is one of the approaches of exploring the
beam’s controllability so as to broaden the radiation
angle. In other ways, standard BM could be integrated
with switching networks [6], or A-PD elements [7] to
realize flexible phase differences.

BMs with various circuit structure and multi-
ple function integration have been studied in various

ways, such as multilayered printed circuit board (PCB)
construction [8], CMOS technologies [9] and so on. In
[10], a low-loss PET-based 4×4 BM has been designed
with fixed phase differences of ±45◦ and ±135◦. Addi-
tionally, BM now has a filtering option, which simpli-
fies the system, improves the performance, and reduces
the complexity. Nevertheless, research on integrated fil-
ter antennas that are excited by nearby input ports and
have variable beam spacing and arbitrary beam direction
is still required.

In this paper, a multilayer configuration of the BM
has been presented with theorical analysis, design pro-
cedure, and experimental verification. The generalized
coupling network (GCN) consisting of power dividers,
phase shifting units, and shunt single-pole-double-throw
(SPDT) switches, has been introduced to construct the
Butler-like matrix (BLM). This paper is an expansion
of the authors’ previous work in [11]. Advantages of
this BM lies in three aspects: 1) an original circuit
configuration with compact size and no crossover, 2)
flexible phase differences for the beam steering and
beam controllability, and 3) wideband and filtering func-
tions integrated for practical applications. Compared
with the author’s former work [11] and the related A-
PD antenna arrays in [10] and [2–13], our improve-
ments and contributions are as follows. The universal
topology of the BLM with flexible phase differences
has been designed and explained, with the design the-
ory under two different working states illustrated in
detail. The relationship between the beam-steering prop-
erties of the proposed topology with the phase differ-
ences of the BLM and the parameters of components
are delivered and analyzed, which are also compared
with the conventional ones to highlight the advantages
of this BLM structure. Furthermore, the design proce-
dure of the beam has been explored from 4×4 to N×N
beamforming networks. Moreover, for validation, the
4×4 BLM has been designed, fabricated, and measured.
Both simulated and measured results coincide well with
each other. Measured results reveal that the 4×4 BLM
exhibits a wide working bandwidth and compact size
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with filtering integrated functions and flexible phase
properties.

II. DESIGN THEORY OF BLM

The topology and configuration of the BLM is illus-
trated in this section, following by the design theory of
the phase differences and the relation with beam steering
for the BLM and BFN. A 4×4 BLM has been taken as an
example, then the design procedure has been expanded to
N×N BLM.

(a)

(b)

Fig. 1. Conventional (a) 2×4 and (b) 4×8 BMs.

A. configuration of the 4×4 BLM

In view of the symmetry of the BM structure, the
proposed N×N BLM can be divided into two N/2×N
BM structures. Traditional N/2×N BM has complex
structures and large number of components, as shown
in Fig. 1. Considering that those two BMs have many
overlapping parts, the 4×4 BLM can be constructed in
two ways: a single 2×4 BM structure with two recon-
figurable working states, or two independent 2×4 BM
structures grouped through SPDT switches.

As shown in Fig. 2 (a), a couple of 2×4 BM struc-
tures can generate different beam distributions by the
alternation of working State 1 and State 2. For example,
SPDT switches are used to access different phase shifters
related to different states. In Fig. 2 (b), two states of inde-
pendent 2×4 BM structures are adopted, defined as State
3. The schematics of the 4×4 BLM shown in Fig. 2 pos-
sess four input ports 1’, 2’, 3 ’, 4’ and four output ports
1, 2, 3, 4. The output ports are connected and switched
through a group of parallel SPDT switches. The 2×4 BM
structure is constructed on a three-layer circuit, so that

(a)

(b)

Fig. 2. Schematics of the proposed 4×4 BLM based on
2×4 BM, working at (a) State 1 and 2, (b) State 3.

the crossover could be eliminated by multilayer configu-
ration. Then we can get a 4×4 BLM structure similar to
a conventional 4×4 BM, which is easy to analyze and is
illustrated later.

A four-port generalized coupled network (GCN) is
designed to construct the BLM, which is composed of
two power dividers, two phase-shift units, and two shunt
SPDT switches, as shown in Fig. 3. The forward phase
difference A1 excited by port 1 and the reverse phase
difference A1’ excited by port 2 are no longer limited
to A1+A1’=180◦. The first-stage coupling structures con-
nected with the outputs are two GCNs, with forward

(a) (b)

Fig. 3. Schematics of (a) A-PD coupler, (b) GCN.
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Table 1: Phase responses of the 4×4 BLM
Port1 Port2 Port3 Port4

Port1’ -B1 -A3 -B1-A1 -A2-A3
Port2’ -B1-A3’ 0◦ -B1-A1-A3’ -A2
Port3’ -A1’ -B2-A2’-A4 0◦ -B2-A4
Port4’ -A1’-A4’ -B2-A2’ -A4’ -B2

phase differences of {A1, A2} and reverse phase differ-
ences of {A1’, A2’}. The coupling structures in the sec-
ond stage close to the input consist of two traditional
couplers with forward and reverse phase differences of
{A3, A4} and {A3’, A4’}. Two phase shifters with phase
shifts of {B1, B2} are arranged. When fed by port i’,
the phase of output ports m and n are δ mi′ and δ ni′ ,
with the phase differences being δ i′−mn=δ mi′ -δ ni′ (i, m,
n∈{1,2,3,4}).

B. Phase differences of the 4×4 BLM

When the input ports 1’∼4’ are excited respectively,
the phase responses of the BLM are shown in Table 1.
The phase differences between port m and m+1 for dif-
ferent input ports can be summarized as follows:
Δδ1′−21 =−A3 +B1,Δδ1′−32 =−Δδ1′−21 −A1,Δδ1′−43

= Δδ1′−21 +ΔA,
Δδ2′−21 = A′

3 +B1,Δδ2′−32 =−Δδ2′−21 −A1,Δδ2′−43
= Δδ2′−21 +ΔA,

Δδ3′−21 = Δδ3′−43 +ΔA′,Δδ3′−32 =−Δδ3′−43 +A′
2,

Δδ3′−43 =−A4 −B2,
Δδ4′−21 = Δδ4′−43 +ΔA′,Δδ4′−32 =−Δδ4′−43

+A′
2,Δδ4′−43 = A′

4 −B2,
(1)

where ΔA = A1 - A2, ΔA’ = A1’ - A2’. According to dif-
ferent sets of the GCN’s phase differences, the perfor-
mances of the BLMs are discussed respectively.

There is Ai + Ai’ = 180◦ for an arbitrary coupler
in a universal BLM with equal phase interval (EPI),
which brings about the restriction between δ 1 ′ and δ 4 ′ .
Besides, there is B1 +B2 = 90◦. The phase differences of
the neighboring output ports can be re-written as

δ1′ =−A1/2 (2a)
δ2′ = 180◦+δ1′ (2b)
δ3′ = δ1′ −90◦ (2c)
δ4′ = δ1′ +90◦. (2d)

It is apparent that all the output phase differences
δ 1 ′∼δ 4 ′ are bound up with a single variable of A1. By
introducing the arbitrary-phase-difference (A-PD) cou-
plers, the phase differences would vary with A1, referring
to an A-PD BLM with flexible beam controllability.

The phase differences of BLM with equal phase dif-
ferences satisfies δ i′ – 21 = δ i′ – 32 = δ i′ - 43, simplified
as δ i′ (i∈{1,2,3,4}). The design parameters of the BLM
EPD can be calculated by

⎧⎪⎪⎨⎪⎪⎩
A1 = A2 = 2A3 −2B1+2kπ,k ∈ Z
A

′
1 = A

′
2 = 2A

′
4 −2B2+2kπ,k ∈ Z

A3+A
′
3 = kπ,k ∈ Z

A4+A
′
4 = kπ,k ∈ Z

. (3)

The sum of forward and reverse phase differences
for couplers A3 (or A4) is 180◦, which is consistent with
the design schemes above. The inherent properties con-
tribute to the limitation of the phase differences: δ 2 ′ -
δ 1 ′ = 180◦, δ 4 ′ - δ 3 ′ = 180◦.

Traditional BMs are composed of 90◦ hybrids and
45◦ phase shifters, defined as Case A with A1 = A2 =
A3 = A4 = 90◦, B1 = B2 = 45◦. It means that the out-
put phase differences δ 1 ′∼δ 4 ′ have fixed values of -45◦,
135◦, -135◦, and 45◦. By introducing the arbitrary-phase-
difference (A-PD) couplers, the phase differences would
vary with A1, referring to an A-PD BLM with flexible
beam controllability. For example, given that Case B
with A1 = A2 = 130◦, A1’ = A2’ = 50◦, A3 = A4 = 90◦,
and B1 = 25◦, B2 = 65◦, the BLM EPI possesses the flex-
ible phase differences of δ 1 ′ = -65◦, δ 2 ′ = 115◦, δ 3 ′=
-155◦, and δ 4 ′ = 25◦. The array patterns of this A-PD
4×4 BM in Case B is depicted in Fig. 4 (a) with compar-
ison to Case A. The ideal simulated results are calculated
by MATLAB. It can be seen that the phase intervals of
any two-output ports with adjacent beams are 90◦.

(a)

(b)

Fig. 4. Array patterns of traditional BM in Case A with
(a) BLM EPI in Case B and (b) BLM UEPI in Case C.

Although the universal BLM EPD based on tradi-
tional couplers can extend the range of the radiation
beam angles, it suffers from two main defects: a) phase
intervals between adjacent output ports are fixed inher-
ently; b) the beams of the antenna fed by BLM EPI are
not symmetrical about the vertical axis of θ = 0◦.

In order to solve the defects of BLM EPI, the restric-
tions of the forward and reverse phase differences for
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couplers A1 (or A2) should be broken. According to for-
mula (2), it can be obtained that the situation of Ai + Ai’
�= 180◦ needs to be considered, which means A1 (or A2)
and A1’ (or A2’) could be designed flexibly and arbitrar-
ily. The relationships between δ 1 ′ and δ 4 ′ in (2d) are
re-defined as

δ4′=A
′
2

/
2. (4)

The phase intervals between two output ports with
adjacent beams can be calculated by [11]:

Δδ3′−Δδ1′=Δδ4′−Δδ2′=A1
/

2+A1
/

2−180◦
Δδ2′−Δδ3′=−(A1

/
2+A1

/
2
) . (5)

From (5) we can see that the phase intervals are no
longer constant at 90◦. That is, the phase differences of
the BLM with unequal phase interval (UEPI) δ 1 ′ rele-
vant to A1 (or A2) and δ 4 ′ relevant to A1’ (or A2’) could
be designed independently and respectively. For simpli-
fication, assume that A3 and A4 is 90◦. Then combining
(2), (4), and (5), the design equations could be derived as⎧⎪⎪⎪⎨⎪⎪⎪⎩

δ1′=−A1
/

2
δ2′=A2

/
2+2B1

δ3′=−A2
/

2−2B2

δ4′=A
′
2

/
2

. (6)

Take a BLM UEPI as Case C, with A1 = A1’ = A2 =
A2’ = 130◦, A3 = A4 = 90◦, and B1 = B2 = 25◦ for exam-
ple; this would produce phase differences of -65◦, 115◦,
-115◦, and 65◦ under the excitation of P1’∼P4’. A sym-
metrical distribution relationship appears for the array
patterns of this BLM UEPI, as illustrated in Fig. 4 (b).

C. Design procedures of the N×N BLM

In general, we extend the design schemes to the
N×N BLM with N = 2n input or output ports. There are
n-stage coupling structures, each stage of which includes
N/2 coupling networks. The phase differences of the out-
put ports are recorded as δ 1′∼δ N ′ . On the basis of with
the constructions and analysis cases, the properties of the
proposed BLM based on four-port GCNs have been sum-
marized in the following:

a) All the coupling structures on the first stage have
the same positive and negative output phase differences
to achieve equal phase differences.

b) The relationship between δ 1′ and δ N ′ is deter-
mined by the sum of the positive and negative output
phase differences coupling structure on the first stage.
The relationships of δ 1′∼δ (N/2−1)′ and δ (N/2)′∼δ N′ are
relevant to the sum of the positive and negative output
phase differences coupling structure on stage 2∼n.

c) The coupling structures on the first stage have
been designed as four-port GCNs, and those on the sec-
ond to the nth stages are 90-degree hybrids. The phase
differences of the BLMs would be carried out according
to the analysis and iterations.

III. SIMULATION AND EXPERIMENT

A. Circuit constitution

The parameters of the proposed 4×4 BLM are set up
according to equations (2) to (6), distributed on Ro4730
with the relative permittivity 3.0 and loss tangent 0.002.
The overall circuits are distributed on three layers, as
shown in Fig. 5, the middle of which acts as the ref-
erence ground, and the thickness between each layer is
represented as h = 30 mil. The BLM consists of two
multi-layer couplers, two phase shifters, and two filter-
ing GCNs, skipping the crossover. All the units of the
BLM will be introduced respectively.

The couplers in the first stage are branch line cou-
plers (BLC) with two sections. The circuits on the top
layer and those on the bottom layer are symmetrical
about the ground. Each layer of the BLC has two trans-
mission lines, possessing impedance Z1 and electrical
length θ = λ /4, and three stubs, with impedance and
electrical length of (Z2, θ ) on either side and (Z3, θ )
in the middle. The end of the three stubs on Layer 1
is connected with those on Layer 3 by metal vias pass-
ing through the ground. Owing to the symmetric struc-
ture of the proposed coupler, the scatting parameters can
be analyzed and calculated by the even- and odd- mode
theory.

(a) (b)

Fig. 5. (a) Schematic and (b) cross section of the BLM.

The couplers in the second stage are GCNs, which
are composed of power dividers, phase-shifting struc-
tures, and filtering switches. The circuit parameters of
the multistage coupled-line structure and lumped ele-
ments in the filtering SPDT switch can be obtained based
on the analysis of the equivalent circuit model by trans-
forming transmission line sections into J-inverters. The
capacitors C2∼C4 are shorted with metal vias into the
ground plane on Layer 2 for the DC terminal. Then the
GCN shows a forward phase difference of A and reverse
phase difference of A’ when different signal paths of the
SPDT are switched on. The phase control units provide
phase shifts of A and A’ for the forward and reverse phase
differences of GCN, respectively.

The three-layer topology of the proposed 4×4 BLM
has inherent isolation for different paths so that the num-
bers of crossovers are decreased.
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(a)

(b)

Fig. 6. Schematics of the 4×4 BLM: (a) 3D layout and
(b) top view with physical parameters.

B. Simulated and measured results

A 4×4 BLM working at 4.9 GHz with unequal
phase intervals and equal phase differences has been
designed and simulated by employing design parame-
ters of A1 = A2 = 60◦, A3 = A4 = 90◦, and B1 = B2 =
60◦. The 3D layout and top view of the multi-layer cir-
cuit have been shown in Fig. 6, of which each unit is
designed as mentioned before. Considering the BLM is
arranged symmetrically to the horizontal central line,
performances of the BLM when P1’ (or P2’) is excited
are the same as those under the excitation of P4’ (or P3’).
A coupler working at 4.9 GHz and relative bandwidth of
40% is designed and optimized by employing the full-
wave EM simulator.

The simulated S-parameters and the phase proper-
ties of both the first coupling network as BLC and the
second coupling structure of GCN are displayed in Fig. 7
[11]. The physical parameters of the BLC are shown in
Fig. 6 when Z1 = 42.6 Ω, Z2 = 113 Ω, and Z3 = 62.6
Ω. Besides, the metal ground of Layer 2 is hollowed out

Fig. 7. Simulated S-parameters and phase differences of
the coupling networks in (a) first stage and (b) second
stage.

around the vias to avoid earth short. The proposed GCN
is composed of two power dividers, two phase shifting
structures, and two filtering SPDT switches with C1 and
C2 being 0.3 pF, C3 being 0.2 pF, and C4 being 1 pF.
The diodes D1∼D4 employ SMP1345-079LF (with Ls =
0.7 nH, RON = 2 Ω, and COFF = 0.15 pF). The capaci-
tors and resistors are implemented in 0402 and 0603 size
respectively. Besides, both the forward and reverse phase
differences are around 60◦, breaking the limitation A + A’
= 180◦ of normal BLC.

The fabricated BLM, as illustrated in Fig. 8 work-
ing at 4.9 GHz employs the design parameters of A1 =
A2 = A1’ = A2’ = 60◦, A3 = A4 = A3’ = A4’ = 90◦, and
B1 = B2 = 60◦. In Fig. 9, the simulated and measured
phase shifters of the BLM have been illustrated. In the
simulated phase shifters of the 4×4 BLM with P1’∼P4’
excited respectively, there is flexible phase differences

Fig. 8. Photograph of the fabricated BLMs.
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Fig. 9. Simulated and measured phase differences
between adjacent output ports of the 4×4 BLM with P1’-
P4’ excited.

of δ 1 ′ = -30◦, δ 2 ′= 150◦, δ 3 ′ = -150◦, and δ 4 ′ = 30◦.
While forming the measured results of the BLM, the
phase differences at 4.9 GHz are about -32.7◦∼ -27.6◦,
145.5◦∼ 151.4◦, -161.2.4◦∼ -151.8◦, and 17.9◦∼ 25.0◦
with P1’∼P4’ excited, respectively.

Figure 10 shows the simulated and measured S-
parameters of the BLM. As we know, the input ports
P1’ and P4’ of the proposed BLM are symmetric; so
are P2’ and P3’. Thus, only the experimental results
under the excitation of P1’ and P2’ are presented in this
case. According to the simulated scatting parameters, the
bandwidth of the 4×4 BLM (with S11, S22, S33, and S44
below 15 dB) is about 0.9 GHz (18.4%) ranging from 4.4
GHz to 5.3 GHz. As for the experimental results mea-
sured by the Vector Network Analyzer, the return losses
and isolations are better than 11 dB for the working band
from 4.4 to 5.3 GHz. When P1’ is excited, the measured
transmission coefficients from P1’ to P1∼P4 are -9.6∼-
7.5, -8.6∼-7.8, -10.0∼-9.5, and -9.9∼-9.1 dB. When P2’
is excited, the measured transmission coefficients of S12’,
S22’, S32’, and S42’ are -9.6∼-7.5, -8.6∼-7.8, -10.0∼-9.5,
and -9.9∼-9.1 dB.

C. Beam steering of AA with proposed BLM

The radiation pattern has been calculated with the
simulated and measured results in the previous sections.
Figure 11 reveals that the normalized measured radia-
tion beams point to -8.5◦ for the input port P1’, 42.7◦
for input port P2’, -45.3◦ under the excitation of P3’, and
7.9◦ when P4’ excited. The beams show symmetry dis-
tribution with respect to the vertical axis, consistent with
the desired effect.

(a)

(b)

Fig. 10. Simulated and measured S-parameters of the
4×4 BLM with (a) P1’ and (b) P2’ excited.

Fig. 11. Radiation patterns of linear antenna array fed by
the proposed 4×4 BLM with measured results.

IV. CONCLUSION

In this paper, a universal topology of the filtering-
integrated BLM with arbitrary phase phases has been
proposed in three-layer construction. The 4×4 BLM
operating at 4.9 GHz were designed, fabricated, and
measured, exhibiting a bandwidth about 18.4% and a
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compact size of 1.2×2.3 λ g
2. The proposed BLM pos-

sesses such characteristics as compact size, filtering inte-
gration, wide working band, and flexible phase differ-
ences. It is worthy for further application to smart anten-
nas and wireless communications.
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Abstract – For microwave radiometer calibration, higher
main beam efficiency reduces interference from environ-
mental brightness temperature (BT). A key challenge for
high-frequency microwave sounders is achieving high
main beam efficiency with limited mirror size. Although
efficiency has improved to around 95-98%, there is still
room for improvement. This study investigates the main
beam efficiency of ground-based radiometer antenna sys-
tems, considering feeders with different radiating qual-
ities and mirror conditions. A quasi-ellipsoidal mirror
with feeders operating at multiple discrete frequencies is
designed to optimize the optical path for microwave cal-
ibration. The key focus is transmission efficiency, which
affects BT leakage. Numerical results for various feed-
ers are compared - straight wall corrugated horns with
98.2% Gaussian content, dual-mode horns with 98.5%,
curved wall corrugated horns with 99.8%, and ideal
Gaussian beams - highlighting achievable transmission
levels in different polarizations with different feeders.
Design curves for the high main beam efficiency quasi-
optical reflector antenna system are provided. Such infor-
mation is beneficial and of direct referencing value for
practical radiometer reflector antenna designs.

Index Terms – Brightness temperature leakage,
microwave radiometer calibration, quasi-optical reflec-
tor antenna.

I. INTRODUCTION

The microwave radiometer payload performs an
important part in remote sensing techniques for moni-
toring the earth environment from surface to atmosphere
[1, 2]. As the radiometer payloads passively detect weak
and non-coherent thermal radiation from the earth envi-
ronment, its antenna needs high gain, low side-lobe char-
acteristics [3]. Thus, reflector antennas are often used in
microwave radiometer systems.

The quasi-optical (QO) reflector antenna [4, 5] is a
kind of compact reflector antenna which is suitable for
applications of microwave sounders. It is based on opti-
cal system design ideas, where electromagnetic waves
propagate in the form of a Gaussian beam in free space,

and the width and curvature of the Gaussian beam can
be controlled by the mirror, lens and other devices. A
well-designed QO reflector antenna leads to less leakage,
which is significant in radiometer applications.

Specifically in the calibration process, which is
vital for radiometer quantitative observation, the leakage
from the reflector antennas is an important factor, which
should be suppressed as much as possible [6–11]. As
can be found in the reported microwave radiometer pay-
loads [6, 7, 9, 11], achieved main beam efficiency is at a
level of 0.95∼0.98. Comparatively, the emissivity level
of a modern calibration target is 0.999∼0.9999, which is
another source of leakage disturbing calibration accuracy
[12–14]. It can be concluded, leakage from the reflector
antenna is a significant factor contributing to calibration
error, as it leads to the notable intrusion of background
brightness temperature (BT) which is generally hard to
control or accurately model.

To minimize the leakage caused by reflectors, main
beam efficiency needs to be further improved. However,
there are no design guidelines specifically for achieving
high main beam efficiency in QO reflector antennas. Dur-
ing designing a low-leakage QO antenna for a ground-
based radiometer calibration test system with accuracy
demands, the authors developed a set of prototypes with
various levels of feeder performance, which leads to a
comprehensive database for the quantitative conclusion
for low-leakage design. In this work, the authors will
demonstrate the quantitative analysis with further con-
siderations of factors such as reflector size and polariza-
tion, forming a direct reference for designers of radiome-
ter reflector antennas.

II. FORMULA DEFINITION

In this work, the authors utilized the factor of Gaus-
sian content, which is the similarity level between horn
antenna fields and the pure Gaussian fields of funda-
mental mode [15, 16], to govern the performance of the
feeder. To further improve calibration accuracy, it is sig-
nificant that the QO reflector antenna [17] can be with
a main beam efficiency notably higher than the current
level of 0.95∼0.98. High main beam efficiency is linked
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to the Gaussian content of the feeder horn, which is a
qualitative acknowledgement. However, it is of practi-
cal referencing value if the quantitative reference can be
given, including both the factors of feeder Gaussian con-
tent and reflector size.

In this section, the authors will give specific defini-
tions of Gaussian content and main beam efficiency in
this analysis.

A. Gaussian content

Gaussian fundamental mode scalar field distribution
can be expressed as:

u(�r,ω0,z) =
ω0

ω(z)
exp( jϕ0)exp(

− jk0r2

2q(z)
). (1)

�ris the transverse position vector diameter perpen-
dicular to the propagation direction, �r = xx̂ + yŷ, r =√

x2 + y2, z is the propagation distance along the propa-
gation direction (z-axis). z is 0 at the waist of the Gaus-
sian beam (radius of the waist ω0):

ω(z) = ω0

√
1+(

λ0z
πω2

0
)2, (2)

q(z) =
jπω2

0
λ0

+ z = (
1

R(z)
− jλ0

πω2(z)
)−1, (3)

R(z) = z(1+(
πω2

0
λ0z

)2). (4)

For the main polarization fieldEcol(r) of the horn
antenna, which is based on CST, the Gaussian content
can be obtained at the radiation interface:

C(ω0,z)=

∣∣∫ u(�r,ω0,z)Ecol∗(r)ds
∣∣2∫

u(�r,ω0,z)u∗(�r,ω0,z)ds
∫

Ecol(r)Ecol∗(r)ds
.

(5)
Figure 1 (a) shows the field Ecol(r)(dB) in CST and

Fig. 1 (b) shows the field Ecol(r) (linear) in our field anal-
yses.

(a) (b)

Fig. 1. Main polarization fieldEcol(r) of the horn
antenna.

B. Main beam efficiency η and leakage

If a sufficiently large cross-section Ainc is taken near
the front of the feed opening, the edge field is attenu-
ated significantly. The field distribution on the interface

is Einc, Hinc, and the incident power is obtained by inte-
grating the surface flux of the Poynting vector:

Pinc =
1
2

∫
Ainc

(�Einc × �Hinc) · n̂ds. (6)

After passing behind the mirror far enough (across
the observation area), take a cross-section Aout equal to
the size of the reflector, define the exit field distribu-
tion of the cross-section as Eout , Hout , and obtain the exit
power by integrating the surface flux of the Poynting vec-
tor:

Pout =
1
2

∫
Aout

(
�Eout × �Hout

)
· n̂ds. (7)

Main beam efficiency η (power transfer efficiency)
is defined as:

η = Pout/Pinc. (8)
Power transmission leakage is defined as:

leakage = 1−η . (9)

Fig. 2. Main beam efficiency η analysis scenario.

III. RESULTS AND COMPARISONS

In this part, the authors introduce the different kinds
of feed horns used in QO antenna, and main beam effi-
ciency is compared in different conditions.

The horn antennas here include the common horns
which are often used in radiometer antenna system, such
as the curved wall corrugated horn, the linear wall cor-
rugated horn and the dual-mode horn [18, 19]. The far-
field and near-field information of the reflector antenna
are given, which can visually show the leakage of the
reflector. Simulation value of main beam efficiency is
discussed with different frequencies, polarization, kinds
of feed horns and size of reflectors, which is significant
to the design of radiometer reflector antenna system.

A. Horn antennas

This part introduces the structure and performance
of feed horns which are often used in radiometers with
three frequencies of 54, 89 and 118 GHz. The types of
the feeders are the curved wall corrugated horns, lin-
ear profile corrugated horns and dual-mode conical horns
(dual-mode horn is only designed in 89 and 118 GHz).
Taking the design of 89 GHz frequency as an example,
the typical structure of the feeds is shown in Fig. 3.
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Fig. 3. 89 GHz feed horns.

The far-field pattern of the feed horn of each fre-
quency is shown in Figs. 4–6. These feed horns can get
a pretty good performance in far-field pattern that the
side-lobe level is below -35 dB. It is worth noting that
that far-field pattern of the curved wall corrugated horn
rapidly rolls down with θ , which is important for a high-
performance radiometer reflector antenna.

Fig. 4. 54 GHz far-field pattern. Red lines mark the angu-
lar coverage of the QO reflector with cross-section radius
L = 0.1 m, and the distance Zc from the feed Gaussian
waist position to the center of the reflector is 0.155 m.

Fig. 5. 89 GHz far-field pattern.

Fig. 6. 118 GHz far-field pattern.

As shown in Table 1, the Gaussian parameters of
all feed horns at the three frequencies are summarized.
The curved wall corrugated horn has the highest Gaus-
sian content level of more than 99.5%, the straight wall
corrugated horn and the dual-mode horn have a Gaussian
content around 98.5%.

Table 1: Gaussian parameters of the feed horn
Feed Horn ω0/λ Gaussian

Content

Tanh&linear profile
corrugated horn (54 GHz)

1.43±0.02 99.85%

Linear profile corrugated
horn (54 GHz)

1.43±0.02 98.35%

Tanh&linear profile
corrugated horn (89 GHz)

1.43±0.02 99.8%

Linear profile corrugated
horn (89 GHz)

1.43±0.02 98.2%

Dual-mode horn (89 GHz) 1.43±0.02 98.8%
Tanh&linear profile

corrugated horn (118
GHz)

1.64±0.02 99.7%

Linear profile corrugated
horn (118 GHz)

1.64±0.02 98.2%

Dual-mode horn (118
GHz)

1.64±0.02 98.5%

B. Reflectors of different sizes

Information on the sufficient size of reflector for
achieving a specific main beam efficiency is generally
interesting for radiometer antenna designers. To con-
clude that information, the reflector instance is set to
be with different truncated sizes for expanding the data
range. Specifically, as shown in Fig. 7, L refers to the
cross-section size of reflector and ω(zc) refers to the ideal
Gaussian beam waist radius when the beam propagates
to the center of the mirror, so that the relative size of
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the reflectors can be understood as L/ω(zc). Our analysis
of main beam efficiency includes five sizes of reflectors,
which can help examine the relationship between main
beam efficiency and the relative size of reflectors.

Fig. 7. Relationship between ω(zc) and L.

C. Comparison of reflected fields in far-field and
near-field

In this section, the authors showcase the reflected
fields of 89 GHz, to help understand the phenomenon of
reflector leakage. To the author’s knowledge, the most
important reason for reflector leakage is insufficient size
of reflector for covering the diffusing fields from the
small-aperture feeder. Meanwhile from the view of feed-
ers, the ability to suppress wasted radiation in far off-
axes angles is important for achieving high main beam
efficiency. In the analysis, there are three different feed-
ers - straight wall corrugated horn, dual-mode horn and
curved wall corrugated horn - which have different levels
of Gaussian content related to far off-axes side-lobe per-
formance. Considering a relatively small reflector size
(L = 0.1 m), one can easily see the power leakage
in the 3D far-field pattern in Fig. 8, referenced with a
pure Gaussian beam illumination. The Gaussian beam
and curved wall corrugated horn cause less power leak-
age, while the straight wall corrugated horn can cause
obvious power leakage.

Figure 9 shows how power transmission leakage
occurs at 89 GHz. Specifically, the reason is the rela-
tive size between the beam width and the reflector. With
the increase of Gaussian content level, leakage obvi-
ously decreases, which shows the significance of Gaus-
sian content level of feed horns in radiometer reflector
antennas. The normalized reflected electric fields of 89
GHz are shown in Fig. 10. We can see that the reflected

Fig. 8. 89 GHz normalized far-field pattern (from 0 to -
70 dB [20]).

Fig. 9. 89 GHz near-field plane (from 0 to -70 dB [20]).

fields of Gaussian beam have the characteristics of power
focusing and edge attenuation. The reflected fields of the
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Fig. 10. 89 GHz normalized reflected electric fields
amplitude (dB), considering the reflector with a cross-
section radius L = 100 mm, which leads to η notably
higher than 0.99.

curved wall corrugated horn are similar to the reflected
fields of the Gaussian beam, while the reflected fields of
the straight wall corrugated horn have poor beam qual-
ity, which means the straight wall corrugated horn (with
a Gaussian content about 98.2%) will have a relatively
bad performance in radiometer reflector antenna appli-
cations.

When further calculating main beam efficiency η
using equations (7) and (8), the direct integrated phys-
ical optics (PO) algorithm is used, as it will not intro-
duce numerical influences caused by the iterative solv-
ing process of the full-wave MLFMA (multi-layer fast
multi-pole algorithm) of FEKO. However, as the diffrac-
tion algorithm is not included, the PO calculated fields
do not contain the edge diffraction effects. Therefore, a
method investigation has to be made on whether the edge
diffraction effect is notable in the main area of consid-
ered parameter region.

Specifically, the authors compared the reflected
fields by their PO and FEKO solvers (Fig. 11), in the
case of the 89 GHz straight wall corrugated horn, and
L/w(z) = 2.167 (L = 0.075 m). In this case, η is around
99%, which is the main parameter region where investi-
gations are focused.

For the first comparison, the authors took a cross-
section aperture of 0.2 m. The reflected fields are shown
in the 40 dB dynamic range (Fig. 12), and the correla-
tion between FEKO results and results from our program
is above 0.999, as shown in Fig. 12. Thus, the PO cal-
culation gives accurate results in the main-beam area.
Further, in order to find field leakage caused by edge
diffraction off the main-beam path, the authors took a
larger cross-section area of 0.6 m. The reflected fields are
shown in the 40 dB dynamic range and 60 dB dynamic
range in Fig. 13. It can be observed that, for the weak

Fig. 11. Configuration of reflected fields calculation by
FEKO (full wave MLFMA) left, and by our program
based on physical optics (PO) right.

Fig. 12. Comparison between reflected field results of
straight wall corrugated horn at 89 GHz in cases of
parallel-pol and vertical-pol reflection (correlation effi-
ciency between results by the two methods achieves a
level of 0.999).

diffracted pattern away from the main-beam path, there
are indeed differences in the two sets of results. How-
ever, the fields in the pattern-differed area are very weak
compared to those in the main-beam area. Therefore, PO
calculation is sufficient for field and further main beam
efficiency analysis for cases of η>99%, without consid-
ering edge diffraction. However, it should be noted that,
when reflected fields investigation is performed when η
is notably lower, (0.95∼0.98), edge diffraction should be
included in the analysis.

Fig. 13. Comparison of reflected field results by FEKO
and PO: 89 GHz reflected fields of straight wall corru-
gated horn, parallel-pol and vertical-pol reflection (40 dB
dynamic range, upper row, and 60 dB dynamic range,
lower row).
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D. Main beam efficiency

Next, the achieved main beam efficiency is calcu-
lated and analyzed in considered feeders at different fre-
quencies of different beam waist radius and reflectors of
different sizes. Figure 14 quantitatively shows the feed-
ers with Gaussian content of about 98.5% and 99.5%,
whose main beam efficiency changes with the relative
size of the reflector. The vertical ordinates of Fig. 14
are main beam efficiency, and the horizontal ordinates
are relative size of reflector (normalized by the equiv-
alent beam waist radius of the propagated fields at the
reflector). Main beam efficiency rises with Gaussian con-
tent. For example, Gaussian content of the pure Gaussian
beam and curved corrugated horn are similar, and their
main beam efficiency curves are similar too. Equally,
the dual-mode horn antenna and linear profile corrugated
horn show the same regularity.

A common horn antenna with 98.5% Gaussian con-
tent needs L≈3ω(zc) to attain a high main beam effi-
ciency of 99.5%. This is important in the design of
radiometer reflectors.

 

Fig. 14. Counted main beam efficiency η (parallel-pol
and vertical-pol).

E. Leakage

Power transmission leakage can be obtained by main
beam efficiency η from Fig. 14. Figure 15 shows the
leakage when different horns irradiate different sizes of
reflector antenna systems. In order to facilitate observa-
tion and analysis, a logarithmic scale is used in Fig. 15.
After averaging the leakage of Gaussian beam and
curved wall corrugated horns, we have a clearer insight
on the leakage information shown in Fig. 16.

Regarding practical applications in radiometer sys-
tems, leakage of the QO reflector antenna is becoming
notable for achieving a high-accuracy BT transfer, as
progress in other factors have been made in recent years
[6, 7, 9, 11]. For example, leakage from the calibration
target can be reduced to a level of 0.0001 (emissivity>40
dB), while leakage from the reflector can be at a level
over 0.01 (η<0.99, from the reported radiometer pay-
loads design). The results of this work clearly indicate
that achieving Gaussian content in the feeder (or QO
feeder network) fields to the state-of-the-art level is of
practical significance. This is particularly important for
enhancing main beam efficiency when reflector sizes are
limited.

  

 

Fig. 15. Counted main beam efficiency η (parallel-pol
and vertical-pol).
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Fig. 16. Leakage of the reflector antenna (curve fitting,
parallel-pol and vertical-pol).

F. Additional fabricated Ka-band instance

It is interesting and important that the curves in
sections III D and E are of reference value to general
QO designs. Therefore, in this section, a fabricated Ka-
band feeder and its paired QO reflector are considered
as in Fig. 17 (a). The feeder is a typical straight wall
corrugated horn antenna, and it shall be noted that the
Ka-band is out of the range of data instances in section
III. The aperture fields of the Ka-band feeder are tested
in Figs. 17 (b) and 18 (a). The reflected fields (parame-
ters listed in Table 2) are calculated to show the achieved
main beam efficiency, for comparison with concluded
curves in section III.

Table 2: QO design parameters
Parameter Length/m

cross-section of reflector (L) 0.1
radius of curvature 1 (R1) 0.137
radius of curvature 2 (R2) 0.512

incident distance (din) 0.13
exit distance (dout ) 0.287

In the specific calculation of main beam efficiency,
the equivalent waist radius of the tested field was deter-
mined to be 1.08λ . From this, the beam waist radius at
the reflector was calculated to be 4.25λ . Subsequently,

 

 

 

Fig. 17. The considered fabricated Ka-band straight wall
feeder antenna and its aperture field testing configura-
tion. (a) Feeder antenna and its paired QO reflector and
(b) aperture field testing configuration (planar field scan-
ning). (Feeder antenna and testing facility provided by
the microwave engineering laboratory in Beihang Uni-
versity.)

 

(a) (b) 

Fig. 18. (a) Tested fields of the Ka-band feeder and
(b) computation configuration for the reflector reflected
fields.

the reflected fields were computed (see Figs. 18 (b)
and 19) to evaluate the main beam efficiency. The results
are presented in Fig. 20, where a comparison with the
curves derived in section III is made. As shown in
Fig. 20, the results exhibit good agreement with the pre-
viously concluded curves. This example demonstrates
that the curves presented in section III have practical ref-
erence value for typical QO designs.
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Fig. 19. Reflected fields in two polarization cases.

Fig. 20. Counted main beam efficiency results based on
the tested Ka-band feeder aperture fields, and compari-
son with concluded curves based on 54 GHz/89 GHz/118
GHz feeders.

IV. DISCUSSION

This study is driven by the need to improve QO
reflector main beam efficiency, which is becoming a
notable obstructive factor in improving radiometer cal-
ibration accuracy. Compared with reported main beam
efficiency level at 95∼98% in applied radiometer pay-
loads, this study investigates the strategy to achieve main
beam efficiency higher than 99%, and that (η∼99%)
may be still not be enough for future requests from
radiometer designers.

This study explores the relationship between power
transmission leakage and reflector antenna design,

considering different frequencies, Gaussian content of
feeds and reflector sizes. Notably, the power transmis-
sion leakage for various frequencies follows a simi-
lar trend. It is clear that, besides the reflector size,
the Gaussian content achieved by the feeder is also
significant.

It is worth emphasizing that the rapid roll-off of the
far-field pattern (feeder) is crucial for pursuing high effi-
ciency at the cutting edge, which is shown for the curved-
wall corrugated horn in Figs. 4–6. As can be found in
Fig. 16, a very large reflector can be used with a 98.5%
Gaussian content feed (straight wall horn or dual-mode
horn), for pursing a 99.9% level of main beam efficiency.
Further, it should also be noted, in the QO systems, beam
propagation from the feeder to the reflector should not
be directly considered as far-field but is a near-field pro-
cess. Reflector leakage is found to be larger than it seems
in the far-field pattern. For example, as shown in Fig. 4,
angular coverage of the reflector with a L = 0.1 m can
be ±33o for the 54 GHz feeder (distance Zc between the
feeder Gaussian waist to the center of reflector is 0.155
m). Out of that angular region, the side-lobes are smaller
than -30 dB for the straight wall corrugated feed (shown
in Fig. 4), but the counted main beam efficiency is 0.996,
which means a leakage notably larger than -30 dB hap-
pens.

The authors present these results to provide a uni-
versal reference for the design of QO reflector antennas
aimed at achieving extremely high efficiency. Figure 14
shows the main beam efficiency values that a common
radiometer reflector antenna can achieve according to
different reflector sizes with different types of feeder
antennas. The instance of Ka-band straight wall cor-
rugated horn conforms the validity of the concluded
curves as a common reference. It is clear that, for
achieving an extremely high main beam efficiency, such
as >0.999, the Gaussian quality of the QO feeder is
significant. For example, if an extremely high perfor-
mance QO reflector antenna is required with leakage
less than 0.001, a reflector with L≥2.5ω(zc) and a well-
designed horn with ηg∼99.5% (Gaussian content) is
necessary.

Although the calculated result of the main beam
efficiency in Ka-band is in agreement with the analysis
results of straight wall corrugated feeders, it is regret-
table that η is not a measured value. When η>0.99,
measuring the main beam efficiency becomes a techni-
cal challenge and requires further methodology devel-
opment. The authors plan to further investigate the high
efficiency QO reflector system (or the QO feed network),
as it becomes significant for improving radiometer cal-
ibration accuracy. However, the investigations should
focus on both the design implementation and the mea-
surement validation.
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V. CONCLUSION

In this paper, the authors analyzed the power trans-
mission leakage of a reflector antenna under different
feed types. The high Gaussian feed horn, characterized
by its rapid roll-off in the far-field pattern, demonstrated
superior performance in this study. Additionally, the
power transmission leakage of the reflector antenna was
quantitatively analyzed across various levels of feeder
performance. These findings are universally applicable
and hold practical significance for the design of high-
performance reflector antennas used in radiometers.
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Abstract – Cavities are strong scattering parts for air-
crafts, while coating the interior surface of cavities
is a general approach for reducing cavity backscatter-
ing. In this paper, the discontinuous Galerkin (DG)
method based on the self-dual integral equation (SDIE)
is employed to efficiently simulate scattering from par-
tially coated cavities. The distance sparse preconditioner
(DSP) is applied to DG-SDIE for speeding up conver-
gence instead of the conventional block-diagonal pre-
conditioner (BDP). An efficient partial coating scheme
is presented. The numerical results of straight cavity, S-
shaped cavity and complex aircraft cavity demonstrate
our coating scheme can achieve similar effect of reduc-
ing backscattering by using smaller coated interior sur-
face regions. Useful conclusions about partially coating
the cavity are summarized.

Index Terms – Coated cavity, discontinuous Galerkin
(DG) method, distance sparse preconditioner (DSP),
self-dual integral equation (SDIE).

I. INTRODUCTION

Scattering from cavity structures often contributes
significantly to the overall electromagnetic (EM) scatter-
ing from aircraft. A major way to reduce EM scattering
from these cavities is to coat their interior surface with
EM absorbing materials. How to efficiently coat the cav-
ity becomes an attractive problem.

Method of moments (MoM) is a powerful tool for
the EM scattering problem [1–3]. The thin coating sur-
face is usually approximated by the impedance bound-
ary condition (IBC) [4]. Formulations of MoM based
on the surface integral equation and IBC were devel-
oped in [5–8]. However, these early formulations suf-
fered from drawbacks of an ill-conditioned matrix. A
robust and efficient self-dual integral equation (SDIE)
was developed for scattering from coated objects [9].
A more efficient formulation was recently developed by
employing the combined field integral equation (CFIE)
and IBC, shortened to C-SDIE [10]. The discontinuous

Galerkin (DG) method was recently applied to C-SDIE
(DG-C-SDIE) to further improve efficiency and flexibil-
ity for simulating scattering from non-uniform or par-
tially coated cavities [11–14].

In this paper, DG-C-SDIE is employed to study scat-
tering from partially coated cavities. A more efficient
distance sparse preconditioner (DSP) is applied to DG-
C-SDIE to replace the conventional block-diagonal pre-
conditioner (BDP) used in [10]. Furthermore, a partial
coating scheme is presented for more efficient coating.
The numerical results of scattering from coated rectan-
gular cavity, S-shaped curved cavity and realistic air-
craft cavity demonstrate that our coating scheme can
achieve the similar effects of reducing backscattering
with a smaller coated surface region. Some useful results
for partially coating a cavity to reduce backscattering are
obtained and shown in section IV.

II. FORMULATION

Consider a coated cavity immersed in free space
with permittivity ε0 and permeability μ0. The cavity is
illuminated by an incident plane wave (Einc,Hinc). Elec-
tric current J and magnetic current M on the cavity sur-
face S can be formulated by the CFIE as:

C(z0J)− 1
2

z0J+ n̂×C(M)− 1
2

n̂×M =−einc− jinc, (1)

where n̂ denotes the outward normal vector of the cavity
surface S,z0 =

√
ε0/μ0, einc = n̂×Einc × n̂, and jinc =

z0n̂×Hinc. Operator C = L+K and operator L and K are
defined as:

L(X) =− jk0

∫
S

(
I +

∇∇
k2

0

)
G(r,r′) ·X(r′)dS′, (2)

K (X) = P.V.
∫

S
∇G(r,r′)×X(r’)dS′, (3)

where G(r,r′) = e− jk0|r−r′|/4π |r-r′| denotes the free-
space Green’s function with wavenumber k0 and P.V.
stands for the Cauchy principal value integration.

On the other hand, IBC can give the following rela-
tion between J and M as:

zsz0J = n̂×M. (4)
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[
C− 1

2 −
√

zs n̂×C
(√

zs
)− √

zs
2 n̂× I + n̂× I

−n̂×C+ 1
2 n̂× I −√

zsn̂× I C
(√

zs
)− √

zs
2 −1

][
J̃
M̃

]
=

[ −einc − jinc(−einc − jinc)× n̂

]
. (5)

It should be noticed that zs is the normalized surface
impedance of the cavity. Combining equations (1) and
(4) and replacing J and M with J̃ = z0J and M̃ = M

/√
zs

yields the C-SDIE equation (5).
According to the DG method, J and M are expanded

with the RWG basis or half RWG basis g. The elec-
tric or magnetic current continuity between nonconfor-
mal meshes is inherently guaranteed by translating the
term in the integral equation involving operator L into
the following four terms [14]:∫

S
gm ·L(gn)dS =− jk0

∫
S

∫
S′

gm ·gnGdS′dS

+
j

k0

∫
S

∇ ·gm

∫
S′

∇′ ·gnGdS′dS− j
k0

∫
S

∇ ·gm

∫
C′

t̂n

·gnGdC′dS− j
k0

∫
C

t̂m ·gm

∫
S′

∇′ ·gnGdS′dC, (6)

where m, n are the number of the edges, g denotes either
RWG basis or half RWG basis, and t̂ denotes the unit
normal vector of the boundary edges.

It is found that the BDP used in [10] does not work
well for a partially coated cavity. We here apply a sim-
ple and efficient preconditioner DSP to DG-C-SDIE. The
entries of DSP matrix are:

Pi j =

{
Mi j

∣∣ri − r j
∣∣≤ 0.3λ0

0 elsewhere , (7)

where ri and r j represent the location of the testing and
bases elements and λ0 is the free space wavelength.

III. NUMERICAL RESULTS

In the following numerical experiments, the multi-
level fast multipole algorithm (MLFMA) [15] is applied
to reduce CPU time and memory requirement.

A. Coating scheme

To efficiently coat the cavities, we first should select
a suitable normalized surface impedance zs of the coat-
ing. According to [4], when the EM wave is vertically
incident on the coating, the surface impedance zs of the
coating can be equivalent as:

zs =

√
εr

μr
tanh( jk0d

√
εrμr), (8)

where d is the thickness of the coating, εr and μr are rel-
ative permittivity and relative permeability respectively,
and k0 is the wave number in free space. The impedance
boundary condition typically assumes a small tangential
electric field and, therefore, the equivalent impedance
at vertical incidence is generally regarded as a bound-
ary approximation. The effectiveness of the impedance
boundary condition has been extensively studied [14,
16]. To make a preliminary assessment of the wave-
absorbing performance of coatings with different thick-
nesses, the following reflection coefficient formula for a

normally incident semi-infinite space is commonly used
for estimation:

R=
∣∣∣∣1− zs

1+ zs

∣∣∣∣ . (9)

In this paper, a real EM absorbing material with rela-
tive permittivity of (18.4, -1.09j) and relative permeabil-
ity of (1.6, -1.67j) is used. The relation between reflec-
tivity R and thickness of the coat d is shown in Fig. 1,
where λ is the wavelength of absorbing material. The
thickness of 0.117λ , 0.17λ and 0.21λ are chosen respec-
tively as three coating cases (I, II, III) of the absorbing
capacity from weak to strong. The normalized surface
impedances are equivalent as (0.2819, 0.175j), (0.4936,
0.1302j) and (0.5927, -0.0396j), respectively.

Fig. 1. Relationship between reflectivity and the thick-
ness of a coating with relative permittivity of (18.4, -
1.09j) and relative permeability of (1.6, -1.67j), where
λ is the wavelength in absorbing material.

Our coating scheme is as follows. When the fre-
quency of the EM wave is higher than the cutoff fre-
quency of the cavity dominant mode, the EM wave can
enter the cavity. We coat the cavity interior surface area
directly illuminated by the EM wave incident in all con-
cerned angles. To further reduce the coated region, we
can neglect the part which is illuminated by the EM wave
incident in a small angle range and coat the part which is
illuminated by the EM wave incident from a large inci-
dent angle range.

When the frequency of the EM wave is lower than
the cutoff frequency of the cavity, the EM wave cannot
enter the cavity. Therefore, we coat the external surface
of the cavity.

B. Performance of DSP preconditioner

The numerical example is a partially coated rect-
angular cavity whose dimension is 1m × 1m × 2m and
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Table 1: Comparison of numerical performance of NoP, BDP, DSP for the cavity in Fig. 2, where the degree of freedom
is 5709

Memory for

PreC (MB)

CPU Time for PreC

(s)

Iteration

Number

Iteration

Time (s)

Total Time

(s)

NoP —- —- 76 23.14 23.14
BDP 3927 1468.89 21 10.85 1479.74
DSP 277 6.62 16 5.79 12.41

Fig. 2. Rectangle cavity with coated interior surface
(impedance zs = 0.2819 + 0.175 j) and perfect electric
conducting (PEC ) external surface.

thickness is 0.1 m, shown in Fig. 2. The interior surface is
an IBC boundary with impedance zs = 0.2819+ 0.175 j
and the external surface is a perfect electric conduct-
ing (PEC) material. The cavity is illuminated by a plane
wave of 300 MHz, propagating in the x-direction with
the electric field polarized in the z-direction. The cavity
is divided into 11 subdomains to speed up the inverse
of BDP preconditioner. Each subdomain is discretized
independently with mesh size λ/10. The degree of free-
dom (DoF) of the cavity is 5709, with 3366 DoFs for the
external cavity surface and 2343 DoFs for the interior
cavity surface. The numerical performance of no precon-
ditioner (NoP), BDP and DSP are shown in Table 1. The
bistatic RCS and iteration convergence history are shown

(a)

Fig. 3. Continued.

(b)

Fig. 3. (a) Bistatic VV-polarized RCS and (b) iteration
convergence history for the cavity in Fig. 2, applying dif-
ferent preconditioners.

in Fig. 3. From Table 1 and Fig. 3, we can observe that,
compared with BDP, DSP has a little faster convergence
speed but saves considerable time and memory for con-
structing the preconditioner matrix. Obviously, DSP is
more efficient when dealing with the coated cavity prob-
lem with larger DoFs.

C. Coated straight cavity

The EM scattering properties of a partially coated
straight cavity are first investigated. Let us consider a
rectangular cavity with an interior surface of 1m×4m×
8m and a thickness of 0.1 m, as shown in Fig. 4. The sur-
face impedance of coating is chosen as (0.2819, 0.175j).
The RCS calculation angle is 60∼90 degrees in the θ -
direction and ϕ = 0.

For a straight cavity, the entire cavity interior sur-
face can be illuminated directly by the EM wave from
our incident angle range. According to the surface area
illuminated by EM waves in different incident angular

Fig. 4. Parameters of the rectangular cavity (unit: meter).
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ranges, the interior surface of the cavity can be divided
into four surface regions, as shown in Fig. 5 (a). The
blue region is illuminated by an incident angle range of
60∼90 degrees, the azure region by an incident angle
range of 70∼90 degrees, the green area by an incident
angle range of 80∼90 degrees and the yellow area by
a much smaller incident angle range. For the straight
cavity, coating the directly illuminated area is equivalent
to coating the entire interior surface. According to our
coating approach, three schemes are presented to further
reduce the coated area, as shown in Fig. 5 (b). Scheme I
coats the three regions of the blue, azure and green area;
Scheme II coats the two regions of the blue and azure
area; Scheme III only coats the blue region. We calculate
the monostatic VV-polarization RCS of the PEC cavity,
the cavity in which the total interior surface is coated
(total coating), and the cavity coated by Scheme I, II and
III at frequency f = 600 MHz.

Let us take the total coating as an example. The DoF
of the cavity is 245709 with 128406 DoFs for the exter-
nal cavity surface and 117303 DoFs for the interior cav-
ity surface. The results are shown in Fig. 6. From Fig. 6,
we see Scheme I has similar RCS reduction with the total
coating. Scheme II also has comparable RCS reduction
with the total coating, except for a little higher RCS at
80∼90 degrees. Scheme III has similar RCS reduction
with total coating at the angle range of 60∼75 degrees,

(a)

(b)

Fig. 5. The four regions illuminated by the EM wave
from different angular ranges in the θ direction and (b)
the three partial coating schemes (red area is coated and
the unit is meter).

(a)

(b)

Fig. 6. (a) Monostatic VV-polarization RCS of PEC cav-
ity in which the total interior surface is coated and (b)
cavity coated by three schemes in Fig. 5 (b), at a fre-
quency of 600 MHz.

but less RCS reduction at the angle range of 75∼90
degrees, as we expected.

Next, we calculate the scattering from the above
coated rectangular cavity at frequency of 15 MHz lower
than the cavity dominant mode cutoff frequency of 37.5
MHz. The monostatic RCS of this coated cavity are
shown in Fig. 7. As we expect, coating the interior sur-
face of cavity cannot reduce RCS at all. For this case,
coating the external surface of the cavity is the only way
to reduce RCS.

D. Coated S-shaped cavity

We further investigate the EM scattering properties
of the coated S-shaped cavity, which is widely used in
the air inlet of stealth aircraft. As shown in Fig. 8, the
model is a double S-shaped cavity with thickness 0.1 m
and the specific parameters of the interior surface are as
follows. The two S-shaped regions are 4.5 and 3.5 m long
and offset distances in bending direction are 1.4 and 0.6
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Fig. 7. Monostatic VV-polarization RCS of a PEC cav-
ity in which the total inner and partial inner surface is
coated, and a cavity in which the total outer surface is
coated, at frequency of 15 MHz.

Fig. 8. Parameters of double-S shaped cavity (unit:
meter).

m long; The bottom is a round surface with radius of 2
m while the opening is trapezoid with a median of 3.75
m and height of 0.94 m. The surface impedance of the
coat is (0.2819, 0.175j). The RCS calculation angle is
60∼120 degrees in the θ direction and ϕ = 0.

Based on the analysis of a coated rectangular cavity,
the interior surface of the S-shaped cavity can be divided
into different regions as shown in Fig. 9 (a). The yel-
low region is not illuminated directly by the EM wave;
the dark green and light green regions are illuminated
by incident angles of 60∼82 degrees; the red, blue, pink
and purple regions are illuminated by an incident angle
of 82∼90, 82∼100, 82∼110 and 82∼120 degrees; the
orange region by a much smaller incident angle range.
According to our coating approach, we have the follow-
ing coating schemes. Scheme I only coats the region illu-
minated directly by the EM wave. Since the asymmet-
ric structure of the S-shaped cavity makes the EM wave
incident from large angles (82∼120 degrees) illuminate
a small region on the upper interior surface and the EM

(a)

(b)

Fig. 9. (a) Eight regions illuminated by an EM wave from
different angular ranges in the θ direction and (b) six
partial coating schemes (red area is coated and the unit is
meter).

wave incident from small angles (60∼82 degrees) illumi-
nates a large region on the lower interior surface, Scheme
II neglects the region on the lower surface and only coats
the region corresponding to 82∼120 degrees. Based on
Scheme II, we further neglect the orange, red, blue and
pink area in turn, corresponding to Schemes III, IV, V
and VI, respectively. These schemes are shown in Fig. 9
(b). The monostatic VV-polarization RCS from the PEC
cavity, the total coating and the cavity coated by the
above-mentioned schemes at 600 MHz are calculated.
Taking the total coating as an example, the DoF of the
cavity is 200893, with 104653 DoFs for the external cav-
ity surface, and 96240 DoFs for the interior cavity sur-
face. We here only show the monostatic VV-polarization.

RCS of Scheme I and III in Fig. 10 and use the RCS
from the PEC cavity and the total coating cavity as a
comparison. It can be seen that Scheme I has nearly the
same RCS reduction as total coating. Scheme III also has
comparable RCS reduction as total coating, except for a
little higher RCS at 65∼82 degrees, as we expected. To
better demonstrate the effect of the coated area saving for
reducing RCS, we defined the average reduction of RCS
as:

RCSreduce =

(
Nobs

∑
i=1

(
RCSi

PEC −RCSi
IBC
))/

Nobs, (10)
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Fig. 10. Monostatic VV-polarization RCS of PEC cavity
in which the total interior surface is coated, and cavity
coated by Scheme I and III in Fig. 9 (b), at a frequency
of 600 MHz.

Fig. 11. Relationship between average reduction of the
monostatic VV-polarization RCS and coated area ratio.
Frequency is altered from 300 MHz to 1 GHz.

where Nobs denotes the number of observation angles and
121 is used in this example, RCSi

PEC is the RCS of PEC
cavity and RCSi

IBC is the RCS of the coated cavity. The
relationship between the coated area ratio and the aver-
age reduction of RCS is shown as a red line in Fig. 11
and the points corresponding to Scheme I∼VI is marked.
Clearly, coating the directly illuminated area (Scheme I)
guarantees maximum (reliability for) RCS decrease and
saves about 30% coating area while neglecting the area
illuminated by a few angles (Scheme II∼VI) saves about
50∼85% area respectively and maintains enough RCS
reduction.

E. Feasibility for different frequency

In this part, the feasibility of our partial coating
scheme for different frequencies is investigated. We

employ the same impedance (0.2819, 0.175j), and set
the different frequencies as 300 MHz, 600 MHz and 1
GHz; other parameters are the same as those in section
IIID. The relationship between average reduction of the
monostatic VV-polarization RCS and the coated area
ratio for different coatings are shown in Fig. 11. As we
see, the coated region directly illuminated (Scheme I)
in the whole incident angle range has almost the same
RCS reduction as the fully coated cavity for all fre-
quencies. Moreover, we see Scheme II and III, which
do not coat the interior surface illuminated by a small
incident angle range, can also reduce enough RCS.
All these demonstrate the applicability of our coating
scheme.

F. Complex and large cavity with partial coating

Finally, a complex and large cavity with partial coat-
ing is presented to show the performance of our partial
coating scheme. We consider a real inlet of a stealth air-
craft, a three S-shaped cavity, whose opening is a paral-
lelogram of 1157*966 mm and bottom is a circle with
radius of 0.5 m, as shown in Fig. 12. This cavity is
97λ in length. The surface impedance of the coating is
(0.4936, 0.1302j). We calculate the monostatic RCS in
the incident angle range of 60∼120 degrees in the θ -
direction and 0 degrees in the ϕ-direction at a frequency
of 4 GHz.

According to our partial coating scheme, a specific
coating scheme is as follows. Coating the area of cavity
directly illuminated in an incident angle range from 60 to
120 degrees, designated by the red area shown in Fig. 13.
This coating scheme can save 11.1% coated area com-
pared to total coating. The monostatic VV-polarization
RCS of the PEC cavity, the total coating cavity and the

Fig. 12. Parameters of a realistic air inlet (unit: meter).

Fig. 13. Partial coating scheme for cavity in Fig. 12 (red
area is coated).
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Fig. 14. Monostatic VV-polarization RCS of PEC cavity
in which the total interior surface is coated, and cavity
partially coated by the scheme in Fig. 13, at a frequency
of 4 GHz.

cavity coated by our scheme are calculated. Take the total
coating as an example. DoF of the cavity is 2828576
with 1464133 DoFs for the external cavity surface, and
1364443 DoFs for the interior cavity surface. RCS are
shown in Fig. 14, and we can clearly see that our coating
scheme can significantly reduce RCS and achieve almost
the same results as the total coating.

IV. CONCLUSION

Scattering from partially coated cavities is studied
efficiently and accurately by the improved DG-C-SDIE.
The following useful conclusions can be obtained from
the numerical experiments:

1. Coating the cavity interior surface region directly
illuminated by the EM wave incident in whole
angles can efficiently reduce backscattering and
obtain almost the same RCS reduction as the total
coating cavity.

2. The cavity interior surface illuminated by the EM
wave incident in a small angle range can be fur-
ther neglected and is not coated to further reduce
the coated area with a little loss of RCS reduction.

3. For a working frequency lower than the cut-off fre-
quency of the cavity, coating the interior cavity sur-
face cannot reduce RCS. Instead, coating the exter-
nal cavity surface is the only way to reduce the
backscattering of the cavity.
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Abstract – The synthetic basis functions method (SBFM)
is discussed in this work and orthogonal triangle decom-
position (QR decomposition) is adopted to extract inde-
pendent items from solution space in the construction of
synthetic functions. Just like singular value decomposi-
tion (SVD), accuracy of SBFM+QR improves with the
growth of the number of synthetic functions. However,
there is an interesting phenomenon for SBFM+QR: only
one synthetic function is enough to get the same level of
accuracy with method of moments (MoM) when a sin-
gle body is concerned. Moreover, this feature can be fur-
ther extended to periodic arrays. In other words, for peri-
odic arrays, one synthetic function is enough to get high
accuracy if SBFM+QR is adopted. This is meaningful for
large-scale periodic arrays and may lead to benefits such
as decreasing memory cost and improving efficiency.

Index Terms – Matrix decomposition, method of
moments, periodic structures, surface integral equation,
synthetic functions.

I. INTRODUCTION

Fast and accurate analysis of large-scale periodic
arrays is an appealing and challenging task in compu-
tational electromagnetics. Method of moments (MoM)
is a classical numerical approach well known for high
accuracy. However, traditional MoM is hardly applied in
the analysis of large-scale problems due to the restric-
tions on computational complexity and memory cost.
To make MoM suitable for large-scale problems, many
approaches have been proposed in the past decades [1–
10]. The synthetic basis functions method (SBFM) is of
special interest [11–20].

In contrast to traditional MoM, synthetic functions
(SFs) are adopted in SBFM to discretize unknown vec-
tors and to make the Galerkin test yield a high com-
pressed matrix equation. Thus, the memory cost of
SBFM will be decreased sharply. This makes it possible
to analyze large-scale problems on a single PC. Similar
approaches such as the sub-entire-domain (SED) basis
functions method [21] and the characteristic basis func-
tions method (CBFM) [22, 23] can be found in related
literature and we are not going to introduce them in detail
for the sake of brevity.

SBFM was initially presented by Matekovits et
al. in 2001 in the analysis of array antennas [11]. A
systematic work on SBFM was published in 2007 by
Matekovits et al. which perfected the theory of SBFM
[12]. Thereafter, SBFM concerned many scholars and
a series of improved works were presented [13–20]. In
SBFM, the construction of SFs is a core problem. Ini-
tially, Matekovits et al. defined SFs as linear combi-
nations of a series of low order basis functions. Then,
the solution space of SFs can be obtained by solving
the responses of targets to excitations. Finally, singu-
lar value decomposition (SVD) can be implemented to
extract independent items from the solution space which
yields the expansion coefficient matrix of SFs.

In this paper, emphasis is on the matrix decomposi-
tion and orthogonal triangle decomposition (QR decom-
position) is used to extract independent items from the
solution space. From the results we find that, in general,
accuracy of SBFM+QR improves with the growth of the
number of SFs and this is coincident with the case of
SBFM+SVD. We also found an interesting phenomenon:
if the target is a single body with one natural excitation,
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one SF is enough for SBFM+QR to get the same level
of accuracy with traditional MoM. Then, based on con-
crete theoretical analysis, we give an explanation of the
phenomenon. This feature can be extended from a single
body to periodic arrays at the expense of slightly low-
ering accuracy. Notably, compared to SBFM+SVD, if
there is one natural excitation, SBFM+QR can get a high
level of accuracy with only one SF. Finally, a 10×10 cir-
cular microstrip patch antenna array is analyzed to vali-
date effectiveness of the conclusion.

II. THEORY AND PHENOMENON

As SBFM is an improved approach of MoM, we will
begin with the theory of MoM. Usually, the electric field
integral equation (EFIE) can be written as:

n̂×L(J) = n̂×Einc, (1)
where L is the integral operator and defined as:

L(X) = jωμ
∫

S
[X +

1
k2 ∇(∇ ·X)]gdS. (2)

To solve EFIE using MoM, a series of basic func-
tions (e.g. RWG functions) are used to discretize the
unknown vector J and to make the Galerkin test. Then,
equation (1) can be transformed into a linear scalar
matrix equation:

ZI =V, (3)
where Z is impedance matrix, V is exciting matrix, and I
is the current coefficients of RWG functions.

Unlike MoM, SFs are used, in SBFM, to discretize
the unknown vector J and to make the Galerkin test.
Then, equation (1) can be transformed into a compressed
matrix equation [24]:⎧⎨⎩

WSBFY = GSBF
WSBF = PHZP
GSBF = PHV

, (4)

where P and Y are expansion coefficients matrix and cur-
rent coefficients matrix of SFs, respectively, and Z and V
are impedance matrix and exciting matrix of MoM.

Equation (4) indicates that the impedance matrix
WSBF and exciting matrix GSBF of SBFM can be found
on the basis of Z and V as long as the expansion coef-
ficients matrix P of SFs is obtained. In other words, the
core of SBFM is the calculation of SFs’ expansion coef-
ficients matrix. Here, we take a single body for demon-
stration.

For a specific body, assume the number of SFs and
RWG functions defined on it are M and N, respectively.
Usually, M << N. Then, SFs can be written as the linear
combinations of RWG functions:⎡⎢⎢⎣

F1
F2
· · ·
FM

⎤⎥⎥⎦=

⎡⎢⎢⎣
p11 p12 · · · p1N
p21 p22 · · · p2N
· · · · · · · · ·
pm1 pm2 · · · pmN

⎤⎥⎥⎦
⎡⎢⎢⎣

f1
f2
· · ·
fN

⎤⎥⎥⎦ . (5)

Equation (5) can be compactly written as:
{Fk}M×1 = PH

N×M { fk}N×1 , (6)

where f and F stand for the RWG functions and SFs
defined on the body, and P is the expansion coefficients
matrix of SFs.

To get the expansion coefficients matrix P, there are
three steps.

Step 1: setting auxiliary exciting sources (AES).

Initially, Matekovits et al. defined AES on a
series of discrete small RWG functions around
the target, as shown in Fig. 1 (a). Then, in 2010,
Bo Zhang et al. defined AES on an irregularly
meshed surface which makes AES with diverse
polarizations, as shown in Fig. 1 (b) [14]. This
is beneficial to improve accuracy, and AES will
be set in the second way in this work.

(a) (b)

Fig. 1. A cube surrounded by a series of AES: (a) AES
defined on a series of discrete small RWG functions and
(b) AES defined on a meshed surface.

Step 2: solving solution space.

Defining the mutual coupling impedance matrix
between target and AES as Ve, the solution
space R of SFs can be computed as:

RN×(S+1) = Z−1(V +V e), (7)
where N is the number of RWG functions
defined on the target and S represents the num-
ber of AES.

Equation (7) shows that the solution space R
contains two parts:

(1) Response to natural excitations (incident
wave):

r1 = Z−1V. (8)

(2) Response to AES:
[r2,r3, ...,rS+1] = Z−1V e, (9)

where ri (i=1, 2,. . . , S+1) is the i-th column of
R.

Step 3: extracting independent items.
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To extract independent items from the solution
space R, SVD is usually adopted, as shown in
equation (10), where ρ i is the i-th singular value
of R and ρ1≥ρ2≥·· ·≥ρN :
R =UρV H; ρ = diag(ρ1,ρ2, · · · ,ρN). (10)

Considering U is a unitary matrix, if
ρM/ρ1<ρSBF , we will take the first M columns
of U as the expansion coefficients matrix P
of SFs, as shown in equation (11), where IM
represents an identity matrix:

PN×M =UN×N

[
IM
0

]
N×M

. (11)

The truncation error ρSBF is usually determined by
operator and, in different applications, ρSBF is also dif-
ferent.

According to equation (4), we can get the current
coefficients of SFs:

Y =W−1
SBFGSBF = (PHZP)−1PHV. (12)

Then, based on equation (6), the current coefficient
of RWG functions defined on the targets will be:

I = PY = P(PHZP)−1PHV. (13)
Substituting equation (11) into equation (13) we get:

I =U
[

IM
0

]{
[IM 0]UHZU

[
IM
0

]}−1

[IM 0]UHV. (14)

Equation (14) is rather interesting to us. Left mul-
tiply [IM 0] represents the first M rows of a matrix, and
right multiply [IM 0]H represents the first M columns of a
matrix. Assign UHZU=T, the inner part of equation (14)
can be rewritten as:{

[IM 0]UHZU
[

IM
0

]}−1

=

{
[IM 0]T

[
IM
0

]}−1

=TM
−1,

(15)
where TM is a sub-matrix composed of the first M rows
and the first M column of T.

Substituting equation (15) into equation (14), we
get:

I =U
[

IM
0

]
TM

−1 [IM 0]UHV = PTM
−1PHV. (16)

From the theory of SBFM we know that, with the
growth of M, current coefficients of RWG functions cal-
culated in equation (16) will get closer and closer to that
calculated by MoM.

Let us take the example in Fig. 1 (b) into considera-
tion. There are a total of 1944 RWG functions defined on
the surface of cube. Current coefficients of these RWG
functions are calculated by MoM and SBFM, and the
results are denoted as IMoM and ISBF , respectively.

Figure 2 exhibits the discrepancy of IMoM and ISBF
when different numbers of SFs are adopted. It is obvious
that, with the growth of M, current coefficients of RWG
functions calculated by MoM and SBFM get closer and

(a)

(b)

(c)

Fig. 2. Absolute current coefficients of RWG functions
defined on a cube in the case of SVD: (a) M=1, (b) M=50
and (c) M=150.

closer which is coincident with our cognition. However,
if we use QR decomposition rather than SVD to extract
independent items from solution space R, as shown in
equation (17), will the conclusion still be right?

RN×(S+1) = QN×N

⎡⎣ r11 ∗
· · ·

0 ∗

⎤⎦
N×(S+1)

. (17)

Similar to U, Q is also a unitary matrix and we will
take the first M columns as the expansion coefficients
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matrix P of SFs:

PN×M = QN×N

[
IM
0

]
N×M

. (18)

In the case of QR decomposition, current coeffi-
cients of RWG functions defined on the surface of the
cube are computed and the results are shown in Fig. 3.
It is not difficult to see that accuracy of SBFM does
not improve with the growth of M and current coeffi-
cients calculated by SBFM coincide exactly with those
of MoM. Moreover, for SBFM, only one SF (M=1) is
enough to get the same level of accuracy with MoM. This
is somewhat interesting.

To further verify the above conclusion, two single
models, sphere and cylinder, shown in Fig. 4, are ana-

(a)

(b)

(c)

Fig. 3. Absolute current coefficients of RWG functions
defined on a cube in the case of QR: (a) M=1, (b) M=50,
and (c) M=150.

lyzed using SBFM+SVD/QR. Similar to the cases in
Figs. 2 and 3, MoM and SBFM are used to calculate
the current coefficients of RWG functions defined on the
surface of a sphere (1161 RWG functions) and a cylin-
der (1713 RWG functions). Figure 5 exhibits the abso-
lute discrepancy of current coefficients calculated by dif-
ferent approaches. The results of sphere and cylinder are
similar to that of cube. This suggests that the conclusions
drawn from Fig. 3 may be universal. In summary, for
a single body, if SBFM+QR decomposition is adopted,
only one SF is enough to get the same level of accuracy
with MoM.

(a) (b)

Fig. 4. A target surrounded by a series of AES: (a) sphere
and (b) cylinder.

(a)

(b)

Fig. 5. Absolute discrepancy of current coefficients cal-
culated by MoM and SBFM: (a) sphere and (b) cylinder.
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III. EXPLANATION AND EXPANSION

In section II, we can see that, for a single body, if QR
decomposition is adopted to extract independent items
from solution space, one SF is enough to get satisfying
accuracy. In this section, we give a theoretical explana-
tion on this phenomenon.

Denote Q=[q1 q2 . . . qN], where qi (i=1, 2,. . . , N) is
the i-th column of Q. According to the principle of QR
decomposition, a unitary matrix and an upper triangular
matrix will be yielded after decomposition, as shown in
equation (17). Then, we get:

q1r11 = r1. (19)
Substituting equation (8) into equation (19) to get:

q1 =
1

r11
Z−1V. (20)

If only one SF is adopted, it will be P=q1. Then,
according to equation (16), the current coefficients of
RWG functions can be computed as:

I = q1 1
t11

[q1]HV, (21)

where t11 is the element located in the first row and the
first column of matrix T and T=QHZQ. According to the
definition of matrix T, t11 is computed as:

t11 =
N

∑
j=1

N

∑
i=1

qi1zi jq j1, (22)

where qi1 (i=1, 2,. . . , N) is the i-th element of q1.
Then, substituting equation (20) into equation (21)

and considering the results of [q1]HV is a scalar, equation
(21) can be written as:

I =
ke

t11
q1 =

ke

t11r11
Z−1V, (23)

where ke is a scalar and defined as ke=[q1]HV.
For the three models shown in Figs. 1 (b) and 4, we

can compute the scalar coefficients ke/(t11r11), as given
in Table 1.

Table 1: Scalar coefficients of targets
ke t11 r11 ke/(t11r11)

cube −0.0047
+0.0002i

0.0453
−0.0016i −0.1037 1.0

sphere 0.0005
−0.0011i

0.0053
−0.0119i 0.0887 1.0

cylinder 0.0016
−0.0019i

0.0165
−0.0193i 0.0991 1.0

Combing the results in Table 1 and equation (23),
we can see that the current coefficients of RWG func-
tions calculated by SBFM are exactly equal to that of
MoM when QR decomposition is adopted which per-
fectly explains the phenomenon shown in Figs. 3 and
5. However, it should be noted that the conclusion only
suits for a single body. This feature can give us some

useful guidance and may be helpful for the analysis of
periodic structures, such as frequency selective surface
(FSS) and energy selective surface (ESS) [25].

Figure 6 shows the algorithm flowchart of SBFM for
solving array structures.

Start

1-1: Triangular mesh for each unit and define 
RWG functions

End

1-2: Create auxiliary sources for each unit

1-3: Calculate the expansion coefficients matrix P of 
synthetic functions for each unit

2-2: Compress the RWG functions-based mutual impedance 
matrix between different units using matrix P

2-1: Compress the RWG functions-based self-impedance 
matrix of each unit using matrix P

2-3: Compress the RWG functions-based exciting 
matrix using matrix P

3-1: Solve compressed matrix equation and obtain the current 
coefficients of synthetic functions

3-2: Calculate the current coefficients of RWG functions and 
obtain the induced currents of each triangular patch

3-3: Calculate electric fields and magnetic fields based on the 
induced currents of each triangular patch

Step1: Construction of 
synthetic functions

Step2: 
Construction of 

compressed matrix 
equation

Step3:
Solution of matrix 

equation 

Fig. 6. Algorithm flowchart of SBFM for solving array
structures.

For a periodic array composed of B elements, the
compressed matrix equation of SBFM is shown in Fig. 7,
where Wbb represents the compressed self-impedance
matrix of unit b, Wpq represents the compressed mutual-
impedance matrix between unit p and unit q, and
Gb stands for the compressed exciting matrix of unit b.

The matrices in Fig. 7 can be computed as:⎧⎨⎩
Wbb = PH

b ZbbPb
Wpq = PH

p ZpqPq

Gb = PH
b Vb

, (24)

where Pb is the expansion coefficients matrix of SFs, and
Zbb and Vb are impedance matrix and exciting matrix of
MoM.

In the case of periodic structures, to obtain the
expansion coefficients matrix of SFs defined on each unit
(steps 1-3 in Fig. 6), QR decomposition can be used to
extract the independent items from the solution space.
Moreover, this may bring benefits such as using less SFs
to get a satisfying accuracy. To further validate this, a
10×10 circular microstrip patch antenna array is ana-
lyzed, as shown in Fig. 8.
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p g

Compressed mutual-impedance matrix
Wqp

Compressed mutual-impedance matrix
Wpq
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W11

W22
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Compressed self-impedance 
matrix of unit 1, 2, , b, , B
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Fig. 7. Schematic diagram of the matrix equation of
SBFM for array structures.
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Fig. 8. A 10×10 circular microstrip patch antenna array:
(a) layout of the array and (b) structure of a single unit.

Incident wave is a plane wave coming from +z axis
and polarizing +x axis. Frequency of incident wave is

1.0 GHz. After triangulation, there are 100 units in the
array and 628 RWG functions are defined on each unit.
Thus, for the whole array, there are 62800 unknowns.
Denote the distance between adjacent units by d and two
cases are considered here: d=0.5λ and d=1.0λ (λ is the
wavelength of the incident wave).

Bistatic RCS of the antenna array on xoz plane and
current coefficients of RWG functions are calculated
using MoM, SBFM+SVD, and SBFM+QR. To evaluate
the accuracy of different methods, the mean error of RCS
and relative residual error of current coefficients are cal-
culated here. They are defined as equations (26) and (27),
respectively:

δRCS =
1
N

N

∑
i=1

|σSBFM
i −σMoM

i |, (25)

where σ i represents the i-th data of BiRCS and N stands
for the total number of data taken into consideration:

δI =
||ISBFM − IMoM||

||IMoM|| , (26)

where ||X|| represents the 2-norm of vector X.
Figure 9 shows BiRCS data of the antenna array,

from which we can see that the results of SBFM+QR
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Fig. 9. BiRCS on xoz plane: (a) d=0.5λ and (b) d=1.0λ .
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are closer to MoM than SBFM+SVD if only one SF is
adopted.

To be more specific, Fig. 10 exhibits the convergent
curves of δ I changing with the number of SFs. In gen-
eral, the accuracy of SBFM+SVD and SBFM+QR both
improve with the growth of the number of SFs. However,
there is a low point in SBFM+QR at M=1 in contrast to
SBFM+SVD. This verifies our previous prediction: QR
is better than SVD in the case of periodic arrays if only
one SF is adopted. Furthermore, in terms of the fluctua-
tion on convergent curves, QR is also less than SVD.
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Fig. 10. Relative residual error of current coefficients
changing with the number of SFs: (a) d = 0.5λ and (b)
d = 1.0λ .

Table 2 shows the computational accuracy between
different matrix decomposition methods. Interestingly,
the accuracy of SBFM+QR at M=1 is approximately
equal to SBFM+SVD at M=125 in terms of BiRCS.
However, when it comes to current coefficients, accuracy
of the former is apparently higher than the latter. This is
easy to explain: RCS is an integral of all surface currents

and accuracy is mainly determined by these strong cur-
rents. Thus, to get the same level of accuracy, δ I usually
needs more SFs than δ RCS. Table 3 exhibits the elapsed
time and memory cost of different methods. From the
comparison between SBFM+SVD and SBFM+QR, it is
not difficult to see that the decrease of the number of SFs
is meaningful.

Table 2: Computational accuracy of different matrix
decomposition methods

δ I δ RCS
0.5λ 1.0λ 0.5λ 1.0λ

SBFM+SVD M=1 1.80 2.40 12.5 18.7
M=125 0.99 0.85 4.51 3.11

SBFM+QR M=1 0.27 0.18 4.31 4.46

Table 3: Elapsed time and memory cost of SBFM and
MoM

P Z I Total

Time

MoM 0 s 3.16 h 53.76 h 56.94 h104.87 GB

SBFM
+ SVD

M=1 4.89 s 2.07 h 0.02 s 2.10 h273.02 KB

M=125 5.09 s 2.35 h 989.59 s 2.69 h4.16 GB
SBFM
+ QR M=1 2.92 s 2.07 h 0.02 s 2.10 h279.86 KB

IV. CONCLUSION

SBFM and its application in periodic structures
is discussed in this work. Unlike the traditional case
of SVD decomposition, QR decomposition is used to
extract expansion coefficients of SFs from solution
space. Based on theoretical analysis, we prove that
SBFM+QR can get the same level of accuracy with MoM
with only one SF when a single body is concerned. More-
over, this feature can be extended to periodic arrays. For
periodic arrays, only one synthetic function is enough to
get high accuracy if SBFM+QR is adopted and this may
lead to a series of benefits such as decreasing memory
cost and improving efficiency.
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Abstract – The Shanghai soft X-ray free-electron laser
(SXFEL) is the first X-ray free-electron laser (FEL) user
facility in China. To improve the utilization efficiency
of the linear accelerator, SXFEL plans to upgrade to
double-bunch mode with a bunch time separation of
100 ns and a maximum repetition rate of 50 Hz. A
new conceptual beam distribution system is designed to
separate the double beam bunch-by-bunch. Conceptual
design and prototype implementation of a double-bunch
separation system was implemented. The beam distri-
bution system consists of four in-vacuum kicker mag-
nets and one Lambertson septum magnet. This paper
presents the design considerations and preliminary veri-
fication of a beam bunch distribution system. Distributed
magnets and excitation power supply are introduced in
detail. The relevant simulation and experimental results
of the magnets and pulsed power supply are introduced
also.

Index Terms – Beam distribution system, double-bunch
separation, kicker magnet, pulsed power supply, septum
magnet.

I. INTRODUCTION

The Shanghai soft X-ray free-electron laser
(SXFEL), the first soft X-ray free-electron laser (FEL)
facility in China, is a fourth-generation light source [1].
The SXFEL was made available to domestic and foreign
users at the end of 2022 [2]. Two undulator lines produce
FEL radiation with the shortest wavelength of approx-
imately 2 nm. The beam distribution system, which
is used for deflecting beam bunches with a specified
mode, is located between the linear accelerator and the
undulator lines. To enhance the utilization efficiency of
the SXFEL, the linear accelerator will be upgraded from
single-electron bunch mode with a 50-Hz maximum
repetition frequency to double-electron bunch mode [3].
The two bunches, which are separated in time by 100
ns, will be distributed to two different undulator lines
by the beam distribution system [4]. The existing beam
distribution system is equipped with a single 54-mrad

deflection angle kicker magnet with a 30-μs pulsed
width power supply [5]. Beam distribution systems are
designed for the world’s Most FEL. For example, the
beam distribution system of SwissFEL comprises a
fast kicker magnet and a Lambertson septum magnet.
A resonant kicker is used to separate the two bunches
separated in time by 28 ns [6–7]. SACLA deflects
interval beam bunches of 16.7 ms to two undulator lines
using a kicker magnet and a septum magnet [8]. The
beam distribution system of LCLS-II is composed of
a transmission line kicker magnet and a direct current
septum magnet to distribute 929-kHz beam bunches
into different undulator lines [9]. The beam distribution
system of EXFEL uses two types of kicker magnets and
a septum magnet [10–11]. Using a single kicker magnet,
the SXFEL facility separates beam bunches of 20 ms
into two undulator lines [12–13]. Nevertheless, the
existing beam distribution kicker magnet of the SXFEL
cannot meet the capacity requirements for an increasing
or decreasing edge of less than 100 ns. To meet the
requirements of the new beam distribution mode, the
current beam distribution system needs to be upgraded.
Figure 1 shows the configuration of the new beam distri-
bution system. It deflects double electron bunches with
an energy of 1.5 GeV to the SBP and SUD undulator
lines. It comprises four kicker magnets and a DC Lam-
bertson magnet. When the kicker magnets are activated,
four kicker magnets deflect the beam bunch vertically by
5.2 mrad. Afterward, the beam bunch passes through the
field-free region of the DC Lambertson magnet with a
vertical distance of approximately 16 mm. Binding with
the magnet downstream, the beam bunch in this case is
transmitted to the SBP undulator line. When the kicker
magnets are turned off, the beam bunch passes through
the field region of the DC Lambertson magnet with a
horizontal deflection angle of 54 mrad. In this case, the
beam bunch is transmitted to the SUD undulator line.
Table 1 gives a summary of the design parameters of
the distribution magnets. To meet these requirements,
four 300-mm lump-inductance kicker magnets with a
fast leading edge pulse driver were designed in this
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Fig. 1. Configuration of the beam distribution system:
K1-K4 are kicker magnets, SUD and SBP are the two
undulator lines.

Table 1: Design parameters of the distribution magnets
Parameter Kicker

Magnet

Septum

Magnet

Magnet type Lumped-
inductance

Lambertson

Current shape Trapezoidal
wave

DC

Total deflection 5.2 mrad 54 mrad
Deflecting direction Vertical Horizontal

Leading edge 100 ns —
Pulse repetition

rate
50 Hz —

Amplitude stability 200 ppm 50 ppm
Leakage field ratio — 0.1%

study. A DC Lambertson magnet with a high main
magnetic field and a low leakage field was selected
[14–15]. This paper presents the conceptual design and
preliminary verification of the magnet design and the
source of excitation energy. In the present study, the
purpose of employing a thyratron was to achieve a rising
edge of less than 100 ns using a lumped-inductance
kicker magnet with a 1-μH inductance and a Lam-
bertson magnet, ensuring main-field uniformity and a
low-leakage magnetic field. In this study, the utilization
of a thyratron aims to achieve a rising edge of less
than 100 ns of lumped inductance kicker magnet with
1 μH inductance and a Lambertson magnet ensuring
main field uniformity and small leakage magnetic
field.

II. KICKER MAGNET AND PULSED
POWER SUPPLY

A. Kicker magnet design

The kicker magnet was a single-turn lumped-
inductance type. Kicker inductance can be approxi-
mately calculated by equation (1):

L≈μ0N2HapLe

Vap
, (1)

where μ0 denotes the vacuum permeability, N is the
number of turns, Hap is the distance between the go and
return exciting current conductors, Vap is the gap width

of the ferrite core, and Le is the effective length of the
magnet. To reduce the inductance of the kicker magnet,
each kicker had a length of 300 mm. Four kicker magnets
of the same design were placed in one vacuum cham-
ber. Driven by a single pulsed power supply, each kicker
provided a deflection capability of 1.3 mrad, requiring
a magnetic flux density of 230 gauss. The NiZn soft
magnetic ferrite was proposed as the core material for
its high frequency, high resistivity, and low loss charac-
teristics. Although the in-vacuum structure could reduce
the power consumption to some extent, it could cause
cooling problems as well. Figure 2 shows the results of

(a)

 
(b)

Fig. 2. Electromagnetic simulation results of cross-
section: (a) magnetic field distribution for 2D and (b)
good field region.
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the Comsol electromagnetic simulation. The dimensions
of the cross-section of each kicker magnet are shown in
Fig. 2 (a). The core structure of the magnet corresponded
to the window shape. Oxygen-free copper with less than
0.05% oxygen was used as the core material. Electro-
magnetic simulations were conducted using electromag-
netic software to analyze the distribution of the magnetic
flux intensity, a good field region, and integral strength
along the beam direction. Figure 2 (b) shows that the
flatness of a good field region is greater than 12 mm.
Figure 3 displays the magnetic field distribution along
the beam direction. The results of the simulations sug-
gested that the integral strength along the beam direction
could meet the requirements.

(a)

(b)

Fig. 3. Simulation results of three-dimensional analysis:
(a) magnetic field distribution for 3D and (b) magnetic
field distribution along the beam direction.

B. Pulsed power supply design

To separate the 100-ns beam bunch, the pulsed
power supply needed to perform with a fast pulse edge.
The pulsed power supply was based on the charging and
discharging of pulse-forming lines controlled by a thyra-
tron. The rate of increase in anode current was limited

to 50 kA/μs. Figure 4 shows the schematic diagram of
the pulsed excitation power supply. In the impedance-
matching condition, the characteristic impedance of T1
was equal to R2. This time constant is expressed in equa-
tion (2):

τ =
L

2Z
, (2)

where L is the inductance of the kicker magnet and Z is
the characteristic impedance of the PFL. Figure 5 illus-
trates the test bunch of the pulsed excitation power sup-
ply, while Fig. 6 shows the preliminary experimental
result of the pulse waveform with an inductance load

Fig. 4. Schematic diagram of the pulsed excitation power
supply.

Fig. 5. Test bunch of the pulsed excitation power supply.

Fig. 6. Experimental result of pulse waveform.
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equal to that of the kicker magnet. The leading edge was
80 ns, with an equivalent kicker magnet inductance. The
pulse flat-tops could be further tuned for a better flatness.

III. SEPTUM MAGNET AND POWER
SUPPLY

A. Septum magnet design

The septum magnet was of the Lambertson type.
The principle of operation of the Lambertson septum
was that high-permeability materials could function with
almost any type of leakage magnetic field. According to
the system layout and physical design of the SXFEL, the
vertical distance between the deflected and undeflected
beams at the entrance of the Lambertson magnet was 16
mm. The Lambertson magnet was designed to be 400
mm long. A main magnetic field of 0.7 T and a uni-
form range of at least 11 mm were required to deflect the
electron beam horizontally by 54 mrad. The main-field
uniformity in the Lambertson gap needed to be higher
than 0.1% to introduce the smallest possible energy dis-
persion into the high-energy electron beam, whereas the
leakage field integral needed to be less than 0.1%. With
DC excitation current, the core of the Lambertson mag-
net was made of solid DT4 iron, which has good electro-
magnetic properties. The field-free region was designed
to be a circular vacuum hole with a radius of 5 mm.
At the same time, the vacuum hole was placed hori-
zontally 7.5 mm further from the center of the bottom
pole to reduce the width and relative cost of the magnet.
To improve the main-field uniformity, two shims were
installed on both sides of the bottom pole. The cross-
section model of the Lambertson magnet was simulated
using OPERA. Sufficient project margin was reserved
around the coil to ensure the installation of the coil and
to make the simulation as close to reality as possible.
A TOSCA Magnetic Analysis in OPERA-3D was used
to simulate the three-dimensional model. The simulation
results are presented in Figs. 7 and 8.

(a)

Fig. 7. Continued.

(b)

(c)

Fig. 7. Lambertson magnet simulation result of cross-
section: (a) cross-section model of Lambertson magnet,
(b) main field region, and (c) leakage field at the center
of field-free region.

(a)

Fig. 8. Continued.
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(b)

Fig. 8. Lambertson magnet simulation result of three-
dimensional analysis: (a) magnetic field distribution for
3D and (b) magnetic field distribution along the beam
direction in main field region.

B. DC excitation power supply

The excitation current for the Lambertson magnet
was direct current (DC), provided by a DC switch power
supply. Figure 9 shows the functional block diagram of
the septum excitation power supply. Figure 10 pictorially
shows the DC excitation power supply and presents the
current measurement results. The current output stability
of this power supply was less than 50 ppm.

Fig. 9. Functional block diagram of septum excitation
power supply.

Fig. 10. The picture of DC excitation power supply and
its current measurement result.

IV. CONCLUSION

This paper presented a study of the 100-ns double-
beam bunch distribution system for SXFEL. The system
included four vertical kicker magnets and one horizontal
Lambertson magnet. The kicker magnets are based on
in-vacuum lumped-inductance technology. The design
parameters and simulation results of the kicker and sep-
tum were also analyzed. This study validated the feasibil-
ity of the 100-ns kicker leading edge pulsed power sup-
ply. Prototypes of the kicker and the Lambertson mag-
net are currently being processed and developed. Further
studies on beam impedance effect and nonlinearities are
being evaluated.
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