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Women’s History Month Special Article: Interview with Sima Noghanian

Cynthia Furse

Department of Electrical and Computer Engineering
University of Utah, Salt Lake City, UT 84112, USA

cynthia.furse@utah.edu

Abstract – In this Special Article, Cynthia Furse inter-
views Sima Noghanian, Distinguished Hardware Engi-
neer with CommScope Ruckus Networks in Sunnyvale,
California, USA. Noghanian has worked in both industry
and academia and is well known for her work in compu-
tational electromagnetics applied to antenna design.

Index Terms – Women in applied computational electro-
magnetics, women in STEM.

I. INTRODUCTION

Doctor Sima Noghanian is a Distinguished Hard-
ware Engineer with CommScope Ruckus Networks in
Sunnyvale, California, USA (Fig. 1). She previously
worked in academia (Sharif University, University of
Manitoba and University of North Dakota). She is well
known for her work in computational electromagnetics
applied to antenna design (Fig. 2). I had the pleasure
of interviewing Dr. Noghanian to learn more about her
experiences in the field.

Fig. 1. Sima Noghanian.

II. QUESTIONS AND ANSWERS (Q & A)

Q1: How did you get into engineering, and what is most
exciting about it to you?

A1: I am from Iran. At my time, students had to choose
a concentration in high school. After that, I had to take a
university entrance exam and select a few fields of inter-
est. I was passionate about math, which was a challeng-
ing field to get into. Boys and girls attended separate

Fig. 2. Sima Noghanian at authors’ appreciation event,
University of North Dakota [1].

schools and, in my city, there was only one girls’ high
school that offered a math concentration. However, it was
too far from my home. To accommodate me, my high
school principal agreed to offer classes for the math con-
centration if I could find five or six other students inter-
ested in joining. I managed to recruit enough students
and, to support our learning, I started an after-school
math club.

At that time, one of the biggest challenges I faced
was the war. My mother was a single parent. This created
many difficulties, as there were restrictions on where I
could go and what I could do. In the beginning of the
war, we had to relocate to another city in the middle of
the school year, causing me to lose a year of education.
To make up for it, I completed my third year of high
school at home over the summer and took the necessary
exams at the end of the summer.

Initially, I planned to pursue a math major at the
university. I took the entrance exam and achieved a
high score. However, my older brother encouraged me
to consider engineering, believing I might not enjoy
pure math as much and would likely find engineering
more engaging. Following his advice, I applied to several
engineering programs and some applied math programs.
Once I started engineering, I realized he was right—I saw

Submitted On: March 24, 2025
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how math was applied in the real-world scenarios, how it
fueled creativity in problem-solving and how it could be
used to innovate. This kept me in electrical engineering,
and I’m glad I stayed.

At Sharif University of Technology in Tehran, where
I earned my undergraduate degree in Electrical Engineer-
ing, I had excellent mentors and role models. My pro-
fessors encouraged and motivated me. During my stud-
ies, I had to choose a concentration. Two professors, Dr.
Farzaneh and Dr. Tebyani, were instrumental in guiding
me. Dr. Farzaneh taught antennas and microwave engi-
neering, which I found fascinating. His classes sparked
my interest in microwaves and antennas. Studying at
Sharif University was rigorous, but we had many out-
standing professors and practical courses. One particu-
larly valuable course was on RF circuit design, taught by
Professor Behnia.

The war had a profound impact on my education. I
was determined not to fall behind and get affected by
the war. During my first year at the university, there
was a risk of staying in Tehran due to ongoing attacks.
The classes were canceled, and I didn’t want to lose a
semester. I considered taking a semester as a guest in
Ahvaz to continue my studies, but my mother was reluc-
tant to let me go. To convince her, I went on a three-day
hunger strike until she finally agreed. I spent a semester
as a guest student at Chamran University, where my aunt
worked. It was a difficult time, filled with uncertainty
about my family’s safety in Tehran. I returned to Sharif
University after that semester but, throughout my under-
graduate years, we lived with the constant possibility of
having to relocate or cancel classes due to the war. It was
stressful, but we adapted.

Living in a war zone made me resilient and flexi-
ble. I learned to focus on what was within my control—
such as making up for lost time with extra effort. It
was challenging to juggle responsibilities and sacrifice
time with family, but this experience made me stronger
when facing future challenges. The unpredictability of
war required full mental and emotional strength. I can
only imagine the immense stress my mother and other
parents endured. I hope that one day, war will no longer
exist.

Q2: Can you tell me about your graduate school expe-
rience?

A2: As an undergraduate student, I always aspired to go
to graduate school. I wanted to learn more and expand
my knowledge. At the end of my undergraduate degree,
I got married. My husband, also an electrical engineer-
ing major, was pursuing a master’s in biomedical engi-
neering. He received a scholarship for his PhD studies,
which he took at the University of Manitoba in Canada. I
also explored master’s programs in Canada and reached

out to professors conducting research in antennas and RF
engineering.

Professor Lot Shafai (Fig. 3) at the University of
Manitoba offered me a position in his research group,
but it was initially unpaid. I had some savings to cover
my tuition for the first year and, afterward, he provided
me with a graduate research stipend. Dr. Shafai was
an incredible mentor, researcher and educator. Studying
under his guidance was the best thing that could have
happened to me when I moved to Canada. He not only
supervised my master’s and PhD research but also taught
me invaluable life lessons. He showed me how to be
an educator, researcher and problem solver. His guid-
ance helped me develop teamwork skills and a struc-
tured approach to tackling complex engineering prob-
lems. Even years after graduation, I often sought his
advice when facing difficult challenges.

Fig. 3. Professor Abdel Sebak (advisory committee
member), Sima Noghanian and Professor Lot Shafai (her
advisor) during her thesis defense at the University of
Manitoba.

Graduate school taught me more than just technical
knowledge—it shaped my problem-solving mindset. I
learned how to break down complex problems into man-
ageable components, work effectively in teams and con-
tinuously seek opportunities to learn. To this day, I see
myself as a student, always eager to explore new ideas.
Sometimes, I wish I could return to school. I always
encourage my students to cherish their time as learners,
because it is a rare and valuable phase of life.

Q3: What are the most important things you have done
in your career?

A3: One of the most meaningful aspects of my career is
teaching (Fig. 4) and mentoring students (Fig. 5). They
are the most valuable outcome of my work. I am grate-
ful that I have had the opportunity to support and guide
students, playing a small role in their growth. Not every-
one gets this chance, and I appreciate the encouragement
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I received from Dr. Shafai to pursue an academic career.
Although I left academia a few years ago, I continue to
mentor, teach and share my knowledge. Supporting the
next generation is crucial—not just for individuals but
for society as a whole. Seeing my students grow into
professors, engineers or business leaders has been deeply
rewarding.

Fig. 4. Sima Noghanian and graduate class students (Luis
Gurrieri, Abdel-Halim Mohammad, Abas Sbouni and
Mohammad Sehaili).

Fig. 5. Sima Noghanian with Dr. Ala Alemaryeen,
Sima’s graduate student at the University of North
Dakota.

Another important goal for me is lifelong learn-
ing. After leaving my academic job, I transitioned into
industry to see my work directly impact peoples’ lives. I
wanted my contributions to be used in real-world appli-
cations. Currently, at Ruckus, I work on Wi-Fi access
points as an antenna designer. These devices are essen-
tial for connectivity, education and information access.
Being part of an incredible and talented team that devel-
ops innovative products is fulfilling.

In my research, computational electromagnetics has
been central to many projects, including implantable
and wearable antennas, wireless power transfer and

microwave imaging for breast cancer detection (Fig. 6).
This field, rooted in mathematical principles, has been
a constant in my work. With advancements in artificial
intelligence, machine learning, new materials and 3D
printing, the possibilities for antenna design and wire-
less communication continue to expand. I am excited
about the future of engineering and the innovations that
will make technology more efficient, cost-effective and
accessible.

Fig. 6. Sima Noghanian with the Microwave Imaging
Research Group at the University of Manitoba.

Q4: What is some important career advice?

A4: Persistence is key. Any meaningful pursuit comes
with challenges and, at times, giving up may seem easier.
However, if you stay committed, you will find a way for-
ward. Hardships shape us, making us stronger and more
capable. I have faced moments of doubt, wondering why
certain obstacles were placed in my path. However, by
staying positive, I discovered new opportunities where I
least expected them. Failures are often stepping stones to
success, teaching us valuable lessons along the way.

Q5: What about work-life balance?

A5: Achieving perfect balance is impossible—there is
always something left undone. I constantly ask myself:
Am I a good mother? A good employee? A good teacher
or mentor? But I remind myself that I have to do my best.
No matter how much I accomplish, there will always be
more to do and ways I could have done better. However,
it’s important to look back and recognize what I have
achieved, even if some things were missed along the way.
On days when I feel like I’ve fallen short, I look at my
children and students and see the impact I’ve made. That
motivates me to keep going and give my best effort.

If there were ever a day when I had completed every-
thing on my list, what would be the point of living?
Life is about continuous growth—there will always be
new challenges, unfinished tasks and opportunities for
improvement.
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Q5: Do you have role models?

A5: There are many individuals in the ACES and IEEE
Antennas and Propagation (AP) Society whom I may
not have interacted with directly, but who have served as
inspiring role models. There was a time when the num-
ber of women in AP was very small. As a student, I saw
only a few women in the field. However, witnessing their
accomplishments—despite balancing family and other
responsibilities—was incredibly motivating.

I remember one particular moment at our annual
symposium when a senior female researcher was pre-
senting awards for the student paper competition. Curi-
ous, I asked her about her research and she told me she
was working on implanted antennas. I found the topic
fascinating, and it ultimately became an area I pursued
myself. Seeing women actively contributing to our soci-
ety and excelling in leadership positions was encourag-
ing. Inspired by these experiences, I strive to give back
by mentoring and supporting the next generation of engi-
neers.

I especially would like to mention my undergrad-
uate and graduate advisors, Professors F. Farzaneh, M.
Tebyani and L. Shafai, for their enormous support and
their role in my education and becoming a professional
in my field.

Finally, I would like to acknowledge and thank my
family (Fig. 7), my husband Dr. Reza Fazel-Rezai and
my sons Vahid and Hamed, for their unwavering support,
inspiration and understanding.

Fig. 7. Sima Noghanian with Hamed, Vahid and Reza
Fazel-Rezai.

III. CONCLUSION

We can be pioneers in many ways. It really is possi-
ble. This is why it’s good to have the story of women in
our society, like this interview and others, to help inspire
the next generation of women in electromagnetics.

REFERENCES
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Fast FDTD/TDPO Hybrid Method Based on Spatiotemporal Sparse Sampling

Linxi Wang and Juan Chen

School of Information and Communications Engineering
Xi’an Jiaotong University, Xi’an 710049, People’s Republic of China

wanglinqian@stu.xjtu.edu.cn, chen.juan.0201@mail.xjtu.edu.cn

Abstract – Based on a hybrid method of finite-difference
time-domain (FDTD) and time-domain physical optics
(TDPO), this study employs a sparse sampling technique
in near-to-far-field calculations to improve the efficiency
of electrical large target computation. In the conventional
hybrid method, the transformation from the near-field of
the FDTD region to the far-field of the TDPO region
involves the largest amount of computation, which can
be reduced by applying the sparse sampling optimization
method jointly in spatial and time domain. Compared to
the conventional method, our proposed algorithm signif-
icantly reduces computation time while maintaining a
negligible increase in error. Several examples are pro-
vided to demonstrate the accuracy and efficiency of our
approach. In particular, a large parabolic antenna whose
aperture size is 100 wavelengths is computed. The com-
putation time is decreased by up to 91.52% of the con-
ventional method while the maximum relative error is -
21.56 dB. Compared with results of CST software, the
method proposed in this work has smaller errors and
excellent applicability.

Index Terms – Far-field, finite-difference time-domain,
hybrid method, parabolic antenna, sparse sampling,
time-domain physical optics.

I. INTRODUCTION

Benefiting from the rapid development of computer
technology and hardware, transient electromagnetic scat-
tering simulations of composite objects with diverse
sizes and material properties are widely applied in fields
such as aerospace [1], radar [2] and marine [3]. In prac-
tical scenarios, the electromagnetic challenges that need
to be addressed are often multiscale in nature [4, 5]. For
instance, a large reflector antenna is much larger than a
typical wavelength, while its feed structure is an electri-
cal fine structure with respect to a typical wavelength.
However, as the electrical scale of the target increases,
the demands in computational time and resource require-
ments by numerical methods become overwhelming.

With the aim of computing the transient electro-
magnetic scattering accurately and efficiently, hybrid

methods have been proposed by researchers to address
challenges that cannot be remedied easily by a sin-
gle method [6–9]. A hybrid schema combining finite-
difference time-domain (FDTD) [10] and time-domain
physical optics (TDPO) [11], as a representative com-
putational method in time domain, demonstrates signif-
icant advantages in broadband calculations [12]. The
FDTD method enables accurate simulations across var-
ious electromagnetic problems, while the TDPO can
reduce memory requirements and enhance computa-
tional speed. Yang et al. [13] systematically investigated
the hybrid algorithm of FDTD and TDPO, conduct-
ing far-field scattering calculations for composite tar-
gets comprising dipole and perfect electric conductor
(PEC) plates. This method needs small amounts of com-
puter memory and achieves high efficiency compared
to a full wave solution. However, the examples in the
literature are too simple to demonstrate the efficiency.
The antenna models in practical engineering applica-
tions tend to be more complex and larger in scale. As
discussed in [14], the radiation fields of the large sin-
gle reflector calculated by a hybrid method parallelized-
FDTD and parallelized-TDPO, which demonstrated the
ability to simulate a large reflector with dimensions span-
ning hundreds of wavelengths, included cases where the
reflector’s feed is offset. Indeed, conventional hybrid
methods face significant limitations when addressing
multiscale problems, primarily due to excessive com-
putational demands. These challenges often render such
methods either impractical or prohibitively slow, espe-
cially when the antenna aperture exceeds several hun-
dred wavelengths or the feed structure becomes increas-
ingly complex, frequently necessitating the use of paral-
lel algorithms. Furthermore, there is currently a scarcity
of literature offering a comparative analysis of computa-
tion time for such hybrid algorithms.

This paper presents an optimization of the con-
ventional FDTD/TDPO hybrid algorithm by employing
a sparse sampling technique in both spatial and time
domains, which reduces computational workload and
enhances efficiency. Our proposed approach achieves the
computation of large parabolic antennas fed by various
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sources using a serial algorithm, a task previously lim-
ited to parallel algorithms as reported in [14]. Impor-
tantly, the computation time is significantly saved with-
out a substantial increase in errors compared to conven-
tional hybrid algorithms.

The rest of this paper is organized as follows. The
principle of the hybrid method including the formulation
of the coupling between the FDTD method and TDPO
method and the implementation process of organization
have been presented in detail in section II. Through pro-
viding several numerical examples, section III demon-
strates the accuracy and efficiency of the proposed hybrid
method for large composite targets transient electromag-
netic scattering. Finally, conclusions are presented in
section IV.

II. BASIC THEORY

When using the FDTD/TDPO hybrid method to
study complex composite objects, the computation
domain is first divided into sub-domains based on config-
uration: the FDTD region containing small-size objects
with fine structures, and the TDPO region containing
large electrical dimensions. Conducting far-field scat-
tering calculations is divided into primary scattering
and secondary scattering. The primary scattered field
involves direct far-field scattering by the FDTD and
TDPO regions, which can be calculated separately using
FDTD and TDPO methods. The secondary scattered
field is due to the mutual-coupling between the FDTD
and TDPO region. The scattered field from one region is
considered to be the incident field on the other region.

The key point of the hybrid algorithm lies in the cou-
pling between the two regions, which is also crucial for
optimization. Let us take the coupling from the FDTD
region to the TDPO region as an example. Firstly, the
magnetic fields on the FDTD extrapolation surface are
calculated using the FDTD method. Then, the magnetic
fields in the TDPO region are computed via near-to-far-
field extrapolation. Finally, the far-fields of TDPO region
are obtained using the TDPO method.

The near-to-far-field extrapolation technique is
based on Kirchhoff’s surface integral representation
(KSIR) [15]. A cubic surface S is selected as the extrapo-
lation surface. The surface S should be closed, enclosing
all sources, and as small as possible. Taking the magnetic
field along the x-axis as an example, assuming a point P
exists outside the surface S, the extrapolated magnetic
field Hx from the FDTD extrapolation surface to the
TDPO calculation domain surface element is:

Hx(r, t + τ) =

1
4π
∮

s

{
(n̂′ ·R)

[
Hx(r′,t)

R3 + 1
cR2

∂Hx(r′,t)
∂ t

]
− 1

R
∂Hx(r′,t)

∂ z

}
ds′, (1)

where r is the position vector of the observation point P,
r′ is the position vector of any point on the closed surface

S, R = r-r′, R = |R|, n̂′ is the outward-pointing normal
to the FDTD extrapolation surface, τ is the retarded time
and c is the speed of light in free space.

At time step n+1, the partial derivatives with respect
to space and time are represented by second-order center
differences:

∂Hx

∂ z

∣∣∣∣
z=k0

∼= Hn+1
x (i, j,k0 +1)−Hn+1

x (i, j,k0 −1)
2Δz

,

(2)

∂Hx

∂ t

∣∣∣∣
t=n+1

∼= Hn+2
x (i, j,k0)−Hn

x (i, j,k0)

2Δt
. (3)

Hn
x represents the value of Hx at time step n, Δt is

time-step size, Δz is the grid size in the z-direction. Sub-
stituting equations (2) and (3) into equation (1) yields:

Hx,k = F1(n)+F2(n+1)+F3(n+2), (4)
where:

F1(n) = ∑
i, j

A
Hn

x (i, j,k0)

2Δt
Δi j, (5)

F2(n+1) = ∑
i, j

[
Ac Hn+1

x (i, j,k0+1)−Hn+1
x (i, j,k0−1)

2Δz
+BHn+1

x (i, j,k0)

]
Δi j, (6)

F3(n+2) = ∑
i, j

A
−Hn+2

x (i, j,k0)

2Δt
Δi j, (7)

A =−1/4πcR, (8)

B = 1/4πR2. (9)
Here, Δi j is the area of Yee’s cell on the xy plane at

z = k0 and R is the distance from each subsurface Δi j to
the observation point.

To reduce memory usage and enhance compu-
tational speed, a sequential transfer method [13] is
employed. In this method, for each time step computed
by FDTD, the field values on the extrapolation surface
of the Yee cell are extrapolated to the surface trian-
gular patches of the TDPO region using KSIR. Then,
the contribution from each patch to the far-field obser-
vation point can be immediately computed using the
TDPO method. The far-field values are summed up based
on the time delay between cell-to-patch and patch-to-
observation point until the transient process is com-
pleted.

However, conventional hybrid algorithms face sig-
nificant challenges when dealing with large antenna
apertures and complex feed structures. Large-aperture
antennas are often electrically large, requiring a dense
grid to accurately model the electromagnetic behavior,
which leads to a high grid count. The complexity of the
feed structure further exacerbates this issue by demand-
ing smaller and denser grids to capture the fine details,
which results in an increased computational load. More-
over, the smaller time step required to maintain numeri-
cal stability in such cases can lead to a further increase in
computation time. Moreover, the extrapolation step is the



WANG, CHEN: FAST FDTD/TDPO HYBRID METHOD BASED ON SPATIOTEMPORAL SPARSE SAMPLING 178

most time-consuming part of the entire calculation pro-
cess. In each time step, it is necessary to calculate extrap-
olated field values from each Yee cell on the extrapola-
tion surface of the FDTD region to each triangle on the
TDPO region.

Here, we propose two optimization strategies: spa-
tial sparse sampling to reduce grid count and temporal
sparse sampling to enable larger time step. These two
methods can be applied jointly to significantly enhance
computational efficiency.

A. Spatial sparse sampling method

Considering the impact of fine structures on the
accuracy, the grid size of the targets within the FDTD
region is typically set to be small. Consequently, the
number of grids on the extrapolation surfaces becomes
very large, resulting in a significant computational bur-
den and extremely long computation times during near-
field extrapolation. In general, the number of grids on the
extrapolation surfaces Ksum is in the order of 104 to 105,
while the order of magnitude of cells in the TDPO region
Msum is 102 to 104. Thus, the total extrapolation time will
be Ksum×Msum, reaching up to 1010 times that of one sin-
gle extrapolation. Consequently, extrapolation becomes
a significant bottleneck in overall computation, partic-
ularly when addressing electromagnetic problems with
electrically small and intricate structures. As an exam-
ple, consider a composite target where Ksum is 10000
and Msum is 1000. By applying sparse sampling to Ksum,
where every two grid points are sampled once, Ksum can
be reduced to 5000. This decreases the total number of
extrapolations from 107 to 5×106, thereby significantly
reducing the computational cost.

When conducting near-field extrapolation, it is
unnecessary to substitute the value of each cell into equa-
tion (1). The spatial sparse sampling method involves
sampling on the extrapolation surface and then perform-
ing extrapolation. Due to the presence of fine structures
in the feed, the grids on the extrapolation surface will
be dense. However, these overly dense grids are required
because the grid partitioning must fit the structure and
shape of the target. Since the field variations in these
areas are not drastic, selectively extracting grids at inter-
vals on the extrapolation surface for extrapolation calcu-
lations does not affect the collection of field values on the
extrapolation surface outside the FDTD region and thus
does not significantly impact the final results. Therefore,
the extrapolation operation with interval sampling will
not affect the accuracy of the results significantly but can
effectively reduce the computational load.

Taking the xy-plane as an example, Fig. 1 depicts
a schematic diagram of the grid setting when the spa-
tial sampling is set to 3. The black grid lines represent
the original FDTD grid, while the red lines represent the

(a) (b)

Fig. 1. Grid setting (a) without spatial sampling and (b)
with spatial sampling set to 3.

sampling grid. Let Hx(i,j,k0) denote the magnetic field on
the original grid, H ′

x(p,q,k0) denote the magnetic field on
the sampling grid, s(i,j,k0) denote the area of the original
grid, s′(p,q,k0) denote the area of the sampling grid, M
and N denotes the number of original grids in the x and
y directions, and Ms and Ns denotes the number of sam-
pling grids in the x and y directions, respectively. Then,
we have:

M,N

∑
i=1, j=1

Hx(i, j,k0)s(i, j,k0)�
Ms,Ns

∑
p=1,q=1

H ′
x(p,q,k0)s′(p,q,k0).

(10)
In equation (10), H ′

x(p,q,k0) can be approximated
using the average value method. If the number of inter-
vals in the spatial grid is G, then the magnetic field com-
ponents on the sampling grid can be approximated by the
average value method as follows:

H̄x(p,q,k0) =
1

G2

p+G−1,q+G−1

∑
i=p, j=q

Hx(i, j,k0). (11)

By substituting equations (5), (6) and (7) into equa-
tion (4), the equation can be expressed as:

Hx,k0 =
M,N

∑
i, j=1

⎧⎪⎨⎪⎩
Ac Hn+1

x (i, j,k0+1)−Hn+1
x (i, j,k0−1)

2Δz
+BHn+1

x (i, j,k0)

−A Hn+2
x (i, j,k0)−Hn

x (i, j,k0)
2Δt

⎫⎪⎬⎪⎭Δi j.

(12)
Substituting equation (11) into equation (12) gives:

Hx,k0 =
Ms,Ns

∑
p,q=1

⎡⎢⎣ Ac H̄n+1
x (p,q,k0+1)−H̄n+1

x (p,q,k0−1)
2Δz

+BH̄n+1
x (p,q,k0)

−A H̄n+2
x (p,q,k0)−H̄n

x (p,q,k0)
2Δt

⎤⎥⎦
×∑p+G−1,q+G−1

i=p, j=q Δpq

. (13)

Here, Ms = INT((M-1)/G) and Ns = INT((N-1)/G).
By comparing equations (12) and (13), the abso-

lute error after sparsification of the spatial grid can be
derived:
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δx,k0 =

∑p+G,q+G
i=p, j=q

⎡⎢⎢⎢⎢⎢⎢⎣
Ac Hn+1

x (i, j,k0−1)−H̄n+1
x (p,q,k0−1)

2Δz

−Ac Hn+1
x (i, j,k0−1)−H̄n+1

x (p,q,k0−1)
2Δz

+
(
BHn+1

x (i, j,k0)−BH̄n+1
x (p,q,k0)

)
−A Hn+2

x (i, j,k0)−H̄n+2
x (p,q,k0)

2Δt
+A Hn

x (i, j,k0)−H̄n
x (p,q,k0)

2Δt

⎤⎥⎥⎥⎥⎥⎥⎦×Δpq
.

(14)
From equation (14), it can be seen that δx,k0

is mainly influenced by the difference Hn
x (i, j,k0) −

Hn
x (p,q,k0) and the product Δpq. Therefore, the error is

likely to increase in two situations: first, where the field
components vary sharply and, second, where the original
FDTD grid is too coarse. Thus, in regions with signifi-
cant field variation, such as at apertures, material bound-
aries and interfaces between different media, the grid dis-
cretization should be appropriately increased to mitigate
the impact of spatial sparsity on the results.

B. Time sparse sampling method

In each time step of the current conventional algo-
rithm, the near-field values are computed first by FDTD,
then the magnetic field in the TDPO region is extrap-
olated using KSIR, and finally TDPO is used to cal-
culate the far-field. The FDTD algorithm must comply
with the Courant-Friedrichs-Lewy (CFL) condition [16]
to guarantee the stability of the solution, which means
that the time-step size of the FDTD algorithm is related
to the minimum grid size in the three spatial directions.
To reduce numerical dispersion caused by spatial dis-
cretization, the maximum grid size in the FDTD method
is typically less than one-tenth of the shortest wave-
length. When the object has fine structures, the minimum
grid size may be only one-hundredth of the wavelength
or even smaller. Therefore, the time step of the FDTD
method is much smaller than that of the TDPO method.
As the time step decreases, the number of time steps
that need to be calculated increases, resulting in a greater
computational load.

According to the time-domain sampling theorem, a
band-limited signal f (t) with a maximum frequency fmax
can be uniquely represented by uniformly distributed
samples, provided the sampling interval does not exceed
1/2fmax. The time sparse sampling method optimizes
FDTD by storing the field values on the extrapola-
tion surface every N time steps. Subsequently, near-field
extrapolation is performed using the Kirchhoff surface
integral, and the far-field values for each time step are
computed using the TDPO method. According to the
Nyquist sampling theorem, the sampling interval only
needs to satisfy (N-1)Δt<1/(2fmax), which significantly
reduces the number of iterations required for the extrap-
olation steps. Here Δt is the time-step length of FDTD
and fmax denotes the maximum operating frequency.

III. NUMERICAL RESULTS

To illustrate the efficiency, accuracy and applicabil-
ity of the proposed approach, we present two numerical
cases. In the first case, a basic composite entity com-
prising both small-scale and large-scale structures rela-
tive to the wavelength is given and simulated. Various
sets of sampling data are configured to assess the influ-
ence of the sampling number on result errors. A com-
parative analysis is conducted between the conventional
FDTD/TDPO approach and the proposed FDTD/TDPO
method, focusing on their efficiency and accuracy. In the
second case, the applicability of the proposed approach
to problems concerning a large parabolic antenna is
demonstrated. Additionally, the findings are corrobo-
rated through validation using the commercial software
CST.

A. Cube and plate

In the first example, we consider a PEC cube located
at a distance of 10λ in front of a PEC plate. The metallic
cube has a side length of 1λ , while the plate measures
100λ×100λ×1λ . A modulated-Gaussian pulse plane
wave with a frequency band 10∼20 GHz is incident
along the z-axis, with the electric field polarized parallel
to x-axis. The result of the hybrid method is compared
with that of FDTD to confirm the accuracy of the hybrid
method. Figure 2 shows the transient far-field scattering
response calculated by the conventional FDTD/TDPO
hybrid method and the FDTD method.

It is evident that the two results are in good agree-
ment. Due to the significant difference of four orders of
magnitude in the field values between the FDTD region
and TDPO region, the results are segmented by time
intervals. Figure 3 (a) depicts the far-field for the time
interval of 0-0.8 ns, representing the primary scattering

Fig. 2. Far-field in time domain.
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Fig. 3. Far-field for the time interval of (a) 0-0.8 ns, (b) 1-2 ns and (c) 1.5-2.5 ns.

from the small PEC cube. Figure 3 (b) illustrates the far-
field for the time interval of 1-2 ns, representing the sum
of the primary scattering from the plate and the coupled
field between the plate and the cube. Figure 3 (c) presents
the far-field values after 1.5 ns.

Overall, the backscattering fields of the combined
target computed by two methods match well, with dis-
crepancies emerging only after 1.5 ns. Such discrepan-
cies are mainly attributed to the TDPO method only con-
sidering the induced currents on the plate surface, with-
out considering the edge diffraction fields.

In the two algorithms, the FDTD algorithm took
16.23 hours while the FDTD/TDPO hybrid algorithm
required 144.49 hours, indicating the need for opti-
mization of the hybrid algorithm in terms of compu-
tation time. Therefore, we use spatial sparse sampling
and time sparse sampling methods for optimization, and
focus on analyzing the error in the coupling part of the
results.

First, we fix the time sample at 5. Five sets of data
with spatial sample of 1, 2, 4, 6 and 8 are selected for
comparison over 500 time steps. Figure 4 shows the com-
parison of far-field obtained with different spatial sam-
ples, which are in good agreement. The relative errors of
the far-field calculated with spatial sample of N = 2, 4, 6
and 8 compared to the case of no sampling interval (i.e.,
N = 1) are displayed in Fig. 5. The error is defined as a
function of time by:

20log10(
∣∣E1

θ (t)−E0
θ (t)

∣∣/max(
∣∣E0

θ (t)
∣∣)), (15)

where E1
θ (t) represents the electric field with spatial sam-

ple of N (N>1), and E0
θ (t) represents the electric field

with spatial sample of 1.
There are no relative error values in the earlier time

segments because the algorithms for computing the pri-
mary scattering are the same, resulting in a relative error
of 0. As can be seen in Fig. 4, the more sampling points
there are, the smaller the error. However, excessive sam-
pling leads to longer computation times, defeating the
purpose of optimizing the algorithm.

Fig. 4. Comparison of far-fields by different spatial sam-
ples.

Before 1.2 ns, there are no numerical errors in the
earlier time segments because the algorithms for com-
puting the primary scattering are the same, resulting in
an infinitely small relative error. Taking a spatial sam-
pling interval of 2 as an example, as shown in Fig. 3,
a distinct time-domain waveform appears after 1.25 ns.
Correspondingly, in Fig. 5, the relative error undergoes
a rapid change between 1.25 ns and 1.4 ns, increasing to
-128.05 dB, and then stabilizes between -172 dB and -
113 dB. Figure 5 also shows that as the spatial sampling
interval increases, the error slightly increases, though not
significantly. Larger errors tend to occur when the elec-
tric field is near its peaks or troughs, leading to greater
relative error. Conversely, when the electric field is near
zero, the relative error is reduced. Therefore, the relative
error fluctuates rather than remaining constant.

Table 1 presents the computation time and the max-
imum relative error corresponding to different spatial
samples. As the spatial sample increases from 2 to 8,
the maximum relative error increases from -112.21 dB
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Fig. 5. Relative error of different spatial samples.

Table 1: Computation time and maximum relative error
of different spatial samples

to -85.69 dB, while the computation time decreases from
1064.03 min to 15.76 min. When the spatial sample is
set to 10, the time is reduced to 1/67.51 of the origi-
nal, indicating a substantial reduction in time. Although
the increase in error with the larger spatial sample inter-
val is not significant, the substantial reduction in time
greatly enhances the computational capability of the
hybrid algorithm.

Subsequently, we analyze the time sparse sampling.
With spatial sample fixed at 4, five sets of data with time
sample of 1, 2, 4, 8 and 16 are selected for compari-
son over 500 time steps. Figure 6 illustrates the far-field
scattering results for different time samples, while Fig. 7
contrasts the relative errors corresponding to these time
samples.

One can see that as the time sample increases, the
sampling points become sparser, making it more likely
to miss peaks or troughs in the field values, thus leading
to larger errors. However, with the increase in the time
sample, the maximum relative error fluctuates slightly,
consistently remaining below -78 dB.

The time required is reduced to 1/21.63 of that when
the time sample is 1, as shown in Table 2. Consequently,

Fig. 6. Comparison of far-fields by different time sam-
ples.

Fig. 7. Relative error of different time samples.

Table 2: Computation time and maximum relative error
of different time samples

although the increase in the time sample does not sig-
nificantly increase the error, there is a significant reduc-
tion in time consumption, thereby notably enhancing the
computational efficiency of the hybrid algorithm.
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B. Parabolic antenna fed by horn

Here we consider an example of a composite target
consisting of a parabolic antenna and a horn antenna, as
depicted in Fig. 8.

Fig. 8. Parabolic antenna fed by horn.

The horn antenna is placed as the feed source at the
focus of the parabolic antenna. The operating frequency
is f = 6 GHz, the aperture diameter of the parabolic
antenna is D = 100λ , and the focal-to-diameter ratio
is F/D = 0.685, where F denotes the focal length of
the parabolic antenna. The waveguide length in the horn
antenna is 7.3 cm, with a waveguide aperture size of
0.0508×0.0254 cm2. The axial projection length of the
horn is 12.2 cm and its aperture size is 16.9×11.9 cm2.
The horn antenna is excited by a coaxial feed with a
Gaussian pulse signal.

The horn antenna in the FDTD computation domain
is discretized using non-uniform hexahedral grids, com-
prising 71×31×75 cells. The minimum grid sizes in
the three directions are 0.4 mm, 0.8 mm and 0.3 mm,
respectively. The time step is set to 8.24×10−13 s. The
total number of grids on the extrapolation surface in the
FDTD region is 26560. Within the TDPO computation
domain, the parabolic antenna is partitioned into 2676
triangular patches. The FDTD/TDPO hybrid algorithm
is optimized using both spatial and time sparse sampling
methods.

Figure 9 illustrates the comparison of far-field elec-
tric field obtained with different spatial sampling when
the time sampling is set to 20. Figure 10 compares the
far-field electric field results obtained with different time
sampling when the spatial sampling is set to 4. It is evi-
dent that the results of the proposed hybrid algorithm

Fig. 9. Comparison of far-fields by different spatial sam-
ples.

Fig. 10. Comparison of far-fields by different time sam-
ples.

align well with those of the original FDTD/TDPO hybrid
algorithm.

The computation time and maximum relative error
for different spatial samples and time samples are pre-
sented in Table 3. With an increase in spatial sampling,
the maximum relative error remains relatively stable.
When the time sample is fixed and the spatial sample
is increased from 1 to 8, the computation time decreases
from 29.01 hours to 2.46 hours, a reduction of 91.52%.
Compared to the result at a spatial sampling of 1, the
result at a spatial sampling of 4 exhibits a maximum rel-
ative error of -21.56 dB. When the spatial sample is fixed
and the time sample is increased from 10 to 40, the com-
putation time decreases from 9.83 hours to 3.20 hours,
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Table 3: Computation time and maximum relative error of different spatial samples and time samples

which is approximately 1/3.07 of the computation time
with a time sample of 10. The maximum relative error
is -8.94 dB in this case. This indicates that as the spatial
and time sample increases, the increase in error is mini-
mal, while there is a significant reduction in computation
time, effectively enhancing the computational efficiency
of the hybrid algorithm.

Figure 11 presents the corresponding results
obtained from commercial software CST. Compared to
the result obtained using the sparse sampling optimiza-
tion method with a spatial sample of 4 and a time sample
of 40, the two results are in good agreement. The CST
software computed this example with a total grid count
of 1.86×109, utilizing GPU acceleration, and the entire
computation process took 35.8 hours. In contrast, the
proposed hybrid algorithm generates 906315 cells in the
FDTD computation region and 2616 triangular patches
in the TDPO region, achieving a total computation time
of 2.46 hours.

Fig. 11. Comparison of transient far-field computed by
CST and the proposed FDTD/TDPO.

The method proposed in this paper does not consider
the impact of hardware on computation speed and accu-
racy. Therefore, all methods in the paper were executed

on the same computer configuration, detailed as follows:
Windows 10 operating system, Intel(R) Xeon(R) 8360Y
CPU @ 2.40 GHz 3.50 GHz processor and 1.0 TB RAM.
If the size of the parabolic antenna continues to increase,
the CST software would be unable to perform transient
radiation simulation, whereas the proposed algorithm is
not subject to such limitations.

IV. CONCLUSION

This paper presents an optimization algorithm based
on the FDTD/TDPO hybrid method, which samples at
intervals in the spatial and time domains. The proposed
approach preserves the advantages of the hybrid algo-
rithm by segmenting computation regions for compos-
ite objects computation, while addressing the issue of
slow computation caused by excessive computation load.
Numerical validation demonstrates that this optimization
significantly enhances computational efficiency without
appreciably compromising accuracy, thereby highlight-
ing the reliability and efficiency of the algorithm.
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Abstract – In this study, a miniaturized polarization con-
version metasurface (PCM) with a cell size of 6×6 mm
is utilized to reduce the radar cross-section (RCS) of
a circularly polarized antenna array. Each cell circuit
of the PCM comprises a pair of folded L-shaped strips
with a meander line, which are printed on the surface of
the substrate. This configuration demonstrates a polar-
ization rotation (PR) bandwidth of 112% and achieves
a high polarization conversion ratio (PCR) of 90%. To
confirm the efficacy of the RCS reduction, the PCM is
integrated with a circularly polarized 2×2 dipole antenna
array. The measured results of the array are in excel-
lent agreement with the simulated data, indicating at
least a 5 dB reduction in monostatic RCS for the pro-
posed antenna array. Furthermore, the integration of the
PCM does not degrade the radiation performance of the
antenna array, confirming the PCM’s suitability for RCS
reduction without compromising antenna functionality.

Index Terms – Circularly polarized dipole antenna array,
miniaturized, PCM, RCS.

I. INTRODUCTION

An antenna can not only radiate/receive electromag-
netic waves, but also scatter electromagnetic waves as
a special structure, which greatly increases the radar
cross-section (RCS) of the antenna and seriously affects
its application in safe communication. Developing an
antenna that can achieve both ultra-wideband low RCS
and wideband radiation is of great significance and
necessity [1, 2].

Reflective polarization rotators have received
considerable attention in the development of stealth
platforms [3]. Linear-to-linear rotating polarization con-
version metasurface (PCM) designs that use asymmetric
elements can achieve a phase difference of 180◦, making
them suitable for stealth platforms [4–5].

Metasurface-based polarization rotators have the
advantage of being compact and lightweight, mak-
ing them highly suitable for antenna RCS reduction

[6–9]. For example, a sawtooth polarization conversion
metasurface operating in the terahertz (THz) band has
been proposed [6]. A PCM positioned at an appropri-
ate height above a coil can form a Fabry-Perot cavity to
enhance gain [7]. An RCS reduction of circularly polar-
ized antennas has been achieved using circular polariza-
tion conversion electromagnetic band-gap (CPC EBG)
structures [8], while an improvement to the conventional
L-shaped strip in a tapered strip design has expanded the
polarization rotation bandwidth of PCM units to 117.2%
[9]. Moreover, the antennas developed using this method
often require multi-layer structures, whereby controlling
the area of the metasurface can be difficult. Several meth-
ods are proposed for broadband RCS reduction, such
as a dartboard-shaped layout [10], rotated phase cod-
ing phase [11], and two-layer stacked resonance absorber
[12]. Based on the hybrid mechanism metasurface of the
Panchartnam–Berry phase, a 2×2 array is proposed for
2∼13 GHz low RCS in [13]. However, these unit cells
need complex multilayers or large size, which limit their
application in antenna array.

A novel approach for reducing the RCS of a circu-
lar polarized dipole antenna, using a miniaturized PCM,
has been presented in this paper. The meander lines are
applied to the arms of L-shaped strip, which can greatly
reduce the resonant frequency. Electromagnetic (EM)
simulation and equivalent circuit are conducted for the
performance and working mechanism of miniaturized
cell. A 2×2 array with circularly polarization is inte-
grated with PCM to validate the effect of RCS reduction.

II. THEORY OF THE PCM
A. Structure of PCM cell

The detailed parameters are given in Fig. 1. The
substrate is F4B with a relative dielectric constant of
εr =2.2, tanδ =0.0009, and a height of 4 mm. When the
electromagnetic wave is incident on the cell, the folded
part can provide a longer current path, thus realizing the
miniaturization of the cell. We use a Floquet Port to sim-
ulate a periodic arrangement of the PCM cell. The overall
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Fig. 1. Structure of the proposed PCM cell: (a) overall
view, (b) top view and (c) side view.

structure was simulated and analyzed with the software
of HFSS with the following optimized parameters: P=6,
h1 =4, L1 =4, W1 =1.1, W2=0.44, W3 =0.13, d=0.2, all
units being in mm.

B. Design procedure

Polarization conversion ratio (PCR) is a key
indicator to measure the ability of different polar-
ization waves to be converted. It is defined as
PCR=|Γxy|2/(|Γxy|2+|Γyy|2) to demonstrate the ability to
convert when an y-polarized linear polarization (LP)
incident wave to an x-polarized reflected wave. Here,
|Γyy| denotes the reflection coefficient of a y-polarized
incident wave to a y-polarized reflected wave. Similarly,
|Γxy| denotes the reflection coefficient of a y-polarized
incident wave to an x-polarized reflected wave.

The PCM cell iterative design from Model 1 to
Model 4 shown in Fig. 2. A Floquet Port has been used to
simulate a periodic arrangement of the models. The cor-
responding PCR values for each model, can be depicted
from Fig. 3. Initially, Model 1 employs a L-shaped metal-
lic strip with PCR greater than 0.9 at a narrow frequency
band range of 20.1-20.9 GHz. Subsequently, another
same strip is added and placed diagonally opposite the
original shape. However, Model 2 exhibits a shift in
the operating frequency towards lower frequencies and
a resonant frequency in the PCR curve. Moreover, in the
middle band, the PCR performance of Model 2 deterio-
rates. To address this problem, the interior of the patch is
folded to create Model 3, which resonates in the middle
frequency band. Although Model 3 enhances the PCR
performance slightly at low and high frequencies, there
is a band of poor results in the middle frequencies. More-

over, another resonant frequency occurs at 11.2 GHz.
Finally, the number of times the patch is folded inter-
nally is optimized to achieve the best PCR performance
for Model 4. In the entire broadband frequency range of
6.2-18.5 GHz, Model 4 exhibits excellent PCR perfor-
mance, which is greater than 0.9. In particular, at four
frequency points (6.6, 10.3, 16.3, and 17.7 GHz) the PCR
assumes values close to 1.0, indicating that the proposed
PCM achieves a phase of 90◦ rotation of polarization.

Fig. 2. Iterative design process of the PCM cell.

(a) (b)

Fig. 3. Simulated performance of the PCM cell: (a)
PCR of each model and (b) reflection coefficients of y-
polarized incident wave.

Simulated magnitudes of the reflection coefficients
|Γyy| and |Γxy| with y-polarized incident waves at differ-
ent oblique angles are shown in Fig. 3 (b). |Γxy| tends to
deteriorate in specific frequency band as θ increases. The
origins of the spikes are mainly caused by some self res-
onance generated by L-shaped strip with metal ground.
When electromagnetic waves are obliquely incident on
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a cell, its folded lines no longer maintain their original
inductance values; At the same time, the capacitance
between the patch and the metal ground will also change.
This leads to the appearance of spikes in the reflection
coefficient.

C. Theoretical analysis

The L-shaped branch has two perpendicular arms
that alter the polarization of the resonant electromagnetic
waves on it. The anisotropy of the PCMs and the near-
field variation caused by interference can be adjusted
to control the polarization of the final reflected wave.
Figure 4 (a) shows the electric field of an incident wave
along the u-axis and v-axis directions, which can be
expressed as:

⇀
E

i
= âuEi

ue jϕu + âvEi
ve jϕv . (1)

The reflected wave can be expressed with reflection
coefficients, where λ u and λ v are the reflection coeffi-
cients for the u and v axes:

⇀
E

i
r= âuλuEr

ue jϕu + âvλvEr
ve jϕv . (2)

Depending on those equations, the polarization of
the incident wave will rotate by 90◦ when λ u =λ v and
the phase difference between the two reflected waves is
Δϕ = 180◦. The reflection magnitude for the u and v axes
are given in Fig. 4 (b).

To elucidate the underlying mechanism responsible
for the polarization rotation (PR), the surface current dis-
tributions at the four resonant frequencies of the PCM
cell are presented in Fig. 5. It is observed that the current
intensity at both ends and in the middle of the two metal
patches are relatively weak, whereas a strong current
flows along both sides of the folding slit within the patch.
Consequently, in this configuration, the folded structure
can be conceptualized as a patch resonator, which estab-
lishes a current loop that induces magnetic resonance.

An equivalent circuit is constructed to explain the
working mechanism of PCM, as shown in Fig. 6. The
PCM is equivalent to two LC series circuits representing

(a) (b)

Fig. 4. PCM cell performance analysis under oblique
polarization: (a) u- and v-field component and (b) reflec-
tion magnitude along u- and v-axis.

Fig. 5. Simulated surface current of the PCM unit at (a)
6.6 GHz, (b) 10.3 GHz, (c) 16.3 GHz, and (d) 17.7 GHz.

(a) (b)

Fig. 6. Equivalent circuit of the proposed PCM: (a) cir-
cuit and (b) performance.

the metal patch and the coupling between the two metal
patches. The resistance is introduced for the loss when
the frequency of electromagnetic wave is not within the
working frequency band . An adjustable inductor is used
to represent the meander line of the L-shaped strip. The
dielectric layer is represented by a transmission line with
a length of d1, and the reflector plate is represented by
a short on the right. Y0 represents the characteristic con-
ductance of air and the reflection coefficient can be writ-
ten as Γ =(Y0−Yin)/(Y0+Yin), the conductances of two
LC series circuits are labeled as YL, YL2, respectively.
Then:

Yin = YL1 +YL2 +Yd , (3)

YL1 =
1

R1 + j
(

ωL1 − 1
ωC1

) , (4)

YL2 =
1

R2 + j
(

ωL2 − 1
ωC2

) , (5)

Yd =− jY01d1 tanβ . (6)
The values of lumped elements in the equivalent

circuit are given: R1 = 10Ω, L1 =12.5 nH, C1 =0.076
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pF, R2 =9Ω, L2 = 1.02 nH, C2 = 0.049 pF. With these
parameters, the equivalent circuit is simulated with AWR
Design Environment, and the corresponding results are
added to Fig. 6 (b). The performance of equivalent cir-
cuits and electromagnetic simulation have good consis-
tency throughout the entire frequency band.

III. CP DIPOLE ANTENNA ARRAY
A. Antenna element

The antenna element adopts the classic dipole with
meander line arm to achieve compact size, as shown in
Fig. 7. The dipole is placed above a PCM plane with 5×5
cells and supported by a F4B substrate with a height of 1
mm.

(a) (b)

Fig. 7. Structure of the antenna with PCM: (a) side view
and (b) vertical view with the parameters of L2 =5.3 mm,
W4 =0.9 mm, W5=0.2 mm, W6 =1.5 mm, h2 =1 mm.

The performance of the antenna element is shown
in Figs. 8 (a) and (b). The 3 dB axial ratio (AR) band
covers 6.5 GHz to 7.5 GHz. The AR values within the
impedance band of 6.87 to 7.35 GHz are all less than 3
dB. The antenna exhibits circular polarization character-
istics throughout the band.

(a) (b)

Fig. 8. Simulated results: (a) reflection coefficient and (b)
AR of dipole with PCM.

B. Antenna array

The four antenna units are sequentially rotated by
90◦ and arranged in a checkerboard configuration to form

the array antenna. The reference array antenna, desig-
nated as Array 1, consists of four dipole cells that are
rotated and combined as depicted in Fig. 9 (a). Each
dipole is oriented in a manner that facilitates center-fed
rotation, thereby enhancing circular polarization (CP)
performance. The energy field from the port is evenly
fed into the dipole antenna array through a one-to-four
power divider as the feed network, which shares a com-
mon ground layer with the PCM plane.

The designed tessellated PCM is placed beneath the
antenna to decrease its RCS. The final design structure,
called Array 2, is shown in Fig. 9 (b). The structure com-
prises a dipole array, a substrate printed PCM coating,
and a feed network. To verify the design structure, Arrays
1 and 2 were fabricated in Fig. 10 and the measured envi-
ronment is shown in Fig. 11.

(a) (b)

Fig. 9. Exploded view of antenna array: (a) Array 1 with-
out PCM and (b) Array 2 with PCM.

(a) (b)

Fig. 10. Photograph of antenna array: (a) Array 1 without
PCM and (b) Array 2 with PCM.

(a) (b)

Fig. 11. Measured environment of antenna array: (a)
Array 1 without PCM and (b) Array 2 with PCM.
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C. Simulation and measurement

To verify the performance of the proposed struc-
ture, Arrays 1 and 2 were fabricated, measured, and
compared. A comparison of S11 of the simulated and
measured arrays is provided in Fig. 12. It can be seen
that the simulated working frequency bands of Array
1 extends from 6.85 to 7.02 GHz for |S11| ≤ -10 dB.
The impedance bandwidth ranges from 6.82 to 7.12 GHz
for Array 2. The bandwidth of the antenna is slightly
broadened by addition of the PCM, due to the antenna
being influenced by the surface electric field excited by
the PCM. The measured bandwidth ranges from 6.86 to
7.12 GHz for Array 1 and 6.98 to 7.09 GHz for Array
2, respectively. The measured operating frequency was
excursed by approximately 0.1 GHz towards the high fre-
quencies while the trends remained constant.

Fig. 12. Performance of Arrays 1 and 2.

Figure 13 shows the simulated and measured radi-
ation patterns for Arrays 1 and 2 at 7.125 GHz. The
simulated achieved gains are 11.356 dBi (Array 1) and
12.402 dBi (Array 2), respectively. Loading the PCM
increases the gain of the ports by 1.0 dBi each. The mea-
sured actual gain is about 0.6 dBi less than the simulated
gain in the XZ- and YZ-planes, respectively. This differ-

(a) (b)

Fig. 13. Simulated and measured radiation patterns: (a)
XZ-plane and (b) YZ-plane at 7.125 GHz.

ence is mainly due to the loss of connector and manufac-
turing accuracy. The simulated and measured curves are
in good agreement. Stable directional CP radiations with
PCM coating are achieved. A high degree of isolation is
achieved between the co-polarized and cross-polarized
radiation on the aiming line.

Figure 14 shows the simulated and measured mono-
static RCS reduction curves for Arrays 1 and 2 for x- and
y-polarizations at normal incidence. The IncPWave Port
of HFSS is used to simulate the general incident wave to
obtain the simulation results of the metasurface. The sim-
ulated 5 dB RCS reduction scaling bandwidths for both
polarizations are between 6.1 GHz and 20.7 GHz, which
covers the operating band of the antenna. The measured 5
dB RCS reduction scaling bandwidths are from 6.1 GHz
to 20.8 GHz and 6.2 GHz to 21.9 GHz (x-polarization)
and 5.9 GHz to 20.7 GHz and 6.2 GHz to 22 GHz (y-
polarization).

(a) (b)

Fig. 14. RCS reduction of the arrays: (a) x-polarization
and (b) y-polarization.

The simulated 3D bistatic RCS of Arrays 1 and 2 at
8.0 GHz under normal incidence x-polarization wave are
shown in Fig. 15. Given that the reflection amplitudes are
equivalent, the phase difference between the mirror cells
is 180◦ following the checkerboard arrangement, result-
ing in mutual cancellation that diminishes the scattered
energy in the +z direction. Concurrently, the superpo-

(a) (b)

Fig. 15. 3-D bistatic RCS of the array at 8 GHz under
x-polarization incidence for (a) Array 1 and (b) Array 2.
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Table 1: Comparison between other work and this work
Ref. Electric Size

(λ 0×λ 0)
No. of

PCM Unit

Impedance Matching

BW (GHz)

Type of

Reduction

Polarization RCS Reduction

BW (GHz)

[7] 1.41×1.41 4×4 9.5-11.6 In-band
Out-of-band

Single LP 7.5-17.1 (78.0%)

[8] 0.90×0.90 4×4 4.8-7 In-band
Out-of-band

CP 4.7-5.8 (21.0%)

[9] 1.76×1.76 7×7 6.06-6.75/
6.28-6.47

Out-of-band Dual LP 9.6-33.1(110.0%)
9.8-33.2(110.0%)

This

work

0.71×0.71 5×5 6.87-7.35 In-band

Out-of-band

CP 6.1-20.7

(109.2%)

sition of the reflected waves gives rise to four subdued
scattering peaks.

A performance comparison between our work with
other low-RCS antennas is listed in Table 1. As can be
seen from the comparison, the model in reference [7]
has ultra-wide impedance matching bandwidth, and its
RCS reduction also reaches 78% bandwidth, but it is
only applied in single-line polarization, and its electri-
cal size is large. A miniaturized cell has been proposed
and applied for RCS reduction [8]; however, its operat-
ing bandwidth is only 21%. A model with an RCS reduc-
tion bandwidth of up to 110% was proposed in [9], which
demonstrated excellent working frequency band and dual
line polarization operation, but the cell needs complex
multilayers. The proposed antenna achieves a small size
of 0.71λ 0×0.71λ 0 and the characteristics of miniatur-
ization are obvious. Meanwhile, the RCS of this antenna
is reduced in a broadband frequency range 6.1-20.7 GHz
(109.2%) with 5 dB reduction and includes the working
frequency band of the antenna.

IV. CONCLUSION

A low RCS, gain-enhanced, miniaturized CP array
is presented in this paper. A folded ultra-wideband PCM
is designed and applied as the coating of the array. The
low-profile CP radiation is achieved through a tessel-
lated PCM plane, which reduces the RCS of the array
by 5 dB RCS in the range 6.1-20.7 GHz (109.2%). The
PCM area used for the single antenna is only 30×30 mm
(0.71λo×0.71λo), a significant miniaturization feature.
The performance of the array is investigated by simula-
tion and testing.
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Abstract – An unknown interference suppression scheme
for advanced antenna systems has been proposed to
address critical challenges in enhancing wireless com-
munication networks. This scheme focuses on improving
beamforming capabilities and spectral efficiency while
minimizing the impact of unknown interference. The
ability to suppress unknown interference is achieved
through a fitness function that does not rely on prior
knowledge of interference characteristics. This function
is designed based on the assumption that the desired
signal is received through the main lobe, while interfer-
ence predominantly resides in the sidelobes. By incor-
porating a constraint handling technique, specifically the
static penalty method, the fitness function ensures that
total output power is minimized only when interference
power in the sidelobes is effectively reduced. Addition-
ally, the optimization process is streamlined by reduc-
ing the number of optimization variables, focusing on
uniform rectangular arrays with square element distri-
butions. Metaheuristic algorithms, including the Binary
Bat Algorithm, Binary Grey Wolf Optimization, and
Binary Whale Optimization Algorithm, are applied to
adaptively suppress unknown interference while reduc-
ing computational complexity. The proposed scheme sig-
nificantly enhances advanced antenna systems perfor-
mance by steering adaptive nulls toward unknown inter-
ference sources, ensuring robustness in dynamic wireless
environments.

Index Terms – Binary Grey Wolf Optimization, con-
straint handling techniques, static penalty method, uni-
form rectangular arrays, unknown interference suppres-
sion.

I. INTRODUCTION

Advanced antenna systems (AAS) are a key
component of modern wireless communication net-

works, including 5th Generation (5G), beyond 5G, and
emerging 6G technologies. These systems significantly
enhance capacity, coverage, and energy efficiency. A key
feature of AAS is their flexible beam control, enabled
by technologies such as massive MIMO, beamforming,
and adaptive antenna arrays [1]. These capabilities allow
for more efficient spectrum utilization, higher through-
put, and improved connectivity, all while minimizing
interference. In the context of next-generation networks,
AAS play a critical role in supporting ultra-reliable low-
latency communications, massive machine-type commu-
nications, and enhanced mobile broadband, which are
essential for deploying 5G, beyond 5G, and 6G [2].

One of the most important capabilities of AAS is
their ability to precisely control beam patterns, enabling
targeted signal transmission and reception. This capa-
bility enhances link quality, expands coverage, and sup-
ports higher user densities, especially in urban settings
or industrial IoT applications. Additionally, AAS can
dynamically adapt to changing network conditions, opti-
mizing radiation patterns in real time to avoid interfer-
ence and maximize system performance. However, as
the number of antennas in these systems increases, so
too does the number of optimization variables, compli-
cating the optimization process and making it more time
consuming. This presents a significant challenge, espe-
cially in real-time processing for 5G, beyond 5G, and 6G
networks. Additionally, AAS continues to face substan-
tial challenges in managing unknown interference from
external sources.

In practical wireless communication environments,
interference can arise from unintended sources such as
co-channel transmissions, multipath effects, and exter-
nal electronic devices. This interference is often unpre-
dictable and lacks prior statistical or spatial information,
making it “unknown interference”. This interference
is often unpredictable in both direction and intensity,
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leading to system degradation, reduced data rates,
and increased latency. Traditional suppression methods
assume prior knowledge of interference characteristics,
limiting their effectiveness in real-world scenarios where
unknown interference is common. As wireless environ-
ments grow more complex with the development of 5G,
beyond 5G, and 6G, developing robust schemes for man-
aging unknown interference is becoming increasingly
critical [2, 3].

Interference suppression is a critical challenge in
wireless communication, particularly in scenarios where
interference characteristics are unknown. Various meth-
ods have been explored in the literature to address this
issue. Known interference is typically addressed through
methods like beamforming or adaptive filtering, both
of which require prior knowledge of the interference
source [4, 5]. For unknown interference, traditional tech-
niques, such as blind source separation [6], have been
widely used for signal extraction. Deep learning-based
approaches have also gained significant attention for
their ability to learn interference patterns directly from
data, as discussed in [7, 8].

Recent advancements in interference suppression
further extend these approaches. For instance, SlickScat-
ter [9] introduces an interference-insensitive WiFi
backscatter system that retrieves backscatter signals
despite unknown ambient interference. Similarly, auto-
matic modulation recognition techniques [10] leverage
graph neural networks to classify unknown interfer-
ence signals. Additionally, interference source position-
ing methods based on near-field scanning [11] provide
effective localization of interference sources. In the con-
text of hardware-based solutions, a 2-D MIMO receiver
array [12] demonstrates autonomous spatial filtering to
suppress unknown interference. Bayesian methods [13]
have also been proposed to characterize unknown inter-
ference power in wireless networks, offering insights
for rate adaptation. Furthermore, adaptive beamforming
techniques [14] enhance robustness by iteratively placing
radiation pattern nulls to suppress sidelobes and mitigate
unexpected interference.

A promising scheme involves combining meta-
heuristic algorithms with constrained handling tech-
niques (CHTs). Metaheuristic algorithms like Binary
Bat Algorithm (BBA), Binary Grey Wolf Optimization
(BGWO), and Whale Optimization Algorithm (BWOA)
have shown promise in optimizing beamforming param-
eters, particularly in the presence of unknown interfer-
ence. BBA, inspired by the echolocation behavior of
bats, is known for its rapid exploration of the scheme
space, offering quick convergence during early optimiza-
tion stages [15, 16]. However, it can struggle to balance
exploration and exploitation in more complex environ-
ments [17]. BWOA, which mimics the hunting strate-

gies of humpback whales, excels in fine-tuning schemes
and thoroughly exploring the search space, although it
may take longer to fully converge [18]. BGWO, mod-
eled after the social behavior of grey wolves during
hunting, offers a balanced approach to exploration and
exploitation, making it well-suited for complex, multi-
dimensional optimization problems [19]. By leveraging
the strengths of BBA, BGWO, and BWOA, combined
with CHTs, a scheme can be achieved for beamforming,
minimizing sidelobe levels (SLL), placing nulls in inter-
ference directions, and optimal resource allocation in the
presence of both known and unknown interference [20].

This paper proposes a scheme for suppressing
unknown interference in AAS without requiring prior
knowledge of interference characteristics. The scheme
achieves this by constructing a fitness function that mini-
mizes total output power while ensuring that desired sig-
nals remain unaffected. This function is formulated using
a constraint handling technique, specifically the static
penalty method (SPM), which effectively suppresses
interference residing in the sidelobes. To enhance com-
putational efficiency, the scheme integrates metaheuristic
algorithms with CHTs, optimizing interference suppres-
sion while minimizing the number of optimization vari-
ables in uniform rectangular arrays (URA). This reduces
search time and complexity, making the approach par-
ticularly suitable for advanced communication networks,
including 5G, beyond 5G, and emerging 6G technolo-
gies.

II. CONSTRAINED HANDLING
TECHNIQUES AND CONSTRAINED

OPTIMIZATION PROBLEMS
A. Constrained handling techniques

CHTs are a set of methods designed to address
optimization problems where constraints must be satis-
fied while optimizing an objective function. CHTs play
a critical role in ensuring that schemes meet prede-
fined constraints, making them indispensable in solv-
ing constrained optimization problems. Their primary
advantage lies in their ability to guide the optimization
process towards feasible regions of the search space,
avoiding schemes that violate the constraints. By bal-
ancing the search space exploration with the adherence
to constraints, CHTs enhance the reliability and prac-
ticality of optimization outcomes, particularly in com-
plex, multi-dimensional problem domains. The signifi-
cance of CHTs is further amplified when dealing with
constrained optimization problems, where schemes must
not only maximize or minimize an objective function but
also stay within the defined boundaries of the problem.
These techniques are particularly useful in non-convex
or discontinuous scheme spaces, where finding feasi-
ble schemes is challenging. CHTs encompass a range of



TRANG, CUONG, THAO, LUYEN: AN UNKNOWN INTERFERENCE SUPPRESSION SCHEME FOR ADVANCED ANTENNA SYSTEMS 194

approaches, from simple penalty methods, which impose
costs for constraint violations, to more sophisticated
techniques, like stochastic ranking and adaptive penalty
methods, that dynamically adjust their behavior to meet
the problem’s constraints.

CHTs become even more crucial when applied to
AAS due to the unique challenges these systems face.
AAS requires precise control over beamforming patterns
and interference mitigation while adhering to strict phys-
ical and operational constraints, such as maintaining the
desired beam shape, minimizing SLLs, and steering nulls
towards interference sources. These requirements natu-
rally lead to constrained optimization problems where
the goal is to optimize beamforming parameters without
violating the system’s constraints.

To address these challenges in AAS, four of the most
commonly used CHTs in the literature are: (i) penalty
methods, (ii) feasibility rules, (iii) the ε-constrained
method, and (iv) stochastic ranking. Each of these tech-
niques offers a unique way of handling constraints during
the optimization process. Among these, objective func-
tion penalization stands out as the most traditional and
widely employed approach. This method transforms a
constrained problem into an unconstrained one by adding
penalty terms to the objective function. The idea is to
penalize schemes that violate constraints, making the
optimization algorithm less likely to explore infeasible
regions. Over time, various penalty-based methods have
evolved, including static, dynamic, adaptive, and death
penalty techniques, each tailored to handle different lev-
els of problem complexity and optimization goals [21].

In summary, CHTs provide a powerful frame-
work for solving the constrained optimization problems
encountered in AAS, ensuring that both performance
and constraint compliance are achieved. This makes
them essential for the effective design and operation of
advanced wireless communication networks, especially
as these networks evolve into 5G, 5G beyond, and 6G
systems.

B. Constrained optimization problems

A constrained optimization problem typically
involves finding an optimal scheme to an objective func-
tion subject to a set of constraints. The general form
of a constrained optimization problem can be expressed
as [22]:

minimize f (x) :
g j(x) ≤ 0, j = 1,2, ..., j

subject to hk(x) = 0, k = 1,2, ...,K, (1)

xl
i ≤ xi ≤ xu

i , i = 1,2, ...,n
where:

• f (x) : objective function concerning the vector vari-
able x

• g j(x) : inequality constraints
• hk(x) : equality constraints
• xl

i ,x
u
i represents the lower and upper limit values,

respectively, of component xi in x.

In this article, SPM is applied, and then the con-
strained optimization problem (1) is transformed into an
unconstrained optimization problem (2).

In the static penalty approach outlined by [23], the
penalty coefficient escalates as the level of violation
increases, as noted in [24]. Although the penalty func-
tions remain unchanged, a static penalty function is pro-
posed that adapts the static penalty parameter based on
the severity of violations, as discussed in [25]. In the
context of the static penalty function presented in [26],
a constrained problem defined in (1) is converted into a
non-constrained form:

Minimize { f (x)+ξ v(x)} , (2)
where ξ v(x) presents a penalty term.

Inspired by the optimization in (2), the fitness func-
tion of the optimization in this study is defined as:

F(x,ξ ) = f (x)+ξ v(x). (3)
In this context, each unmet constraint affects x by

imposing a penalty equal. These penalties are aggregated
and multiplied by ξ , the penalty parameter, which is then
balanced against f (x). Therefore, if the magnitude of
the penalty term is minor compared to that of f (x), it is
highly likely that minimizing F(x,ξ ) will not yield a fea-
sible x for the original problem. Conversely, if ξ is suffi-
ciently large, the penalty for any constraint violation will
be substantial enough that minimizing the fitness func-
tion will lead to a feasible scheme.

Metaheuristic algorithms, such as BBA, BGWO,
and BWOA, are particularly well-suited for solving com-
plex constrained optimization problems. These algo-
rithms efficiently explore the scheme space, making
them potential candidates for optimizing AAS where
multiple constraints need to be satisfied [22].

CHT transforms constrained optimization problems
into single-objective optimization problems. By integrat-
ing penalty terms into the fitness function, metaheuris-
tic algorithms can focus on optimizing a single crite-
rion, such as interference suppression, while ensuring
that the constraints are satisfied. This approach is par-
ticularly useful in AAS, where optimizing beamforming
requires balancing multiple conflicting objectives.

III. PROBLEM FORMULATION

This paper examines URA, a type of uniform planar
array of half-wavelength dipoles as shown in Fig. 1. The
antenna array pattern can be represented as:

P(θ ,φ) = EF (θ ,φ)AF (θ ,φ)

= EF (θ ,φ)
M−1

∑
m=0

N−1

∑
n=0

wm,ne j(mψz+nψy), (4)
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where:

• EF and AF are the element factor and the array fac-
tor of the dipole (θ ,φ), respectively.

Fig. 1. Uniform rectangular array with M×Nelements.

• EF (θ ,φ) = cos( π
2 cos(θ))

sin(θ) ,

• ψz = κdz cos(θ) ;ψy = κdy sin(θ)sin(φ) ;κ =
2π/λ ;

• wm,n = am,ne jδm,n is the complex weight of the
(m,n)th element, where am,n and δm,n are the ampli-
tude and the phase, respectively.

The main lobe can be steered towards the direction
(θ0,φ0) by setting the phase shift of the (m,n)th antenna
element as:

δm,n =−κ (mdz cos(θ0)+ndy sin(θ0)sin(φ0)) . (5)
The array pattern for URAs can be expressed in the

matrix form as:
P(θ ,φ) = EF (θ ,φ)s(θ ,φ)w, (6)

where:

• steering vector is expressed as:

s(θ ,φ) =
[
ej(m0ψz+n0ψy), . . . ,ej(mM−1ψz+nN−1ψy)

]
,

(7)

• optimal weight vector is expressed as:
w = [w0,0, . . . ,wM−1,N−1]

T . (8)

To achieve the desired array pattern with K nulls
in the interference directions (θk,φk), the problem
with respect to w can be formulated as (variable w

corresponds to the variable x in section II):
max

w
P(w,θ0,φ0)

s.t. P(w,θk,φk) = 0 ∀k = 1, . . . ,K. (9)

IV. PROPOSED SCHEME

In this study, we propose an unknown interference
suppression scheme in AAS, specifically for URAs.
The scheme focuses on two main improvements. First,
we reduce the number of optimization variables, which
shortens the computational time, an important factor in
optimizing the efficiency of AAS. Second, we apply
CHT, specifically the SPM, to enforce constraints on
beam pattern shaping and null placement in interfer-
ence directions. This helps simplify the optimization
process, thereby improving the overall performance
of AAS.

Improvement 1: Minimize the number of variables that
need to be optimized (consider the array containing ele-
ments distributed in a square). This improvement focuses
on reducing the number of variables that need to be opti-
mized, specifically in arrays with square element distri-
butions. The goal is to simplify the optimization process,
which is crucial for improving computational efficiency
in AAS.

Algorithm 1: The algorithm determines the optimal
weights while reducing the number of phase variables
in the optimization search.

1: Input:

2: Number of antennas in z-axis M and y-axis N.
The array contains elements arranged in a square
configuration, so M = N

3: Binary schemes sbin from metaheuristics algo-
rithms

4: Resolution of phase shifters Nbits

5: Operation:

6: Determine the binary scheme of an individual in
metaheuristic algorithms. The number of binary
bits in the ith variable, sbin,i with i = 1, . . . ,M,
represents the number of phase shifts for an Nbits
phase shifter

sbin = [sbin,1, . . . ,sbin,M]T . (10)

7: Convert the binary scheme to a real number. In
this paper, the number of binary bits in the vari-
able sbin,i is set to 1, and Nbits is set to 5:

so = [s1, . . . ,sM]T =
bin2dec(sbin)

2Nbits −1
. (11)

8: Determine the phase of elements on the z-axis
and y-axis based on odd symmetry characteris-
tics:
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9: If M and N are even, then:
δy =

[
s1, . . . ,sM/2,−sM/2, . . . ,−s1

]T
δz =

[
sM/2+1, . . . ,sM ,−sM , . . . ,−sM/2+1

]T . (12)

10: If M and N are odd, then:
δy =

[
s1, . . . ,sM/2,0,−sM/2, . . . ,−s1

]T
δz =

[
sM/2+1, . . . ,sM ,0,−sM , . . . ,−sM/2+1

]T . (13)

11: Perform the outer sum operation to determine the
phase for all elements in the URAs:

δyz = vec(δy ⊕δz) , (14)
where:

• ⊕ the outer sum combines row and column
positions to calculate the phase for each
antenna in the URA.

12: The optimal phase based on the reference phase,
for example, the phase of the weights when steer-
ing the main beam, is determined as:

δo = δyz +δref. (15)

13: Optimal weights when reducing the number of
phase variables to be searched:

wo = aref 	 e jδref 	 e jδyz

= wref 	 e jδyz = aref 	 e jδo
, (16)

where:

• wo is optimal weight

• aref is the array response vector correspond-
ing to a specific reference direction. It rep-
resents the antenna array’s response to a sig-
nal arriving from that direction.

• 	 is the Hadamard product.

14: Output:

15: Optimal weight coefficients: wo.

Improvement 2: Using CHT, specifically the SPM, to
construct the fitness function in the optimization process.

If the main lobe is steered toward (φ0,θ0) ,
most of the high-magnitude sidelobes occur at
(φ = [−180◦ : 180◦] ,θ = θ0) and (φ = φ0,θ = [0◦ :
180◦]) . Nulls can be positioned freely in 3D space, but
interferences that occur in high-power sidelobes are the
most problematic. Therefore, this paper assumes that
interferences arise at (φ = [−90◦ : 90◦] ,θ = θ0) .

Therefore, the term f (w) utilized for maintaining
the desired main lobe is represented as:

f (w) =
φ0+φFNBW/2

∑
φ=φ0−φFNBW/2

|Po (w,θ0,φ)−Pref (w,θ0,φ)|2

+
θ0+θFNBW/2

∑
θ=θ0−θFNBW/2

|Po (w,θ ,φ0)−Pref (w,θ ,φ0)|2 , (17)

where:

• Pref (w,θ0,φ) and Po (w,θ0,φ) correspond to the
reference pattern and the optimized patterns using
metaheuristic algorithms, respectively.

• θFNBW and φFNBW correspond to the elevation and
azimuth angles at the first null beamwidth (FNBW).

Generally, both the desired signal and interference
sources reach the receiving arrays simultaneously. The
desired signal is assumed to enter through the main lobe,
whereas interference is distributed across the sidelobes.
To effectively suppress unknown interference without
requiring prior knowledge, we design the fitness function
based on total output power minimization. This func-
tion incorporates a CHT, specifically the SPM, which
ensures that only interference power is minimized while
maintaining the main lobe for the desired signal. The
term v(w) is formulated to impose nulls in interference
directions by leveraging the total received power across
all antenna elements. Since the interference resides in
the sidelobes, the algorithm adaptively adjusts weights
to minimize interference impact while preserving signal
integrity. This enables robust suppression of unknown
interference, making the scheme effective even in sce-
narios with unpredictable interference sources.

The term v(w), used to impose nulls in the directions
of interference, is defined by the total output power of
all received signals including both the desired signal and
interference. The output power is computed by summing
the product of signal weights and the magnitude of the
array pattern in the directions of the desired (θ0,φ0)and
interfering signals [27]:

v(w) =
1

∑ |w|
K

∑
k=1

|sigkPo (w,θk,φk)|2 , (18)

where:

• sigk: signal strength,

• Po (w,θk,φk) is the pattern for kth signal,

• K is the total number of incoming signals.

Thus, the fitness function for addressing the uncon-
strained problem can be expressed as:

F (w,ξ ) =
f (w)

ξ
+ v(w). (19)

The optimization algorithm used to illustrate the
proposed scheme is based on the BGWO algorithm.
The flowchart of the proposed scheme to improve
unknown interference suppression in AAS, particularly
for URAs, is shown in Fig. 2. This scheme combines two
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key improvements: minimizing optimization variables to
reduce computational complexity and integrating CHT,
specifically SPM, to improve interference rejection. The
stopping criteria for the BGWO algorithm are defined by
reaching the maximum number of iterations.

Fig. 2. Flowchart of the proposed scheme to improve
unknown interference suppression.

Below is a description of how to improve unknown
interference suppression in AAS, particularly for URAs.

Initialize:

• The initial setup involves defining input data such
as the number of array elements, the population
size, the penalty factor, assumed direction of arrival
of interferences, stopping condition (or maximum
number of iterations), and the radiation pattern of
the array elements.

• Define the objective function f (w) from (17) and
the term v(w), used to impose nulls in the directions
of interference, from (18), in which the array pattern
is computed according to (4).

• Mapping solutions (sets of weights) to locations of
wolves in the population during the optimization
process.

Find the weight vector with reduced phase variables:

After updating the positions of the Alpha, Beta, and
Delta wolves, Algorithm 1 is implemented as described
in Improvement 1.

Calculate fitness function by CHTs:

The fitness function, utilizing the SPM, is detailed
in Improvement 2.

Find the best solution based on BGWO:

The beamformer iteratively computes and explores
the current optimal solution using the BGWO. The pro-
cess persists until the termination criterion is satisfied.
Subsequently, the final optimal solution is acquired.

Construct of array element weights:

The beamformer establishes the corresponding
weights for each URAs element based on the opti-
mized solution. Pattern nulling is performed using these
weights.

V. NUMERICAL RESULTS AND
DISCUSSION

To assess the effectiveness of the proposed unknown
interference suppression scheme, three metaheuristic
algorithms were employed: BBA, BGWO, and BWOA.
Among these, BGWO was selected as the primary opti-
mization algorithm due to its well-balanced exploration
and exploitation capabilities in complex search spaces.
The simulations were conducted on three distinct sce-
narios to evaluate the unknown interference suppression
performance of the proposed scheme for AAS.

The parameter setup for the simulations is as fol-
lows. The population size is set to 50, with a maximum of
30 iterations. The URA has dimensions of M = N = 11,
with SLL constraint of −25 dB. The angle step size is
0.5 degrees. Additionally, the number of phase bits for
optimization is set to 5, and the penalty factor is 10.
The signal-to-interference ratio of the k-th interference
is −30 dB. The results across all scenarios represent the
average values of 100 independent simulations. These
simulation results are detailed in the following sections,
where each scenario is discussed along with the corre-
sponding parameters and findings.

A. Effect of penalty parameter

In this scenario, we evaluate the impact of the
penalty parameter on the performance of unknown inter-
ference suppression. The objective is to assess how dif-
ferent penalty values affect the suppression of interfer-
ence at the desired angle θ = 25◦, while also considering
related factors such as null depth level (NDL) and SLL.
Simulation results with the BGWO algorithm show:

Figure 3: The plot illustrates the NDL at 25◦ as a
function of the penalty parameter ξ for four signal-
to-interference ratios (SIR): 0 dB, −10 dB, −20 dB,
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and −30 dB using the BGWO algorithm. At 0 dB
SIR, the NDL stabilizes around −20 dB when the
penalty ξ reaches approximately 1e4, indicating con-
sistent nulling performance with minimal sensitivity to
the penalty parameter. In contrast, at −10 dB SIR, the
NDL initially remains high but drops significantly as
the penalty increases, reaching approximately −35 dB
when the penalty ξ reaches approximately 1e5, suggest-
ing enhanced nulling depth with increasing penalty val-
ues. For −20 dB SIR, the NDL follows a similar trend
but starts at a lower level, quickly decreasing to around
−45 dB when the penalty ξ reaches approximately 1e2,
demonstrating that higher penalties significantly improve
nulling performance under moderate interference. At the
most challenging SIR level of −30 dB, the NDL begins
near 0 dB and declines steeply as the penalty parameter
rises, reaching about −50 dB when the penalty ξ reaches
approximately 1e1. These results indicate that increas-
ing the penalty parameter enhances the interference sup-
pression capability of the system, especially under severe
interference conditions, with progressively deeper nulls
observed at lower SIR levels. Penalty plays a crucial
role in optimizing the trade-off between exploration and
exploitation, resulting in better interference suppression,
particularly under high interference conditions.

Figure 4: The graph illustrates the relationship between
the maximum SLL and the penalty ξ for different
SIR levels (0 dB, −10 dB, −20 dB, −30 dB) using
the BGWO algorithm. For SIR = 0 dB, SLL initially
increases but stabilizes around −19 dB when the penalty
ξ reaches approximately 1e4. For SIR = −10 dB and
−20 dB, SLL also initially rises but stabilizes near −20
dB, respectively, when the penalty ξ is around 1e3. For
SIR = −30 dB, SLL remains constant at −20 dB when
the penalty ξ is around 1e1. These results show that
the BGWO algorithm maintains stable control over the
SLL as penalty ξ increases, but there is no significant
improvement in reducing SLL as SIR decreases. SLL
tends to decrease as the penalty ξ increases under high
interference conditions, but it reaches a stable value after
a certain threshold. This suggests that an optimal penalty
ξ value is needed to balance between interference sup-
pression and SLL control.

While ξ has a noticeable positive effect on reducing
NDL and improving interference suppression, its effect
on SLL is more stable. The SLL only slightly changes
with increasing ξ and does not decrease much after
reaching its threshold. Therefore, increasing ξ tends to
improve interference suppression without significantly
impacting SLL. The results show a clear correlation
between penalty values and interference suppression per-
formance. Therefore, to achieve a balanced trade-off, a
penalty value of 10 will be selected for the remaining
scenarios.

Fig. 3. NDL at 25◦ with different ξ values.

Fig. 4. Maximum SLL with different ξ values.

B. Convergence characteristics

In this scenario, we evaluate the convergence speed
of the BGWO algorithm and compare it with other binary
metaheuristic algorithms by adaptively imposing nulls
when an interference emerges at θ = 25◦. The three
figures below provide insights into the performance of
the algorithms in suppressing unknown interference.

Figure 5: The convergence characteristics of the fit-
ness function over iterations for various population sizes
using the BGWO algorithm reveal distinct patterns. With
a population size of 10, the algorithm begins at a high ini-
tial fitness value, followed by a rapid decline and grad-
ual convergence around iteration 20. Increasing the pop-
ulation size to 30 results in faster convergence, with sta-
bility achieved by iteration 10, while a population of 50
follows a similar pattern, stabilizing shortly after itera-
tion 10. For a population size of 100, convergence occurs
slightly more slowly, yet it reaches the same fitness level
by iteration 5, as seen in larger populations.

The fitness value’s rapid decline with iteration count
highlights the BGWO algorithm’s ability to converge
swiftly towards an optimal scheme. Larger populations,
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specifically sizes 50 and 100, exhibit greater stabil-
ity during convergence, with minimal oscillation after
reaching a plateau. In contrast, smaller populations such
as 10 converge more gradually and show pronounced
oscillation in the early iterations, although they ulti-
mately attain comparable fitness levels to larger popu-
lations.

Beyond iteration 5, all population sizes converge
to similar fitness values, indicating that increasing the
population size beyond a certain threshold yields lim-
ited gains in solution quality. However, larger population
sizes contribute to faster and more stable early conver-
gence, underscoring their advantage in initial stabiliza-
tion.

Fig. 5. Convergence of fitness function with different
population sizes using BGWO.

Figure 6: Based on the provided graph, we can observe
a comparison between the BBA, BWOA, and BGWO
algorithms in terms of the convergence of the fitness
function over iterations.

• BBA: Starts with a higher fitness value compared
to the other two algorithms but decreases quickly in
the first few iterations and gradually converges to a
stable state around iteration 10.

• BWOA: Exhibits a faster initial decline than BBA
and reaches a stable state around iteration 10.

• BGWO: Similar to BWOA, BGWO drops rapidly
and reaches stability fairly early, around iteration 5.
BGWO seems to converge faster and achieves the
lowest fitness value among all the algorithms.

All algorithms show a sharp decline in fitness val-
ues during the initial iterations, but BGWO demonstrates
the fastest and most stable convergence compared to
BBA and BWOA. After around iteration 5 − 10, all
algorithms reach similar convergence levels; however,
BGWO shows an advantage in terms of both speed and
early stability. This suggests that BGWO could be the

Fig. 6. Comparison of SPM fitness functions based on
three different optimization algorithms.

more efficient algorithm for optimizing the fitness func-
tion with fewer iterations compared to BBA and BWOA.

Figure 7: The graph compares the convergence of the fit-
ness function between two versions of the BGWO algo-
rithm: with and without optimal variable number mini-
mization.

• BGWO with optimal variable number minimiza-

tion: convergence speed is faster, with the fitness
function rapidly decreasing from the first iterations
and reaching a stable value after approximately 3
iterations. The fitness function converges to a lower
and more stable level compared to the method with-
out variable number minimization.

• BGWO without optimal variable number min-

imization: convergence speed is slower, requiring
more iterations to achieve a lower fitness value. It
takes more than 10 iterations to approach conver-
gence, and the decrease in the fitness function is
more gradual compared to the method with variable
number minimization.

Fig. 7. Comparison of fitness function of SPM based on
BGWO with and without optimal variable number mini-
mization.

The comparison shows that the BGWO method with
optimal variable number minimization demonstrates bet-
ter performance in terms of convergence speed and opti-
mal scheme quality. This indicates that reducing the
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number of variables during optimization can enhance
the algorithm’s performance, achieving better results in
a shorter time.

C. Adaptive null-steering capability

This scenario illustrates the beamformer’s adaptive
null-steering capability through the use of BBA, BWOA,
and BGWO optimization algorithms based on the SPM.
The population size is configured to 50, and the maxi-
mum iteration limit is set to 3. Figure 8 illustrates the
optimized radiation patterns, assuming an interference
emerges within a broad null from φ = 30◦ to 41◦, while
steering the main lobe towards θ = 90◦ and φ = 5◦.
The optimized patterns generated by BBA, BWOA, and
BGWO based on SPM retain most of the characteris-
tics of the Chebyshev pattern, including a half-power
beamwidth of 6.4◦ and SLL of −25 dB, except for the
maximum SLL of −19.3 dB and a wide null range from
30◦ to 41◦. NDL reaches a minimum of approximately
−33 dB for the BGWO, BBA, and BWOA patterns.
The CDF (cumulative distribution function) plot of SLL
between the Chebyshev −25 dB method and BGWO in
Fig. 9 highlights these results, with the BGWO curve
showing lower SLL values compared to the Chebyshev
method for most SLL values. This indicates that BGWO
reduces the SLL comparable to the Chebyshev −25 dB
method in certain scenarios. From Fig. 9, it can be seen
that the BGWO method not only optimizes the SLL but
also reduces the interference levels to deeper negative
values.

Fig. 8. Adapted patterns with a broad null when steering
the main lobe.

To further evaluate the impact of SLL constraint
on beamforming performance, we generated optimized
radiation patterns with different SLL constraints, as
shown in Fig. 10. The results demonstrate that when the
SLL constraint is set to −25 dB, the proposed method
effectively suppresses unknown interference while main-
taining a narrow half-power beamwidth. When the con-
straint is further reduced to −30 dB, −32 dB, and −34
dB, suppression capability remains effective but the half-
power beamwidth increases accordingly. This trade-off

Fig. 9. CDFs of SLLs for cases of BGWO with SPM and
a broad null from φ = 30◦ to 41◦.

Fig. 10. Optimized radiation patterns with different SLL
constraints (−25 dB, −30 dB, −32 dB, and −34 dB).

occurs because a deeper SLL constraint forces the opti-
mization process to limit sidelobes more strictly, which
in turn affects main lobe shaping. Additionally, due to the
structural properties of Algorithm 1, the phase matrix in
the optimization process exhibits odd symmetry, leading
to a slight increase in SLL at the symmetric direction of
the interference source. However, this effect is minimal
and does not degrade the interference suppression capa-
bility of the proposed method.

Table 1 presents convergence times for the three
algorithms BGWO, BWOA, and BBA, measured over
1000 Monte Carlo runs on MATLAB Online using an
Intel(R) Xeon(R) CPU @ 2.20 GHz. Results show that

Table 1: Convergence time (F (w,ξ ) ≤ 220) and max-
imum iterations for BGWO, BWOA, and BBA algo-
rithms

Time (s) to Achieve BGWO BWOA BBA

F (w,ξ )≤ 220 0.0191 0.0127 0.0159
Maximum number of
iterations is reached

0.0642 0.0570 0.0558
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BWOA has the fastest convergence time to the target
value F (w,ξ ) ≤ 220, achieving it in 0.0127 seconds,
followed by BBA at 0.0159 seconds, and BGWO at
0.0191 seconds. Despite BGWO being slightly slower
in this instance, its convergence to the scheme is still
efficient. When the maximum number of iterations is
reached, BGWO takes the longest at 0.0642 seconds,
while BWOA and BBA perform similarly, taking 0.0570
seconds and 0.0558 seconds, respectively. This high-
lights the trade-off between speed and performance con-
sistency across different algorithms.

VI. CONCLUSION

This paper has proposed a scheme to address
unknown interference suppression in AAS. First, we
reduce the complexity by minimizing the number of
optimization variables, significantly shortening compu-
tational time, which is an essential factor for efficient
AAS deployment. Second, we integrate a CHT, specif-
ically the SPM, with metaheuristic algorithms, including
the BBA, BGWO, and BWOA, to improve interference
suppression in URAs. The effectiveness of the scheme
is validated through simulations, demonstrating strong
convergence and the ability to suppress interference in
sidelobe regions without prior knowledge of interfer-
ence direction. These results underscore the scheme’s
potential for unknown interference management in AAS.
Future research should explore alternative CHT meth-
ods, additional array configurations, and control over
multiple main lobes, as well as addressing interference in
the main lobe region. Expanding this approach to broader
challenges within AAS could further enhance its practi-
cal applications.
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Abstract – The proposed antenna is an ultra-wideband
Vivaldi antenna optimized for impulse-radio ultra-
wideband (IR-UWB) radar applications in smart home
environments. Designed to detect indoor object motion,
including fan movement, the antenna demonstrates
enhanced directivity by integrating five semicircular
slots and a polygonal structure in the radiating element.
Fabricated on a TRF-45 substrate (dielectric constant of
4.5, loss tangent of 0.0035, thickness of 1.62 mm), the
antenna exhibits an impedance bandwidth of approxi-
mately 2.28 GHz and achieves a maximum gain of 9.59
dBi at 8.5 GHz. The proposed design advances indoor
motion detection capabilities for smart home applica-
tions by providing a compact, high-gain, and wideband
antenna solution.

Index Terms – Impulse-radio ultra-wideband radar,
smart home, Vivaldi antenna.

I. INTRODUCTION

By 2024, the number of single-person households
in South Korea will exceed 10 million, and account
for 41.8% of all households. This significant demo-
graphic shift has raised critical concerns about safety and
energy efficiency. The ability to detect indoor emergen-
cies and manage energy efficiently is becoming increas-
ingly important for single-person households [1].

Smart home systems are able to control household
appliances in real time and recognize human movement
to quickly identify emergency situations. These systems
increase the safety of single-person households and con-
tribute to efficient energy use [2–4].

In smart home systems, accurate differentiation
between people and objects is essential. This maximizes
energy savings and prevents unnecessary energy con-
sumption. The ability to differentiate between people and

appliances such as fans contributes to the efficient oper-
ation of smart home systems [5].

Impulse-radio ultra-wideband (IR-UWB) radar uses
ultra-wideband signals to detect subtle movements of
both people and objects with high precision. This capa-
bility makes the UWB radar a promising technology for
smart home systems and offers numerous potential appli-
cations [6–7].

In this paper, we propose an antenna with wide
bandwidth, high gain, and high directivity, optimized
for smart home applications. While typical UWB anten-
nas have a bandwidth of 100-130%, the antenna pre-
sented in this study is specifically designed to maxi-
mize performance in selected frequency bands required
through a practical IR-UWB radar system [8–9]. The
IR-UWB radar module used in this research, IU-D-M-
0.0 from Grit Custom IC, was experimentally tested in
combination with the proposed antenna to validate its
applicability in smart home environments. The module
operates in key frequency bands of 7.7, 8.0, and 8.4 GHz,
all of which are covered by the proposed antenna’s 6.25-
8.53 GHz bandwidth [10]. Through this design, our study
provides optimized performance for object detection in
smart home applications and distinguishes itself from
conventional UWB antennas.

Furthermore, this study holds unique value as it
presents an object detection technology realized through
an antenna design that achieves superior performance
within selected frequency bands for smart home appli-
cations. The proposed antenna enables effective motion
detection with its wide bandwidth and high gain, outper-
forming typical UWB antennas, and demonstrates poten-
tial to enhance energy management and safety in smart
home systems. Our tailored antenna design addresses
potential frequency range challenges in smart home envi-
ronments. Through experimental validation, we establish
its practical applicability in smart home scenarios, with
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contributions toward improved accuracy and efficiency
in object detection for future smart home systems.

Accordingly, in this paper the design and structure
of the proposed antenna is discussed in section II and
the measurement results to validate its performance are
presented in section III. Finally, section IV describes the
application of the antenna in an IR-UWB radar system
to evaluate its potential for smart home applications. The
objective of this study was to demonstrate that the pro-
posed antenna can contribute to efficient and reliable
motion detection in smart home systems.

II. ANTENNA DESIGN
A. Antenna geometry

The geometry of the proposed Vivaldi antenna for
the IR-UWB radar is shown in Fig. 1. Vivaldi antennas
radiate radio waves in the z-axis direction through a slot
that tapers into a triangular structure. These radiating ele-
ments are located on the top layer. To supply the radi-
ating element of the antenna with a radio wave signal,
an input source was also fed through a microstrip line
located on the bottom layer.

Fig. 1. Geometry of the proposed Vivaldi antenna for IR-
UWB radar.

To increase the gain, five semicircular slots and a
polygon structure were added to the radiating element
on the top layer and aperture of the edge. The proposed
Vivaldi antenna was fabricated on a TRF-45 substrate
with a dielectric constant of 4.5, loss tangent of 0.0035,
and thickness of 1.62 mm. The design parameters of the
proposed antenna follow.

The fundamental gain of the proposed antenna is
determined by design parameters L1 and W1, and the
radiating element slot of the antenna tapers linearly
to a triangular structure from W1 to W3. However, to
achieve a higher antenna gain, five semicircular slots
with different radii (R1-R5) and polygonal structures
(L2 and W2) are designed. Finally, the design parame-
ters for the microstrip line are Lm, Wm1, and Wm. The

proposed Vivaldi antenna was designed using HFSS,
and the design parameters are as follows: L1=50 mm,
W1=50 mm, L2=21.65 mm, W2=22.70 mm, L3=8.4
mm, W3=1.5 mm, R1=1 mm, R2=2 mm, R3=3 mm,
R4=4 mm, R5=5 mm, R6=3 mm, d1=1 mm, d2 =1 mm,
d3 =1 mm, d4 =1 mm, Lm1=25.5 mm, Wm1=3 mm,
Lm2=3 mm, and Wm2=1 mm.

B. Antenna analysis

To explain the design process of the proposed
Vivaldi antenna, it was designed using three main design
methods. The designs are shown in Fig. 2. The pro-
posed antenna was designed using a conventional Vivaldi
antenna, as shown in Fig. 2 (a). A conventional Vivaldi
antenna is characterized by end-fire radiation, which
concentrates radio waves and signals in one direction.
However, depending on the application, it may be nec-
essary to further improve the directivity and gain of the
antenna to concentrate the signal in a specific direction.
To improve the directivity and gain of the antenna, five
semicircular slots and a polygon structure were added to
the conventional Vivaldi antenna, as shown in Figs. 2 (b)
and (c).

(a) (b)

Fig. 2. Schematic design of the proposed Vivaldi
antenna: (a) conventional Vivaldi antenna, (b) Vivaldi
antenna with five circular slots, and (c) final design of
proposed Vivaldi antenna.

For the design of the proposed Vivaldi antenna, sim-
ulations were conducted with the results presented in
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Fig. 3. As shown in Fig. 3 (a), the VSWR characteris-
tics for each design were compared. The conventional
Vivaldi antenna achieved a bandwidth of 2.27 GHz in the

(a)

(b)

(c)

Fig. 3. Simulation results of three configurations for the
Vivaldi antenna: (a) VSWR, (b) realized gain, and (c)
radiation pattern in the 8.5 GHz band.

6.28-8.55 GHz range with VSWR<2, while the Vivaldi
antenna with five circular slots showed an improved
bandwidth of 2.43 GHz within the 6.19-8.61 GHz range.

The final design of the proposed Vivaldi antenna
achieved the widest bandwidth, covering 2.46 GHz in
the 6.20-8.66 GHz range, demonstrating enhanced per-
formance over previous designs. As shown in Fig. 3 (b),
the realized gain simulation results indicate that the final
design of the Vivaldi antenna improves gain across the
bandwidth. The conventional Vivaldi antenna achieved a
maximum gain of 9.94 dBi at 8.5 GHz, while the Vivaldi
antenna with five circular slots reached 10.67 dBi at 8.85
GHz. The final design of the proposed antenna recorded
the highest gain of 11.53 dBi at 8.85 GHz. Figure 3 (c)
illustrates the radiation pattern for the 8.5 GHz band,
showing that the radiation characteristics of the proposed
antenna are enhanced, primarily in the main lobe.

The enhancement of the main lobe in the proposed
antenna can be attributed to the addition of five circular
slots and polygonal structures, which contribute to opti-
mizing the antenna’s directivity. These structural mod-
ifications adjust the current distribution on the radiat-
ing surface, increasing the gain of the main lobe while
reducing the size of the side lobes, thereby improving the
overall directivity. In other words, the circular slots and
polygonal structures focus the radiated energy into the
main lobe and suppress unnecessary side lobes, resulting
in a more defined radiation pattern. The final design of
the proposed Vivaldi antenna was suppressed to below 0
dBi in the minor lobes, except for the main lobe, and the
main lobe was improved by more than 10 dBi. The sim-
ulation results for the three design methods are listed in
Table 1.

Table 1: Comparison of the simulation results for the
design methods

Frequency

(GHz)

Simulation Results of the Realized

Gain (dBi)

Conventional
Vivaldi
Antenna

Vivaldi
Antenna with
Five Circular

Slots

Proposed
Vivaldi
Antenna

6 7.42 7.94 8.17
6.5 8.64 9.03 9.05
7 8.80 8.91 9.15

7.5 9.41 9.76 9.66
8 9.64 10.59 11.27

8.5 9.94 10.57 11.53
9 9.32 9.63 10.74

The proposed Vivaldi antenna shows an improved
realized gain across the entire frequency range com-
pared to the conventional Vivaldi antenna and the Vivaldi
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antenna with five circular slots. Notably, it achieves a
maximum gain of 11.27 dBi at 8 GHz and 11.53 dBi at
8.5 GHz, demonstrating superior radiation characteris-
tics overall.

To explain the radiation mechanism of the proposed
Vivaldi antenna, a surface-current simulation was per-
formed for the E-field, as shown in Fig. 4.

(a) (b)

(c)

Fig. 4. Simulation analysis of the surface current distri-
bution for the proposed Vivaldi antenna: (a) 6.5 GHz, (b)
7.5 GHz, and (c) 8.5 GHz.

As shown in Fig. 4, the Vivaldi antenna exhibits a
current distribution along the length of its tapered slot.
This current extends to the termination of the slot, lead-
ing to the emission of radiation along the z-axis. At dif-
ferent frequencies, this current induces the generation of
wavelengths resulting in the directional radiation proper-
ties observed at the open end of the antenna. These radi-
ated waves were directed with precision to the intended
transmission orientation within the planned radar system.

III. RESULTS AND DISCUSSION OF THE
ANTENNA

A. Experimental environment

The proposed Vivaldi antenna was fabricated to
verify the design, and the measurement results were
obtained using a variety of instruments. A photograph
of the fabricated Vivaldi antenna is shown in Fig. 5.

(a) (b)

Fig. 5. Photograph of the fabricated Vivaldi antenna: (a)
top layer and (b) bottom layer.

(a) (b)

Fig. 6. Measurement configuration: (a) experimental
environment-1 and (b) experimental environment-2.

The gain and radiation pattern of the fabricated
Vivaldi antenna were measured using a large antenna
measurement system. The measurement results within
the proposed bandwidth were obtained with a Tx antenna
in a far-field anechoic chamber. The experimental envi-
ronment is shown in Fig. 6.

B. Measurement results

To obtain the VSWR results, the fabricated Vivaldi
antenna was measured using a vector network analyzer
(E8361A, Agilent Co.). The VSWR results for the fabri-
cated Vivaldi antenna are shown in Fig. 7.

As shown in Fig. 7, the simulated VSWR result
of the fabricated Vivaldi antenna was satisfied by
VSWR<2 at 6.25-8.53 GHz, resulting in an impedance
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Fig. 7. VSWR results of the fabricated Vivaldi antenna.

bandwidth of 2.28 GHz. In contrast, the measurement
results showed some discrepancies from the simulation
results. The measurement results were included in the
impedance bandwidth of the simulation, but the 7 GHz
and 8 GHz bands were somewhat suppressed. How-
ever, this should not be a major problem in the pro-
posed application. This will be demonstrated in the next
section.

The simulation and measurement results for the
2D radiation pattern were analyzed in the E-plane (YZ

(a) (b)

(c)

Fig. 8. 2D radiation pattern results for the E-plane (YZ-
plane) of the fabricated Vivaldi antenna: (a) 6.5 GHz, (b)
7.5 GHz, and (c) 8.5 GHz.

(a) (b)

Fig. 9. 2D radiation pattern results for the H-plane (XZ-
plane) of the fabricated Vivaldi antenna: (a) 6.5 GHz, (b)
7.5 GHz, and (c) 8.5 GHz.

plane) and H-plane (XZ plane), as shown in Figs. 8
and 9.

As shown in Figs. 8 and 9, the 2D radiation patterns
of the fabricated Vivaldi antenna were analyzed for the
directional radiation pattern, in which the waves were
concentrated in both the E- and H-planes in the Z direc-
tion. The 3 dB beamwidth (HPBW: half power beam
width) of the simulation and measurement results for the
E-plane are 45◦ and 38◦ at 6.5 GHz, 35◦ and 41◦ at 7.5
GHz, and 30◦ and 34◦ at 8.5 GHz. For the simulation
and measurement results, the H-plane is 74◦ and 58◦ at
6.5 GHz, 60◦ and 45◦ at 7.5 GHz, and 59◦ and 60◦ at
8.5 GHz. In addition, the simulation and measurement
results for the maximum gain are 9.05 dBi and 7.07 dBi
at 6.5 GHz, 9.66 dBi and 7.24 dBi at 7.5 GHz, and 11.53
dBi and 9.59 dBi at 8.5 GHz. Furthermore, the sim-
ulated cross-polarized radiation pattern showed attenu-
ated radiation characteristics in both the E- and H-planes
compared to the main radiation direction, which com-
plements the directional characteristics and contributes
to enhancing the antenna’s performance.

A noticeable difference is observed between the
simulation and measurement results, which can be
attributed to a few factors. First, as the antenna was
fabricated using an etching process, minor inaccuracies
may have arisen during fabrication. The etching process
could have caused a dimensional variation of a few mil-
limeters, potentially affecting the measurement results.
Second, there may be unaccounted losses between the
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antenna and the measurement cable. Despite this notice-
able discrepancy, the proposed antenna’s practicality was
verified by successfully integrating it with an actual IR-
UWB radar system.

In this study, existing studies were compared with
the proposed antenna to analyze its performance.

Table 2: Performance comparison between existing
wideband antenna designs and the proposed antenna

Ref. Antenna

Type

Frequency

Range

(GHz)

Gain

(dBi)

Application

[11] Vivaldi 4.00-8.00 8.3 Through-
wall radar

[12] Bowtie 0.34-0.77 9.2 Ground
penetrating

radar
[13] Vivaldi 0.47-1.00 2.57 UHF

DVB-T/T2
[14] Patch 7.1-7.9 8.4 IR-UWB

radar
[15] Vivaldi 660-15 15 Concealed

object
detection

[16] Bowtie 0.31-0.93 9.3 Ground
penetrating

radar
[17] Vivaldi 2.42-11.52 8.61 Medical

imaging
Proposed

Antenna

Vivaldi 6.25-8.53 9.59 Smart home
system

Table 2 presents a performance comparison of dif-
ferent types of wideband antennas, including bowtie,
patch, and Vivaldi antennas. These antennas are widely
used in different fields because of their high gain and
wide bandwidth. The proposed Vivaldi antenna operates
in the frequency range of 6.25-8.53 GHz with a gain of
9.59 dBi, demonstrating its potential for smart home sys-
tem applications.

IV. EXPERIMENTAL STUDY AND RESULTS

A. Setup and configuration of the radar

As shown in Fig. 10, a test setup was established
to verify the performance of the fabricated antenna. The
radar module used for the fan motion detection experi-
ment was an IU-D-M-0.0 from GRIT Customs IC Inc.
In this experiment, the radar module consists of a trans-
mitter and a receiver. The transmitted UWB signal is
reflected off the rotating fan blades and received by the
receiver. The radar records amplitude variations in the
reflected signal over time, frame by frame, to analyze

changes in the signal caused by the rotation of the fan
blades. This allows the radar system to detect the motion
of the fan blades, and the measured data is used to deter-
mine the positional variations and rotation cycle of the
fan.

(a)

(b)

Fig. 10. Testing setup for the fan motion detection exper-
iment: (a) radar configuration and (b) fan motion detec-
tion setup.

The specifications of the IU-D-M-0.0 radar module,
summarized in Table 3, were selected to optimize the
detection of fan motion within the experimental setup
[10]. These specifications enabled precise measurement

Table 3: Specification for the experiment
Parameter Min Typical Max Unit

Frequency
range

7.7 8.0 8.4 GHz

Bandwidth 1.7 1.9 GHz
EIRP -45.7 -44.0 -43.1 dBm/MHz

-17.9 -16.0 -14.7 dBm/50 MHz
Equivalent

sampling rate
20.48 Gbps

Detection
range

0.1 15 m
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and analysis of fan motion and ensured accurate perfor-
mance evaluation of the fabricated antenna.

B. Signal processing and experimental results

As shown in Fig. 11, two important filters were
applied to process the UWB radar data: clutter reduc-
tion and high-frequency noise reduction. These filters are
critical for improving fan motion detection by suppress-
ing clutter signals and emphasizing the relevant motion
signals.

Fig. 11. Block diagram of UWB radar signal processing.

In this study, the received signal ri consists of three
components: the clutter signal rc,i, the target signal rt,i,
and noise rn, as represented by the equation:

ri = rc,i + rt,i + rn. (1)
The clutter reduction step is designed to remove the

static background noise rc,i (clutter) from the radar sig-
nal, which typically originates from stationary objects
in the environment. This is done using a difference fil-
ter that calculates the difference between the current
and previous signal samples. This approach emphasizes
dynamic changes in the signal while suppressing static
components such as clutter. The filter can be expressed
in the z-domain as follows:

H (z) =
1− z−1

1−λ z−1 , (2)

where λ is a filter coefficient that controls the rate of clut-
ter attenuation. The numerator 1− z−1 represents a high-
pass characteristic that filters out low-frequency compo-
nents associated with static clutter, while the denomina-
tor 1−λ z−1 introduces an exponential moving average
to smooth the signal [18–19]. After clutter reduction, the
radar signal enters the high-frequency noise reduction
phase, where a low-pass filter is applied to suppress high-
frequency noise and preserve the low-frequency compo-
nents associated with the fan’s movement. In the final
stage of target visualization, the processed radar signals
are converted into graphical representations to clearly
depict the detected motion of the fan. Figure 12 illus-
trates the three stages of signal processing.

In Fig. 12, the first result (a) shows the raw data
in which the clutter signals dominate. After clutter
reduction, the result (b) shows a cleaner signal with
reduced noise. Finally, result (c) demonstrates the high-
frequency noise-reduction phase, in which the signal

(a)

(b)

(c)

Fig. 12. Results of signal processing: (a) raw radar data,
(b) data after clutter reduction, and (c) data after high-
frequency noise reduction.

is smoothed and only the essential motion signals are
retained. Figure 13 illustrates the detection of the move-
ment of the fan.

As shown in Fig. 13, a periodic movement of the fan
at a certain distance was detected using the time and dis-
tance axis. This result shows that the radar system suc-
cessfully detected the movement of the fan.
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Fig. 13. Detection of the movement of the fan.

V. CONCLUSION

In this study, a high-gain antenna capable of detect-
ing indoor motion for smart home systems was pro-
posed to meet the growing need for safety and energy
efficient management in single-person households. The
proposed antenna is characterized by a wide impedance
bandwidth of 2.28 GHz in the frequency range of 6.25 to
8.53 GHz, a high gain of 9.59 dBi in the 8.5 GHz band,
and excellent directivity characteristics. Based on these
performance characteristics, the antenna was integrated
into an IR-UWB radar module and successfully validated
through experiments to detect the motion of objects, such
as fans, in an indoor environment.

The contribution of this research lies in the success-
ful demonstration of the applicability of the proposed
antenna for precise motion detection and energy manage-
ment in smart home systems. The wide bandwidth and
high gain of the antenna provide the basis for improving
the accuracy of motion detection in various applications
and emphasize its importance as a component in future
smart home configurations.

However, limitations of this study include the need
for further miniaturization of the antenna and challenges
in measuring fan rotation due to the low frame rate of the
radar. Future research should focus on the development
of low-profile antennas with improved resolution for IoT-
based indoor occupancy detection and smart home sys-
tems. In addition, further experiments are needed on fan
movement, human positioning, and biometric data mea-
surement. These efforts pave the way for the integra-
tion of AI-based intelligent radar technologies and fur-
ther expand the potential of the proposed system.
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Abstract – The development of low specific absorp-
tion rate (SAR) antennas is crucial for safety and
efficiency in wireless communication and biomedi-
cal applications. This study introduces a low SAR
ultra-wideband (UWB) rectangular microstrip monopole
antenna with an extended ground plane. The design
operates effectively in free space and on a human
body phantom. It achieves a reflection coefficient of
-42.59 dB at 2.48 GHz and covers the S-band from
2.31 GHz to 4.12 GHz with a peak gain of 5.09 dBi
in free space. The antenna maintains consistent per-
formances when placed on a human phantom. With
reverse and front patch faces, its gain improves to 5.53
dBi and 5.80 dBi, respectively. Experimental valida-
tion of the fabricated prototype shows excellent agree-
ment with simulations conducted using high-frequency
structure simulators (HFSS) and advanced design sys-
tems (ADS). Additionally, lumped-element equivalent
circuits are used to analyze impedance behavior in
both environments, confirming the antenna’s robust
design.

Index Terms – Biomedical, human phantom model, ISM
band, low SAR, RLC-equivalent circuit, S-band, UWB
monopole antenna.

I. INTRODUCTION

Recently, in advanced biomedical applications, pla-
nar microstrip antennas have gained significant impor-
tance. The planar microstrip antennas are widely
used for human in-body (ingestible antennas), on-body
(implantable antennas) and off-body (textile or wear-
able antennas) wireless communication devices. They
enable physiological information monitoring and dis-
ease diagnosis and provide treatment for patients through
wireless telemetry [1]. Moreover, ongoing research on
implantable medical devices, such as endoscopy [2],
neural recording [3] and blood glucose monitoring [4],
has further propelled the importance of planar antennas
in biomedical applications. Wearable wireless communi-
cation systems, such as body area networks (BANs), are
constantly in need of lightweight, compact, flexible, low-
profile and durable designs ensuring comfort and ease of
use for the wearer [5]. Ultra-wideband (UWB) monopole
microstrip antennas play a vital role in meeting sys-
tem requirements and the linked budget necessities of
BAN devices [5–6], medical telemetry applications [7],
microwave imaging systems [8] and others [9–12].

Since the human body is a lossy platform for elec-
tromagnetic (EM) wave propagation, the efficiency and
insensitivity of the antenna to the proximity effect of the
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human body must be maximized to ensure its reliability
and effectiveness [13].

In general, the radiation efficiency of an omnidirec-
tional antenna decreases dramatically when placed close
to the human body. To minimize the impact on the human
body and reduce the body’s exposure to electromagnetic
radiation, an antenna with a unidirectional radiation pat-
tern is a good choice. It should be insensitive to the
proximity effect and should have the least amount of
radiation towards the human body [14]. Special design
considerations are necessary to meet the requirements
of minimizing potential harm to human tissue, partic-
ularly by maintaining a minimum specific absorption
rate (SAR) of radiation [15]. Many antennas for 2.4
GHz ISM band and biomedical applications have been
reported in the literature [5, 6, 16–20]. Most of these
antennas exhibit a narrow bandwidth characteristic as
well as complex designs. Elshaekh et al. [21] present a
design for implantable biomedical devices featuring two
distinct integrated antennas on a single chip. The design
objective is to handle different tasks: a sensing multi-
band meander line antenna for data communication and a
wideband dipole antenna for RF energy harvesting. The
challenges of signal loss due to human tissue and enhanc-
ing device functionality are addressed. Both antennas are
fabricated using UMC180nm CMOS technology on a
0.55 mm2 chip. This antenna system offers high data
rates and reduced radiation exposure compared to tra-
ditional imaging techniques. This separation simplifies
circuit design and improves efficiency by avoiding inter-
ference between functions.

Some research works have explored wearable anten-
nas for medical monitoring, revealing ongoing chal-
lenges in their design. This area has experienced a
notable surge in interest recently. Innovations include a
button-shaped wearable antenna and an L-shaped PIFA
developed for e-health applications [22]. Additionally, in
[23], a UWB-printed antenna tailored for monitoring car-
diac activity is addressed.

The rising costs of healthcare for aged population
and limited access to medical services highlight the need
for telemedicine and ongoing remote patient monitor-
ing. Traditional methods for measuring respiration, using
ECG and other wearable devices, tend to be expensive
and intrusive, potentially altering natural breathing pat-
terns and leading to inaccurate readings. These devices
often restrict patient movement with wired connections
and are limited in their ability to provide continuous,
long-term monitoring, especially for chronic conditions
like stroke. In contrast, non-contact RF radar sensors
offer a cost-effective, comfortable and low-power alter-
native for healthcare applications. These sensors, which
detect small physiological movements like respiration
and heartbeat through Doppler shifts, have been in use

since the 1970s. Beyond their medical applications, radar
systems are also employed for search and rescue, secu-
rity and indoor fall detection. Recently, radar technology
has been adapted for precise respiration measurement in
cancer radiotherapy. Mpanda et al. [24] developed a low-
cost, compact Doppler-based system at 2.4 GHz for non-
contact vital signs monitoring. This continuous-wave
radar system was compared with traditional contact-
based devices to evaluate its performance. The study
focused on heart rate and respiration signals, revealing
that a dipole array antenna outperforms both a 2×1 patch
array antenna and Yagi-Uda antennas. Due to its advan-
tageous characteristics, including lightweight, compact
design and cost-effectiveness, the dipole array antenna
emerges as a superior choice for integrating into med-
ical devices for vital signs monitoring. Varshney et al.
[25, 26] fabricated and tested modified circular patch
antennas at 2.45 GHz with wide bandwidth and good
gain. However, they exhibit big size issues in the ISM
band. In biomedical and ISM band applications, compact
size is highly desirable and challenging.

Neebha et al. [27] designed a compact C-shaped nar-
row band antenna using artificial transmission line the-
ory and extracted the RLC electrical equivalent circuit
using the transmission line method at 2.4 GHz. The pro-
posed antenna achieves a 77.55% fractional bandwidth
from 2.33 GHz to 2.52 GHz with a gain value of 2.1 dBi.
Varshney et al. [28] designed a 2×2 MIMO antenna for
the 5G n78 band and extracted the electrical equivalent
circuit using the antenna structure.

Research Gap: The antenna compact size results in
a narrow bandwidth at 2.45 GHz when a full ground
is used. However, as the ground length decreases, the
-10dB bandwidth becomes wider [25, 26]. Achieving
high gain with wide bandwidth is always challenging.
The miniaturization of the antenna size at lower frequen-
cies presents an additional challenge. Furthermore, to
control the SAR value within the government-specified
limits is another emerging challenge.

A. Research objectives

The following are the objectives of the proposed
research.

Design of a miniaturized UWB antenna with a gain
higher than 5dBi and low SAR for biomedical applica-
tions.

Analysis of the design performances in free space
as well as on the human body in reverse and front face
study cases.

A further aim of this study is to extract the antenna
RLC electrical equivalent circuits in free space and on-
body configurations (with reverse and front face cases)
and compare their results to validate the antenna perfor-
mance.
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B. Contribution and novelty

This work presents a wideband antenna with a peak
gain higher than 5 dBi. Additionally, the electrical RLC
equivalent circuit is extracted using advanced design sys-
tem (ADS) software for three configurations: the antenna
is considered in free space, placed on the human body
with antenna patch side on the skin (reverse face) and
placed on the human body with the antenna ground side
on the skin (front face). The low SAR values in each
case have been evaluated, they fall under government-
specified limits.

Details of the antenna design, using high-frequency
structure simulator (HFSS), are described, and simulated
results, such as reflection coefficient in free space and on
the human body, and specific SAR are presented, mea-
sured and analyzed.

II. ANTENNA CONFIGURATION

The proposed antenna is a microstrip monopole
antenna with an extended ground plane printed on an
FR-4 substrate with a thickness of h = 1.58 mm, a rel-
ative dielectric permittivity of ε r = 4.4 and a loss tan-
gent of 0.002. A trapezoidal-shaped microstrip feed line
is used to excite the antenna for better impedance match-
ing. The rectangular radiating patch has dimensions of
34×28 mm2. The antenna is optimized to meet the ISM
band requirements at 2.48 GHz. The optimized design
dimensional parameters are illustrated in Fig. 1 and dis-
played in Table 1.

Fig. 1. Proposed antenna with trapezoidal-feed and
extended L-shaped ground plane.

Table 1: Dimensions of the proposed patch antenna

Parameter
Value

(mm)
Parameter

Value

(mm)
Parameter

Value

(mm)

YP 11 Xsub 34 Xf2 2
XP 18 Ysub 28 Yf 12.54
Yf 12.54 Yg 10.5 Yg1 17.5
Xf1 4 Xg 6 h 1.58

A. Parametric study

The proposed antenna is first designed as an edge
fed monopole rectangular patch antenna as shown in
Fig. 2 (a). The ground plane is then extended in an L-
shaped form (Fig. 2 (b)) and finally, the feed line is made
trapezoidal (a total tapering of 2 mm from antenna port
to antenna edge) as illustrated in Fig. 2 (c). The reflec-
tion coefficients (S11) of all the antenna design steps are
presented in Fig. 3.

It can be noticed, from S11 comparisons, that the L-
shaped extended ground plane improves the reflection
coefficient below -10 dB and tunes the antenna at 2.48
GHz. The trapezoidal feed line excellently improves the

(a) (b)

(c)

Fig. 2. Step-by-step antenna design development.

Fig. 3. Reflection coefficient (S11) of antenna design
development (step-by-step).
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(a)

(b)

Fig. 4. Effect of the ground geometrical parameters on
S11 (a) width Xg and (b) length Yg1.

impedance matching and reduces the reflection coeffi-
cients well below -10 dB at resonance frequency 2.48
GHz.

The extended ground plane width (Xg) and length
(Yg1) variation effects are shown in Fig. 4 (a,b). Xg is
changed in a step size of 2 mm and Yg1 is varied in a
step size of 3.5 mm. The extended ground’s width helps
to improve impedance matching while its length helps
to tune the resonance frequency close to the desired fre-
quency 2.5 GHz. The effect of Xg and Yg1 on the reflec-
tion coefficient are represented in Fig. 4.

B. Human tissue model properties

The proposed antenna, with the desired resonance
frequency at the ISM band (2.4-2.4835 GHz), is now
imbedded on a 50×50 mm human tissue for test. It con-
sists of three different layers: skin, fat and muscle. The
thicknesses and dielectric properties of the human tissue

for the proposed antenna are given in Table 2 [29, 30].
The antenna size is very convenient for the human tissue
with antenna resonance. In this research, the antenna is
placed on the body in two ways: the antenna ground is
in contact with the body (Case 1: reverse Face1) and the
antenna patch is in contact with the body (Case 2: front
Face2) as shown in Fig. 5.

Table 2: Human tissue layers and their thicknesses
[29, 30]

Human

Tissue

Thickness

(mm)

Conductivity

σ (S/m)

Relative

Permittivity

(ε r)

Skin 4 1.46 38
Fat 4 0.10 5.28

Muscle 8 1.73 52.7

(a) (b)

Fig. 5. Antenna placement on the human body phantom
model: (a) Case 1 and (b) Case 2.

III. ANTENNA SIMULATION RESULTS AND
VALIDATION

The proposed antenna is initially designed and sim-
ulated in free space. Subsequently it is evaluated on the
body in Case 1 and Case 2 configurations. The S11 in the
free space case shows an ultra-wide bandwidth of 73%
fractional bandwidth ranging from 2.30 GHz to 4.125
GHz covering the full ISM band and resonating at around
2.5 GHz (Fig. 6). It can be noticed that human tissue sig-
nificantly impacts the antennas behavior, altering the S11
peaks and bandwidth. Case 1 most affects the frequency
response of the antenna which shifts the frequency band
backward resulting in a wider bandwidth. The antenna
response is slightly affected in Case 2 configuration
with a better impedance matching at higher frequen-
cies. Additionally, in both cases, the antenna preserves
its UWB characteristic. The S11 plots drop below -10
dB and their corresponding bandwidths become slightly
wider compared to the free-space case.

The effect of electromagnetic exposure on the
human body has been studied in terms of SAR at 2.4
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Fig. 6. Reflection coefficients (S11) of the proposed
antenna.

GHz. Corresponding results are presented in Fig. 7. It
can be observed that the maximum SAR value in both
cases is very low. It is well below the FCC/IC limit of 1.6

(a)

(b)

Fig. 7. Antenna 1g SAR at 2.4 GHz (a) Case 1 and (b)
Case 2.

W/kg (1 g) and the EU limit of 2.0 W/kg (10 g) across
the active bandwidth [31].

The proposed antenna gains in free space and on-
body have been evaluated and compared in Fig. 8 (a). It
can be observed that the gain of the antenna is improved
when it is placed on the body. The peak gain achieved by
the antenna in all three cases are higher than 5 dBi. The
highest value of the peak gain 5.80 dBi is achieved when
the antenna patch touches the body (reverse face). The
radiation efficiency, gain and directivity of the proposed
antenna simulated in free space and on-body (Cases 1
and 2) are presented in Fig. 8. According to these results,
the antenna exhibits the same gain value [Fig. 8 (a)],
however, its efficiency decreases by 50% when placed
near the human body [Fig. 8 (b)]. Since omnidirectional
antennas radiate energy uniformly in every direction of
a plane, lower directivity results since power is spread

(a)

(b)

Fig. 8. Continued.
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(c)

Fig. 8. Proposed antenna performance parameters: (a)
gain, (b) radiation efficiency and (c) directivity.

over a big area. While single-plane antennas can con-
centrate energy into narrower beams, higher directivity
has been achieved by the power that is radiated in one

(a)

(b) (c)

Fig. 9. Gain 3D plot of the proposed antenna: (a) free
space, on-body (b) Case 1 and (c) Case 2.

direction rather than spreading in all directions. The radi-
ation resistance of a half-wavelength dipole is R = 73
Ω, and the maximum directivity is 1.64. For a quarter-
wavelength monopole, the radiation resistance is 73/2 Ω
[32]. As a result, the directivity is multiplied by two as
shown in Fig. 8 (c).

The antenna 3D gain plot in free space at 2.45 GHz
is depicted in Fig. 9 (a). In free space, the antenna
exhibits an omnidirectional radiation pattern. However,
when the antenna is placed on the human body, the body
acts as a reflector. This alters the radiation pattern of
the antenna. Considering all the factors mentioned, it
becomes evident that the radiation pattern, as illustrated
in Figs. 9 (b-c), improves antenna directivity and is the
primary factor responsible for affecting radiation effi-
ciency.

According to the surface current distributions shown
in Fig. 10 and the E- and H-field distributions presented

(a)

(b)

Fig. 10. Surface current density distribution of the pro-
posed antenna at 2.4 GHz: (a) front Face1 (b) reverse
Face2.
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in Fig. 11, the proposed antenna can be qualified as a
magnetic dipole. A magnetic dipole antenna is character-
ized by two parallel wires of equal lengths, fed with alter-
nating current in opposite phases [33]. By examining
Fig. 11 (a), it is evident that the normal component of the
electric field is significantly weaker compared to the tan-
gential component H-field depicted in Fig. 11 (b). This
disparity in field strengths helps to explain the resulting
low SAR. Additionally, it is important to note that bio-
logical tissues possess a high dielectric constant, which
acts as a reflector. Consequently, the normal components
of the E-field are reflected in free space, as illustrated in
Fig. 11 (a).

(a)

(b)

Fig. 11. Field distribution of the proposed antenna at 2.4
GHz: (a) E-field and (b) H-field.

A prototype antenna (Fig. 12) is fabricated and mea-
sured to validate the simulation results. The reflection
coefficient (S11) in free space and on the human body, for
both cases, is measured at 2.4 GHz. The simulated and
measured reflection coefficient of the proposed antenna

(a) (b)

(c)

Fig. 12. Prototype of the proposed antenna: (a) top face,
(b) bottom face and (c) on-body (Case 2).

in free space and on the body are illustrated in Fig. 13.
The simulated and measured results are found to agree
well within the operating band.

(a)

Fig. 13. Continued.
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(b)

Fig. 13. Simulated and measured S11 in (a) free space
and (b) on-body (Case 1 and Case 2).

IV. EQUIVALENT CIRCUIT ANALYSIS

The RLC resonator model is commonly used to
model microwave sensors and radiating antennas [34,
35]. Various studies have developed equivalent circuits
for resonant antenna structures, such as Chu’s [36] dipole
antenna circuit. To avoid the complexity of calculat-
ing the total electric energy in the capacitances of the
equivalent circuit, Chu approximates it using a simple
series RLC circuit. The values of these components are
determined by equating the resistance, reactance and the
derivative of reactance with those of the series RLC cir-
cuit [36]. Recent research works have also focused on
antenna design using electrical circuits. They often com-
pare commercial software results with electrical models
through S-parameters [34].

In the field of antenna design, a radiating structure
is represented by an RLC electrical equivalent circuit
model (ECM). To accurately characterize the radiator’s
behavior, the circuit elements (R, L and C) must be pre-
cisely derived. Many studies [35] propose lumped equiv-
alent circuit models based on S-parameter amplitudes;
however, these models often fail to provide precise RLC
values, leading to an incomplete understanding of the
radiator’s behavior within the operating band.

This study differs by deriving the RLC com-
ponents from complex-valued impedance parameters
obtained through ADS simulations, validated against
HFSS results. This approach enables better differenti-
ation between resonant modes, such as radiating, non-
radiating and adaptation modes. The proposed antenna’s
RLC equivalent circuit is modeled as a parallel combina-
tion of impedances [28, 34, 35], with circuit models for
free space and on-body scenarios (Case 1 and Case 2)
shown in Figs. 14 and 15.

Fig. 14. Equivalent circuit model of the proposed UWB
antenna in free space.

Fig. 15. Antenna equivalent circuit model on the human
body (Case 1 and Case 2).

Furthermore, it is commonly accepted in the liter-
ature that UWB applications can be modeled such that
each resonant mode is represented by a parallel RLC
component [37, 38]. This modeling strategy captures
the interactions of multiple adjacent resonant circuits
within UWB antennas, effectively characterizing their
input impedance characteristics. Since our work involves
UWB applications with two distinct resonant modes, we
represent these modes using two parallel blocks of RLC
components. Understanding how equivalent circuit mod-
els adapt to different environments, such as off- and on-
body, is key to analyzing antenna behavior.

A. In free space

The antenna’s equivalent circuit features two paral-
lel RLC blocks R1, L1, C1 and R2, L2, C2, starting with
capacitors C0 and inductance L0. The antenna’s physi-
cal dimensions and geometry as well as its operating fre-
quency determine these inductances. The circuit model
includes resistors that account for losses due to radiation
and material imperfections and capacitors that represent
the antenna’s ability to store electric energy. This parallel
configuration allows for multiple resonant modes within
the antenna.

B. On human body Case 1

Where the antenna is in direct contact with the
human body, the equivalent circuit model effectively
captures this direct interaction with the lossy medium.
The configuration comprises two parallel RLC blocks
R1, L1, C1 and R2, L2, C2, with capacitors C0 in par-
allel with a shunt resistor R0Loss Lossand inductance L0.
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In this model, resistors R1 and R2 are positioned in par-
allel with their respective lossless inductances L1Loss and
L2Loss.

C. On human body Case 2

While the same configuration applies on human
body Case 2, where the antenna is not in direct contact
with the body, the values of these components will be
fine-tuned based on performance metrics such as input
impedance and return loss under varying conditions.
This adjustment is crucial for optimizing the antenna’s
performance when coupled to the human body, ensur-
ing effective energy transfer while minimizing losses due
to tissue absorption. The equivalent circuit model pro-
vides a more accurate representation of antenna behav-
ior when placed on or near the human body. By incorpo-
rating these parallel blocks, it allows for an analysis of
how different resonant modes interact and how both the
antenna’s characteristics and its environment influence
them. The inclusion of lossless inductances and shunt
resistors simulates energy dissipation in a lossy medium
while maintaining an accurate depiction of critical res-
onant frequencies necessary for effective operation in
UWB applications.

When the antenna is placed on the human body
(lossy medium), the equivalent circuit remains almost
the same compared to the equivalent circuit in free
space. Inductances L0, L1 and L2 remain the same as
in free space, and when the human body is a lossy
medium, the resistors R1 and R2 can be represented
by lossless inductances L1Loss and L2Loss, respectively,
and the capacitors C0, C1 and C2 can be represented
by shunt resistors R0Loss, R1Loss and R2Loss, as
shown in Fig. 15 for on-body placement Case 1 and
Case 2.

Table 3: Element values of the equivalent circuit model
in free space, on-body (Case 1) and on-body (Case 2)

Components Free Space On-body

(Case 1)

On-body

(Case 2)

R1 (Ω) 75 49 74
L1 (nH) 0.746 0.973 1.304
C1 (pF) 6.449 6.129 4.020
R2 (Ω) 82 42 68
L2 (nH) 1.084 0.760 1.334
C2 (pF) 2.182 3.161 1.918
L0 (nH) 1.985 1.902 2.758
C0 (pF) 2.397 2.023 1.590

L1Loss (nH) −−−− 1808 30000
L2Loss (nH) −−−− 20.677 20.507
R1Loss (kΩ) −−−− 1.500 37.257
R2Loss (kΩ) −−−− 5 2.908
R0Loss (kΩ) −−−− 5 2.228

The input impedance and reflection coefficients of
the proposed antenna in free space using HFSS and
equivalent circuit models using ADS are compared in
Fig. 16, in Fig. 17 for Case 1 and in Fig. 18 for Case 2.
Excellent agreement between the circuit model and the
EM model have been achieved. The optimized elements
values are shown to be very close to each other and are
listed in Table 3.

Table 4 summarizes the obtained results compared
with the literature at 2.4-2.5 GHz ISM band. It is clear
that the proposed design shows interesting performances
in terms of reduced size and low reflection, its innova-
tive and simple structure and practical feasibility places
it among the most competitive antennas.

(a)

(b)

Fig. 16. Simulated results compared to EM model in free
space: (a) input impedance and (b) S11.
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(a)

(b)

Fig. 17. Simulated results compared to EM model of the
proposed antenna on-body (Case 1): (a) input impedance
and (b) S11.

(a)

Fig. 18. Continued.

(b)

Fig. 18. Simulated results compared to EM model of the
proposed antenna on-body (Case 2): (a) input impedance
and (b) S11.

Table 4: Comparative analysis of proposed and reference
antennas

Ref Size (mm2)

Resonating

Frequency

fr (GHz)

S11 (dB) Gain (dBi)

[5] 50×16 2.45 −14.2 1.98
On-body

[6] 62×43 2.45 −23

3.01
Off-body

2.11
On-body

[16] 60×60 2.4 −25.90 4.66
Off-body

[17] 50.33×32 2.4 −22 Not Given
[18] 35×40 2.4 −31 Not Given

[19] 55×60 2.45 −29.73 7.04
Off-body

[20] 41.5×29 2.45 −36.66 Not Given
This
work 28×34 2.48 −42.59 5.80

On-body

V. CONCLUSION

This paper presents a low SAR miniaturized
microstrip UWB monopole antenna operating at 2.48
GHz for ISM band biomedical applications. The pro-
posed antenna is fabricated and good agreement is real-
ized between simulation and measurement results. To
facilitate analysis and optimization, an RLC electri-
cal equivalent circuit model of the antenna is devel-
oped and fine-tuned using ADS software. The proposed
antenna holds significant potential for enabling safe and
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efficient wireless communication with the human body.
Its compatibility with UWB and ISM band applications,
combined with its excellent performance characteristics,
make it a promising solution for future on-body commu-
nication systems.
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Abstract – The power transfer efficiency of electric vehi-
cle wireless power transmission (EV-WPT) systems is
susceptible to differences in the processing of coils and
circuit components as well as the driver’s operating level.
In order to quantify the uncertainty and save the com-
putational cost, this paper adopts the Gaussian process
regression (GPR) agent model to obtain predicted con-
fidence intervals and transmission efficiency probabil-
ity density function and calculates the response surface
based on the agent model, and finally analyzes the
degree of the influence of each variable on transmission
efficiency by using the Morris one-at-a-time (MOAT)
method. The computational time cost of the GPR agent-
based model uncertainty quantification method obtained
through simulation experiments is 9 hours and 21 min-
utes, which improves the computational time by 94.5%
compared to the Monte Carlo (MC) method. The predic-
tion error of the predicted values of the GPR agent model
is only 1.0294% of the measured values, and its variance
error is only 3.5587% of the measured values, so that
the GPR agent model is able to realize uncertainty quan-
tification (UQ) accurately and efficiently. Results show
that the offset between the coupling mechanism and the
diameter of the transmitting coil cross-section are the
main factors affecting transmission efficiency.

Index Terms – Gaussian process regression, power trans-
mission efficiency, uncertainty quantification, vehicle
engineering, wireless power transfer.

I. INTRODUCTION

As the problems of social environmental pollution,
energy crisis and global warming become more and
more prominent, the development and utilization of clean
energy has become an inevitable trend of today’s social
development [1-3]. At the same time, with the advance-
ment of related technologies in the field of new energy
electric vehicles (EVs), EVs have gained more and more
attention and recognition from automobile manufactur-
ers and consumers [4, 5]. Compared with fuel vehicles,

EVs can effectively reduce pollutant emissions, carbon
emissions and consumption of non-renewable resources,
and can realize high energy conversion efficiency [6, 7].
However, the rapid development of EVs still faces many
problems, such as long charging and queuing waiting
times, bulky batteries and insufficient effective range.
In addition, the rapid development of the EV industry
has put forward urgent requirements for improving EV
charging technology and accelerating the construction of
charging facilities [8].

EV charging methods can be mainly categorized
into cable charging and wireless charging. With the rapid
development of the new energy electric vehicle indus-
try, its charging method has improved on the traditional
cable charging method [9]. Wireless power transfer
(WPT) technology is the core development direction
of the intelligent transportation field, and safe and reli-
able WPT technology is a key step to promote all kinds
of intelligent mobile devices to realize the interconnec-
tion of everything [10]. When using wired charging to
charge vehicles, a person needs to manually connect
the charging gun to the EV charging port. The exposed
charging gun can develop problems caused by repeated
plugging and unplugging, and is difficult to use in open
air in wet environments such as rain and snow [11].
Since charging requires manual operation, it is gen-
erally installed in dedicated charging locations, such
as garages and parking lots, and cannot realize flexi-
ble charging. Unlike the wired charging method, wire-
less charging technology charges through non-physical
contact, which is conducive to improving the reliabil-
ity, flexibility, automation and intelligence of the system
[12]. WPT technology removes the mechanical inter-
face, improves safety, achieves charging in operation and
overcomes drawbacks of the traditional cable charging
method. The technology is gradually maturing [13], and
is expected to become typical of EV charging technol-
ogy in the future [14]. Unlike the wired charging method,
wireless charging is carried out through non-physical
contact, thus avoiding interaction between human and
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charging equipment, improving the reliability and safety
of the system, and completely eliminating the need for
manual operation, which is more conducive to the real-
ization of the intelligence and automation of the EV
charging process [15].

However, for the performance index of wireless
power transmission efficiency, due to the complexity of
the design and control of the transmission system and the
differences in the actual operation techniques, the rele-
vant factors in the design of the coil structure, transmis-
sion distance, coupling mechanism offset and compen-
sation topology parameters directly or indirectly affect
the transmission efficiency of the system [16]. Consid-
ering the uncertainty of the above relevant factors as
input parameters inevitably leads to uncertainty in the
transmission efficiency of electric vehicle wireless power
transmission (EV-WPT) systems, so accurately quantify-
ing the magnitude of uncertainty in the transmission effi-
ciency of EV-WPT systems is beneficial to the design of
engineering structures and decision-making.

Parameter uncertainty quantification (UQ) methods
include statistical and non-statistical methods, of which
the statistical methods are dominated by the Monte
Carlo (MC) method and its improvements, which usu-
ally require a large number of calculations to achieve
good accuracy. When the complexity and computational
cost of the test system are high, MC and its improved
methods are not applicable and are usually only used
to verify the accuracy of other UQ methods [17, 18].
The non-statistical type of method obtains an approxi-
mate alternative model by learning the real model, and
the subsequent calculation of UQ does not need to call
the original real model, which greatly reduces the com-
putational cost. When computational accuracy is con-
trolled within a reasonable range, it can usually replace
the MC method for UQ analysis, and has been widely
researched and applied [19–22]. Rossi et al. [21] com-
bined the theory of the generalized chaotic polynomi-
als approach (gPCE) with the radiative near-field in the
device-to-equipment, and constructed a UQ framework
for the power transfer efficiency of WPT systems, which
proved to be more flexible and efficient than the on-
the-fly configuration method based on a single gPCE
and the direct MC analysis [23]. The mapping solution
process of the PCE agent model brings the problem of
“dimensionality catastrophe”. With the development of
artificial intelligence, machine learning has been gradu-
ally applied to the field of WPT electromagnetic com-
patibility. Trinchero et al. [22] investigated the least-
squares support vector machine (LS-SVM) regression
and its optimization form to quantify the uncertainty
of WPT transmission efficiency and proved that LS-
SVM regression based on kernel technology can better

solve the high-dimensional spatial nonlinear UQ prob-
lem [24], but the selection of hyperparameters lacks a
priori knowledge and is not rigorous [25] and there is
no strict mathematical basis for obtaining them. Other
scholars have applied the Kriging agent model [25, 26]
and deep learning [27–29] to the simplified WPT system
UQ and optimization, and its uncertainty quantification
ability remains to be verified for the structurally com-
plex WPT simulation model. Gaussian process regres-
sion (GPR) based on Gaussian stochastic process, kernel
technique and Bayesian inference theory is a nonpara-
metric probabilistic model that can quantify the pre-
diction uncertainty and is not restricted by a specific
functional form, and the hyper-parameters follow a strict
mathematical derivation, with a strong ability to simulate
complex models [30].

In this paper, based on the effect of transceiver
coil mutual inductance on transmission efficiency, we
propose to adopt GPR as the UQ framework for
EV-WPT transmission efficiency with the following
contributions:

(1) The UQ framework of the GPR agent model
proposed in this paper can quantify the uncertainty
of the power transfer efficiency of EV-WPT systems
with a solution accuracy that is approximately consis-
tent with the MC method and a 94.5% computational
speedup.

(2) In this paper, based on the GPR proxy model, the
Morris one-at-a-time (MOAT) algorithm is used to filter
the importance of uncertainty input variables to provide
a new idea for sensitivity analysis.

(3) The MOAT mean and standard deviation are
solved based on the GPR agent model, which proves that
the offset between the transmitting and receiving coils
and the diameter of the transmitting coil cross-section
are the main factors affecting the transmission efficiency,
and this conclusion can be used to guide the optimal
design of the EV-WPT system in future work, so that it
can be realized with an optimal structure for the building
of the WPT system based on the degree of influence of
the uncertainty factors.

The main contents of this paper are as follows.
Section II describes the working principle and simula-
tion model parameters of the EV-WPT system. Section
III describes the implementation process of the quantita-
tive agent model for efficiency uncertainty of EV-WPT
system and its UQ based on GPR implementation, and
the MOAT screening method based on GPR implemen-
tation. Section IV describes the simulation experiment
validation session of this paper to realize the efficiency
UQ assessment and influencing factors screening of EV-
WPT system. Section V summarizes the work in this
paper.
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II. NUMERICAL SIMULATION MODEL OF
EV-WPT SYSTEM

In this paper, a simulation model of a magnetically
coupled resonant EV-WPT system is established based
on the principle of magnetic coupling resonance, which
utilizes the space alternating magnetic field to transfer
energy. The EV’s comprehensive model and its square
magnetic coupling mechanism are depicted in Fig. 1.

Drawing inspiration from a majority of family car
models available in the market, the design features a
body size of 4500×2000×1500 mm, primarily con-
structed from aluminum, with other non-electromagnetic
materials being disregarded. The magnetic coupling
mechanism houses the energy transmission coil group
on its inner side. The outer contour of this mecha-
nism measures 600×600 mm, while the inner contour
is sized at 300×300 mm. The vertical distance between
the transmitting and receiving coils, denoted as z, ranges
from 100 mm to 150 mm. Each side of the coil fea-
tures 11 turns of copper wire, with a conductor cross-
sectional diameter of dwire being 2 mm. To enhance cou-
pling coefficient and minimize magnetic field leakage,
thereby improving transmission efficiency, the coil group
is encased by a ferrite layer, which mirrors the outer con-
tour of the energy transfer coil and is 10 mm thick.

Offsets of the coupling mechanism along the hori-
zontal x and y axes are represented by Δx and Δy, respec-
tively. Given that WPT coils typically exhibit low cou-
pling coefficients, the S-S and P-S topological structures
are more appropriate for efficient WPT systems [17]. In
this paper, we employ an S-S type compensation circuit,
as illustrated in Fig. 2.

Fig. 1. Wireless charging of electric vehicles and the
magnetic coupling mechanism.

IS is the AC current source, RT is the equivalent
resistance of the loop at the transmitter end, RR is the

Fig. 2. EV-WPT system S-S compensation circuit.

equivalent resistance of the loop at the receiver end,
RL is the load resistance, such that RZ=RR+RL, CT and
CR are the compensating capacitance at the transmitter
end and the receiver end, respectively, LT and LR are
the equivalent inductance of the transmitter coil and the
receiver coil, respectively, and M is the mutual induc-
tance between the two coils.

When LT=LR=L and CT=CR=C, the resonant
angular frequency ω = 1√

LC
, the power is transmitted in

the system with an efficiency of:

η =
RL

RR +RL

ω2M2

ω2M2 +RT (RR +RL)
. (1)

In practice, the uncertainty in coil dimensions, cir-
cuit element parameters, the dislocation of the trans-
mitting and receiving coil packs due to the differences
in the level of coil and circuit element processing and
manufacturing, and the level of driver operation affects
the mutual inductance and mutual coupling coefficients,
which inevitably results in uncertainty in the transmis-
sion efficiency of the EV-WPT system. Therefore, the
usual deterministic studies are not representative and it
is necessary to carry out a UQ study of the transmission
efficiency of EV-WPT systems in the form of statisti-
cal characterization and to analyze the extent to which
a wide range of parameters affect the transmission effi-
ciency of WPT systems. In this paper, we focus on the
UQ of the transmission efficiency of the coupling mecha-
nism of EV-WPT systems with uncertainties in the offset,
physical dimensions and component parameters. In the
next section, a UQ framework for the transmission effi-
ciency of EV-WPT systems is developed based on GPR
machine learning.

III. UNCERTAINTY QUANTIFICATION OF
TRANSMISSION EFFICIENCY BASED ON

GPR MACHINE LEARNING
A. GPR transmission efficiency agent model

Agent modeling machine learning is widely used
for its simple uncertainty quantification principle. GPR
has excellent solving ability for nonlinear problems
due to its excellent global and local prediction perfor-
mance. GPR is a nonparametric model characterized by
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high flexibility and scalability, and is a parameter-free
stochastic process regression based on Gaussian distri-
bution, which gives probabilistic approximate predic-
tion of the quantity of interest and computes the input
parameter space at each predicted variance at the sam-
ple point. In this paper, we use GPR to train the WPT
system input parameters d-dimensional column vectors
xn×d with transmission efficiency ηηηn×1 to build a GPR
agent model, which gives the predicted mean and vari-
ance of the transmission efficiency.

First, based on the function space perspective, the
Gaussian process can be expressed as:

f (xxx)∼ GP(m(xxx),kθ (xxx,xxx′)), (2)
where θ denotes the hyperparameter of the covariance
function, and m(x) and kθ (x, x’) are the mean and covari-
ance functions of the stochastic process f (x), respec-
tively.

The GPR training process is shown in Fig. 3 [30].
The learning problem for GPR is:

ηηη= f (xxx)+ εεε. (3)
ε is the estimation noise of the GPR and ε∼N(0, σn

2), f
is regarded as a latent function, and f 1, f 2, . . . , f n satisfy
the joint Gaussian distribution.

To simplify the computation, let the prior form of η
constructed from n training sample points (xn×d , ηn×1)
be η∼N(0, K f f +σn

2I), and let the function constructed
from m test sample points be f ∗, then the joint prior dis-
tribution of η and f ∗ is:[

η
f ∗

]
∼ N

(
0,

[
Kff +σn

2I KT
ff∗

Kff∗ K∗∗

])
, (4)

where Kff , K∗∗, Kff ∗ are shorthand for training samples,
test samples and covariance matrix between training and
test samples, respectively. The specific expression is:
K f f = K(X ,X) =⎡⎢⎢⎢⎣

k(x1,x1) k(x1,x2) · · · k(x1,xn)
k(x2,x1) k(x2,x2) · · · k(x2,xn)

...
...

. . .
...

k(xn,x1) k(xn,x2) · · · k(xn,xn)

⎤⎥⎥⎥⎦ , (5)

K f f∗= K(X∗,X)

=

⎡⎢⎢⎢⎣
k(x∗(1),x1) k(x∗(1),x2) · · · k(x∗(1),xn)
k(x∗(2),x1) k(x∗(2),x2) · · · k(x∗(2),xn)

...
...

. . .
...

k(x∗(m),x1) k(x∗(m),x2) · · · k(x∗(m),xn)

⎤⎥⎥⎥⎦ ,
(6)

K∗∗ = K(X∗,X∗)

=

⎡⎢⎢⎢⎣
k(x∗(1),x∗(1)) k(x∗(1),x∗(2)) · · · k(x∗(1),x∗(m))

k(x∗(2),x∗(1)) k(x∗(2),x∗(2)) · · · k(x∗(2),x∗(m))
...

...
. . .

...
k(x∗(m),x∗(1)) k(x∗(m),x∗(2)) · · · k(x∗(m),x∗(m))

⎤⎥⎥⎥⎦ .
(7)

Fig. 3. GPR prediction process for transmission effi-
ciency.

According to Bayesian theory, the mean f ∗ and vari-
ance σ∗2 of the predictive distribution can be derived as:

fff ∗ = KKK f f ∗
(
KKK f f +σ2

n I
)−1 ηηη , (8)

σ2
∗ = KKK∗∗ −KKK fff fff ∗

(
KKK fff fff +σ2

n I
)−1

KKKT
fff fff ∗ (9)

where fff ∗ gives a probabilistic approximation of the pre-
dicted value of the transmission efficiency and it usually
ensures that the model achieves a small decision loss. σ∗2

gives the uncertainty of the prediction and it can be used
to quantify the credibility of the predicted results.

The kernel function approach allows the model
not to care about the specific form of the mapping
function (group) and not to worry about the “dimen-
sionality catastrophe” and other issues, which not only
greatly facilitates the computation, but also improves
the model’s learning and prediction effect to a greater
extent, because the kernel function approach allows
the model to measure the data in the higher or even
infinite dimensional feature space similarity, and the
Bayesian theoretical framework ensures that its learn-
ing and prediction are reasonable in high-dimensional
or even infinite-dimensional space. The kernel function
method is based on the fact that when the kernel func-
tion satisfies the Mercer condition, the low-dimensional
points are mapped to the high-dimensional feature space
by vector inner product, which effectively avoids the
“dimensionality catastrophe” and the trouble of overfit-
ting. Commonly utilized kernel functions include:

• Squared kernel (SE covariance):

kSE(xxx,xxx′) = σ f
2 exp

(
− 1

2l2
∥∥xxx− xxx′

∥∥2
)
. (10)

• Matérn 3/2 core:

kv= 3
2

(
xxx,xxx′

)
= σ2

f

⎛⎝1+

√
3‖xxx− xxx′‖2

lll

⎞⎠
exp

⎛⎝−
√

3‖xxx− xxx′‖2

lll

⎞⎠ . (11)

In this paper, the Matérn 3/2 kernel is applied for
regression analysis according to the need of solving
accuracy.
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GPR, as a nonparametric Bayesian method, has a
variety of parameters with noise that can be varied in the
kernel function of GPR, which are collectively known
as hyperparameters and have an impact on the model
effect. By adjusting the parameters of the kernel func-
tion, the fit of the model to the data and the predictive
performance can be changed. In GPR, it is often assumed
that the observed data contain a certain amount of noise.
The hyperparameters of the noise term represent the vari-
ance of this noise, which reflects the uncertainty of the
observed data. By adjusting the hyperparameters of the
noise term, the degree of model fit to the data and the
uncertainty of prediction can be balanced. When adjust-
ing the hyperparameters, it is necessary to balance the
degree of fit of the model with its ability to generalize. A
model that is too complex may lead to overfitting, while
a model that is too simple may not adequately capture the
characteristics of the data. The log-likelihood function is
the logarithm of the probability density function of the
observed data for a given model parameter, and the opti-
mal hyperparameter values can be found by maximiz-
ing this function. The optimization algorithm is based
on gradient descent, and the optimal hyperparameters are
obtained by finding the maximum value of the log-edge
likelihood function (12) for the training samples:

log p(ηηη | xxx) =− 1
2

ηηηT (KKK f f +σσσ2
nIII
)−1 ηηη

− 1
2

log
∣∣KKK f f +σσσ2

nIII
∣∣− n

2
log2π. (12)

B. GPR transmission efficiency UQ framework

In this paper, based on the above theoretical foun-
dation, we perform EV-WPT system transmission effi-
ciency uncertainty quantification based on GPR machine
learning, which is mainly divided into three stages, as
shown in Fig. 4.

Phase 1: Preparation of training data
Uncertainty input parameters follow specific dis-

tributions and, in conjunction with the practical situa-
tion, it is assumed that the spatial location uncertainty
input parameters follow a uniform distribution. The coil
structure, size and element uncertainty input parameters
follow a normal distribution, given the mean, variance
and fluctuation range of each parameter. Latin hyper-
cube sampling is used to prepare the training data (xn×d ,
ηn×1) to model the transmission efficiency GPR agent.

Phase 2: Constructing GPR agent model
Select equation (8) as the covariance function for

GPR training and obtain the optimal set of hyperparam-
eters.

Phase 3: Uncertainty quantification of transmission
efficiency of EV-WPT system

Calculate the probability density function of the pre-
dicted value of transmission efficiency and its mean and

Fig. 4. UQ flow chart of EV-WPT system transmission
efficiency.

variance. Based on the UQ results, gain insight into the
effect of uncertainty inputs on the power transfer effi-
ciency of the EV-WPT system.

IV. MOAT screening of uncertainty input
variables

The MOAT algorithm is a lightweight global screen-
ing method that provides a qualitative measure of the
importance of each input parameter [24]. The method is
purely sample-based and requires relatively little compu-
tational effort from the model. MOAT becomes an ideal
method when the number of input parameters is too large
for computationally expensive uncertainty quantification
studies.

MOAT first uses Morris sampling to obtain p tra-
jectories and generates l levels for each dimension θ i
(i=1,...,d) of the d-dimensional variable to generate l lev-
els. Then the sampled data points are θ i, j (j=1,...,p), and
the level of influence of the i input variable can be calcu-
lated as:

Pi, j =
f
(
θ1, j,θ2, j, . . . ,θi, j ±Δ, . . . ,θd, j

)
Δ
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− f
(
θ1, j,θ2, j, . . . ,θi, j ±Δ, . . . ,θd, j

)
Δ

.

Δ =
l

2(l −1)
=

1
2
+

1
2(l −1)

(13)

The expression for mean value of MOAT for the i
input, based on the basic effect of the p replicates, is:

μi =
1
p

p

∑
j=1

|Pi, j| . (14)

The expression for standard deviation of MOAT for
the i input is:

σ i =

√√√√ 1
p

p

∑
j=1

(Pi, j−μi)2. (15)

The MOAT method calculates the MOAT mean and
standard deviation for each input parameter and dis-
plays them in a MOAT scatter plot. The ordering of the
MOAT mean and standard deviation gives the relative
importance of the input parameter. The higher the former
means that the parameter significantly affects the amount
of attention; the higher the latter means that the parame-
ter either has a strong interaction with other parameters,
a non-linear effect, or both. In this paper, based on the
results of MOAT calculations, we filter out the variables
that have a strong influence on the WPT efficiency of
EVs, so as to find the most important influencing factors.

V. SIMULATION ANALYSIS

Based on the WPT system model in section I, it can
be seen that EV-WPT transmission efficiency is subject
to strong uncertainties due to the coupling mechanism
offset, coil structure and circuit component parameter
uncertainties. For the prior condition of spatial location
distribution, in practical applications, the likelihood of
distance offsets is the same for all possibilities, which
conforms to a uniform distribution in engineering. For
the coil parameters in the processing of the error, all
kinds of enterprises in the development of test standards
commonly used normal distribution to ensure its scien-
tific and objective, so this paper also selected Gaussian
distribution.

According to the actual situation, 10 random vari-
ables and their distribution intervals that have an impact
on the transmission efficiency are considered in this
paper, as shown in Table 1, where Δx is the horizontal
offset of the WPT system, Δy is the vertical offset, z is
the coil spacing, dwire-T is the transmitting coil cross-
sectional diameter, dwire-R is the receiving coil cross-
sectional diameter, IS is the excitation current of the cur-
rent source, RT is the transmitting coil self-resistance, RZ
is the load resistance, CT is the transmitting-side com-
pensation capacitance and CR is the receiving-side com-
pensation capacitance. The above 10 uncertainty factors
are unavoidable errors in the WPT system itself or in the

Table 1: Parameter distribution of random variables
Input Distribution Unit

Δx U (-0.1,0.1) m
Δy U (-0.1,0.1) m
z U (0.15,0.2) m

dwire-T N (2e-3,1e-4) m
dwire-R N (2e-3,1e-4) m

IS N (100,5) A
RT N (0.2,0.01) Ω
RZ N (10,0.5) Ω
CT N (120,6) nF
CR N (130,6.5) nF

driver’s operation, mapped to the uncertainty effects con-
sidered in this paper.

According to the parameter distributions of random
variables in Table 1, 500 training samples are collected
using the Latin Hypercube Sampling (LHS) method to
establish the GPR agent model, and 10,000 MC experi-
ments are conducted based on the agent model. Mean-
while, 10,000 MC experiments of the real model are
conducted to verify the accuracy of the GPR method
based on experience and UQ stability. The simulation
model takes about 1 minute to extract each sample point,
and the computation time is given for a computer with
a 6-core/12-thread processor (Intel Core i5-10400, 2.90
GHz) and 16 GB RAM running Windows. The GPR
model predictions were compared with the true values,
as shown in Fig. 5, and the relevant statistical parame-
ters measuring the predictive power were calculated, as
shown in Table 2. The results show that the GPR agent
model is trained with high accuracy and can be used as
a basis for sample prediction for uncertainty quantifica-
tion.

Establishing the response surface based on the above
GPR agent model can save computational cost and
achieve good accuracy. The response surface of EV-WPT
system transmission efficiency based on GPR agent
model is shown in Fig. 6.

Based on the above experimental basis and the EV-
WPT model proposed in section II, this paper quantifies
the uncertainty of the transmission efficiency of the EV-
WPT system around GPR and MC, as shown in Fig. 7
and Table 3.

Establishing the response surface based on the above
GPR agent model can greatly save computational cost
and achieve good accuracy.

Table 2: Statistical parameters related to prediction
Method Mean Absolute

Percentage

Error

Root Mean

Squared

Error

Coefficient of

Determination

GPR 0.0005 0.0006 0.9989
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(a)

(b)

Fig. 5. GPR training process and prediction accuracy: (a)
uncertainty in GPR projection and (b) comparison of pre-
dicted and true values of GPR transmission efficiency.

Fig. 6. Response surface of transmission efficiency based
on GPR agent model.

From the above calculation results, it is obvious that
the UQ accuracy of the established GPR agent model

is basically the same as that of the MC method, but its
computational time cost is reduced by 94.5% compared
with the MC method, which greatly reduces the compu-
tational cost. In addition, it can be observed from Fig. 7
and Table 3 that, under the influence of uncertainty fac-
tors, the efficiency of the WPT system has large ups
and downs with large transformation intervals, which is
attributed to the fact that the coupling effect between the
two coils becomes weaker under the influence of uncer-
tainty factors, and the efficiency of the energy transfer
subsequently becomes lower. In addition, in the presence
of positional deviation, the leakage of electromagnetic
field is also one of the potential dangers. Thus, in order
to design a rational WPT system, it is necessary to screen
out the influential variables so as to make a targeted
strategy.

Fig. 7. Contrast of probability density function.

Table 3: Comparison of MC and GPR model with uncer-
tainty inputs

Mean Variance Relevant

Error

Elapsed

Time

MC 0.9229 0.0281 Mean Variance 7 days and 2
hours

GPR 0.9195 0.0291 0.3684% 3.5587% 9 hours and
21 minutes

To qualitatively assess the significance of the 10
input parameters and identify those exerting a more sub-
stantial influence on transmission efficiency, this study
employs the MOAT approach to address the GPR agent
model. The outcomes are illustrated in Fig. 8.

From the results, it can be seen that the variables that
have the greatest impact on the transmission efficiency
are the horizontal offset Δx, Δy, coil spacing z, and the
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Fig. 8. MOAT mean and standard deviation of the related
variables.

cross-section diameter of the transmitting coil dwire-T.
The standard deviation of their MOAT and the mean
are significantly higher than those of the other factors,
which is consistent with the performance of the WPT
efficiency in actual use [24] and, therefore, these factors
should be emphasized in the design of the actual WPT
system. In addition, the receiver side resistance RZ and
the receiver side coil cross-section diameter dwire-R also
have an impact on transmission efficiency, while other
input variables have less impact on the uncertainty of the
transmission efficiency.

The above results indicate that in order to make the
transmission efficiency as high as possible, in addition
to accurately designing the geometrical structure param-
eters of the WPT system as well as the parameters of
the compensation circuits, attention should be focused
on the offset between the transmitting and receiving
coils. Based on the conclusions obtained from the above
results, in the practical design method, the above types of
uncertainty factors with obvious effects should be con-
sidered in the optimization design of WPT and, since
uncertainty factors cannot be avoided, they should be
considered as the background of the design, so as to
achieve the system to maintain high efficiency under the
influence of uncertainty factors.

In order to verify the calculation accuracy of the
above GPR-based EV-WPT system transmission effi-
ciency proxy model, an experimental platform based on
an EV-WPT system with an operating frequency of 85
kHz and a power of 11 kW is constructed to carry out
an experimental validation of the GPR system transmis-
sion efficiency proxy model in this paper. The experi-
mental platform is shown in Fig. 9. Among them, the
displacement stage is able to realize the position offset
on the three-dimensional space of the EV-WPT system
and control its displacement through the computer termi-
nal. In the uncertainty quantification verification experi-

Fig. 9. Experimental setup.

ment, this paper adopts the discrete step form to real-
ize the value of uncertainty factors and, according to the
limiting range of uncertainty factors in Table 1, the prob-
ability density function (PDF) distribution of transmis-
sion efficiency of the experimentally verified EV-WPT
system is shown in Fig. 10.

Figure 10 shows that the uncertainty quantization
results of the GPR-based EV-WPT system transmis-
sion efficiency proxy model proposed in this paper are
basically consistent with the experimental results, indi-
cating that the GPR proxy model in this paper is accu-
rate. Therefore, the UQ method of the GPR-based EV-
WPT system transmission efficiency proxy model pro-
posed in this paper has significant practical applications
and provides theoretical guidance for the optimization
and design of practical EV-WPT systems.

Fig. 10. Contrast of probability density function.
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VI. CONCLUSION

In this paper, the GPR machine learning method is
used to build and establish the transmission efficiency
agent model of an EV-WPT system. Based on the GPR
agent model, it realizes solving the response surface of
the transmission efficiency and quantifying the uncer-
tainty of the transmission efficiency, so as to realize the
efficiency assessment under the uncertainty background.
Finally, the uncertainty input parameters affecting the
transmission efficiency are screened by MOAT to quan-
tify the degree of influence of different parameters and,
finally, the effectiveness of the GPR agent model in this
paper is verified by experiment, so as to provide theoret-
ical guidance on the optimization aspect of the system
efficiency of the WPT system.
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Abstract – The field of wireless power transfer (WPT)
has recently seen much innovation and improvement
and, as a result, there is an ever-increasing need for high
power transfer efficiency (PTE) of the WPT systems, as
well as enhanced transmission distance for end users.
However, some of the currently available WPT systems
have a restricted PTE and transfer distance because they
use an inductive coupling technique. With this method,
the PTE suffers a significant drop as the distance between
the transmitter and receiver coils grows. Alternately,
magnetic resonance coupling (MRC) is employed as a
mid-range WPT solution. For this method, metamate-
rials (MTMs) are used to increase efficiency by insert-
ing them between the transmitter (Tx) and receiver (Rx)
coils. MTMs are artificially manufactured materials that
demonstrate unusual electromagnetic properties. These
traits include evanescent wave amplification and neg-
ative refractive characteristics, both of which have the
potential to be employed for the improvement of PTE.
This paper offers an in-depth summary of recent research
and development in MTM-based WPT systems. In this
overview, we examine previously reported MTM-based
WPT systems across a range of characteristics, includ-
ing configuration, operating frequency, size, and PTE. A
comparative of the various MTM-based WPT systems
is also provided in this paper. PTEs for these systems
were also presented against their normalized transfer dis-
tances. This study was conducted with the intention of
providing a resource for academics studying WPT sys-
tems and their practical implementations. This analy-

sis exposes the developments occurring in MTM-based
WPT systems.

Index Terms – Inductive power transfer, metamateri-
als (MTMs), power transfer efficiency (PTE), wireless
power transfer (WPT).

I. INTRODUCTION

In today’s environment, electronic devices like
mobile phones and laptops need wireless power trans-
mission in order to be charged wirelessly. This not only
offers protection against interruptions in the power sup-
ply but also enables the devices to charge themselves
without the need for a conducting line. Wireless elec-
tricity is a method that involves the transmission of
electrical energy by means of an electromagnetic field
between a transmitter and a receiver. It’s possible that
we’ll have access to this kind of technology in the not-
too-distant future. Because of this, there is no longer a
need for using batteries to power portable gadgets. Radio
receivers are necessary for the operation of the system,
and the device in question has to be positioned such that
it is within range of the transmitter. Electromagnetic con-
nection between the two coils causes the energy to be
transferred [1]. The primary operating basis for such sys-
tems is the notion of resonant objects efficiently resonat-
ing energy while non-resonant things do not.

The history of wireless power transfer (WPT) may
be traced back to the latter half of the 19th century
and the early part of the 20th century, when various
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kinds of wireless energy transfer were initially devel-
oped and tested by scientists and engineers. Nikola Tesla
is frequently cited as the individual who came up with
the concept of WPT for the first time. In the early
1890s, he demonstrated the transmission of high fre-
quency alternating current over short distances without
the need of wires. The magnetic resonance approach was
yet another early type of WPT. It was initially conceived
of by Alexander Popov in the latter half of the 19th
century. One of the resonant circuits in this approach
acts as the energy generator, while the other acts as the
energy receiver. This method includes the transmission
of energy between two resonant circuits as shown in
Fig. 1 [2].

Fig. 1. A simple method of wireless power transfer [2].

In the early part of the 20th century, when induc-
tive charging devices for batteries were being developed,
the first commercial uses of WPT were put into practice.
These systems move energy from a power source, such
as a wall-mounted charging station, to a receiver coil in a
battery-powered device, such as a toothbrush or shaver,
by use of magnetic induction. Other examples of power
sources are solar panels and wind turbines.

The WPT method may be broken down into two dif-
ferent subfields, known as near-field and far-field WPT.
WPT systems that have a transfer distance that is shorter
than their operational wavelength are said to have a
near-field configuration. Magnetic resonance coupling
(MRC) and inductive coupling WPT are the two tech-
nologies most widely used and correlate most closely
to this categorization. Nevertheless, while MRC-based
WPT can transfer power across a moderate range (cm to
m), extending the transfer distance has the consequence
of reducing the magnetic coupling between the transmit-
ter (Tx) and receiver (Rx) coils. Hence, the MRC-based
WPT system’s transfer distance is limited, and power
transfer efficiency (PTE) falls [3]. Radioactive wireless
power transfer is a long-range application, better known
as far-field energy transfer [4]. In terms of far-field WPT,
the microwave energy transfer technique known as radia-
tive WPT falls under this category. Figure 2 shows the

different areas of electromagnetic field in wireless power
transfer [5]. The radiative WPT process involves power
that is emitted from a transmitter antenna and then trav-
els a great distance via the air as it radiates outward.
This electromagnetic (EM) wave may be picked up by
a rectenna, a combination of a rectifier and an antenna,
and converted into direct current (DC) power. PTE is rel-
atively low since radio waves travel in air in an omni-
directional manner, therefore losses occur during long-
distance propagation. Moreover, there are challenges in
designing a rectenna, such as overcoming challenges in
the design of the feeding network to realize impact-
ful beamforming for high PTE, minimizing mutual cou-
pling among both antenna arrays that degrades rectenna
performance, and mitigating high losses associated with
array feeding networks.

Fig. 2. Areas of the electromagnetic field [5].

WPT has received increased attention as a result of
the development of new technologies and applications.
Some examples of these developments include wireless
charging for mobile phones, electric cars, and medi-
cal equipment. As the distance between the transmitter
and receiver increase in the wireless power transfer sys-
tem, the transmission efficiency drops. Transmission effi-
ciency may be improved, and the effective power trans-
fer distance can be extended by increasing coil quality
factor and magnetic coupling for both the transmitter
and receiver coils [6]. Since near-field energy transfer
depends on the coupling of the magnetic fields between
the two coils, which accounts for its small range, it is
additionally categorized as electromagnetic induction.
The near-field energy transfer field shrinks exponen-
tially. Power may be transferred over relatively short dis-
tances with a high transfer efficiency using near field
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transmission techniques, commonly referred to as non-
radiative methods [7]. It consists of magneto-dynamic
coupling, resonant capacitive coupling, resonant induc-
tive coupling, and capacitive power transfer [8]. Addi-
tionally, far-field energy transfer is categorized as elec-
tromagnetic radiation. Long-range applications benefit
from it the most. However, because of the power losses,
it is less effective in comparison. It uses microwaves and
lasers to convey power [9].

William C. Brown’s presentation of his capacitive
methods study in 1961 was a seminal moment in the
field’s history. In the study, a systematic approach to
transferring power at the microwave level was given. The
intrinsic benefit of being able to traverse greater dis-
tances may have contributed to the selection of a fre-
quency that is so low as to be practically insignificant.
On the other hand, the approach was restricted in that
it could only transmit electricity at a low level and had
a reduced degree of efficiency. The accompanying mis-
alignment of power transmitter and receiver devices was
one of the additional challenges that had to be overcome
at this time. This misalignment further contributed to an
unpredictable power transfer, which decreased the effi-
ciency of the process.

II. WPT USING INDUCTIVE TECHNIQUES

The utilization of inductive coupling for WPT has
garnered considerable attention in contemporary dis-
course, particularly within domains such as electric vehi-
cle charging, biomedical implants, and consumer elec-
tronics [10, 11]. The foundational principle involves
the transference of power between two coils, intricately
linked through inductive means. In this dynamic, an
alternating current within the primary coil engenders a
corresponding alternating magnetic field, thereby induc-
ing a current in the secondary coil [12, 13]. The effi-
ciency and efficacy of power delivery are contingent
upon a nuanced interplay of factors, including the cou-
pling coefficient, quality factors, operating frequency,
coil geometry, and compensation networks [14, 15].

Empirical evidence underscores the pivotal role
of resonant compensation networks in optimizing effi-
ciency, yielding a load-independent voltage gain [11,
16]. Prevailing series-series and series-parallel topolo-
gies, notably applied in electric vehicle systems, have
demonstrated efficiencies reaching 90% [17]. Further-
more, strategies such as achieving zero voltage switch-
ing through methodologies like phase shift control con-
tribute substantively to loss mitigation [18]. The scope
of inductive coupling extends to wireless battery charg-
ing, exemplified by the work of Ragab et al. [19],
who devised a photovoltaic charging interface employ-
ing inductive coupling and regulating power to the bat-
tery through phase control.

Efficiency within the field of magnetic coupling
is contingent upon critical parameters. Mutual induc-
tance between coils, dictated by their relative orientation,
emerges as a direct determinant of power transfer effi-
ciency [13]. Research findings presented by Shevchenko
et al. [20] assert that single-layer coils may manifest
superior efficiency in contrast to their double-layer coun-
terparts. Moreover, losses are incurred due to para-
sitic coupling between non-corresponding coils in mul-
tiple input multiple output systems [21]. The ongo-
ing scholarly endeavor is dedicated to optimizing both
coupling and compensation mechanisms, thereby aug-
menting the commercial viability of mid-range inductive
WPT. Figure 3 shows a schematic diagram of inductive
WPT [22].

Fig. 3. Schematic diagram of inductive WPT [22].

Continuous advancements in magnetic materials,
coil structures, and compensation techniques are playing
a pivotal role in augmenting the capabilities of induc-
tive WPT systems. A study conducted by Yamada et al.
[23] has yielded analytical expressions for mutual induc-
tance in coils featuring ferrite cores, utilizing image the-
ory. The results exhibit a robust alignment with numeri-
cal outcomes, facilitating simplified modeling and design
considerations. Notably, the field of vehicle charging
remains a focal point, with Aziz et al. [24] conducting
a comprehensive review of inductive charging develop-
ments, encompassing innovations like movable power
tracks and methodologies for foreign object detection.
These innovations collectively contribute to enabling
safe high-power operation.

The significance of compensation networks is
underscored in ensuring efficiency across variable cou-
pling and load conditions. In a comparative experimen-
tal study by Rehman et al. [25], series-series and series-
parallel topologies were assessed, revealing that the lat-
ter demonstrated superior efficiency, particularly with
larger transmitter coils. Diep et al. [26] further con-
tributed to this discourse by designing an electric vehicle
system employing series-series compensation, achieving
an impressive average efficiency of 89.5%, even during



YUSRI, MISRAN, GEOK, RAHIM, YUSOP, SAID, SALLEH: ADVANCED PERSPECTIVES ON METAMATERIAL INTEGRATION IN WPT 240

dynamic charging scenarios. The landscape of converter
architectures has also evolved, as evidenced by the intro-
duction of a novel transformerless multilevel inverter for
inductive power transfer by Lee et al. [27], realizing an
84% converter efficiency from input to load.

In the field of multiple-device WPT, Vo et al. [28]
developed a technique that enables independent con-
trol of load voltages by dynamically tuning the trans-
mitter array. Addressing orientation sensitivity chal-
lenges, Roberts et al. [29] delved into conformal reso-
nant magnetic coupling, achieving a notable 60% effi-
ciency over a 100 MHz link through the use of compact
high-Q resonators. Compatibility strides, exemplified by
Wandinger et al. [30], extended the efficiency of induc-
tive transfer through saltwater, opening up novel appli-
cations such as underwater charging. Persistent endeav-
ors in modeling resonant conditions [31], optimizing
coil structures [32], estimating system parameters [33],
and integrating power management solutions [34] collec-
tively lay a robust foundation for the ongoing innovation
in mid-range inductive WPT.

Inductive energy transfer results in the production
of dipole fields that are aligned longitudinally. As the
transmitter and receiver move apart, these fields become
weaker. Therefore, the distance that separates the two
coils is one of the parameters that influences the effi-
ciency of the power transfer. As a result, the efficiency
increases in proportion to the distance between the
receiver and the transmitter [34, 35].

III. METHODS TO ENHANCE EFFICIENCY
OF POWER TRANSFER

Many investigations have been carried out with the
goal of increasing the distance between the coils without
effecting efficiency of power transmission.

A. Type of antenna

Fig. 4. Microstrip patch antenna [36].

As shown in Fig. 4, the antenna radiates from the
patch’s width and not its length; the effectiveness of the
antenna’s radiation is dependent on the patch’s width

[36]. Because of this, the length of the patch has no bear-
ing on the antenna’s ability to radiate (W). When the
value of W is low, the amount of radiation emitted is low,
and when the value of W is high, the amount of radiation
emitted is high [37]. The antenna’s bandwidth is influ-
enced both by the substrate thickness (h) of the dielectric
materials and by the value of the parameter W. A greater
bandwidth is indicated by a bigger W number. The value
of W is one of the factors that determines the gain of the
antenna. This value also depends on a number of other
characteristics. The greater the value of W, the greater
the gain that the antenna provides. The operation of the
antenna is determined mostly by the relative permittivity
(r) value of the substrate material and, as a result, the h
material may be determined.

Research on spiral antennas has been going on
for several decades, and these antennas have recently
emerged as top contenders for use in applications that
need circularly polarized broadband antennas [38]. Spi-
rals can have a single arm or many arms, and they have
been implemented both in the form of microstrips and in
the form of slots as shown in Fig. 5.

Fig. 5. Example of a microstrip circular spiral coil
antenna and square spiral antenna [38].

Mirrors serve as the conceptual foundation for this
form of microstrip configuration’s use of the radiation
principle [38]. The ratio of the front to the rear of the
signal grows as the frequency of the signal rises, allow-
ing for the possibility of one-sided radiation.

At a certain frequency, which is determined by the
structural properties of the spiral, the direction of the
highest radiation will begin to sway in the opposite direc-
tion. As frequency continues to increase, the direction
of the deflection shifts to both sides of the axis that is
perpendicular to the surface of the antenna. Within the
dielectric, the height of the slab is stipulated to be around
a fourth of the wavelength at the antenna’s center fre-
quency [38]. This height is determined by the antenna.

Therefore, height tends to be equal to one-half of
the wavelength at the relevant frequencies when consid-
ering the higher frequency bands [38]. When it reaches
the spiral plane, the phase of the original signal is exactly
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the opposite of that of the wave that was reflected by the
ground plane. This is because of the phase of the wave
that was reflected by the ground plane. Following the
superposition of the signals, there is a reduction in the
amount of radiation at the broadside, and the main lobe
begins to separate.

These antennas have the capacity to resonate in fre-
quencies considerably lower than those that conventional
multiband antennas are capable of and, at the same time,
they have a very compact size [38]. The extended length
of the current route through the conductor area as a result
of the spiral shape of this conductor is the critical factor
in achieving this level of performance.

B. Multiple coils

By coupling together many coils and transferring
their energy to one another, it is possible to create a WPT
system that is effective across a considerable distance
[39]. In [40], multiple coils, also known as repeater coils
or relay resonators, are utilized to supply energy for the
load. These multiple coils are arranged in the shape of a
domino [40, 41].

Fig. 6. Experimental setup for multiple coils [39].

Figure 6 shows the experimental setup for multi-
ple coils where the second coil placed at the center is
the repeater. The practicability of the system is severely
compromised as a result of the presence of a great num-
ber of relay coils between the transmitter and the receiver
[42]. In addition to this, the efficiency of the system
plummets as the relay coils move further away from their
intended location.

C. Resonant coupling

Since Kim [43] published their findings, the use of
resonant coupling technology has become more signifi-
cant in the field of wireless power transmission.

In order to create effective methods of wireless
power transfer based on Fig. 7, Kim relied on the ideas
developed by Nikola Tesla. Interestingly, Kim demon-
strated that electricity could be transmitted across lengths
of two meters with an efficiency of just 20%. Despite the
fact that this efficiency was somewhat poor, the transmit-
ted power could reach up to a notional value of 50 W at

Fig. 7. Schematic diagram of resonant coupling [43].

a radio frequency that covered a range of 9.4 MHz. The
enhanced influence of radiation as well as the complexity
connected with manufacture both served as limitations
on the endeavor.

D. High Q-factor

Under the assumption that there is only a weak cou-
pling between particles, power transfer efficiency may be
written as stated in [44]. It is plain to observe that the use
of high-Q coils is capable of bringing about significant
progress in terms of power transfer efficiency.

In [45], the authors suggest a self-resonant structure
that is built on a foil layer and has a Q-factor of 1183, as
shown in Fig. 8. This structure obtained a power transfer
efficiency of 94% at a relatively wide transfer distance
in comparison to the solid or Lize wire. In [46], coils
with quality factors ranging from 15 to 1000 were used
to obtain a PTE of 10% when the transmission distance
was about nine times greater than the radius of the coils.
However, a high Q-factor will result in significant volt-
age pressures being placed on the transfer coils. This is
because the reactive current or voltage that the coils are
expected to handle should be Q-times the actual power
current or voltage that is being carried by the coils.

In addition to this, having a high frequency would
result in a narrow band, which in turn would need a pre-
cise control technique. Both [47] and [48] have under-
lined how important it is to have a high Q-factor when
building a coil with a high efficiency. This may be
accomplished by raising the inductance of the coil while
simultaneously lowering its resistance value. The multi-
layer coil that was suggested in [49, 50] includes a num-
ber of concentric coils whose cross-sectional area grows
with the number of coils in the stack [51]. The number
of coils in the stack has an effect that causes the inter-
nal resistance to decrease [52]. In addition to this, induc-
tance will grow while the diameter of the coil will stay
the same, which will contribute to a high efficiency tiny
coil design that is appropriate for wireless power transfer
operation [51].
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Fig. 8. A self-resonant structure [45].

The ground-breaking research conducted by Zhu
and colleagues [53] in 2008 prepared the way for a
new technological advance in the area of wireless power
transfer. The researchers used the idea of back emf to
the receiving coil in their investigation. This idea helped
boost the transmission distance and the conveyed power
even at a moderate range of radio frequencies. The ben-
efit of electricity being transported over or past barriers
was one of the most significant developments made pos-
sible by this approach. Despite the fact that this signif-
icant milestone has already been reached in the field of
signal transmission, wireless power transmission is lag-
ging behind in this area. The generation of eddy currents
in the magnetic field that was being transmitted was the
consequence of employing back emf, and this restriction
was brought about by the presence of metallic objects.
The effectiveness of the systems in urban or urbanized
areas was greatly hindered as a result of this.

References [49, 53] demonstrate Brooks coil
designs. Optimized performance is achieved by a stan-
dardized number of stacked layers and a multilayer coil
orientation with a square cross-sectional area. As the
maximum number of stacked layers varies with coil size,
this is done in accordance with those parameters. This
kind of design makes it possible to get the maximum
possible inductance value with a wire that has a finite
length [49].

In spite of Brooks coil and multilayer coil design,
the use of a magnetic core for the WPT coil design
proved ineffective due to core saturation [49] and a detri-
mental influence [51] on wireless devices in the nearby
area. As a result of this, [49, 51] have shown that the use
of an air core, which is efficient and does not influence
inductance with an increase in current, is warranted. As a
result, careful attention must be given to the frequency of
operation in conjunction with the number of stack layers,

and the application of core in coil design is of the utmost
importance.

Furthermore, the efficiency and reliability of WPT
systems are significantly influenced by capacitor stabil-
ity. The efficient transmission of energy is dependent on
a continuous state of resonance between the transmitter
and receiver coils, which is facilitated by capacitors in
resonant circuits [54]. Nevertheless, capacitor instability
can result from factors such as temperature fluctuations,
dielectric degradation, and ageing, which can result in
changes in resonance frequency and a decrease in effi-
ciency over time [55]. Applications that necessitate con-
sistent power levels for extended periods are particularly
susceptible to this instability. The enhanced resilience to
temperature fluctuations and reduced dielectric losses of
advanced materials, such as polymer and ceramic capac-
itors, have been investigated, rendering them suitable for
WPT systems in high-temperature or long-duration envi-
ronments. Recent research indicates that the utilization
of these stable capacitors can improve the durability of
the system, thereby assuring a more sustained PTE by
reducing the frequency detuning that is frequently caused
by capacitor instability [56].

E. Metamaterials for WPT systems

The word ”meta” in metamaterials (MTMs) comes
from the Greek meaning “beyond” MTMs are defined
as man-made materials that exhibit unusual an-d exotic
properties that cannot be quickly identified in naturally
occurring materials, allowing them to overcome limi-
tations associated with using conventional materials in
microwave and optical systems [5, 57]. Veselago pre-
sented the first theoretical analysis of MTMs in 1968.
He postulated the wave particle duality of materials with
simultaneously negative electric permittivity and mag-
netic permeability, which are characteristics of MTMs.
This inquiry was the first of its kind.

Materials can be divided into four zones based on
the polarity of permittivity and permeability since these
two parameters indicate the electromagnetic properties
of materials [58]. Permittivity and permeability are two
factors that reflect the electromagnetic characteristics of
materials, making this possible. The materials are clas-
sified as double-positive (DPS) materials, which are the
typical materials, since their permittivity and permeabil-
ity polarities are both positive at the same time, as shown
in Fig. 9.

The materials are considered to be epsilon-negative
(ENG) if their permittivity values are below zero and
their permeability values are above zero (ε<0, μ>0).
The materials are considered to be mu-negative (MNG)
when their permittivity is positive, but their permeability
is negative (ε>0, μ<0). In particular, when it is designed
to have both of these characteristics be negative, the
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Fig. 9. Types of metamaterials based on permeability (μ)
and permittivity (ε) values [58].

material in question is referred to as a double-negative
material (DNG) and, in general, MTMs are recognized to
be the material of choice. When ENG and MNG materi-
als display such peculiar traits at frequencies where typi-
cal materials do not, they can also be classified as MTMs.
This is the case when the materials display MTMs char-
acteristic.

Electromagnetic waves can travel through a medium
if the values of both its permittivity and its permeabil-
ity are in a state that is either positive or negative at the
same time. The right-handed rule is followed by the elec-
tric, magnetic, and wave vectors in typical (DPS) media.
The Poynting vector, on the other hand, is parallel to the
wave vector, indicating that energy is lost together with
the wave’s movement. The electric, magnetic, and wave
vectors all follow the left-handed rule when it comes to
MTMs (DNG) media. Energy flow is also anti-parallel to
the source’s phase propagation direction since the Poynt-
ing vector has the opposite direction of wave propaga-
tion [59]. Because of this, MTMs are also sometimes
referred to as left-handed materials [60] or backward-
wave media [34].

In addition to this, the negative permittivity and per-
meability values of the DNG materials cause the elec-
tromagnetic wave that is travelling through the medium
to have a negative refractive index. The electromagnetic
phenomena known as the refractive index takes place
between two different kinds of materials. Snell’s law,
which describes the connection between the incidence
angle and the consequent refracted angle of EM wave
transmission at the interface of two materials, is adhered
to by both the DPS and DNG materials. This law indi-
cates that DPS and DNG materials behave in the same
manner.

MTMs are notable for a number of key qualities,
one of which is evanescent wave amplification. This is
in addition to the negative refraction property. Rong [35]
published their findings on evanescent wave amplifica-
tion features in 2000.

As was noted earlier, near-field WPT systems have
attracted a significant amount of attention due to the fact
that they may be utilized in a variety of settings. How-
ever, because they rely on inductive coupling as their pri-
mary method of power transmission, the vast majority of
today’s WPT systems have limitations when it comes to
the efficiency of power transfer and the distance it can
cover. MRC-based WPT is an alternative that might be
considered. When Tx and Rx coils are tuned to resonate
at the same frequency [61], the MRC-based WPT system
may be constructed and put into operation.

An investigation was done employing a system with
two coils [62]. However, the two-coil system’s trans-
fer efficiency rapidly decreased as the transmission dis-
tance increased. Additionally, transfer efficiency was
strongly impacted by changes in load, and transfer dis-
tance that could be practically accomplished with the
two-coil WPT system was restricted. Several alterna-
tive methods, such as a three-coil system [49], a four-
coil system [63], adaptive methodology [64], frequency
adaptive matching technique [65], coupling optimization
approach [66], and multi-resonator relay approach [67],
have been researched in order to enhance transfer effi-
ciency and distance.

Fig. 10. Comparison of gain at 5.7 GHz [69].

Because regular materials do not possess the EM
characteristics that metamaterials have, the difficulties
outlined previously can be overcome by employing
metamaterials [68]. It enhances transfer efficiency and
distance by manipulating the electromagnetic waves that
are generated by a microwave device [69]. It has been
shown that placing a metamaterial over a patch antenna
can lower the surface waves, leading to an increase in
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both the gain and the bandwidth of the antenna [68–70]
as shown in Fig. 10. If the antenna is able to fulfil the
requirements of the conventional resonance cavity, then
the reflected wave will be able to go through the metama-
terial unit cell with the same phase. In turn, the antenna’s
gain will improve as a result of this.

Alternately, [71] explored the use of the MTM slab
in the MRC-based WPT system a few years ago, which
resulted in a significant improvement in the transfer effi-
ciency of the WPT. The MTM slab, which included a
near-field WPT system based on MRC, has since been
the subject of intensive study employing a wide range
of methodologies. Often, one or more MTM slabs are
placed between the transmitter and receiver coils. This
helps to concentrate the magnetic field on the receiver
coil, which in turn results in a large improvement in PTE.
In addition to this widely used design, there have been
reports of a wide variety of alternative structures.

MTM slabs are integrated into WPT systems in a
variety of different ways to achieve high PTE. This is
accomplished by making use of the one-of-a-kind qual-
ities of MTMs, which include negative refraction and
evanescent wave amplification. The magnetic field that is
produced by a Tx coil in a WPT system, such as the one
shown in Fig. 11, displays its flux lines in a symmetrical
pattern around the coil. If the Rx coil is placed in the area
where the flux lines from the Tx coil reach then, accord-
ing to Faraday’s law, the magnetic flux that is crosslinked
inside the Rx coil will cause current flows in the Rx coil,
resulting in the wireless transmission of power. There is
a problem caused by the fact that the magnetic flux cre-

Fig. 11. WPT magnetic field distribution [71].

ated by the Tx coil is not entirely caught by the Rx coil,
which results in a low PTE and leakage.

A conceptual schematic representing the MTM-
based WPT’s underlying idea can be seen in Fig. 12 (a).
Figure 12 (b) illustrates what happens when an MTM
slab is placed between Tx and Rx, due to the fact that the
MTM slab has a negative refraction index. Since it can
concentrate the magnetic field lines directly on the Rx, it
can boost power transmission efficiency. Using this idea
of MTM-based WPT MTMs, a variety of structures have
been examined. These architectures have varying dimen-
sions, and the MTM slabs are located in a variety of dif-
ferent places.

(a) (b)

Fig. 12. Concept MTM based on WPT.

The effectiveness of MTM structures in WPT appli-
cations is significantly influenced by their design and
geometry. Liu [72] conducted a study that highlighted the
significance of the geometry and structure of the MTM
unit in WPT systems. The study introduced a practical
model for MTMs. Research showed that the efficacy of
the system is significantly impacted by the resonance fre-
quency and quality factor of MTMs, which are deter-
mined by their geometric configuration. The study high-
lighted the importance of precise MTM design for opti-
mal functionality by providing a circuit-based model to
predict the performance of MTM-enhanced WPT sys-
tems.

Lee [73] conducted an additional study that con-
centrated on the optimization of low-frequency magnetic
MTMs to improve the efficiency of WPT. The research
emphasized the critical role of the shape and arrange-
ment of MTM units in attaining the desired magnetic
properties, which in turn enhances PTE. The experimen-
tal results presented in the study demonstrated a substan-
tial increase in PTE as a result of the implementation of
optimized MTM designs, thereby validating the theoret-
ical models that were proposed.

In addition, Li [74] conducted a thorough exami-
nation of MTM-based WPT systems, which included a
discussion of the efficacy of the systems and the vari-
ous MTM configurations. The review emphasized that
certain MTM geometries, including Swiss roll structures
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and split-ring resonators, are effective in enhancing PTE
and focusing magnetic fields. The authors emphasized
the necessity of meticulous MTM design to address the
challenges associated with efficiency and alignment in
WPT systems.

IV. THE DIFFICULTIES OF MTMS ON WPT
SYSTEMS

Integrating MTMs into WPT systems has the poten-
tial to greatly boost both the PTE and transmit distance
of such systems. The reason for this is that MTMs have
properties that contribute to the enhancement, specifi-
cally negative refraction and evanescent wave amplifi-
cation. The introduction of MTMs will unquestionably
speed up the development of WPT systems. However,
research into the applications of MTM-based WPT sys-
tems is still in its preliminary stages. As a result, a
number of viewpoints and difficulties associated with
MTM-based WPT systems are reviewed here with a view
towards future advancement.

Prior to any other consideration, the insertion loss
of the MTM slab needs to be minimized as much as
possible since PTE is one of the most important merit
factors of the WPT system. Despite the inserted MTM
slab making the PTE of the WPT systems better, it will
invariably suffer from insertion losses in WPT systems
that are used in the real world. Chabalko [75] measured
Tx and Rx insertion losses with and without MTM slabs
and a single-turn resonator. They showed that the PTE of
the WPT system may be significantly increased by using
a single turn resonator, much more so than by employ-
ing an MTM slab, under certain conditions. The insertion
loss of the MTM slab is much larger than that of the sin-
gle turn resonator due to the MTM’s complex construc-
tion and the MTM’s non-optimized raw material choices.
The previously reported phenomena may be traced back
to this root cause.

A superconductor-based MTM slab with minimal
conductor loss was shown by Wang [76]. It has been
demonstrated that the reduced loss qualities of the super-
conductor, when combined with the properties of MTMs,
may significantly increase the PTE of WPT systems in
an efficient manner. Furthermore, it has been hypothe-
sized that such cumbersome structures aren’t necessary
to create the negative refraction effect [77]. This is an
interesting development. Because a thick substrate might
cause an increase in the amount of substrate loss, it is
best to utilize an MTM slab with a smaller thickness in
order to reduce the amount of insertion loss caused by
the MTM slab. Because the MTM slab’s insertion loss
has a direct impact on the PTE of the WPT systems, it
should be one of the design priorities to minimize it. This
is because reducing it has the potential to provide sig-
nificant improvements to the PTE of the WPT systems,

which is why it should be investigated further. When it
comes to the final applications, there are other losses that
might have an impact on the PTE. Power supplies, ampli-
fiers, resonators, rectifiers, DC-DC converters, loads, and
other parts comprise the MRC-based WPT systems as a
whole. The end-to-end PTE is significantly impacted by
the losses that occur in each step as well as the unpre-
dictability of changes to the parameters (weight, transfer
distance, orientation) that occur in WPT environments.
Hence, it is vital to enhance the efficiency of each phase
in the procedure in MTM-based WPT systems, and the
entire WPT system must be able to respond to a broad
range of WPT circumstances.

Despite the fact that MTMs, because of their one-
of-a-kind features, are able to boost the PTE of WPT
systems, the development of MTM-based WPT systems
for real-world use remains in its infancy. Although WPT
system development is being aggressively pursued in a
wide range of industries and uses, including the recharg-
ing of handheld electronic gadgets, it is clear that this
technology has applications in transportation appara-
tuses or vehicles that run on electricity [78, 79] and medi-
cal device replacements [50, 80, 81]. The development of
workable MTM-based WPT systems requires substantial
investment of time and resources. Most of the observed
MTM slabs have a bulky and thick build, which restricts
the applications for which these slabs may be used. It
is possible that it would not be viable to do so if the
additional hefty MTM slab were to be put in the route
of the power transmission. The WPT systems’ reduced
usefulness and adaptability would make them even less
appealing than the more traditional wire charging meth-
ods. The following is an outline of the several potential
solutions to these problems. To begin, the MTM slab has
the potential to be included into the WPT systems. In the
near future, research has to be done to determine how
best to optimize the location of the MTM slab when it
is embedded using this strategy. Second, it can involve
incorporating the MTM into intermediary items in a way
that does not disrupt the consumers’ experience. In the
future, in preparation for real-world deployments, it will
be necessary to do more research on MTM-based WPT
systems that make use of embedded methods.

Alternatively, one might take into account the cur-
rent trend of MTM devices. Recent research [82] has
focused on active MTMs that may adapt their char-
acteristics in accordance with the information received
from the environment. Conventional MTMs, also known
as passive MTMs, contain characteristics that are fixed
after the device has been manufactured, which restricts
the uses of MTM devices. Because they used passive
MTMs, the majority of earlier research found that once
the MTMs had been constructed, their characteristics
could not be altered in any way. Additionally, the MTM
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Table 1: Different techniques to enhance WPT system
Ref. Type of Antenna Size of Antenna Metamaterial Shape Frequency Distance Transfer

Efficiency

[63] Single-turn
square coils

100×100 mm 2-sided spiral square
coil - 5 turns

6.78 MHz 40 cm 24%

[69] Hexagonal patch 35×25 mm Hexagon 5.7-10.3
GHz

17.53
mm

90.63%

[70] Microstrip slot - Rectangular Sierpinski
fractal

1.38 GHz - 34%

[73] Spiral coils R=50 mm YBCO spiral-coil
structure - 13 turns

58.8 MHz 20 cm 13.58%

[83] Circular coils - 2-sided square helical
coil - 10 turns

1 MHz 100 mm 9%

[87] Loop coil antenna R=20 cm 2-sided square spiral -
3 turns

24 MHz 50 cm 47%

[88] Loop coil antenna Tx=4.5 cm
Rx=2 cm

2-layer square spiral -
13 turns

4 MHz 10 cm 22%

[89] Spiral coils 15×15 cm Hybrid metamaterial
slab design - 14.5 turns

6.78 MHz 20 cm 47%

[90] Spiral coil R=15 cm Honeycomb
hexagon-shaped spiral

copper - 9 turns

6.4 MHz 20 cm 51%

[91] Square coil 13×13 cm 1-sided spiral coil - 5
turns

13.56 MHz 30 cm 36.4%

[92] Square coil D=10 cm Square spiral coil
copper - 11 turns

13.56 MHz 30 cm 13.4%

[93] Circular coil D=40 cm Circular spiral coil - 3
turns

6.5 MHz 100 cm 15.1% (1-sided),
34.4% (2-sided)

[94] Circular coil D=500 mm 1-sided square spiral
coil - 3 turns

2.8 MHz 160 cm 18.58%

[95] Square coil 13×13 cm 1-sided square spiral -
5 turns

13.56 MHz 30 cm 41.7%

[96] Circular coil R=20 cm 1-sided meander line 27.4 MHz 20 cm 10.7%

slab’s operating frequency will remain constant for the
same reason. Several studies in the field of MTM-based
WPT systems have focused on active MTMs [83]. An
active MTM has been developed by Ranaweera [82] as
a method for dynamically field localizing WPT systems.
Using this technique, electricity may be sent selectively
and under control directly to the desired area (hot zone).
Using defect cavities with tunable resonant frequencies
that are created on MTM unit cells, it is possible to real-
ize the hot zone. It is possible to increase both PTE and
safety by bringing about upgraded fields on the desired
region. However, due to the fact that they have been using
non-resonant loops for both the Tx and Rx coils, the
transmission distance has been restricted.

In addition, there has been no extensive research car-
ried out on transfer distance, which is one of the key
characteristics that determine the effectiveness of WPT
systems. There is a need for greater investigation into
active MTM-based WPT systems, despite the fact that

they have proven the active MTM’s value in the field of
WPT.

In particular, research that has been done on the
active MTMs’ capacity to exhibit negative refraction
might be one of the options. With the ability to manipu-
late the MTM slab’s negative refraction, the WPT’s mag-
netic fields may be redirected depending on their loca-
tion. If the Rx coil is not lined with the Tx coil, for exam-
ple, the active MTM slab’s negative refraction index can
be adjusted to re-direct the electric flux to the Rx.

The receiving efficiency in WPT systems is influ-
enced not only by distance but also by the angle at which
the receiving coil is positioned relative to the transmit-
ter. Misalignment in the angle affects magnetic coupling,
as angular deviation reduces the effective magnetic flux
linkage between coils. This misalignment can signifi-
cantly decrease transfer efficiency, especially in near-
field applications like wearable devices and consumer
electronics [84]. Prior research highlights that angular
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deviations lead to reduced magnetic coupling, causing
a notable drop in PTE. Because of this, the MTM slab
is able to correct the alignment issue. Addressing these
angle-related losses, recent studies have explored imple-
mentation of MTMs strategically within WPT systems
to improve PTE despite angular misalignments. Placing
MTM slabs at specific points in the system can enhance
electromagnetic wave control, allowing the magnetic
field to be effectively redirected and, thus, mitigating
efficiency losses due to angular displacement [85]. If
the MTM unit cells’ negative refraction property can be
altered, it would be possible to obtain a higher degree
of flexibility in MTM-based WPT systems, which will
lead to a wider range of applications for these systems. It
is anticipated that the active MTMs would open up new
possibilities for the implementation of MTM-based WPT
systems in a variety of settings, including misaligned cir-
cumstances and asymmetric WPT environments, among
other potential scenarios [86]. These placements can
improve PTE by broadening angular tolerance, a signif-
icant step forward for stable and efficient WPT across
diverse applications.

Table 1 shows a summarization of various tech-
niques for transfer efficiency enhancement. This review
aims to provide a quick reference for people engaged
in WPT research and shed light on the evolving nature
of MTM-based WPT system technologies. Addition-
ally, the prospects and difficulties associated with MTM-
based WPT systems have been explored in relation to the
development of the technology in general as well as the
applications that make use of it.

ACKNOWLEDGMENT

The authors would like to acknowledge the Ministry
of Higher Education, Centre for Research and Innovation
Management (CRIM) and Universiti Teknikal Malaysia
Melaka for supporting this project through FRGS
grant numbering FRGS/1/2021/TK0/UTEM/02/52. The
authors also would like to extend their sincere grati-
tude to Multimedia University (MMU) for providing the
essential resources and support required to complete this
study. Special thanks are due to the Telekom Malaysia
Research Grant, project code MMUE220012, for its sup-
port, which has been instrumental in facilitating this
research.

REFERENCES

[1] S. K. Singh, T. S. Hasarmani, and R. M. Hol-
mukhe, “Wireless transmission of electrical power:
Overview of recent research & development,”
International Journal of Computer and Electrical
Engineering, vol. 4, no. 2, pp. 207-211, 2012.

[2] Qi and Magsafe [Online]. Available:
appleinsider.com/articles/21/01/01/qi-and-

magsafe—everything-an-iphone-user-needs-
to-know-about-wireless-charging

[3] A. Kurs, R. Moffatt, and M. Soljačić, “Simultane-
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Abstract – Electromagnetic simulation and pre-analysis
of electromagnetic compatibility for lightning effects are
important. It is difficult to estimate the surface current
of surface structures represented by thin lines. In this
study, we simplified the partial element equivalent circuit
(PEEC) equation and deduced an equation for the mag-
netic field based on the thin-line representation method.
An inversion method was used to determine the surface
current in a frequency-domain PEEC. Parallel computing
technology was used to improve the inversion efficiency.
Additionally, the capacitive and inductive characteris-
tics of the elements of Darney’s circuit method were
developed for PEEC. The results were compared with
calculations using the finite integration technique. The
application of the thin-line representation method was
broadened, and its efficiency has been improved.

Index Terms – Lightning current distribution, magnetic
field distribution, partial element equivalent circuit, thin-
line representation method.

I. INTRODUCTION

As the complexity and intensity of the electromag-
netic environment increase, electromagnetic simulation
and pre-analysis [1–5] become more important, espe-
cially in the analysis of structural surface current dis-
tributions and magnetic field distributions [6, 7–13].

The distribution of the lightning surface current and
magnetic field is important, particularly for lightning
protection.

Among electromagnetic simulation methods, the
thin-line representation method [14–16], proposed in
1986, is well known for its high efficiency. In recent
years, it has attracted the attention of scholars because
it can rapidly perform sensitivity analyses [17–20]. The
thin-line representation has been applied for solving
electromagnetic problems under the framework of the
classical circuit [21, 22] and partial element equiva-
lent circuit (PEEC) [23]. The framework of the classi-
cal circuit described in the previous study, also called
Darney’s circuit method, has been extended for electro-
magnetic compatibility and electromagnetic interference
(EMC/EMI) [24]. The PEEC framework described above
is called the one-dimensional (1D)-PEEC.

Thin-line representation is likely to become an
important preparatory step for future electromagnetic
simulations [25]. It is mainly used to solve difficul-
ties related to structures composed of lines such as
high-voltage transmission towers and grounding grids
[26–28]. Li analyzed the shielding effect of modern
buildings with wire mesh structures in a lightning envi-
ronment [29]. Ye et al. proposed an efficient full-
wave PEEC equation for thin-line structures in a lossy
ground for transient lightning analysis [27]. Prost et al.
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conducted thin-line modeling of A320 landing gear [30].
However, these studies only considered the application
of the thin-line representation when the structure was a
thin wire rather than surface structures.

For surface structures, the structure is represented by
parallel lines, or only the cross-section is analyzed [25].
Several studies have considered the application of the
thin-line representation for surface structures. Lv used
thin-line representation to analyze the scattering of an
aircraft [31]. Torchio used a method based on PEEC to
analyze fast voltage transient and toroidal coils in a JT-
60SA fusion reactor [23, 32]. This study showed that the
thin-line representation could simulate full-wave electro-
magnetic processes using appropriate solution methods.
However, there are few studies on current distribution in
lightning environments.

Regarding the lightning current distribution of sur-
face structures, Parmantier et al. analyzed the cable
response in a lightning environment under a simplified
two-dimensional (2D) cross-section [25]. In these stud-
ies, the current was restricted to the flow perpendicular
to the cross-section [21, 22]. Although they simulated
the proximity effect of the lightning current, the study of
the lightning current distribution involves far more than
that.

The difficulty in inverting the surface current dis-
tribution of a surface structure lies in determining the
height of the magnetic field strength, which is associated
with the surface current. In the finite-difference time-
domain (FDTD), the surface current can be calculated
using the magnetic field near the conductor [33]. Unlike
the FDTD, free space is not meshed regardless of Dar-
ney’s circuit method or 1D-PEEC. Therefore, the surface
current cannot be calculated directly using a magnetic
field.

In this study, PEEC equations were simplified by
analyzing the difference in the PEEC in a situation where
the surface structure is represented by thin lines. The
influences of simplification and delay on the results
were also analyzed. An inversion method for the sur-
face current distribution was proposed by calculating the
average value of the magnetic field strength of all sur-
face elements. In addition, parallel computing was used
to improve the efficiency of the method. Finally, the
capacitance-inductance duality characteristics in classi-
cal circuit theory were extended to PEEC.

II. PEEC METHOD

The PEEC method is an integration method that
introduces the concept of partial elements and performs
circuit interpretation on the electric field integral equa-
tion (EFIE) through the resistance, partial inductance,
and potential coefficient [23]. Thus, the resulting equiv-
alent circuit is studied by the Tableau analysis method

or by means of Spice-like circuit solvers in both time
and frequency domains [23]. It is a full-wave method
based on EFIE and is widely used in EMC/EMI and other
research fields.

The application of the 1D-PEEC to aircraft lightning
effects differs from that of thin-wire structures such as
high-voltage towers, grounding grids, and down conduc-
tors. This difference is analyzed below. If the conductors
are thin-wire structures, the thin-wire representation is
very simple, as shown in Figs. 1 (a) and (b). When the
computational domain contains soil, the half-space of the
soil [27] and air must be considered.

For surface structures such as landing gear and air-
craft fuselages, the structure is simplified, or only the
cross-section is discretized, as shown in Figs. 1 (e)
and (f) [25, 30].

This paper focusses on current distribution inver-
sion, in which surface structures are represented by thin
wires, when lightning strikes an aircraft. Unlike the soil
medium that exists in a ground lightning strike environ-
ment, only one air medium exists when an aircraft is
struck by lightning. When the aircraft is discretized using

(a)

(b)

Fig. 1. Continued.
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(c)

(d)

(e)

(f)

Fig. 1. Power PEEC of the thin-wire model. (a) Thin-line
representation process of a high-voltage tower [27, 35],
(b) thin-wire representation process of a grounding grid
[35], (c) structures modeled as thin lines, (d) equivalent
circuit diagram of some nodes and sticks, (e) thin-wire
representation process of landing gear [30], and (f) thin-
wire representation process of aircraft fuselage cross-
section [25].

triangular surface elements, the edges of the triangle are
extracted as line segments, as shown in Fig. 1 (c). The
equivalent circuit model can be obtained according to the
PEEC, as shown in Fig. 1 (d).

In Fig. 1 (c), the red dots represent the poten-
tial (capacitance) matrix node, which correspond to the
potential matrix element Ci,i, and the blue crosses rep-
resent the inductance (current) matrix node, which cor-
responds to the resistance matrix element Rm,m and
inductance matrix element Lm,m of the sticks, where the
subscripts i, j, and k represent the ith, jth, and kth points,
respectively, and m and n represent the mth and nth
sticks, respectively. is represents the injected current of
the node.

According to Fig. 1 (d), the PEEC equation can be
expressed as:[

AT R+ jωL

jωP−1 +YL −A

][
V

I

]
=

[−Vs

Is

]
, (1)

where A is the correlation matrix that represents the rela-
tionship between the line sticks and the nodes. The resis-
tance matrix, R, is a l×l diagonal matrix (where l is the
number of the sides of the objects, inductive elements).
The matrix of inductances, L, is a l×l matrix where l
is the number of the inductive elements (sides) that dis-
cretize the objects and ω is the angular frequency. The
matrix of coefficients of potential, P, is an n×n matrix,
where n is the number of nodes (capacitive elements)
that are the endpoints of the inductive elements (from the
standpoint of the electrical equivalent circuit). YL is the
admittance matrix, V is the node voltage, I is the current
of the sticks, Vs is the external voltage excitation, and Is
is the external current excitation. Because P is nonsparse
to avoid its inversion matrix, the above equation can be
rewritten as:[

AT R+ jωL

jω1+PYL −PA

][
V

I

]
=

[ −Vs

PIs

]
. (2)

The voltages and currents at the grid nodes can be
solved by inverting the matrix. To calculate the matrix in
equation (2), this study used the Gauss-Legendre quadra-
ture formula [23].

III. SIMPLIFICATION OF PEEC AND THE
INVERSION METHOD OF SURFACE

CURRENT DISTRIBUTION
A. Simplification of PEEC

In PEEC for surface structures, using a finite num-
ber of sticks to represent the conductors may introduce
a capacitance that does not exist. To avoid introducing a
capacitor, the current flowing through it can be ignored.
The PEEC equations can be simplified as:[

R+ jωL AT

A 0

][
I

V

]
=

[−Vs

−Is

]
. (3)
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To analyze the influence of simplification, the results
of considering and not considering the capacitor are
compared in parts A and B of section IV by sweeping
the frequency and injecting the time-domain lightning
current, respectively.

Because lightning current is typically expressed as a
function of time I(t), fast Fourier transformation (FFT) is
required to obtain I(ω); thus, the current in the frequency
domain can be obtained via equation (3). The current in
the thin wire �Ii in the time-domain can be obtained by
performing an inverse FFT (IFFT) on the results. The
errors caused by the FFT and IFFT are also analyzed in
part C of section IV.

B. Magnetic field calculation method

According to Maxwell’s equations, the magnetic
field and vector magnetic potential satisfy the following
relationship:

�B = ∇×�A. (4)
Thin-line currents can then be used to calculate the

vector magnetic potential. The magnetic field intensity at
observation point P is generated by all the line currents
passing through the following:

H =
∇×A

μ0
=

1
4π

l

∑
i=1

∇×
∫

li

�Ii∣∣∣−→r′p −−→
r′i
∣∣∣dli

=
1

4π

l

∑
i=1

∫
li

�Ii × r′

r′3
dli (5)

where li represents the length of the ith line,�Ii represents
the current vector on the ith line, and

∣∣∣−→r′p −−→
r′i
∣∣∣ represents

the distance between the observation point and differen-
tial element. To distinguish it from r, r’ is used to repre-
sent the distance between P and the integration position
point.

C. Inversion method of the surface current distribu-
tion

After obtaining H, Js can be expressed according to
the continuity conditions at the interfaces:

Js = en × (H2 −H1) . (6)
The surface current density can then be derived from

the magnetic field using equation (6). In FDTD or FEM,
surface currents are often calculated by interpolating
adjacent grids [36]. In the 1D PEEC, only the conduc-
tor is meshed, whereas free space is not (as shown in
Fig. 1). In this case, the positions of H1 and H2 cannot be
determined and, as a result, Js cannot be estimated using
equation (6). The key to estimating Js lies in determining
the height of the magnetic field calculation.

To determine the height, ignoring the influence
of other strong magnetic field sources, for a current-
carrying conductor, the closer the magnetic field obser-
vation point is to the current-carrying conductor, the
stronger the magnetic field strength.

Based on the assumptions above, the magnetic field
at the height at which the maximum magnetic field
occurs can be used to estimate Js. However, when the
structure is represented by thin wires, the surface element
is filled with an air medium, and all thin-line currents
generate a magnetic field. Therefore, it may be difficult
to determine the height of the peak value of the magnetic
field.

The magnetic field strength of all the surface ele-
ments is determined by taking the radius of the thin wire
as the step size. The height of the magnetic field calcu-
lation point is then defined as k times the radius of the
conductor, as shown in Fig. 2.

Fig. 2. Inversion method of the surface current distribu-
tion.

The average value of the magnetic field strength of
all surface elements is defined as:

ja (k) =

Nelement
∑

γ=1

∥∥Hγ
∥∥

Nelement
. (7)

In equation (7), Hγ is the magnetic field strength at a
height k·ri,i from the γ-th element. When ja(k) is largest,
k is defined as kmax.

Because the normal vector of Hγ is caused by the
thin-line representation and kmax·ri,i height, the magni-
tude of the magnetic field at kmax is used to estimate the
surface current:

Jγ =
∥∥Hγ (kmax)

∥∥ . (8)
In equation (8), the modulus of the magnetic field

strength is used to calculate the surface current, rather
than the tangential component. Therefore, it is neces-
sary to analyze the differences caused by the orthogonal
decomposition.

To analyze the difference, a unit orthogonal basis,−−−→
basis1 and

−−−→
basis2, on the face element can be determined

by the vertices of the face element. The direction of the
face element is defined as:

−→nγ =
−−−→
basis1 ×−−−→

basis2. (9)∥∥ΔHγ
∥∥ represents the difference between the mag-

netic field modulus and the tangential component:∥∥ΔHγ
∥∥= ∥∥Hγ

∥∥−∥∥∥Hγ •−−−→basis1 ·−−−→basis1 +Hγ •−−−→basis2 ·−−−→basis2

∥∥∥ . (10)
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The subtrahend in equation (10) represents the mag-
nitude of the tangential component of Hγ . Thus, the aver-
age error caused by the orthogonal decomposition can be
expressed as:

ErrorOD =

Nelement
∑

γ=1

∥∥ΔHγ
∥∥

Nelement
. (11)

IV. RESULTS AND DISCUSSION
A. Analysis of the influence of P and delay on the
results by sweeping frequency

We first analyzed the impact of the potential matrix
and delay on the results from a frequency-domain per-
spective. Then, we analyzed the efficiency and accuracy
of different simulation settings under lightning current
excitation and compared them with the finite integration
technique (FIT).

In the frequency-domain analysis, currents of dif-
ferent frequencies were injected into an aluminum plate
with dimensions of 500×250×2 mm. The current inflow
and outflow points are shown in Fig. 3 with an injected
current value (Iin ject ) of 1 A. The structure was automati-
cally divided into triangular surface elements using com-
mercial software, and the vertex coordinates of the sur-
face elements were extracted to form a thin-wire model
constructed using triangular vertices. The number of
nodes N was 689.

Fig. 3. Current outflow and inflow points after flat plate
meshing.

As described in part A of section III, the PEEC is
simplified by ignoring the capacitance (P). It is necessary
to analyze the effect of P on the results. If the capacitance
was considered, equation (2) was used. Otherwise, with-
out considering capacitance, equation (3) was used for
the solution.

Delay is another factor that influences the results,
particularly for large structures. To consider the delay,
internal elements P and L in equations (2) and (3) must
be modified as follows:

Pd = P · e− j·d·2π f ·√ε0μ0

Ld = L · e− j·d·2π f ·√ε0μ0
. (12)

In the above equations, P and L are the matrix ele-
ments when the delay is not considered, and Pd and Ld
are the matrix elements when the delay is considered. d
in equation (12) is the distance between nodes, f is the
frequency of the injected current, and μ0 and ε0 are the
magnetic permeability and dielectric constant in vacuum,
respectively. For the specific codes, refer to [36].

The effect of delay on the results was related to the
relative size. The relative size is defined as follows:

S =
lw
lp

=
c

f · lp
, (13)

where S is the relative size, lw is the wavelength, lp is the
physical scale, c is the speed of wave propagation, and f
is the frequency.

Results for different frequencies were compared
with those obtained with and without considering P and
the time delay, as shown in Fig. 4. The percentage error
in Fig. 4 can be expressed as:

error =

√
∑N

j=1

(
î j − i j

)2

Iin ject
%. (14)

In equation (14), Iin ject is the injected current, which
was set to 1 in the situation. N is the total number of
current nodes, which was 689. i j is the current of the j-
th node when considering capacitance and delay. When

Fig. 4. Error at different frequencies. Errord and Errorcd
calculated by equation (14) represent the differences
caused by not considering delay and not considering
capacitance and delay, respectively.
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calculating the error caused by ignoring delay, î j is the j-
th node current when delay is ignored and capacitance is
considered. When calculating the error caused by ignor-
ing capacitance and delay, î j is the node current without
considering capacitance and delay.

As shown in Fig. 4, with an increase in the fre-
quency, the error caused by the delay was relatively small
at 1 MHz (S>600, within 2%). It exhibited a rapidly
increasing trend after exceeding 1 MHz (S<600). How-
ever, the error was still small, only 9.9% at 10 MHz
(S=60), compared to the results obtained when ignoring
P. This is because the aluminum plate analyzed in this
study was small.

Ignoring P caused a large difference in the cal-
culation results. The error reached 22% at 100 kHz
(S=6000).

B. Analysis of the influence of P and delay on the
results by injecting lightning current component A

The lightning current component A in SAE-ARP-
5412 with a duration of 300 μs was sampled at 1 MHz
and replaced with the swept frequency current described
above. The equation for the lightning current component
A is defined as:

I(t) = I0

(
e−αt − e−β t

)(
1− e−γt)2

. (15)

In equation (15), I0=218810, α=11354, β=647265, and
γ=5423540. Subsequently, the signal transformed by the
FFT was set to inject the current. In Fig. 5 (a), the wave-
form of lightning current component A is represented
by the red curve. Its frequency component is shown in
Fig. 5 (b). As shown in Fig. 5 (a), the coordinates of the
observation point position P3 were (0.125, 0.250, 0.050)
[unit: m].

As shown in Fig. 5 (b), in terms of the frequency
components of the lightning current component A, most
of the frequency components were within 10 kHz. There-
fore, errors caused by P may still be extremely small.

As shown in Fig. 5 (a), the results when the potential
matrix was considered were higher than those when the
potential matrix was not considered. The error between
the two values was within 18%. Moreover, as the wave-
form slowed down, the error caused by P gradually
decreased, which was caused by ω in PEEC (see equa-
tion (1)). If ω is small, jωP−1 is small and jωP−1 +
YL can be set to 0. Then, equations (1) and (3) are
equivalent.

From the frequency perspective, the trailing edge
of the lightning current waveform corresponded to the
low-frequency region, and the error in the low-frequency
region was relatively low, as shown in Fig. 4.

In any case, the error at the peak moment in the
time domain was considerably lower than that shown in
Fig. 4 because the lightning current component A had
greater energy at low frequencies.

(a)

(b)

Fig. 5. Injected lightning current waveform and magnetic
field waveform at the observation point. (a) Magnetic
field waveform at position P3 and the injected current
and (b) frequency component of lightning current com-
ponent A.

As shown in Fig. 5 (a), the high amplitude of the
magnetic field caused by P can be explained in two ways.
First, in the EFIE, the scalar potential term causes the
electric field to increase, which leads to an increase in the
thin-line current in the solution. Second, the addition of
a potential matrix considers the current in the capacitor
branch. The current in the capacitor increases the ampli-
tude of the thin-line current when it flows into the node.

However, before the actual non-thin wire conductive
structure was meshed, the inside of the structure was not
filled with air. The capacitance term in PEEC could not
be introduced at this time. By comparing the results of
PEEC and FIT, it was found that the consistency between
the FIT and PEEC was higher when the capacitance term
was not considered. At this point, P caused the magnetic
field calculation results to be too large.
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C. Analysis of the influence of FFT and mesh density
on the results

Because the accuracy of the results highly depends
on the mesh density and FFT operations, the influence of
the related settings of the mesh density and FFT should
be analyzed.

Simulation settings are listed in Table 1. Methods 1-
3 were used to compare the impact of the mesh density
on the results. In addition, Methods 4-8, which involved
changing the sampling frequency and duration of the
source, were used to compare the impact of FFT on the
results.

In the simulation, five observation points were
selected to analyze the amplitude of the results. The coor-
dinates of these points were P1 (0.075, 0.250, 0.050),
P2 (0.125, 0.150, 0.050), P3 (0.125, 0.250, 0.050), P4
(0.125, 0.350, 0.050), and P5 (0.175, 0.250, 0.050) (unit:
m). The results for these five points are listed in Table 2.
Because P3 is above the center of the plate, P1 and P2 are
symmetrical, and P4 and P5 are symmetrical. The x-axis
magnetic fields at P1, P2, P4, and P5 should be equal.

Under different mesh densities (Methods 1-3), this
feature became more evident as the number of thin lines
increased. In Method 3, the difference in the magnetic
fields between the two pairs of symmetrical positions

Table 1: Simulation settings and time consumption
Method Number of

Sticks

Number of

Nodes

Sampling Frequency (MHz) Time of Waveform (μs) Time (s)

Method 1 45 20 2 100 0.089338
Method 2 689 250 2 100 11.745
Method 3 4597 1584 2 100 1158.3
Method 4 689 250 10 300 176.47
Method 5 689 250 100 300 1818.31
Method 6 689 250 10 500 301.3620255
Method 7 689 250 500 100 3002.46
Method 8 689 250 2 500 57.7893795

Number of Cells Frequency Range (MHz) Time of Waveform (μs)

FIT 38080 0∼100 100 2 h 58 min

Table 2: Simulation results of different methods
Method Peak Value of Magnetic Field Intensity of X-Axis (Ka/M)

P1 P2 P3 P4 P5

Method 1 239.06 247.63 236.39 235.76 231.37
Method 2 239.30 240.98 236.59 241.23 238.46
Method 3 238.32 238.24 233.69 238.25 238.31
Method 4 239.46 241.18 236.79 241.43 238.62
Method 5 239.46 241.18 236.79 241.43 238.62
Method 6 239.5 241.26 236.88 241.52 238.68
Method 7 239.27 240.95 236.55 241.19 238.44
Method 8 239.52 241.25 236.87 241.50 238.67

FIT 237.9 238.4 230.9 238.4 237.9

was considerably smaller than that of the FIT, which
indirectly verified the accuracy of the results. At the same
time, when comparing Methods 4-8, changes in the sam-
pling frequency and waveform duration did not cause
major changes in the results.

In addition to amplitude comparison, the magnetic
field at the center point was compared, as shown in
Fig. 6. Because the time-domain waveforms under differ-
ent simulation settings were not very different, we com-
pared the single-sided frequency spectra of the results in
Fig. 6 (a), as shown in Fig. 6 (b).

Comparing the results of Methods 1-3 in Fig. 6 (b),
the power spectra of different mesh densities were con-
sistent. The duration of the excitation source and the
sampling frequency affected the spectrum.

The effect of the duration on the result was small,
as in Methods 4 and 6 in Fig. 6 (b). The reason for the
small difference is that the FFT of the nonperiodic sig-
nal was obtained by extending the signal after truncation,
and lightning current component A had less energy after
300 μs.

The sampling frequency had a greater impact on
the spectrum than on the waveform time, as in Meth-
ods 4 and 5. As the sampling frequency increased, the
spectrum gradually became consistent with that of the
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Fig. 6. Results of the FIT and PEEC methods. (a) Time-
domain waveforms obtained using different methods and
(b) frequency-domain waveforms obtained using differ-
ent methods.

FIT. Although there were certain differences in the fre-
quency domains between the different frequency meth-
ods, Table 2 and Fig. 6 (a) show that the peak value
and time-domain waveform of the magnetic field were
not significantly different. Therefore, the magnetic field
results obtained using the simplified PEEC equation
were accurate. In addition, the results indicated that the
relevant settings and solution results of the entire FFT
and IFFT processes were reliable.

From the perspective of computational time, the
thin-line model under the PEEC method was consid-
erably faster than that under the FIT. As shown in
Table 1, the grid became denser and the calculation time
increased; however, the time was significantly less than
that taken by the FIT. Therefore, the line-network model
was more efficient.

D. Surface current distribution

Next, the method for estimating the surface current
distribution was verified by comparing it with the FIT.
The average error caused by orthogonal decomposition
(ErrorOD) was also analyzed.

The ErrorOD values calculated using equation (11)
and the average current density ja(k) of the surface ele-
ment calculated using equation (7) at different k values
at 6 μs are shown in Fig. 7.

Figure 7 shows the average current density on
the surface elements, which first increased and then
decreased with increasing height. The maximum sur-
face current was observed when k reached approxi-
mately 10 (at a height of approximately 10 mm). ErrorOD
first decreased and then increased with height, reach-
ing a minimum value when k was approximately 3 (at

Fig. 7. Results of ErrorOD and ja(k) at different heights.

a height of approximately 3 mm). The normal magnetic
field component of the panel near this position was the
smallest.

As shown in section III, the magnitude of the mag-
netic field at kmax can be used to estimate the surface cur-
rent rather than the tangential component and minimum
height of ErrorOD. We explain the reason for this esti-
mation by presenting the results of the surface current
distribution in Fig. 8. Surface currents were calculated
using k=10 and k=3. FIT results were used for compar-
ison, as shown in Fig. 9. Moreover, the maximum and
minimum values of the color bars are kept consistent in
Figs. 8 and 9.

As shown in Fig. 9, the lightning current flowed
along the edges. In addition, results indicate that the
current flowing through the edge was approximately
4.5×105 A/m. The currents at the injection and outflow
points exceeded 8×105 A/m.

As shown in Fig. 8 (a), the tangential component
may not be suitable for inverting the surface current dis-
tribution. Orthogonal decomposition of the plate-edge
magnetic field would result in loss of the magnetic field
in the normal direction, decreasing the current density on
the edge surface.

When k=3, ErrorOD was the smallest, the sur-
face current at the injection point was greater than
6×105 A/m, and the edge surface current density was
approximately 3×105 A/m, as shown in Fig. 8 (b). How-
ever, the estimated results for the surface current were
too small, which indicates that the minimum height of
ErrorOD cannot be used to reflect the surface current dis-
tribution.

When k=10, ja(k) was largest, and the inversion
results of the thin-wire model were closer to the FIT
results. Therefore, FIT verified that the surface current
density could be effectively inverted by determining the
height with the maximum average current density.
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(a)

(b)

Fig. 8. Results of the current distribution. (a) Surface
current distribution at k=10. The height of the magnetic
field calculation point for each surface element is 10 mm.
(b) Surface current distribution at k=3. The height of the
magnetic field calculation point for each surface element
is 3 mm.

According to the above analysis, the thin-line model
did not exhibit a stronger magnetic field closer to
the observation point of the current-carrying structure.

Fig. 9. FIT results of the lightning current distribution of
the plate at 6 μs.

Instead, as the distance decreased, it showed a trend of
first increasing and then decreasing, as shown in Fig. 7.

E. Current distribution inversion for a real case

In part D, an inversion method for the surface cur-
rent distribution of the thin-line model is introduced.
Although a flat plate is the basic unit of complex struc-
tures, there are many structures with large curvatures,
such as aircraft wings and vertical tails. Therefore, light-
ning current distribution in an elliptical barrel was ana-
lyzed.

The long semi-axis of the elliptical barrel was
90 mm, the short semi-axis was 45 mm, and its length
was 1.2 m. The lightning current was injected through
four points and flowed out from four points, as shown in
Fig. 10. The lightning current component A injected into
the structure was 200 kA. Therefore, the current injected
at each point was set as 50 kA.

The number of sticks and nodes and the calculation
time for the elliptical barrel after being represented by
a thin line are listed in Table 3. To avoid meshing the

Fig. 10. Schematic diagram of elliptical barrel lightning
current injection.
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Table 3: Simulation results of different methods

Method
Number

of Sticks

Number

of Nodes

Sampling

Frequency

(MHz)

Time of

Waveform

(μs)

Calculation

Time/s

Inversion Time (s)

Without Using

Parallel

Computing

Using Parallel

Computing

PEEC 15970 5350 1

100

14653 26481 4074

Number of Cells
Frequency

Range (MHz)
Calculation Time (s)

FIT 63648 0 100 72534

1-mm-thick structure, the elliptical barrel was modeled
as a 1-mm-thick surface. If the mesh step size was too
small, the calculation time was very long.

According to Table 3, when the number of sticks and
nodes was large, that is, when the number of surface ele-
ments was large, the inversion time was longer, which
is equivalent to the calculation time. This is because the
inversion process of every surface element must calcu-
late the contribution of all line currents. The calcula-
tions of the current distribution for each element were
independent of each other. Therefore, parallel computing
technology was introduced with 12 workers, and the time
required to invert the panel current was reduced sharply
from 26481 to 4074 s.

The representation of the physical structure using
the thin-wire model fixes the flow direction of the cur-
rent, which may be one of the reasons for its high com-
putational efficiency. Based on these comparisons, the
use of PEEC under the thin-line model was more effi-
cient than the use of FIT. This is possibly because mag-
netic field and surface current distribution of the entire
calculation space were not obtained, unlike in FIT. Sub-
sequently, magnetic field and surface current distribution
results were obtained by post-processing the results. For
complex models, the inversion time may be extremely
long; however, as shown in Table 3, the inversion effi-
ciency can be improved through parallel computing.

In addition, the surface current distribution at 6 μs is
shown in Figs. 11 (a) and (b), and the ErrorOD calculated
using equation (11) and the average current density ja(k)
calculated using equation (7) at different k values at 6 μs
of the elliptical barrel are shown in Fig. 11 (c).

Figure 11 shows that even for a structure with a
certain curvature, such as an ellipse, the surface cur-
rent distribution obtained by the inversion method in this
study was highly consistent with FIT. In addition, as
shown in Fig. 11 (c), even when the model and struc-
ture thicknesses changed, the magnetic field calculation
point position remained near k=10. The error caused by
orthogonal decomposition was different from that shown
in Fig. 7 and continued to increase.

(a) (b)

(c)

Fig. 11. Lightning current distribution results for the
elliptical barrel: (a) PEEC results, (b) FIT results, and
(c) ErrorOD and ja(k) at different heights in the elliptical
barrel case.
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V. DUAL CHARACTERISTIC ANALYSIS
UNDER THE PEEC FRAMEWORK

In sections III and IV, the PEEC equation is simpli-
fied by ignoring P, and surface current distribution inver-
sion is discussed. For high frequencies and certain situa-
tions where electric field effects are considered, such as
electromagnetic wave scattering and HIRF problems, it
is necessary to consider the potential matrix. For some
complex structures, nonsparse P and L matrices often
require large amounts of memory storage and calculation
processes.

Although Darney et al. analyzed the P and L charac-
teristics of a 2D cross-section [21], the equation in three-
dimensional (3D) space was not given. Therefore, the
equation for the 3D thin lines was derived as follows:

Li, j ·Ci, j = Li, j/pi, j . (16)

However, equation (16) is not completely equal and
cannot be established even at certain positions.

For some edge points, the length of the sticks when
calculating the potential node was inconsistent with the
length of the inductance sticks, such as the starting point
of a long straight wire. Second, because the inductance
matrix is defined based on sticks, its dimensions are l×l,
whereas the potential matrix is defined based on nodes,
and its dimensions are n×n. For a set of Li, j and Ci, j
with the same subscript, there may be no correspondence
between the points and lines.

Simple mathematical operations were performed on
the above equation to present it in graphical form:

Li, j ·Ci, j

μ0 ·μr · ε0 · εr·<−→
li ,

−→
l j >

≈ 1. (17)

In particular, when li and l j are perpendicular, the
denominator of the above equation is zero and the equa-
tion does not hold.

To verify equation (17), a finite-length straight wire
was used as a simple example. The wire was divided into
several segments. The first 10 rows and first 10 columns
of the P and L matrices were substituted into the above
formula, and the results were compared when the num-
bers of Gaussian calculation points were different, as
shown in Fig. 12.

Because P and L are symmetric matrices, and the
nodes and sticks correspond exactly for long straight
wires, the matrix shown in Fig. 12 was also sym-
metric. In addition, Gaussian calculations for the num-
ber of points can strengthen the relationship in equa-
tion (17). This is because the calculation results became
more accurate as the number of calculation points
increased. For Row 1 and Column 1, the addition
of Gaussian calculation points did not significantly
change the results. In addition, the first point in Row
1 and Column 1 did not satisfy equation (17). This
is because P1,1 or C1,1 is an isolated point. When the

(a)

(b)

Fig. 12. Relationship between the P and L matrices: (a)
number of Gaussian calculation points is 100 and (b)
number of Gaussian calculation points is 2.

point is calculated, it is only half the integral path
of len1.

In addition, the matrix elements of the first 10 rows
and columns of the P and L matrices in Method 2 shown
in part B of section IV and in the literature [36] were
compared. The plate in [36] was divided into a rectangu-
lar grid using equation (17), and the calculation results
are shown in Fig. 13.

The rectangular mesh had more positions that com-
plied with equation (17) because there were more finite-
length straight-wire structures [36]. Compared to rectan-
gular grids, triangular grids had fewer positions that sat-
isfy equation (17). This is because a set of Li, j and Ci, j
with the same subscript mentioned above may not corre-
spond to nodes and sticks. In addition, the NaN symbol
in Fig. 13 indicates that the angle between li and l j was
90◦.

The P-L relationship may help researchers under-
stand the relationship between P and L while reducing
memory storage. Because the matrix constructed using
equation (17) has a large number, 1, as shown in Fig. 12,
it is only necessary to construct a dense P or L and con-
struct a sparse P-L relationship matrix by setting 1 to 0
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(a)

(b)

Fig. 13. Relationship between the P and L matrices of
different grids: (a) rectangular grid and (b) triangular
grid.

in the matrix, thereby establishing another dense matrix
based on the sparse P-L relationship matrix. This oper-
ation can reduce the storage space of a dense matrix,
thereby improving its performance.

VI. CONCLUSION

To address the question of lightning current distri-
bution when a non-thin wire structure is equivalent to a
thin-line model, this study developed the PEEC method
and performed it in the frequency domain. A magnetic
field calculation equation was derived, which is more
convenient for experimental verification. An inversion
method for the surface current density was then estab-
lished. In addition, parallel computing technology was
used to increase inversion efficiency. The method in this
study is extremely efficient and can be extended to simu-
late lightning current distribution in complex structures.
The accuracy of the results was close to that of the FIT.
The main conclusions are as follows.

(1) Calculation efficiency of the thin-line model was
considerably greater than that of the FIT. For flat
and elliptical structures, the calculation results were
highly consistent with those of the FIT.

(2) Influence of time delay and potential matrix on the

solution results was analyzed. It was found that
these influences depended on the frequency. The
error gradually increased with an increase in fre-
quency. When the scale of the problem was within
S = 60, the error caused by the time delay was
within 10%. Although there was a large difference
in the results caused by the potential matrix, the
results obtained by ignoring the potential matrix for
non-thin conductor structures were more accurate
when compared with the FIT.

(3) Surface current density of the thin-line model was
effectively obtained by inverting the surface current
through the maximum magnetic field position.

(4) For the thin-line model, as the height increased, the
magnetic field first increased and then decreased.
Even when the height was approximately 10 times
the radius of the thin sticks, the magnetic field inten-
sity was maximized for a flat plate or elliptical
barrel.
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