
APPLIED
COMPUTATIONAL
ELECTROMAGNETICS
SOCIETY
JOURNAL

May 2025
Vol. 40 No. 5
ISSN 1054-4887

The illustrations on the front cover have been obtained from the ARC research group at the Department of
Electrical Engineering, Colorado School of Mines

Published, sold and distributed by: River Publishers, Alsbjergvej 10, 9260 Gistrup, Denmark

The  ACES Journal  is abstracted in INSPEC, in Engineering Index, DTIC, Science Citation Index Expanded, the 
Research Alert, and to Current Contents/Engineering, Computing & Technology.



THE APPLIED COMPUTATIONAL ELECTROMAGNETICS SOCIETY

http://aces-society.org

EDITORS-IN-CHIEF

Atef Elsherbeni Sami Barmada

Colorado School of Mines, EE Dept. University of Pisa, ESE Dept.
Golden, CO 80401, USA 56122 Pisa, Italy

ASSOCIATE EDITORS

Mauro Parise Wei-Chung Weng Luca Di Rienzo
University Campus Bio-Medico of Rome National Chi Nan University, EE Dept. Politecnico di Milano

00128 Rome, Italy Puli, Nantou 54561, Taiwan 20133 Milano, Italy

Yingsong Li Alessandro Formisano Lei Zhao
Harbin Engineering University Seconda Universita di Napoli Jiangsu Normal University

Harbin 150001, China 81031 CE, Italy Jiangsu 221116, China

Riyadh Mansoor Piotr Gas Sima Noghanian
Al-Muthanna University AGH University of Science and Technology Commscope

Samawa, Al-Muthanna, Iraq 30-059 Krakow, Poland Sunnyvale, CA 94089, USA

Giulio Antonini Long Li Nunzia Fontana
University of L Aquila Xidian University University of Pisa
67040 L Aquila, Italy Shaanxa, 710071, China 56122 Pisa, Italy

Antonino Musolino Steve J. Weiss Stefano Selleri
University of Pisa US Army Research Laboratoy DINFO - University of Florence
56126 Pisa, Italy Adelphi Laboratory Center (RDRL-SER-M) 50139 Florence, Italy

Adelphi, MD 20783, USA

Abdul A. Arkadan Jiming Song Fatih Kaburcuk
Colorado School of Mines, EE Dept. Iowa State University, ECE Dept. Sivas Cumhuriyet University

Golden, CO 80401, USA Ames, IA 50011, USA Sivas 58140, Turkey

Mona El Helbawy Santanu Kumar Behera Huseyin Savci
University of Colorado National Institute of Technology Istanbul Medipol University

Boulder, CO 80302, USA Rourkela-769008, India 34810 Beykoz, Istanbul

Sounik Kiran Kumar Dash Daniele Romano Zhixiang Huang
SRM Institute of Science and Technology University of L Aquila Anhui University

Chennai, India 67100 L Aquila, Italy China

Vinh Dang Alireza Baghai-Wadji Marco Arjona López
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Abstract – Rapid-prototyping plays a critical role in the
design of antennas and related planar circuits for wireless
communications, especially as we embrace the 5G/6G
protocols going forward into the future. While there are
a number of software modules commercially available
for such rapid prototyping, often they are found to be
not as reliable as desired, especially when they are based
on approximate equivalent circuit models for various cir-
cuit components comprising the antenna system. Conse-
quently, it becomes necessary to resort to the use of more
sophisticated simulation techniques, based on full-wave
solvers that are numerically rigorous, albeit computer-
intensive. Furthermore, optimizing the dimensions of
antennas and circuits to enhance the performance of the
system is frequently desired, and this often exacerbates
the problem since the simulation must be run a large
number of times to achieve the performance goal—an
optimized design. Consequently, it is highly desirable to

develop accurate yet efficient techniques, both in terms
of memory requirements and runtimes, to expedite the
design process as much as possible. This is especially
true when the antenna utilizes metamaterials and meta-
surfaces for their performance enhancement, as is often
the case in modern designs. The purpose of this paper is
to present strategies that address the bottlenecks encoun-
tered in the generation of Green’s Functions for layered
media, especially in the millimeter wave frequency range
where the dimensions of the antennas and the platforms
upon which they are mounted can be several wavelengths
in size.

The paper is divided into two parts. Part-I cov-
ers the topics of construction of layered medium
Green’s Function for millimeter wavelengths; the
Equivalent Medium Approach (EMA) which obviates
the need to construct Green’s Function for certain
geometries; and the T-matrix approach for hybridizing
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the finite methods with the Method of Moments
(MoM).

In Part-II of this paper, we go on to discuss three
other strategies for performance enhancement of CEM
techniques: the Characteristic Basis Function Method
(CBFM); mesh truncation for finite methods by using a
new form of the Perfectly Matched Layer (PML); and
GPU acceleration of MoM as well as FDTD (Finite Dif-
ference Time Domain) algorithms.

The common theme between the two parts is the
“performance enhancement” of CEM (Computational
Electromagnetics) techniques, which provides the syn-
ergistic link between the two parts.

Index Terms – 5G/6G Communication, Antenna Design,
Computational Electromagnetics (CEM), Equivalent
Medium Approach (EMA), Layered medium Green’s
Functions, Metamaterials, Method of Moments (MoM),
Microwave Circuits, Millimeter-Waves.

I. INTRODUCTION

It is well known that Computational Electromagnet-
ics (CEM) is a mature field with a long history. Some
of the pioneering contributors to the field are Harring-
ton [1] who introduced the Method of Moments (MoM);
Silvester [2] who did pioneering work on the applica-
tion of the Finite Element Method (FEM) to electro-
magnetic problems; Yee [3] who is credited for bringing
us the Finite-Difference Time-Domain (FDTD) method;
and, Keller [4] and his colleagues who are recognized for
introducing to us asymptotic methods for solving elec-
tromagnetic scattering problems at high frequencies that
are too large to handle by using the three numerical tech-
niques we have mentioned above.

It’s worthwhile to mention at this point that much
of the CEM activity in the past focused on Radar Cross-
Section (RCS) computation, as may be readily verified
by referring to the existing CEM literature. Although
this field is still regarded as quite important, the focus
has appeared to have shifted to other CEM applica-
tions that have come to the fore in recent years because
of increasing interest in the design of microwave cir-
cuits and antennas for communication applications. Even
more recently, the advent of 5G/6G in the communica-
tion scene has created interest in the millimeter wave fre-
quency range, as for instance in the 24 to 27 GHz band,
or even higher, such as the 60 GHz band. It is worth-
while to point out that it is not always just a matter of
scaling the design of an antenna, or a microwave cir-
cuit, or the way they are numerically modeled, then we
go up to millimeter waves from microwave frequencies.
Given this background, one of the goals of this work is
to present innovative techniques for handling the CEM
modeling problems at millimeter waves in a numerically

efficient manner without compromising the accuracy of
the results.

Figure 1 shows a variety of microwave circuit and
antenna problems, some of which will be discussed in
this work to illustrate the application of the techniques
that we will describe below. A common thread that binds
these problems is that they are all printed-circuit types
and the first step in the conventional approach for mod-
eling such circuits and antennas is to derive the Green’s
Function for a layered medium upon which they are
printed.

In the next section, we examine this problem and
point out the difficulties encountered in generating these
Green’s Functions for layered media when the operating
frequency is in the millimeter frequency range. Next, we
present a technique for successfully resolving the diffi-
culties that we have identified earlier. The presentation
in this section is based on a recent work by the authors
and the interested reader is referred to Ozgun et al. [5]
for additional details.

II. LAYERED MEDIUM GREEN’S
FUNCTION FOR MILLIMETER WAVES

In this section, we introduce an efficient method
for evaluating Sommerfeld integrals, which are essential
in calculating spatial-domain Green’s Functions in pla-
nar multilayered media. The proposed technique effec-
tively overcomes the challenges posed by the highly
oscillatory and slowly decaying nature of these inte-
grals, particularly at high frequencies such as millime-
ter waves—frequencies that are increasingly critical for
advanced technologies like 5G and beyond. By employ-
ing a strategic interpolation and extrapolation scheme,
the method reduces the number of sample points required
to accurately represent the integrand, enabling the use
of analytical integration. This simplification significantly
accelerates the evaluation process. Extensive testing
across various Green’s functions validates the accuracy
and efficiency of the method.

Planar multilayered structures are prevalent in mod-
ern technology, with applications ranging from platform-
mounted antennas to microstrip printed circuits. Accu-
rate analysis of these structures often relies on the MoM,
which is based on the Mixed-Potential Integral Equa-
tion (MPIE). A critical component of this method is
the Green’s Functions, which are initially derived in the
spectral domain via the Fourier transform and subse-
quently converted into the spatial domain through an
inverse Fourier transform [6, 7]. This process results in a
one-dimensional integral known as the Sommerfeld Inte-
gral (SI), defined over a semi-infinite interval of the com-
plex spectral variable.

Evaluating these SIs is challenging due to two pri-
mary factors: (i) the presence of singularities on or



375 ACES JOURNAL, Vol. 40, No. 05, May 2025

(a) (b) (c) (d)

(e) (f) (g)

(h) (i) (j)

(k) (l) (m)

Fig. 1. Various microwave circuits and antenna structures: (a) microstrip line filter, (b) microstrip directional coupler,
(c) Hairpin microstrip filter, (d) four-stage bandstop filter, (e) small patch array, (f) large bow-tie patch array, (g)
Wilkinson power divider, (h) patch antenna with a wideband matching circuit, (i) packaging board with a single trace,
(j) typical package layer, (k) Luneburg lens cross-section, (l) 3D cutout of the interior, and (m) spiral inductor on a
multilayer dielectric.
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near the integration path and (ii) the highly oscillatory
and slowly decaying nature of the integrand. Traditional
approaches often handle singularities by deforming the
integration path in the complex plane, but the oscilla-
tory behavior remains a significant obstacle. The Dis-
crete Complex Image Method (DCIM) has been widely
employed to address this issue [8]. The authors previ-
ously developed a Green’s Function module for com-
mercial electromagnetic software using DCIM to com-
pute SIs. While this module performed effectively at
microwave frequencies, it faced substantial computa-
tional challenges at higher frequencies, such as those
used in millimeter-wave applications for 5G technol-
ogy. The core issue stems from the increased oscillatory
nature of the SIs as the radial distance between the source
and observation points becomes electrically large, a com-
mon scenario at millimeter-wave frequencies. Under
these conditions, accurately representing the integrand
with a few complex exponentials becomes increasingly
difficult, leading to inefficiencies and numerical instabil-
ity in the DCIM.

Recently, the authors introduced an innovative
approach that addresses the inherent challenges of con-
ventional DCIM [5, 9, 10]. Our method not only
improves the efficiency and accuracy of SI evaluations
across a broad frequency range but also simplifies the
computational process without sacrificing precision. The
key advancement lies in isolating the oscillatory com-
ponent of the integrand as a cosine function while rep-
resenting the remaining smooth envelope function using
function approximation techniques such as Prony [11] or
the Generalized Pencil of Function (GPOF) method [12].

A. Mathematical formulation

When simulating antennas and printed circuits on
layered media using the MPIE within the MoM frame-
work, the evaluation of SIs is critical. Solving the MPIE
for a general multilayered media problem involves evalu-
ating 16 spectral domain GFs and a total of 22 SIs [6, 7].
These SIs are expressed as:

Sn
{

G̃
(
kρ , z|z′)}

=
1

2π

∞∫
0

G̃
(
kρ , z|z′)Jn

(
kρ ρ
)
kρ

n+1dkρ ,
(1)

where the kernel G̃ represents the spectral-domain
Green’s Function, Jn is the Bessel function of order n =
0,1, kρ is the complex spectral variable, z′ and z are the
vertical coordinates of the source and observation points
respectively, and ρ is the lateral distance between these
points. These parameters collectively form the founda-
tion of this computational process.

To address the computational challenges, our
approach partitions the integration interval into multi-
ple distinct regions (as illustrated in Fig. 2), each han-

Fig. 2. Illustration of the proposed integration method.

dled separately with a novel integration strategy that
facilitates closed-form analytical solutions. In Region 2,
where the singularity occurs, we deform the integration
path and apply a standard numerical method to accu-
rately manage this small but crucial region. Conversely,
Regions 1 and 3, which are characterized by an oscil-
latory integrand due to the Bessel function, are treated
differently. In these regions, the integrand behaves as
a damped sinusoidal function with a smooth envelope.
This behavior is effectively captured using the large-
argument form of the Bessel function. Eventually, the
integrand (denoted by I) is expressed as follows [5]:

I = f
(
kρ
)

cos
(

kρ ρ − nπ
2

− π
4

)
, (2)

where f (kρ) is the smooth envelope function, which is
given by

f
(
kρ
)
=

M

∑
i=1

aie−bikρ , (3)

where ai and bi are the poles and residues, respectively,
and M is the number of poles/residues.

These parameters are determined through interpo-
lation methods such as Prony or the GPOF method. In
our tests, combining the Prony method with the Total
Least Squares (TLS) technique, we found that using just
a few terms (e.g., M = 3 or 4) along with a limited num-
ber of envelope samples yielded highly accurate results.
The proposed method’s ability to reduce the integrand to
a few terms enables the use of straightforward closed-
form analytical integration techniques. While traditional
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DCIM shares this feature, our method is significantly
more efficient, particularly when handling the highly
oscillatory integrands encountered at millimeter-wave
frequencies. This increased efficiency arises because our
approach focuses on the smooth envelope function rather
than directly dealing with the oscillatory integrand in its
original form, as done in traditional DCIM.

B. Numerical results

In this section, we present numerical examples to
validate and demonstrate the effectiveness of our pro-
posed approach. We consider a dielectric medium with
a permittivity of 3.5, a loss tangent of 0.001, and a thick-
ness of 1 mm, backed by a conducting plane, with an
operating frequency of 20 GHz. The integrand corre-
sponding to Green’s Function G̃AJ

zz is analyzed, as shown
in Fig. 2. Figures 3 and 4 illustrate the envelope func-

Fig. 3. Original and reconstructed envelope functions in
Region 1.

Fig. 4. Original and reconstructed envelope functions in
Region 3.

Fig. 5. SI values as a function of radial distance for two
different source point positions (z′ = 1 mm and z′ = 0.1
mm) when the observation point is z = 1 mm.

tions, assuming a lateral distance of ρ = 16λ0 (where λ0
is the free-space wavelength) with the source and obser-
vation points located within the same layer (z′ = 1 mm,
z = 1 mm). It is important to note that our method is
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Fig. 6. SI values as a function of vertical distance for two
different lateral distances (ρ = 16λ0 and ρ = λ0) when
the source point is z′ = 0.1 mm.

versatile and can also handle scenarios where the source
and observation points are in different layers. For this
example, we use M = 4 terms in the summation. The
envelope function is sampled and interpolated using 20
samples in Region 1 and 45 samples in Region 3. Figures
5 and 6 show the SI values as functions of the radial and
vertical distances, respectively. These results are com-
pared with those obtained using MATLAB’s numerical
integration function, which is significantly more time-
consuming than our method. For a single simulation
in Fig. 5, the computation times on an Intel i9-10885
CPU are 1.6 seconds and 4.6 seconds using the proposed
method and MATLAB’s integration routine, respectively.
Similarly, for a single simulation in Fig. 6, the computa-
tion times are 0.26 seconds and 1.6 seconds using the
proposed method and MATLAB’s integration routine,
respectively. These results demonstrate that the proposed
approach significantly accelerates the solution process,
which could potentially reduce the matrix fill-time in
MoM.

It is also worth noting that, to further enhance com-
putational efficiency, an interpolation scheme can be
employed to approximate the SI values along the verti-
cal (z) direction as well. Details of this scheme can be
found in [5].

III. EQUIVALENT MEDIUM APPROACH
A. EMA for printed circuits and antennas

In this section, we present a novel technique for
numerical modeling of planar circuits and antennas
printed on layered media, typical examples of which
have been presented earlier in Fig. 1. The novelty of
this approach stems from the fact that it totally obvi-
ates the need for the construction of the layered medium
Green’s Function; hence, it is not only less tedious but
also far more numerically efficient to use than construct-
ing the more rigorous Green’s Function for the layered
media. Although empirical, the numerical results gen-
erated by using this approach are remarkably accurate
as we will see from the results for the S-parameters
presented later in this section. In fact, often the dif-
ference between the S-parameter results generated by
the two different commercial codes, such as CST and
HFSS, is of the same order (or larger) than the differ-
ence between the numerical results derived by using the
complex image method described in the previous section,
and the EMA. We note that in HFSS [13], a 3D full-wave
frequency-domain electromagnetic (EM) field solver uti-
lizing the FEM is employed, while in CST [14], a time-
domain EM field solver based on the FDTD method is
used.

The basic strategy of the EMA is relatively sim-
ple. We begin with a planar transmission line, such as a
microstrip line, printed on a substrate (typically a single-
layer dielectric) backed by a ground plane, as shown
in Fig. 7 (a). Next, we replace the layered medium
with a homogeneous medium in the entire half-space
above the ground plane, as shown in Fig. 7 (b). The
effective epsilon (εe f f ) of the homogeneous medium is
obtained by using the equations (4)-(8) that were origi-
nally derived in [15], for a microstrip line whose trace
width is w, substrate thickness is h, and whose relative
permittivity of the substrate is εr. Our strategy is to use
these effective epsilons to replace the original geome-
tries of the microstrip circuits and antennas with their
equivalent geometries (see Figs. 7 (a) and 7 (b)). Another
reliable way of doing this is to determine εe f f of the
homogeneous medium such that the propagation con-
stant along the original microstrip line in Fig. 7 (a) is the
same as that of the transmission line shown in Fig. 7 (b),
which is embedded in a homogeneous half-space.

We present two options for determining the εe f f .
The first of these is to use the quasi-analytical formu-
las given in [15], which express the effective epsilon
directly in terms of the parameters of the transmission
line shown in Fig. 7. The formulas are given in equations
(4)-(8):

εe f f ( f ) =

[√
εr −√εe f f

1+4F−1.5
1

+
√

εe f f

]2

, (4)
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(a)

(b)

Fig. 7. Comparison of the original geometry in a layered
medium and the equivalent geometry in a homogeneous
medium: (a) side view of the original geometry with free
space above the patch and a dielectric substrate below
and (b) side view of the equivalent geometry with an
equivalent dielectric above and below the patch.
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where w is width of the microstrip, h is thickness of the
substrate, c is the speed of light in vacuum, f is the
frequency of operation, εr is dielectric constant of the
substrate in Fig. 7 (a), εe f f is equivalent dielectric con-
stant of the homogeneous medium of the half-space in
Fig. 7 (b). The second option, referred to herein as the
short-circuit method, first terminates the line with a short
circuit and then extracts the wave number β from the
resulting standing waves on the line by measuring the

distance between the minima of the standing waves. The
latter approach is more accurate but is also more time-
consuming because it requires a numerical simulation
of the microstrip transmission line. In any case, the two
results for the εe f f are very close to each other.

Let us consider an example to illustrate the extrac-
tion procedure of the effective epsilon (εe f f ). We begin
with an original geometry of a microstrip line whose
width w is 4.84 mm, the relative permittivity (εr) of its
substrate is 2.2, while its thickness h is 1.57 mm. The
first method, based on the formula given in equations (4)-
(8), provides εe f f = 1.89, at the frequency of interest
2.4 GHz. The second method, based on short circuit ter-
mination, yields εe f f = 1.9, for which the propagation
constant (γ = jβ = j157.08 rad/m) of the line embed-
ded in a homogeneous medium is identical to the propa-
gation constant (γ = j157.08 rad/m) of the original line
in a layered medium at the frequency of 2.4 GHz. We
observe that both the methods are reliable and accurate,
and we subsequently use the simpler ‘equivalent’ geom-
etry to model the microstrip circuit, which obviates the
need for the construction of the layered medium Green’s
Function altogether; hence the EMA is numerically
efficient.

Fig. 8. Top view of the geometry of MPA (backed by full
ground plane). The green area shows substrate and the
orange area shows copper.

Next, we proceed to illustrate the use of the EMA by
considering the example of a microstrip patch antenna
(MPA) fed by a stepped transmission line geometry
designed to provide the antenna with a wideband match.
The antenna configuration is shown in Fig. 8. The rela-
tive permittivity (εr) of the substrate is 2.2, and its thick-
ness (h) is 1.57 mm. The reason we choose this example
is that the width (w) of the trace in this geometry changes
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three different times; hence, it brings up an important
question that we must resolve before proceeding to sim-
ulate this geometry, regardless of which method we use–
the formula or the short-circuit termination–to extract the
effective epsilon (εe f f ). Since this geometry has three
different widths, we would generate three different val-
ues for the εe f f , two for the two transmission lines with
different trace widths, and the third for the patch, which
we are still treating as a microstrip line for the purpose of
extracting the εe f f . The quasi-analytical formulas, given
in equations (4)-(8) generated three different values for
the εe f f viz., 1.73, 1.89, and 2.14 for the three trace
widths, w = 0.72 mm, 4.84 mm, and 35 mm, respec-
tively, at the frequency of interest 5.5 GHz. (Note: We
can apply the same procedure for other frequencies of
interest equally well.) The problem is that an MoM code
can only deal with a single εe f f , and not with different
epsilons in different sub-regions. To address this issue,
we propose two different approaches.

In the first approach, we define a composite repre-
sentation of the εe f f as a weighted average which reads:

Composite εe f f =

A1εe f f 1 +A2εe f f 2 +A3εe f f 3

A1 +A2 +A3
,

(9)

Modi f ied Composite εe f f =(
A1εe f f 1 +A2εe f f 2 +A3εe f f 3

A1 +A2 +A3

)
F ,

(10)

where A1 represents the area of the patch (w = 35 mm),
A2 corresponds to the area of the thin line (w = 0.72 mm),
and A3 denotes the area of the feed line (w = 4.84 mm).
The effective permittivities associated with these regions
are denoted as εe f f 1 for the patch, εe f f 2 for the thin line,
and εe f f 3 for the feed line. Using equation (9), the com-
posite effective permittivity εe f f is computed as 2.11.

This composite εe f f is then used to simulate the
antenna, including both the patch and its stepped feed-
line, and the results are compared with those obtained
from a commercial solver for the original layered-
medium geometry. Figure 9 presents this comparison,
showing the S-parameter (S11) of the antenna as a func-
tion of frequency, derived using the HFSS simulator. The
results indicate a slight shift in the resonant frequency of
the antenna when employing the numerical simulation
based on the EMA, using the HFSS simulation as the
reference.

To further improve the agreement between the two
methods, an empirical factor F is introduced (see equa-
tion (10)), which scales down the composite εe f f to 2.02.
Through numerical experiments, F is determined to be
0.96. Figure 9 illustrates that the S11 plot of the orig-
inal MPA in a layered medium (substrate permittivity
εr=2.2) closely matches the S11 plot of the equivalent

MPA geometry when the modified composite εe f f is
set to 2.02. The S-parameter results obtained using this
adjusted composite permittivity demonstrate the effec-
tiveness of the empirical factor in enhancing the accu-
racy of the EMA. The agreement achieved through this
correction is often comparable to or even better than that
obtained by using two different commercial solvers to
simulate the same problem geometry.

Fig. 9. Comparison plot of S11 versus frequency for the
MPA geometry between layered medium and homoge-
neous medium. Terminating impedance, Zin = 50 Ω for
both mediums. The simulator used: HFSS.

It is evident that indeed using a modified compos-
ite εe f f yields a result that compares very favorably with
the one obtained from a rigorous numerical simulation
that employs a commercial code such as the HFSS or
CST, for instance, and its use provides an obvious time-
saving advantage. We now present two other examples to
demonstrate the versatility of the EMA utilizing the for-
mula method to derive the effective epsilon of the equiva-
lent geometry of the problem at hand. As an example, we
show the results of the geometry of four elements MPA
utilizing, as shown in Fig. 10, for the frequency range 2
– 3 GHz. The relative permittivity (ε f ) of the substrate
is 2.2 in a layered medium, and its thickness (h) is 1.57
mm. The composite εe f f of the homogeneous medium is
calculated to be 2.11 and the empirical factor, F as 0.97,
scales down the composite εe f f to 2.05. The comparison
is shown in Fig. 11, which plots the S-parameter (S11) of
the antenna array as a function of frequency, using HFSS,
at the frequency of interest 2.4 GHz. We observe that the
S11 plot of the original MPA array in a layered medium
(substrate εr = 2.2) matches well with the S11 plot of
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Fig. 10. Top view of the geometry of four elements MPA
array (backed by full ground plane). All dimensions are
in millimeters (mm). The green area shows substrate and
the orange area shows copper.

Fig. 11. Comparison of S11 as a function of frequency
for the MPA array geometry in both layered and homo-
geneous media. The terminating impedance Zin is 50 Ω
in both cases. Simulations were performed using HFSS.

the equivalent geometry of the MPA array in a homoge-
neous medium, when the modified composite εe f f of the
homogeneous medium is 2.05.

Next, we present the results for the two-port stepped
filter geometry, shown in Fig. 12, for the frequency range
5–6 GHz. The relative permittivity (εr) of the substrate is
4.0, and its thickness (h) is 1 mm. Figures 13 and 14 plot

Fig. 12. Top view of the geometry of stepped filter
(backed by full ground plane). All dimensions are in mil-
limeters (mm). The green area shows substrate and the
brown area shows copper.

(a)

(b)

Fig. 13. Comparison of S-parameters as a function of fre-
quency for the stepped filter geometry in both layered
and homogeneous media: (a) S11, (b) S12. The termi-
nating impedance Zin is 50 Ω in both cases. Simulations
were performed using HFSS.

the S-parameters (S11, S12) as functions of frequency
obtained by using the HFSS and CST. The S-parameters
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(a)

(b)

Fig. 14. Comparison of S-parameters as a function of fre-
quency for the stepped filter geometry in both layered
and homogeneous media: (a) S11, (b) S12. The termi-
nating impedance Zin is 50 Ω in both cases. Simulations
were performed using CST.

plots of the original geometry of the stepped filter in a
layered medium (substrates εr = 4.0) match with the S-
parameters plot of the equivalent geometry of the stepped
filter embedded in a homogeneous medium, at the fre-
quency of interest 5.5 GHz; when the modified compos-
ite εe f f of the homogeneous medium is 3.25.

It is worthwhile to mention here that although we
have only presented results based on the use of the ‘for-
mulas’ to obtain the effective epsilons of the microstrip
lines, we could have also employed the short-circuit ter-
mination method with a slightly different empirical fac-
tor F to achieve essentially the same S-parameter results

for the problem at hand that agree with the reference
results for the same parameters when the simulation is
carried out by using the commercial CEM codes. As
mentioned before, the ‘formula’ option is more efficient
and, hence, is our preferred choice.

Before closing this section, we would like to men-
tion a novel strategy, which enables us to use multiple
effective ε ′s, as opposed to a single composite one, by
combining the EMA with the T-matrix approach. This
approach begins with a domain decomposition of the
original geometry into several blocks, each of which has
its own effective ε that depends on the width of the trace
as we have explained earlier. The next step is to extract
the S-parameters of each of these blocks by using the
EMA. Finally, we generate the S-parameters of the orig-
inal geometry by cascading the S-parameters of the dif-
ferent blocks by using the T-matrix algorithm [16]. This
algorithm will be discussed more fully in section IV,
where hybrid CEM methods with finite methods will be
presented.

To illustrate the proposed procedure for handling
geometries with multiple trace widths, let us consider the
case of double-step discontinuity in a 50Ω−100Ω−50Ω
microstrip line, shown in Fig. 15. The three blocks for
this microstrip line geometry are shown in Fig. 15 printed
on a substrate εr = 4 of thickness 1.5mm. The Line-
1, length = 25mm, width = 2.4mm, Line-2, length =
25mm, width = 0.4mm, and Line-3, length = 25mm,
width = 2.4mm. Note that the S-parameters of the indi-
vidual blocks, each of which in this example is a sim-
ple uniform transmission line, can be readily derived on
paper without having to run any numerical simulation at
all. We have verified that the accuracy of this approach
is very high, as the numerical results to be presented in
section I [17] readily demonstrate.

Fig. 15. A 50Ω−100Ω−50Ω discontinuous microstrip
line. All dimensions are in millimeters (mm).

A similar strategy can be used to simulate the pack-
aging problem shown in Figs. 1 (i) and 1 (j).

B. Equivalent medium approach for metasurfaces
and metamaterials

In recent years, there has been an increase in the
use of metamaterials (MTMs) and metasurfaces (MTSs)
as performance enhancers of communication antennas.
Typically, MTMs and MTSs are truncated periodic or
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quasi-periodic structures, designed to control the reflec-
tion, transmission, or propagation characteristics of a
material slab (or a surface) in a desirable manner. How-
ever, an extensive search of the literature reveals that very
rarely we are provided a clue that explains how to choose
the particular shape, size, or material parameters of an
element of the quasi-periodic MTS to realize the desired
performance of the antenna utilizing the MTS. Designing
the MTS typically requires extensive numerical simula-
tions, which can be tedious as well as time-consuming,
especially when the antenna, which is typically an array
for millimeter wave applications, is several wavelengths
in size.

A common strategy for dealing with MTSs is to
extract their material parameters, as a first step to numer-
ically modeling them. A number of authors [15, 18–
20] have presented techniques for extracting the mate-
rial parameters (ε,μ) of the unit cell of an MTM slab.
The present technique differs from the existing methods
for characterizing MTMs and MTSs in two ways. First,
it works with ε-only parameters, by assuming that μ is
either μ0 or constant. Second, it extracts the parameters
of the ε tensor in a very different way than has been pub-
lished in the existing literature. The method of extraction
proposed herein is not only simple but is also tailored
for typical antenna applications, which depend upon the
reflection, transmission, and propagation characteristics
of MTSs, for instance.

In the previous section, we have presented the
details of the EMA for efficient numerical simulation of
microstrip circuits and antennas bypassing the genera-
tion of Green’s Function for layered media. Computa-
tional bottleneck also arises when dealing with MTSs
and MTMs, in combination with antennas, used to
enhance the performance of the antenna or to realize the
antenna itself by employing MTMs because the requisite
material is unavailable off-the-shelf.

The basic strategy is still to replace the metamaterial
– which often has fine or multi-scale features – with an
equivalent dielectric, which is much simpler to deal with
numerically. The use of this tactic renders the simulation
numerical simulation much more efficient than it would
be if we were to deal with the original MTM directly,
as we would when using a commercial EM simulator.
In this section, we provide the details of this procedure,
based on the EMA by considering the example of a MPA
(or array) covered with an MTS superstrate to enhance
its performance.

The EMA to deriving the equivalent dielectric slab
is based on matching the phase of the transmission coef-
ficient of the original metasurface and the equivalent
dielectric slab based in a unit cell, as shown in Fig. 16.

The first step in this EMA-based procedure is to
replace the unit cell of the metasurface with a permittiv-

Fig. 16. Original MTS (left) and its equivalent dielectric
slab (right).

ity tensor by using the procedure described below. The
procedure is general and is applicable to both isotropic
and anisotropic metasurfaces.

By using this approach, we can calculate the ε of
the metasurfaces in each direction of propagation. Gen-
erally, the metasurface is an anisotropic slab and is char-
acterized by using an ε tensor as follows:

ε =

⎛
⎝εxx εxy εxz

εyx εyy εyz
εzx εzy εzz

⎞
⎠ , (11)

where x, y, and z are the three propagation directions.
After deriving the equivalent epsilon (εeq) represen-

tation of the original metasurface, we replace it just by
the dielectric slab for the numerical simulation of the
antenna plus metasurface combination.

For an example of MTS material (shown in Fig.
17 (a)), the diagonal elements in the above matrix are
identical for x and y directions and the ε of the dielectric
slab can be represented by:

ε =

⎛
⎝ε 0 0

0 ε 0
0 0 εzz

⎞
⎠ , (12)

However, the equivalent epsilon of the dielectric
slab for the MTS in Fig. 17 (b), is represented by a uni-
axial representation (13):

ε =

⎛
⎝εxx 0 0

0 εyy 0
0 0 εzz

⎞
⎠ , (13)

where the εxx and εyy are not the same.
For certain anisotropic materials, we only need the

diagonal matrix to characterize the permittivity of the
material, but for accurately characterizing a chiral mate-
rial [21], we need to include the off-diagonal terms of
the ε tensor as well. Figure 17 (c) shows the layout of the
example unit cell of a chiral metasurface, for which the ε
for the anisotropic off-diagonal matrix is represented by:

ε =

⎛
⎝εxx εxy 0

εyx εyy 0
0 0 εzz

⎞
⎠ , (14)

It is worthwhile to mention here that the EMA is
very versatile. It is not just limited in its application to
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(a)

(b)

(c)

Fig. 17. Geometries of the example unit cells: (a) MTS
material, (b) anisotropic MTS, and (c) chiral MTS.

planar circuits, examples of which have been presented
in Fig. 1, but also to other non-planar and inhomoge-
neous geometries to efficiently simulate other types of
geometries such as Luneburg lenses fabricated by using
artificial dielectrics (see Figs. 1 (k) and 1 (l)), and spi-
ral inductors printed on multi-layer substrates, shown
in Fig. 1 (m). Numerically modeling lens is very time-

consuming, especially when the lens diameter is sev-
eral wavelengths, as it typically is for millimeter wave
applications, and the lens is fabricated by using artificial
dielectrics as shown in Fig. 1 (l). Similarly, numerically
simulating the inductor to extract its circuit parameters
is very time-consuming as well as memory-intensive,
because the thicknesses of the dielectric layers are very
small – in the micron range – which calls for the use
of a very fine mesh to represent the geometry under con-
sideration accurately. However, we can obviate this prob-
lem by replacing the multi-layered dielectric with one (or
two) εe f f layers of moderate thickness, thus rendering
the problem very manageable from the numerical simu-
lation point of view.

Additionally, the method is well suited for hybridiz-
ing the Integral equation and finite method by using
a novel approach which overcomes the roadblock pre-
sented by the fact that the MoM deals with induced cur-
rents whereas the finite methods work with fields, mak-
ing the problem of merging the two algorithms to handle
a given problem very challenging indeed.

In summary, we have presented the EMA in this
section which is very powerful as well as versatile, and,
hence, is a very useful tool for numerical simulation of a
wide class of problems.

C. Application of EMA to metasurfaces-based
antennas

Next, we explain how we use the EMA to first char-
acterize the MTS, and then simulate an antenna (or an
array) that utilizes the MTS as a superstrate to enhance
its performance, such as its gain. The simulation time
for such an antenna plus superstrate combination can be
very long when the operating frequency is in the millime-
ter wave range. Our goal is to replace the original MTS,
shown in Fig. 18 (a).

To demonstrate the efficacy of the proposed method,
we compare the CPU times and memory burdens when
we simulate an array of three microstrip patches covered
by a metasurface superstrate, shown in Fig. 18 (a), versus
when the superstrate is replaced by an isotropic dielectric
as shown in Fig. 18 (b). The dielectric constant of the
material and the FSS thickness are, respectively, 17 and
0.6mm, while the remaining dimensions of the unit cell
of the MTS Superstrate are shown in Fig. 19.

Table 1 presents the comparison time and memory
requirement for the patch array covered with metasur-
faces and with equivalent dielectric. We observe a rel-
evant reduction in the utilized RAM and in the CPU
time by using the EMA. The CPU time simulation and
the RAM requirement are reduced by a factor of 5 and
5.5, respectively. The advantage of using the EMA over
a direct simulation of the original geometry comprising
of the antenna array and the MTS superstrate is clearly
evident from Table 1.
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(a)

(b)

Fig. 18. Three-element MPA with different superstrates:
(a) metasurface superstrate and (b) equivalent dielectric.

(a)

(b)

Fig. 19. Dimensions of the unit cell of the MTS super-
strate presented in Fig. 18: (a) top view and (b) bottom
view.

Table 1: Comparison of CPU runtimes and required
RAM values for the Equivalent Medium approach and
the original array covered with the metasurface super-
strates (Fig. 18)

Design
Max
RAM
(GB)

Real Time
(hh:mm:ss)

CPU Time
(hh:mm:ss)

Three-element
patch 1.04 0:14:04 0:13:59

Three element
patch+

Metasurface
91.3 72:55:04 95:51:09

Three element
patch+

Equivalent
Dielectric

24.4 14:56:47 16:57:22

IV. THE T-MATRIX APPROACH FOR
CASCADED TWO-PORT NETWORKS

In this section, we present the T-matrix approach
to show how to use it in conjunction with the domain
decomposition technique to handle a wide variety of
printed circuits and antenna geometries, illustrated in
Fig. 10 in section III, in a numerically efficient manner.

We start by choosing the geometry of an open-ended
stub in a microstrip line, and dividing the original prob-
lem into three blocks, as shown in Fig. 20, to detail the
T–matrix procedure. The relevant equations for deriving
the S-parameters of the original geometry, by utilizing
the S-parameters of the three blocks in which the geom-
etry is subdivided, are given below:[

S11 S12
S21 S22

]
−−−−→

[
T11 T12
T21 T22

]
= T1

[
S11 S12
S21 S22

]
−−−−→

[
T11 T12
T21 T22

]
= T2

[
S11 S12
S21 S22

]
−−−−→

[
T11 T12
T21 T22

]
= T3

Tt = T1 ∗T2 ∗T3 =

[
Tt11 Tt12
Tt21 Tt22

]
−→

[
St11St12
St21St22

]
,

(15)
where the starting S parameters are for the three blocks
and the St parameters are for the total stub line. The
details of the principle of the T-matrix approach were
discussed in section III, part A.

One of the 3D geometries, shown in Fig. 21, is a
via, which connects transmission lines from the top to
the bottom layer by using the through-hole via. This
problem is not amenable to convenient simulation using
integral equation methods, not only because of the 3D
nature of its geometry but also because it is difficult to
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Fig. 20. Example of a stub divided into three blocks.

construct Green’s Function for the region in the neigh-
borhood of the through–hole via. However, the T-matrix
approach, presented in this section, enables us to han-
dle this problem by using a hybrid algorithm comprised
of a combination of finite methods, such as the FEM or
FDTD, and integral equation techniques based on the
Green’s Function that we have discussed previously in
section III. The hybrid method is not only powerful and
versatile, but it is also numerically more efficient than
either the finite method or the integral-equation-based
approach when directly applied to the problem at hand,
namely the through-hole via with microstrip feed lines
printed on top and bottom layers of the configuration.

Fig. 21. Example of 3D geometry.

Although not included here, the method has been
thoroughly tested and proven to be accurate when
applied to a wide variety of problems, including not only
planar circuits but also 3D and 2D circuits, as well as
antennas, such as those shown in Fig. 22. The MPA
arrays with a corporate feed, described in Fig. 22, have
the following dimensions and substrate parameters: L =
10.08 mm, W = 11.79 mm, d = 1.3 mm, d = 3:93 mm,

L1 = 12:32 mm, L2 = 18.48 mm, D1 = 23.58 mm, D2 =
22.40 mm, εr=2.2, d=1.59mm, operating at 9.13 GHz.
The T-junction is handled separately using the circuit
method.

Fig. 22. Microstrip patch antenna array.

In summary, in this section we have presented the
EMA which is very powerful as well as versatile, and,
hence, is a very useful tool for a wide class of prob-
lems. In Part-II [17] of this paper we will go on to dis-
cuss three other strategies for performance enhancement
of CEM techniques, viz., Characteristic Basis Function
Method (CBFM), Mesh Truncation for Finite Methods
by using a new form of the Perfectly Matched Layer
(PML), and GPU acceleration of MoM as well as FDTD
algorithms.
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[14] Dassault Systèmes. (2024). CST Studio Suite, elec-
tromagnetic field simulation software [Online].
Available: https://www.3ds.com

[15] D. Smith, D. Vier, T. Koschny, and C. Souk-
oulis, “Electromagnetic parameter retrieval from
inhomogeneous metamaterials,” Physical Review
E—Statistical, Nonlinear, and Soft Matter Physics,
vol. 71, no. 3, p. 036617, 2005.

[16] P. C. Waterman, “Matrix formulation of electro-
magnetic scattering,” Proceedings of the IEEE,
vol. 53, no. 8, pp. 805-812, 1965.

[17] R. Mittra, T. Marinovic, O. Ozgun, S. Liu, and
R. K. Arya, “Novel strategies for efficient com-
putational electromagnetic (CEM) simulation of
microstrip circuits, antennas, arrays and meta-
materials Part-II: Characteristic basis function
method, perfectly matched layer, GPU acceler-
ation,” Applied Computational Electromagnetics
Society (ACES) Journal, pp. 000-000, 2025.

[18] A. B. Numan and M. S. Sharawi, “Extraction of
material parameters for metamaterials using a full-
wave simulator [education column],” IEEE Anten-
nas and Propagation Magazine, vol. 55, no. 5, pp.
202-211, 2013.

[19] T. A. Elwi, M. M. Hamed, Z. Abbas, and M. A.
Elwi, “On the performance of the 2D planar meta-
material structure,” AEU-International Journal of
Electronics and Communications, vol. 68, no. 9, pp.
846-850, 2014.

[20] M. R. Benson, A. G. Knisely, M. A. Marciniak,
M. D. Seal, and A. Urbas, “Permittivity and per-
meability tensor extraction technique for arbitrary
anisotropic materials,” IEEE Photonics Journal,
vol. 7, no. 3, pp. 1-13, 2015.

[21] A. Yahyaoui and H. Rmili, “Chiral all-dielectric
metasurface based on elliptic resonators with cir-
cular dichroism behavior,” International Journal
of Antennas and Propagation, vol. 2018, no. 1, p.
6352418, 2018.



MITTRA, OZGUN, KAIM, NASRI, CHAUDHARY, ARYA: NOVEL STRATEGIES FOR EFFICIENT CEM SIMULATION 388

Raj Mittra is a Professor in the
Department of Electrical and Com-
puter Engineering of the University
of Central Florida in Orlando, FL.,
where he is the Director of the Elec-
tromagnetic Communication Labo-
ratory. Before joining the Univer-
sity of Central Florida, he worked at

Penn State as a Professor in the Electrical and Com-
puter Engineering from 1996 through June 2015. He was
a Professor in the Electrical and Computer Engineering
at the University of Illinois in Urbana-Champaign from
1957 through 1996, when he moved to Penn State Uni-
versity. Currently, he also holds the position of Hi-Ci
Professor at King Abdulaziz University in Saudi Ara-
bia and a Visiting Distinguished Professor in Zhongshan
Institute of CUST, China. He is a Life Fellow of the
IEEE, a Past-President of AP-S, and has served as the
Editor of the Transactions of the Antennas and Prop-
agation Society. He won the Guggenheim Fellowship
Award in 1965, the IEEE Centennial Medal in 1984,
and the IEEE Millennium Medal in 2000. Other hon-
ors include the IEEE/AP-S Distinguished Achievement
Award in 2002, the Chen-To Tai Education Award in
2004 and the IEEE Electromagnetics Award in 2006, and
the IEEE James H. Mulligan Award in 2011. He has also
been recognized by the IEEE with an Alexander Graham
Bell award from the IEEE Foundation.

Ozlem Ozgun is currently a full pro-
fessor in the Department of Elec-
trical and Electronics Engineering
at Hacettepe University, Ankara,
Turkey. She received her B.Sc. and
M.Sc. degrees from Bilkent Univer-
sity and her Ph.D. from Middle East
Technical University (METU), all in

Electrical and Electronics Engineering. She was a post-
doctoral researcher at Penn State University, USA. Her
research focuses on computational electromagnetics and
radiowave propagation, including numerical methods,
domain decomposition, transformation electromagnet-
ics, and stochastic electromagnetic problems. Dr. Ozgun
is a Senior Member of IEEE and URSI and a past chair
of the URSI Turkey steering committee. She has been
selected as a Distinguished Lecturer (DL) by the IEEE
Antennas and Propagation Society (AP-S) for the period
of 2025-2027. Her awards include the METU Best Ph.D.
Thesis Award (2007), the Felsen Fund Excellence in

Electromagnetics Award (2009), and the IEEE AP-S
Outstanding Reviewer Award (2023-2024). She was rec-
ognized among the world’s top 2% most influential sci-
entists (Stanford University & Elsevier, 2023–2024) and
received the Hacettepe University 2024 Science Award.

Vikrant Kaim (Member, IEEE)
received the Ph.D. degree in elec-
tronics and communication from the
Jawaharlal Nehru University, Delhi,
India, in 2022. He was a Postdoc-
toral Fellow with the Department of
Electrical and Computer Engineer-
ing, University of Alberta, Edmon-

ton, Canada, from January 2003 to December 2023.
In December 2023, he joined the Department of Elec-
tronics and Communication Engineering as an Assis-
tant Professor at the Faculty of Technology, Univer-
sity of Delhi, Delhi, India. Since Dec. 2024, he has
been working as an Assistant Professor at the Cen-
tre for Research in Electronics (CARE), Indian Insti-
tute of Technology Delhi (IIT Delhi). His research inter-
ests include applied electromagnetics with focus on bio-
electromagnetics and biomedical devices for wearable,
implantable and ingestible applications such as wire-
less power transfer, retinal prosthesis, cardiac implants,
and capsule endoscopy. Mr. Kaim was a recipient of
the prestigious CSIR Senior Research Fellowship in
2019. He has authored/co-authored 26 publications in
reputed international journals and conferences. He is
also credited with 3 Indian patents. He is serving as a
reviewer for the IEEE Transactions on Antennas and
Propagation, IEEE Transactions on Microwave Theory
and Techniques, and IEEE Transactions on Biomedical
Engineering.

Abdelkhalek Nasri received the
B.Sc. degree in electronic systems
and the Ph.D. degree in electron-
ics from the Faculty of Sciences of
Tunis, Tunisia, in 2011 and 2017,
respectively. He is currently a Post-
doctoral Fellow at XLIM in Limo-
ges, France. From 2021 to 2022,

he was a Research Scholar at the University of Cen-
tral Florida, Orlando, FL, USA. His research inter-
ests include antennas, phased arrays, frequency-selective
surfaces, substrate-integrated waveguides, scattering of
electromagnetic waves, and bioelectromagnetics.



389 ACES JOURNAL, Vol. 40, No. 05, May 2025

Prashant Chaudhary received his
B.Sc. (Honors) in Electronics, fol-
lowed by an M.Sc. in Electronics,
and a Ph.D. from the University of
Delhi, Delhi, India. He is currently a
research assistant in the Department
of Electrical and Computer Engi-
neering (ECE) at the University of

Central Florida, USA. His research interests include pla-
nar antennas, MIMO (Multiple Input Multiple Output)
systems, circularly polarized antennas, 5G communica-
tion technology, metasurfaces, magnetic substrates, and
metamaterials. He has published over 15 research papers
in journals and conferences.

Ravi K. Arya is a Distinguished
Professor and Director of the
Xiangshan Laboratory Wireless
Group at the Zhongshan Institute of
Changchun University of Science
and Technology (ZICUST), China.
He earned his Ph.D. in Electrical
Engineering from Pennsylvania

State University, USA, under the supervision of Prof.
Raj Mittra, following an M.Tech in RF and Microwave
Engineering from the Indian Institute of Technology
(IIT) Kharagpur (advised by Prof. Ramesh Garg) and a
B.Tech from Delhi Technological University, India. With
a career spanning both academia and industry, Dr. Arya
has held positions at ECIL (India), C-DOT (India),
Ansys Inc. (USA), and ALL.SPACE (USA), as well as
academic roles at NIT Delhi (India) and JNU (India). He
has authored over 90 peer-reviewed publications, seven
book chapters, and four patents. His research focuses
on antenna design, computational electromagnetics,
machine learning applications in electromagnetics, and
RF system modeling.



ACES JOURNAL, Vol. 40, No. 05, May 2025 390

Design of Integrated Polygonal UWB MIMO Antenna With EBG Structure
Based on Characteristic Mode Analysis

Fukuan Zhang1, Zhonggen Wang1, Wenyan Nie2, Ming Yang3, and Chenlu Li4

1School of Electrical and Information Engineering
Anhui University of Science and Technology, Huainan 232001, China

2023200725@aust.edu.cn, zgwang@ahu.edu.cn

2School of Mechanical and Electrical Engineering
Huainan Normal University, Huainan 232001, China

wynie5240@163.com

3School of Electrical and Communications Engineering
West Anhui University, Lu’an 237012, China

myang@ahu.edu.cn

4School Electrical and Information Engineering
Hefei Normal University, Hefei 230061, China

chenluli@hfnu.edu.cn

Abstract – This paper presents an analytical design of
an integrated polygonal ultra-wideband (UWB) MIMO
antenna, featuring a stepped electromagnetic band gap
(EBG) integrated with a T-shaped stepped stub and uti-
lizing characteristic mode analysis (CMA). The overall
size of the antenna is 27×22×0.8 mm3. It comprises two
symmetric octagonal radiating units, a T-shaped stepped
floor, and an EBG structure positioned between the two
radiating units. By analyzing the current and electric
field distributions of the antenna’s characteristic modes,
the feed point is identified at the rectangular microstrip
line of the radiating unit, ensuring the simultaneous
excitation of the antenna’s eight characteristic modes to
achieve ultra-broadband characteristics. Meanwhile, the
characteristic mode theory offers clear physical insights
into antenna optimization. The bandwidth is improved
by etching three positive T-slots on the floor. In compar-
ison, the antenna isolation is enhanced by employing the
EBG structure to suppress coupling currents and etch-
ing two inverted T-slots to modify the current path. Sim-
ulation and measurement results show that the antenna
covers the 3.06-14 GHz band with isolation exceeding
20 dB. The antenna exhibits excellent radiation perfor-
mance and a low envelope correlation coefficient (ECC).

Index Terms – Characteristic mode theory, EBG, MIMO
antenna, T-slot, UWB antenna.

I. INTRODUCTION

With the emergence of 5G communication tech-
nology, the demand for antennas capable of supporting
high-capacity data transmission has increased signif-
icantly [1]. Ultra-wideband (UWB) MIMO antennas
have emerged as a key solution in wireless communi-
cation systems to meet this demand. Combining UWB
and MIMO techniques offers enhanced bandwidth and
higher data transmission rates while mitigating multipath
fading effects and improving system capacity [2]. Conse-
quently, UWB MIMO antennas find applications in radar
detection, wireless data transmission, and medical mon-
itoring systems.

For UWB MIMO antennas designed for portable
devices, the primary focus is key characteristics such
as compact size, bandwidth, and isolation. Continuous
research on UWB MIMO antennas has yielded several
approaches to enhance bandwidth and isolation [3–12].
The primary methods for achieving UWB characteristics
include tapered geometries [13], resonant structures [14],
and slot configurations [15]. To address the coupling
issues caused by near-field radiation and current flow,
common methods to improve isolation include elec-
tromagnetic band gap (EBG) structure [16], T-shaped
stubs [17], and defective ground structures [18]. Ref-
erence [3] describes an antenna that comprises four
monopole units and a sector isolation structure, featuring
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U-shaped patch elements and a defective rectangular
ground plane. One of the sector decoupling structures
efficiently suppresses coupling currents, thereby enhanc-
ing isolation. The antenna achieves a 2-11.08 GHz
bandwidth while maintaining isolation exceeding 15 dB
across the operational bandwidth. Reference [13] pro-
poses a square slot antenna incorporating stepped
transmission line loading, enabling resonance at multi-
ple frequencies to achieve a UWB response spanning
2.1-11.5 GHz. Reference [14] introduces a metal slot
array antenna employing a hybrid resonant structure.
Through strategic arrangement and modification of the
cavity and radiating slots, five resonant frequency points
are simultaneously excited and tuned to the operating
band, resulting in a bandwidth extension of 31%. Refer-
ence [15] proposes a UWB cross-tapered slot antenna on
the ground plane, integrating millimeter-wave feed net-
works into its four 1×4 dipole arrays embedded in the
cross-tapered arms. Due to the UWB characteristics of
the slot antenna, it effectively covers most communica-
tion bands below 6 GHz. The antenna described in refer-
ence [16] incorporates a 2×3 EBG array between two
electromagnetically coupled radiating patches to sup-
press surface wave coupling, with coupling further mit-
igated by a hairpin DGS on the ground plane. Com-
pared to the original MIMO antenna, the EBG results
in an average isolation enhancement of 13.9 dB in the
5G band, and the DGS provides a maximum isolation
enhancement of 47.7 dB at 27.94 GHz. Reference [17]
details a T-shaped grounding stub positioned between
two radiating patches on the ground plane to suppress
mutual coupling between MIMO elements and achieve
an impedance bandwidth of 3.3-6 GHz with isolation
exceeding 18 dB. Finally, the antenna in reference [18]
leverages parasitic strips and defective ground structures
to deliver wide bandwidth and enhanced isolation. It
supports the n77/n78/n79 bands for 5G New Radio as
well as the 5 GHz band for wireless local area net-
works, with isolation between any two ports greater
than 15 dB.

All of the above techniques apply to the design of
UWB MIMO antennas. However, achieving good oper-
ating bandwidth and high isolation—particularly in the
low-frequency region of UWB—remains challenging, as
these designs often rely on trial-and-error methods with-
out detailed physical insights or theoretical guidance. In
this context, characteristic mode analysis (CMA) offers
purposeful optimization for antenna design and provides
clear physical insights to enhance UWB MIMO antenna
performance [19–32].

The ground MIMO antenna proposed in refer-
ence [20] leverages CMA to identify and excite three
orthogonal modes (TM10, TM01, and TM20), incor-
porating a double-slot structure and an I-shaped patch

into the coupling paths to enable simultaneous triple-
band operation with high isolation. Reference [21] intro-
duces a UWB antenna featuring dual-band trapping char-
acteristics validated through CMA. The dual-trap band
is achieved by embedding an L-shaped short intercep-
tor into a trap rectangular patch, and the two trap bands
are confirmed via CMA analysis of modal significance
(MS) and characteristic angle (CA). Reference [25]
employed CMA to modify the antenna shape to simul-
taneously excite multiple broadband modes through the
feed slot, significantly enhancing bandwidth. The four-
port antenna in reference [26] was entirely designed
using CMA, covering a bandwidth of 2.8-11.4 GHz and
achieving isolation exceeding 26 dB across its opera-
tional bandwidth.

In summary, this paper presents a novel dual-port
UWB MIMO antenna structure consisting of two sym-
metric octagonal radiating units, a stepped EBG struc-
ture, and a T-shaped stepped stub, which enhances band-
width and isolation through five T-shaped slots etched
on the stepped stub and the integration of the stepped
EBG structure. The proposed antenna achieves an oper-
ating bandwidth of 3.06-14 GHz, covering the entire
UWB spectrum, with isolation exceeding 20 dB across
the operating bandwidth while demonstrating excellent
radiation and diversity performance. Additionally, the
antenna evolution design is conducted using CMA. By
analyzing the current and electric field distributions of
the characteristic modes of antenna, the antenna feed
point is located at the rectangular microstrip line of the
radiating unit, ensuring simultaneous excitation of the
eight characteristic modes of antenna to achieve ultra-
broadband characteristics.

II. ANTENNA DESIGN
A. Antenna structure

In this paper, CST Studio suite is used to simu-
late the antenna. The antenna structure proposed in this
paper is illustrated in Fig. 1. The antenna is printed on
an FR4 dielectric substrate, featuring total dimensions of
27×22×0.8 mm3, a relative dielectric constant of 4.4,
and a loss tangent of 0.02. Two integrated octagonal radi-
ating units are fed by a microstrip line. The top and bot-
tom rectangular patches connecting the inner and outer
octagons are 1.125×0.5 mm, while the left and right rect-
angular patches measure 0.875×0.5 mm. Between these
units, two cells form a stepped EBG, separated by a dis-
tance of 0.15 mm and connected by a rectangular patch
with a width of 0.5 mm. A T-shaped stepped stub on the
bottom surface of the substrate is connected via a cylin-
der with a radius of 0.5 mm. Each unit has a border width
of 0.5 mm, and the internal rhombus patch is linked to
the border through a 0.5 mm square patch. Additionally,
five T-slots are etched on the T-stepped stub to extend
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the bandwidth and improve the isolation. Table 1 lists
the antenna’s parametric dimensions.

(a)

(b)

(c)

Fig. 1. Proposed UWB MIMO antenna structure: (a) top
view, (b) side view, and (c) bottom view.

B. Antenna evolution and analysis

Figure 2 illustrates the evolution of the antenna
structure, while Fig. 3 presents the corresponding sim-
ulated S-parameter curves. Figure 4 presents the MS and
CA of antenna 1, while Fig. 5 illustrates the current dis-
tribution at resonance points for its characteristic modes.
MS represents the extent to which each mode resonates
within a specific frequency range. An MS value closer to
1 indicates that the mode can be more effectively excited
under appropriate feeding conditions, whereas an MS
value below 0.707 indicates a low likelihood of reso-
nance. Similarly, CA represents the antenna’s resonance
performance, and a CA value closer to 180 signifies a
higher probability of mode resonance.

Table 1: Parameter dimensions of the antenna
Parameters W L W1 L1 W2 L2
Value(mm) 27 22 4 2 1.5 5
Parameters W3 L3 W4 L4 W5 L5
Value(mm) 0.875 7 1 1.25 3 1.125
Parameters W6 L6 W7 L7 W9 L9
Value(mm) 0.875 3.75 2 2.5 9.5 6.4
Parameters W8 W f H8 b b1 b2
Value(mm) 15.8 1.2 0.5 6.2 3.8 4.5
Parameters L8 b3 b4 a a1 H1
Value(mm) 1.125 0.5 2.5 7.2 6.5 7
Parameters H2 H3 H4 H5 H6 H7
Value(mm) 9.5 9 6 5.8 4.4 4

(a) (b)

(c) (d)

Fig. 2. Design development of antenna structure: (a)
antenna 1, (b) antenna 2, (c) antenna 3, and (d) antenna 4.

(a) (b)

Fig. 3. Simulated S-parameter plot of the antenna: (a)
S11 and (b) S12.

An analysis of Fig. 4 indicates that, among the 12
characteristic modes, modes 1, 2, 4, 5, 7, 9, 10, and 12
are theoretically excited under appropriate feeding con-
ditions. However, an analysis of Fig. 5 reveals that the
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(a) (b)

Fig. 4. Results of mode analysis of antenna 1: (a) MS and
(b) CA.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 5. Mode current distribution of antenna 1: (a) mode
1 at 3.28 GHz, (b) mode 2 at 5.73 GHz, (c) mode 4
at 5.71 GHz, (d) mode 5 at 8.40 GHz, (e) mode 7 at
11.02 GHz, (f) mode 9 at 11.86 GHz, (g) mode 10 at
13.97 GHz, and (h) mode 12 at 14.77 GHz.

currents of mode 5 are primarily distributed on the floor,
while the currents of modes 10 and 12 are mainly con-
centrated on the outer octagon of the radiating patch.
These mode currents are weak, located far from the feed
ports, cannot be effectively excited, and therefore do not
contribute to the bandwidth. The currents of modes 1, 2,
4, 7, and 9 are primarily concentrated in the rectangular
feeder of the radiating patch and are effectively excited.
However, the bandwidth of mode 4 overlaps with that

of modes 2, 7, and 9 and, thus, the combined bandwidth
they provide fails to meet the UWB requirements. The
bandwidth of antenna 1, as shown in Fig. 3 (a), is in
the range 5.52-10.3 GHz, indicating that the structure is
insufficient to satisfy the UWB requirement. Therefore,
the structure of antenna 1 was improved and optimized,
as depicted in Fig. 2 (b).

To enable more distinct excitable patterns and
ensure the combined bandwidth meets the UWB require-
ment, antenna 2 modifies the rectangular floor of antenna
1 into a stepped T-shaped floor, as shown in Fig. 2 (b).
Figures 6 and 7 present the characteristic modes, CAs,
and mode current distribution of antenna 2. Compared
to antenna 1, antenna 2 exhibits changes in the charac-
teristic mode shapes and effective bandwidth. Specifi-
cally, the resonant frequency of mode 10 shifts from a
high to a low frequency, and the effective bandwidth is
reduced. Meanwhile, the resonant frequencies of modes
1, 2, and 4 shift slightly toward higher frequencies, with
minor changes in shape and increased bandwidth. The
resonant frequency of mode 5 shifts to a lower frequency
by 0.48 GHz, while mode 7 shifts by 3.45 GHz to a lower
frequency. Mode 9 has a resonant frequency of 0.86
GHz, and mode 12 shifts by 2.74 GHz toward a lower
frequency. The combined bandwidths of these modes
fully cover the UWB ranges from 3.1 to 10.6 GHz. As
shown in Fig. 7, the current of mode 7 primarily dis-
tributes at the top of the floor, far from the feed point, and
cannot be excited. However, the other modes have strong
currents at the feed point and can be excited, collectively
contributing to the UWB requirement. The S-parameters
of antenna 2, as shown in Fig. 3, indicate that antenna
2 achieves a UWB band of 3.12-11.6 GHz compared to
antenna 1. However, the isolation in this band is greater
than 12.6 dB, failing to meet the isolation requirements
for MIMO antennas. Therefore, the structure of antenna
2 was further refined.

(a) (b)

Fig. 6. The results of mode analysis of antenna 2: (a) MS
and (b) CA.

To enhance antenna isolation, antenna 3 incorpo-
rates an EBG structure derived from antenna 2, as shown
in Fig. 2 (c). The metal cylinder in the EBG structure
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 7. Mode current distribution of antenna 2: (a) mode
1 at 3.38 GHz, (b) mode 2 at 5.96 GHz, (c) mode 4
at 6.03 GHz, (d) mode 5 at 7.92 GHz, (e) mode 7 at
7.57 GHz, (f) mode 9 at 10.61 GHz, (g) mode 10 at
2.93 GHz, and (h) mode 12 at 12.03 GHz.

links the upper surface of the floor to the antenna struc-
ture, focusing floor currents onto the rectangular patch
within the EBG structure. This configuration effectively
suppresses surface and space wave propagation, reduces
mutual coupling between antenna radiating units, and
enhances antenna isolation. Introduction of the EBG
structure modifies the overall antenna structure, alter-
ing its characteristic modes and currents, as illustrated
in Figs. 8 and 9.

Figure 8 illustrates the characteristic modes and
angles of the antenna, while Fig. 9 depicts the
characteristic current distribution at resonance points. A
comparison of Figs. 9 and 7 reveals that the EBG struc-
ture enables mode 7, previously unexcited in antenna
2, to be excited in antenna 3, thereby broadening the
bandwidth. Compared to antenna 2, the resonance fre-
quencies of characteristic modes of antenna 3 shift by

(a) (b)

Fig. 8. Results of mode analysis of antenna 3: (a) MS and
(b) CA.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 9. Mode current distribution of antenna 3: (a) mode
1 at 3.42 GHz, (b) mode 2 at 5.84 GHz, (c) mode 4
at 6.02 GHz, (d) mode 5 at 8.41 GHz, (e) mode 7 at
7.50 GHz, (f) mode 9 at 10.81 GHz, (g) mode 10 at
3.00 GHz, and (h) mode 12 at 12.03 GHz.

approximately 0.2 GHz toward either lower or higher
frequencies with minimal variation, resulting in an effec-
tive bandwidth meeting the UWB requirement. Figure 3
shows that antenna 3 achieves a bandwidth of 3.16-
11.4 GHz, with isolation exceeding 14.51 dB across
this range. Compared to antenna 2, the EBG structure
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reduces low-frequency isolation by 1.91 dB. Although
this remains below the MIMO antenna isolation require-
ment of 17 dB, the bandwidth is slightly reduced, failing
to fully cover 3.1-10.6 GHz. To address these issues, five
T-slots are etched on the floor of antenna 3 to broaden the
bandwidth and improve isolation, resulting in the final
antenna structure shown in Fig. 2 (d).

Figure 3 demonstrates that the etched T-slot enables
the antenna to cover the band range of 3.06-14 GHz,
fully complying with UWB requirements and achiev-
ing isolation greater than 20 dB. Three positive T-slots
are responsible for bandwidth enhancement, while two
inverted T-slots improve antenna isolation. Figures 10
and 11 illustrate that etching of the T-slots modifies the
antenna structure and influences distribution of its char-
acteristic modes and currents. As shown in Fig. 11, the
current distribution of characteristic modes of antenna 4
is more concentrated near the feed point, enabling excita-
tion. Figure 10 shows that the combined bandwidth con-
tributed by these modes completely covers 3-14 GHz,
which aligns with Fig. 3 (a), confirming that antenna 4
covers the band range 3.06-14 GHz.

(a) (b)

Fig. 10. Results of mode analysis of antenna 4: (a) MS
and (b) CA.

C. Antenna parameter analysis

A systematic study was conducted to analyze the
impact of various antenna parameters on its performance.
The objective was to assess how antenna parameters
influence bandwidth and isolation. Four parameters were
studied, namely b2 and H7 for positive T-slots and b4 and
H6 for inverted T-slots. The first three parameters were
selected due to their influence on both bandwidth and
isolation, while the last parameter was chosen for its sig-
nificant role in enhancing isolation.

The analysis process involves varying one parameter
while keeping the others constant. The parameter anal-
ysis results are presented in Fig. 12. Figure 12 shows
that b2 significantly impacts the high-frequency region
of the S-parameters, as increasing b2 worsens the high-
frequency matching of S11 and reduces coverage while
improving S12 performance. Thus, b2 is set to 4.5 mm.

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 11. Mode current distribution of antenna 4: (a) mode
1 at 3.10 GHz, (b) mode 2 at 5.56 GHz, (c) mode 4
at 6.10 GHz, (d) mode 5 at 7.45 GHz, (e) mode 7 at
9.75 GHz, (f) mode 9 at 10.48 GHz, (g) mode 10 at
2.97 GHz, and (h) mode 12 at 13.41 GHz.

(a) (b)

Fig. 12. Effect of different b2 lengths on antenna S-
parameters: (a) S11 and (b) S12.

Figure 13 indicates that H7 primarily influences the high-
frequency resonance point of S11. As H7 increases, the
high-frequency resonance point of S11 shifts towards the
mid-frequency region and its depth decreases, while the
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(a) (b)

Fig. 13. Effect of different H7 lengths on antenna S-
parameters: (a) S11 and (b) S12.

opposite trend is observed for S12. When H7 increases
from 4.25 mm to 5.25 mm, the low-frequency match-
ing of the S-parameters degrades. Thus, H7 is set to
4.25 mm.

Figure 14 shows that, as b4 increases from 1.5 mm
to 2.5 mm, the antenna transitions from impedance
mismatch to a matched state. Subsequently, the high-
frequency resonance point of S11 shifts upward, and the
5.4 GHz resonance point shifts leftward with increasing
length. Thus, b4 is set to 2.5 mm. Figure 15 demonstrates
that H6 significantly influences S12. As H6 increases,
bandwidth remains constant while isolation improves
progressively. Considering the resonance depth of S11,
H6 is set to 4.4 mm.

(a) (b)

Fig. 14. Effect of different b4 lengths on antenna S-
parameters: (a) S11 and (b) S12.

(a) (b)

Fig. 15. The effect of different H6 lengths on antenna S-
parameters: (a) S11 and (b) S12.

III. RESULTS AND DISCUSSION
A. S-parameters

To test the actual performance of the antenna,
the antenna model is processed as shown in Fig. 16
(b). The antenna S-parameters were measured using
an Agilent N5235A vector network analyzer, and the
antenna microwave darkroom measurement environment
is shown in Fig. 16 (a). Figure 17 shows the simulated
and measured S-parameters of the antenna. From Fig. 17,
it can be seen that the antenna covers the band 3.06-
14 GHz and contains the UWB band. In addition, the
S12 parameter of the antenna stays below -20 dB in the
UWB band, showing good isolation. Please note that the
difference between the simulated and measured results
may be due to manufacturing processes and soldering
errors. However, in general, their results match very
well, and the overall performance of the antenna remains
consistent.

(a) (b)

Fig. 16. Proposed antenna: (a) S-parameters measure-
ment environment and (b) fabricated prototype.

(a) (b)

Fig. 17. MIMO antenna simulated and measured S-
parameters: (a) S11 and (b) S12.

B. Radiation properties

Figure 18 depicts the two-dimensional radiation pat-
terns of the antenna in the E-plane and H-plane at
3.34 GHz, 5.4 GHz, 11.57 GHz, and 13.37 GHz. From
Fig. 18, it can be seen that the shape of the radia-
tion pattern in the E-plane and H-plane at 3.34 GHz
and 11.57 GHz approximates a circle and exhibits good
omnidirectional radiation characteristics. At the reso-
nance frequency of 5.4 GHz, the radiation pattern of the
E-plane is circular and that of the H-plane is in the shape
of a cashew nut. The maximum radiation direction of the
H-plane is in the range 150-180◦ (ϕ = 0) and 120-180◦



397 ACES JOURNAL, Vol. 40, No. 05, May 2025

0
30

60

90

120

150
180

150

120

90

60

30

-25
-20
-15
-10

-5
0
5

-25
-20
-15
-10

-5
0
5

 Simulated E
 Simulated H
 Measured E
 Measured H

0
30

60

90

120

150
180

150

120

90

60

30

-25
-20
-15
-10

-5
0
5

-25
-20
-15
-10

-5
0
5

 Simulated E
 Simulated H
 Measured E
 Measured H

(a) (b)
0

30

60

90

120

150
180

150

120

90

60

30

-25
-20
-15
-10

-5
0
5

-25
-20
-15
-10

-5
0
5

 Simulated E
 Simulated H
 Measured E
 Measured H

0
30

60

90

120

150
180

150

120

90

60

30

-50
-40
-30
-20
-10

0
10

-50
-40
-30
-20
-10

0
10

 Simulated E
 Simulated H
 Measured E
 Measured H

 

(c) (d)

Fig. 18. Simulated and measured radiation patterns at
(a) 3.34 GHz, (b) 5.4 GHz, (c) 11.57 GHz, and (d)
13.37 GHz.

(a) (b)

Fig. 19. (a) Peak realized gain and (b) radiation efficiency
of the proposed antenna.

(ϕ = 180◦), whereas that of the E-plane is omnidirec-
tional, which indicates better radiation characteristics. At
the resonance frequency of 13.37 GHz, the radiation pat-
tern in the E-plane is concave inward in the 90◦ (ϕ= 0)
azimuth, and the radiation pattern in the H-plane is con-
cave inward in the 120-150◦ (ϕ = 180◦) azimuth. Both
show a circular shape in the rest of the directions, which
almost achieves an omnidirectional radiation character-
istic.

Figure 19 shows the radiation efficiency and peak
gain of the antenna over the operating band. The peak
gain of the antenna can reach a maximum of 3.42 dBi.
In addition, the antenna has a high radiation efficiency of
more than 66% over the entire operating band.

C. MIMO antenna performance

1. DG and ECC
The diversity and mutual coupling characteristics of

a MIMO antenna can be measured by its envelope cor-

relation coefficient (ECC) [33]. ECC quantifies the cor-
relation between received signal amplitudes of differ-
ent antenna elements, with lower ECC values indicat-
ing better independence between the antenna elements,
as calculated in equation (1). Diversity gain (DG) is a
key metric indicating signal amplification or attenua-
tion in MIMO systems and is determined by equation
(2). Generally, the ECC of a MIMO antenna is expected
to be lower than 0.5, indicating compliance with S-
parameters (dB), radiation efficiency (%), and peak gain
(dBi) requirements. Furthermore, a DG value closer to 10
suggests better MIMO antenna performance. As shown
in Fig. 20, the ECC of this antenna is below 0.005, and
the DG approaches 10, demonstrating that the antenna
meets the communication requirements within the 3.06-
14 GHz band.

ECC =
|S11 ∗S12 +S21 ∗S22|2(

1−|S11|2 −|S21|2
)(

1−|S22|2 −|S12|2
) .

(1)

DG = 10×
√

1−|ECC|. (2)

(a) (b)

Fig. 20. (a) ECC and (b) DG of the proposed antenna.

2. TARC
The total effective reflection coefficient (TARC) is a

critical parameter for assessing the efficiency of a MIMO
antenna system. To achieve low reflection loss, stable
phase performance, and reliable signal transmission in
the MIMO antenna system, the TARC should be less than
-10 dB. The calculation formula for TARC is:

TARC =

√
(S11 +S12)

2 +(S21 +S22)
2

2
. (3)

Figure 21 illustrates the TARC performance of the
proposed antenna. As shown in Fig. 21, the TARC is less
than -32 dB within the frequency band of 3.06-14 GHz,
indicating minimal coupling within the MIMO system.
This ensures channel independence at both transceiver
and receiver ends while effectively leveraging the multi-
path effect to enhance system capacity.

3. Comparative study
Table 2 presents a performance comparison between

the proposed antenna and several existing designs in
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Fig. 21. TARC of the proposed antenna.

Table 2: Performance comparison of the proposed
MIMO antenna with other antennas

Ref Size

(mm2)

Bandwidth

(GHz)

Isolation

(dB)

ECC

[2] 27×22 3.07-11.1 >20 <0.014
[3] 36×36 2-11.08 >15 <0.13
[5] 52×26 2.3-11.5 >16 <0.012
[6] 79.8×79.8 3.38-10.56 >20 <0.36
[8] 70×70 3.2-11.2 >20 <0.002
[9] 40×40 3-13.5 >15 <0.4

[10] 30×30 2.77-12 >15 <0.1
[11] 62.5×60.5 3.5-11 >20 <0.01
[26] 40×40 2.8-11.4 >26 <0.001
[27] 48×58 2.7-12.6

3.0-11.0
>20
>16

<0.01

[30] 64×64 1.32-12.15 >20 <0.001
This

Work

27×22 3.06-14 >20 <0.005

terms of size, bandwidth, isolation, and ECC. From
Table 2, it can be observed that the antenna offers larger
bandwidth and lower ECC than [2] while providing a
smaller size, wider bandwidth, and lower ECC than [6,
11]. These advantages indicate the superior diversity per-
formance and space utilization of the antenna. It also
achieves a smaller size and larger bandwidth than [8].
At the same time, it has the same isolation properties
as [2, 6, 8, 11]. Compared to reference [26], the proposed
antenna exhibits a smaller size and broader bandwidth
coverage, while preserving similar isolation and ECC
levels. In addition, our design demonstrates stronger
isolation characteristics and enhanced diversity perfor-
mance in the 3.0-11.0 GHz frequency range, compared to
reference [27]. Compared to reference [30], the proposed
antenna has a smaller size while maintaining comparable

isolation characteristics, which substantially enhances
space utilization without compromising the radiation
characteristics. Additionally, the antenna demonstrates
a smaller size, higher isolation, larger bandwidth, and
superior diversity performance compared to [3, 5, 9, 10]
and it enables the antenna to show enhanced isola-
tion performance and superior space utilization with-
out compromising the radiation characteristics. In
conclusion, the proposed antenna offers notable advan-
tages regarding size, bandwidth, isolation, and diversity
performance.

IV. CONCLUSION

This paper analyzes and designs an integrated
polygonal UWB MIMO antenna with an EBG structure
based on characteristic mode theory for high isolation.
In the process of antenna evolution, the antenna struc-
ture is optimized by analyzing its characteristic modes
and characteristic current distribution to adjust the band-
width and mode coverage, ensuring simultaneous exci-
tation of the eight characteristic modes and achieving
UWB characteristics. Characteristic mode theory pro-
vides detailed physical insights and guides antenna opti-
mization, resulting in a design with two symmetric
octagonal radiating units, a T-shaped stepped floor, and
an EBG structure. Additionally, five T-slots on the floor
redirect current flow, enhancing antenna isolation to over
20 dB. Simulated and measured results demonstrate a
bandwidth of 3.06-14 GHz, covering UWB and support-
ing 5G, WiFi6E, and X-band applications. The antenna
also features a compact structure, small size, high radia-
tion efficiency, and low ECC. In summary, the antenna
exhibits excellent performance, making it suitable for
various wireless communication bands.
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Abstract – In this paper, a low-profile broadband and
high-gain circularly polarized (CP) metasurface antenna
(MSA) is proposed. The characteristic mode analysis
is employed to select the valuable modes for the 4 ×
4 square metasurface elements printed on the top of
the single-layer dielectric slab. The coplanar waveguide
feeding structure combines a horizontal aperture and two
slots rotated in a counter-clockwise direction is utilized
to excite the CP radiation of the MSA. The proposed
CP MSA is fabricated and measured, which achieves a
-10 dB impedance bandwidth ranging from 4.83 GHz
to 6.35 GHz, with a fractional bandwidth of 27.2%, the
overlapped 3 dB axial ratio (AR) bandwidth is 20.1%
(covers from 4.83 GHz to 5.91 GHz). Furthermore, the
peak boresight gain measured at 5.2 GHz reaches 9.88
dBic. The average gain consistently maintains 8.94 dBic
throughout the overlapped AR bandwidth, while the 3
dB gain bandwidth fully encompasses the entirety of the
3 dB overlapped AR bandwidth showing good perfor-
mance for 5G Wi-Fi band utilization.

Index Terms – Broadband, characteristic mode analysis,
circular polarization (CP), high-gain, low-profile, meta-
surface antenna (MSA).

I. INTRODUCTION

Circularly polarized (CP) antennas possess bril-
liant characteristics with immunity to polarization mis-
match and multi-path effects, which have been popularly
applied to wireless communication, radar, and remote
sensing areas. The most traditional method to realize
CP radiation for the patch antenna is to use a probe
and single-feeding the patch at the diagonal position
[1, 2]. However, this way is often accompanied by a nar-
row impedance bandwidth (IBW) and axial ratio (AR)
bandwidth. To broaden the IBW and AR bandwidth, the
thick substrate for the CP patch antenna is employed

[1]. Though the AR bandwidth is improved from 2%
to 8%, the over-thick substrate could excite the unex-
pected higher-mode, which will decrease the radiation
efficiency of the CP antenna. Elsewhere, the multi-layer
stacked CP antenna is proposed [2–4], and the AR band-
width is further improved from 8% to 15%. However, the
aforementioned thick substrates or multi-layer stacked
CP antennas are inevitably high-profile and costly to
manufacture.

A multi-fed [5–7] or multi-mode resonance [8, 9]
scheme is a common approach for broadband CP antenna
design. The sequentially rotated array antenna in [6]
achieves 3 dB AR bandwidth from 5.15 to 7.9 GHz with
a peak realized gain of 11.3 dBic for the multi-fed CP
antenna. In addition, the proposed three modes resonance
CP proposal actualized by U-slot in [9] obtains 3 dB AR
bandwidth of 21.1% and boresight peak gain of 7.4 dBic.
Despite this, the multi-fed scheme ordinarily needs an
extra feeding network to excite the CP antenna, and the
height of the multi-mode design is inevitably larger than
a fraction of one free-space wavelength at the center of
the working frequency.

To achieve a wide AR bandwidth but with a low pro-
file for a CP antenna, parasitic elements are proposed
and placed around the main radiator for CP radiation
in [10, 11]. However, the peak realized gain of the CP
antenna at the boresight direction is not very high (the
usual value is in the vicinity of 6∼8 dBic).

In recent years, metamaterial (MTM) or metasurface
(MTS) based antennas have been widely researched on
broadening the IBW and decreasing the radiation aper-
ture for linearly polarized metasurface antenna (MSA)
[12, 13] and CP MSA [14, 16] utilization. Characteris-
tic mode analysis (CMA) can bring a physical insight
view to the antenna designer [12, 15, 16] and, with the
guidance of CMA, the wanted CP radiation modes of the
MSA can be selected at the interested frequency band.
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Although the IBW can be enhanced, these CP MSAs
still suffer from some constraints, such as the existence
of the multi-layer stacked circuit structure[17–21], the
overlapped bandwidth of AR and IBW, and the boresight
gain is not satisfactory to some degree[22–25]. Hence,
how to realize a low-profile, broadband, and high-gain
CP antenna is still a challenge.

In this paper, a low-profile broadband high-gain
single-layer CP MSA with 4×4 square MTS elements is
proposed. With the assistance of CMA, the useful modes
of the MSA are chosen for 5G Wi-Fi band utilization,
the coplanar waveguide (CPW) combines a horizontal
aperture, and two counter-clockwise rotated slot struc-
tures are employed to excite the MSA and achieve CP
radiation. The proposed CP MSA obtains -10 dB IBW
from 4.83 GHz to 6.35 GHz, and the 3 dB overlapped AR
bandwidth is 20.1% (from 4.83 GHz to 5.91 GHz). The
measured peak boresight gain of this CP MSA achieves
9.88 dBic and the 3 dB gain bandwidth covers its whole
AR bandwidth, in addition, the profile height is only 0.07
λ0. As verification, a prototype of the proposed CP MSA
is manufactured and tested, and the tested results agree
well with the simulated ones.

II. PROPOSED CP MSA AND CMA
ANALYSIS

A. Geometry of the CP MSA

As depicted in Fig. 1 (a), the configuration of the
proposed CP MSA is printed on the top surface of the
square substrate (F4BM300) with a relative dielectric
constant of 3.0 and a loss tangent of 0.002. The CPW
feeding structure combines a horizontal aperture and two
counter-clockwise rotated slots, which are coated on the
bottom of the slab with a profile height h. MTS is com-
prised of a 4×4 uniformly spaced square MTS elements
array and located on the top side of the substrate as
depicted in Fig. 1 (b). All the square MTS elements are
kept with the same side length wE and the spacing of the
MTS elements in both x- and y-axis directions is gE. It
can be seen from Fig. 1 (c), the horizontal aperture with
a length of lS1 and a width of wS1, which will combine

x

z

y

h

(a)

Fig. 1. Continued.

(b) (c)

Fig. 1. Configurations of the proposed CP MSA. (a) 3D
view of the CP MSA. (b) Top view of the radiation MTS
elements. (c) Bottom view of the CPW feeding structure.
(unit: mm) h = 4.0, lR = 46.0, wR = 46.0, wE = 10.0,
gE = 2.0, wG = 70.0, lG = 70.0, wF = 2.5, wFS = 4.0,
lS1 = 28.7, wS1 = 3.6, lS2 = 16.0, wS2 = 2.0, lSt = 8.0,
wSt = 3.5, θS2 = 26.0◦.

two counter-clockwise rotated slots with a length of lS2
and a width of wS2 as the CP radiation source for the
proposed 4×4 MTS elements.

B. Design process of the CP MSA

In the domain of CP radiation antenna design, the
focal point resides in crafting an electric field or mag-
netic field with the same amplitude but a phase differ-
ence of 90◦ within the interested frequency band. Herein,
the CMA is employed to select the wanted modes of the
MSA for 5G Wi-Fi band utilization in this paper. It’s
worth mentioning that the CPW feeding structure and the
coupling slots are removed from the ground plane of the
4×4 MTS elements during the process of CMA. Further-
more, the size of the ground plane is set to infinity and
the PEC boundary conditions are imposed on the MTS
elements and ground plane respectively.

The characteristic modes of the proposed MSA are
analyzed by CST microwave studio ranging from 4 GHz
to 7 GHz. The first five modes and their related modal
significance (MS), modal surface current distributions,
and the 3D radiation patterns are presented in Fig. 2.
Regarding the MS, a value of 1 indicates an effective
resonance, while a value of 0 signifies the absence of
resonance excitation. It can be observed from the MS for
Mode 1 and Mode 2 in Fig. 2, that a complete coinci-
dence occurs in the whole frequency band. Meanwhile,
the modal currents of J01 for Mode 1 are orthogonal to
J02 for Mode 2, which are consistent with our common
sense due to the excellent symmetry on physical scale of
the proposed MTS elements. The even current distribu-
tion in the diagonal direction on each MTS surface for
J01 and J02 will cause a high directivity with 11.6 dBi at
6 GHz.
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J J J JJ

Fig. 2. Modal significance, modal current, and radiation
patterns of the first five modes for the 4 × 4 square MTS
antennas.

With respect to the last three modal currents J03,
J04, and J05, the currents on their corresponding MTS
elements are presented as the centrally symmetric but
out-of-phase distribution. As a consequence, the radia-
tion nulls will be found in the boresight direction for the
associated modal currents J03, J04, and J05. For this rea-
son, modal currents J01 and J02 are the targeted modes
for boresight radiation in the frequency band of 5G Wi-
Fi. Figure 2 also illustrates the changing tendency of MS
for the first two modes (modes 1 and 2) from 4.0 GHz to
7.0 GHz. It’s found that the resonance frequency of the
MSA, when MS1 and MS2 are both equal to 1, decreases
with the increase in the size of the MTS elements. When
wE equals to 10.0 mm, the MS1 and MS2 are both larger
than 0.707, ranging from 5 GHz to 6.6 GHz, therefore
an optimal -10 dB IBW of the MSA for 5G Wi-Fi can
be obtained [12, 15]. Although these two modes can
be excited simultaneously at +45◦ and −45◦ , respec-
tively, the resulting radiation pattern remains linearly
polarized due to the lack of a phase difference between
the modes.

To achieve a broadband CP radiation antenna dur-
ing the interested frequency band, the CP radiation feed
structure with a phase difference can be adopted to excite
the two mutually orthogonal modes (Mode 1 and Mode
2). As shown in Fig. 1 (c), the horizontal aperture com-
bines two counter-clockwise rotated slots and is consid-
ered as a CP radiation source for the proposed MTS ele-
ments. For the aims of further reducing the profile height
and the number of dielectric layers of the MSA, the CPW
feeding structure is employed to excite the CP radiation
slots for the proposed 4×4 square MTS elements.

As shown in Fig. 3, the folded dipole antenna is
used to explain the generating mechanism of phase dif-

J

J

S

Fig. 3. Simulated reflection coefficient S11 and AR for
the folded dipole antenna.

ference of the CP radiation source. The simulated reflec-
tion coefficient S11 of it has two resonance modes. The
surface current of Mode 1 of JM1 at 2.7 GHz character-
izes the traditional dipole antenna and propagates along
with the dipole antenna from one end to another, there-
fore a linear polarization wave with a high AR value of
39 occurs at 2.7 GHz. However, when the antenna works
at Mode 2 of JM2 (higher-order mode) at 6.5 GHz, the
direction of the current distribution of two rotated arms
is opposite to the direction of Mode 1 of JM1. Due to
this, the phase difference can be obtained, therefore the
corresponding AR value at 6.5 GHz declines obviously
to 10 dB.

According to the mirror equivalent principle in the
electromagnetic field, a coupling slot antenna with a
phase difference can be simultaneously obtained from
the folded dipole antenna as given in Fig. 4 (a) of the cou-
pling slot antenna. Instead of an ideal lumped port for the
slot antenna, the CPW transmission line with a matching
stub is employed to excite the slot. So the electromag-
netic waves from the feeding port will propagate along
with the 50-ohm feeding line and then reach the proposed
CP radiation slots with a phase difference to simultane-
ously excite the selected 4×4 square MTS elements. As
shown in Fig. 4 (b), the simulated CP radiation slot with
a -6 dB IBW covers from 5.0 GHz to 5.8 GHz. Further-
more, the radiation pattern for the CP source is radia-
tion towards +z direction and the AR declines simulta-
neously, which means this CP radiation slot could be uti-
lized to excite the proposed 4× 4 square MTS elements
in the Wi-Fi band.

To further validate it, Fig. 5 also illustrates the phase
difference between the

−→
Ex and

−→
Ey in the boresight direc-

tion and ratio of
∣∣∣−→Ex

∣∣∣/ ∣∣∣−→Ey

∣∣∣ of the CP radiation source
and CP MSA. Obviously, the phase difference of the CP
radiation slot is located around from 26◦ to 43◦, which
further verifies that a phase difference can be obtained
by the proposed CP radiation slot. In addition, when the
selected 4×4 square MTS elements are loaded upon the
radiation slot, the phase difference of the CP MSA is
located around from 78° to 93°. Moreover, the ratio of
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x
y

x
y

(a)

S

(b)

Fig. 4. (a) The equivalent slot of the folded dipole
antenna and the proposed CP radiation source and (b)
Simulated reflection coefficient S11 and AR of them-
selves.

Fig. 5. The phase difference and ratio of
∣∣∣−→Ex

∣∣∣/ ∣∣∣−→Ey

∣∣∣ of the
CP radiation source and CP MSA.

∣∣∣−→Ex

∣∣∣/ ∣∣∣−→Ey

∣∣∣ also nears 1 ranging from 4.8 GHz to 5.8 GHz,
which means a wideband CP antenna is obtained.

C. Parameters analysis

The coupling radiation slots of the proposed CP
MSA serve as a crucial structure for achieving CP radi-
ation. Hence, analyzing its dimensions is essential for
determining both the reflection coefficient S11 and AR.
Figure 6 (a) presents the effects of the counter-clockwise
rotated slot length lS2 on antenna performance. To better
analyze the impacts of the key parameters on the perfor-
mance of the proposed CP MSA, the single factor vari-
able method is adopted. It can be observed that the -10
dB IBW of the CP MSA increases synchronously with
the increase of lS2 ranging from 14 mm to 18 mm. How-
ever, the 3 dB AR bandwidth exhibits a trend of initially
increasing and then decreasing, with the optimal 3 dB
AR bandwidth achieved at a value of 16 mm for lS2.

After that, the rotated angle θS2 between the
counter-clockwise rotated slot and x-axis is studied in
Fig. 6 (b). It is found that the influence of rotation angle

S

l

l

l
l
l

l

(a)

S

(b)

l

l
l

S

l

l
l

(c)

Fig. 6. The effects of the CP radiation structure parame-
ters (a) lS2, (b) θS2, and (c) lSt on the reflection coefficient
S11 and AR of the CP MSA.

on the IBW is relatively minor compared to its depth,
with the value of θS2 increasing the AR bandwidth also
increases and tends to be stable from 16◦ to 26◦. Consid-
ering the depth of -10 dB IBW, the desired rotated angle
with a value of 26◦ for θS2 is selected in this CP MSA.

The impacts of the open matching stub length lSt
of the 50-ohm CPW feeding line are also analyzed in
Fig. 6 (c). The length of lSt significantly affects the
reflection coefficient and AR. The tendency for 3 dB
AR bandwidth of the CP MSA shows decreases with
the increase of lSt. Considering the IBW will mismatch
when lSt equals 6 mm and 10 mm, respectively. The
selected value for lSt is 8 mm. The dimension parame-
ters for the CP radiation slots are given in the caption of
Fig. 1.

III. EXPERIMENTAL VERIFICATION

In order to validate the proposed CP MSA, a proto-
type of it is fabricated and tested. As shown in Fig. 7 (a)
the Rohde & Schwarz ZND vector network analyzer
is employed to test the reflection coefficient S11. As
depicted in Fig. 8, the measured -10 dB IBW spans
from 4.83 GHz to 6.35 GHz, with a fractional band-
width of 27.2%, demonstrating excellent agreement with
the simulated results. The far-field radiation performance
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(a) (b)

Fig. 7. Photographs of the proposed CP MSA under test-
ing: (a) reflection coefficient S11 and (b) far-field radia-
tion performance.

Fig. 8. The simulated and measured reflection coefficient
S11 of the proposed CP MSA.

including the radiation pattern, AR bandwidth, and the
boresight gain of the proposed CP MSA is tested in the
microwave anechoic chamber as presented in Fig. 7 (b).
It can be observed from Fig. 9, that the measured 3
dB AR bandwidth ranges from 4.53 GHz to 5.91 GHz,
and the overlapped fractional bandwidth achieves 20.6%
(from 4.83 GHz to 5.91 GHz) which is better than the
simulated one. Furthermore, the measured peak bore-
sight gain at 5.2 GHz is 9.88 dBic, and the average
boresight gain during the whole overlapped bandwidth
obtains 8.94 dBic which shows excellent far-field radia-
tion performance.

With respect to Fig. 10, which shows the normal-
ized far-field radiation pattern in the xoz plane and yoz
plane at 5 GHz and 5.8 GHz respectively. The measured
right-handed (RH) CP (co-polarized) radiation patterns
of the proposed CP MSA at both frequencies present
good consistency with the simulated ones. The measured
left-handed (LH) CP (cross-polarized) radiation patterns
show a slight difference from the simulated ones, which
may be attributed to the effects of the test environment.
However, the levels of the LHCP at the boresight direc-
tion are all less than -20 dB, showing the perfect working
performance of the proposed CP MSA again.

Fig. 9. The simulated and measured AR and gain at bore-
sight direction of the proposed CP MSA.

(a) (b)

(c) (d)

Fig. 10. The simulated and measured normalized radia-
tion patterns for (a) xoz plane at 5.0 GHz, (b) yoz plane
at 5.0 GHz, (c) xoz plane at 5.8 GHz, and (d) yoz plane
at 5.8 GHz.

A performance comparison with the related works
published in recent years is listed in Table 1. The pri-
mary contribution of the antenna in [17] is a low antenna
aperture size, but the profile height reaches 0.19 λ0 and
the peak gain of the antenna is only 5.76 dBic. The mer-
its of the antenna in [18, 20, 22] attribute to the low-
profile height, however, the double-layer plate structure
makes its manufacturing process more complicated. In
[21], a larger AR bandwidth is obtained, but the double-
layer structure and the peak gain of 7 dBic of the antenna
is still not very good. In [23] and [25], the superiority
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Table 1: Performance comparison with related works in
recent years

Ref.

Antenna

Aperture

(λ 2
0 )

Thickness

(λ0)

Over-

Lapped

AR

Bandwidth

Peak

Gain

(dBic)

Layer

[17] 0.37×0.37 0.19 15.9% 5.76 2
[18] 0.75×0.73 0.09 20.0% ∼ 8 2
[20] 0.62×0.50 0.07 16.5% 5.8 2
[21] 0.71×0.71 0.04 31.3% 7.01 2
[22] 0.74×0.74 0.04 14.5% 7 2
[23] 0.64×0.64 0.04 12.8% 6.9 1
[25] 0.71×0.72 0.06 16.6% 8 1
This
work 0.82×0.82 0.07 20.1% 9.88 1

where λ0 represents the free-space wavelength at the
center frequency in the 3 dB overlapped AR operating
bandwidth.

of it is the single-layer and low-profile design, but the
overlapped 3 dB AR bandwidth and the peak gain of
the antenna are not very satisfactory. With respect to the
proposed CP MSA in this paper, the peak boresight gain
achieves 9.88 dBic, and the overlapped 3 dB AR band-
width is 20.1%. The 3 dB gain bandwidth covers the
whole overlapped 3 dB AR bandwidth while maintain-
ing the low-profile and single-layer design.

IV. CONCLUSION

In this paper, a low-profile, broadband, single-layer,
and high-gain CP MSA is proposed. With the assistance
of CMA, the useful modes J01 and J02 are selected for 5G
Wi-Fi band utilization. To achieve the RHCP radiation
of the MSA, the horizontal aperture combines two slots
rotated in a counter-clockwise direction to excite the MS
structure. The prototype of the CP MSA is fabricated
and measured. The tested results correlate well with the
simulated ones. The peak boresight gain of 9.88 dBic is
obtained at 5.2 GHz, and the -10 dB IBW achieves from
4.83 GHz to 6.35 GHz, moreover, the 3 dB gain band-
width covers its whole 3 dB overlapped AR bandwidth
(20.1%, from 4.83 GHz to 5.91 GHz) and the average
gain at the boresight direction can reach 8.94 dBic. The
profile of the prototype of this CP MSA is only 0.07 λ0,
and the single-layer structure design makes the proposed
CP MSA more promising in practical application.
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Abstract – This article proposes a G-PILE (General-
ized Propagation Inside Layer Expansion) algorithm
for solving the composite electromagnetic scattering of
large-scale dielectric rough surfaces and buried dielec-
tric targets. Firstly, the EFIE (Electric Field Integral
Equation) is established, and the traditional PILE algo-
rithm is improved to extend its application to studying
the composite scattering characteristics of targets under
rough surfaces. In the iterative process, the BMIA/CAG
(Banded Matrix Iterative Approach Canonical Grid) is
introduced to solve the electromagnetic scattering of the
rough surface itself, ultimately reducing the complexity
of the algorithm to O(N logN) and achieving accelera-
tion. Meanwhile, a conical incident wave is introduced
to reduce the error caused by rough surface truncation.
To verify the accuracy of G-PILE, the scattering charac-
teristics of a dielectric cylinder buried under a dielectric
rough surface are calculated and compared with existing
algorithms. The effectiveness of G-PILE is demonstrated
in several aspects. Results show that the algorithm gets
excellent performance in accuracy and computation effi-
ciency. Finally, the composite electromagnetic scatter-
ing depending on different target parameters is studied.
These results are of great significance for understanding
and predicting the interaction between rough ground and
targets as well as the changes in scattering coefficients.

Index Terms – Dielectric, electromagnetics, generalized
propagation inside layer expansion, rough surface, scat-
tering coefficient, target.

I. INTRODUCTION

The study of the composite electromagnetic scatter-
ing characteristics [1–7] of targets in a rough sea surface
background is of great significance in both civilian and
defense applications. Numerical algorithms [8–12] can
more accurately simulate and predict the scattering char-
acteristics of rough surfaces and objects. This accuracy
is important for practical applications, as it enables us
to better understand defensing and tackling real-world

problems. For example, in military applications, precise
scattering models can help us more accurately locate and
track targets; in archaeological applications, precise scat-
tering models facilitate more accurate detection and anal-
ysis of underground sites.

In addition to the study of the composite electro-
magnetic scattering characteristics of targets, the study
of the composite scattering characteristics of buried tar-
gets is also of great significance [13–19]. For example, in
defense, the detection of land mines and hidden targets
underground is helpful for strategic decision making. In
the archaeology field, the detection of underground sites
can reveal the development and remains of historical civ-
ilizations. These applications require in-depth research
on rough surfaces and targets.

Ishimaru et al. [20] proposed analytical methods for
calculating the microrough surface of rough surfaces and
the underlying targets. However, the application of ana-
lytical methods is limited by the parameters of the rough
surface, their application range is relatively narrow, and
calculation accuracy is often not high [21–28]. In con-
trast, numerical algorithms have greater flexibility and
higher accuracy. Numerical algorithms can handle var-
ious composite rough surface and target models, which
can be simulated and verified by computers.

Many scholars have conducted in-depth research
on the electromagnetic scattering characteristics of the
rough surface and the target. Sami et al. [8] studied the
3D scattering problem of PEC targets buried beneath
rough dielectric surfaces. An efficient PILE-ACA (alge-
braic adaptive cross approximation) algorithm was pro-
posed, and the mixed KA (Kirchhoff approximation)-
EFIE formulation was used to extend the solution
method of electromagnetic inverse problems, enabling
effective simulation and analysis of 3D scattering prob-
lems. Mahariq et al. [9] investigated application of the
PML (Perfectly Matched Layer) method in the context of
SEM (spectral element method) in two-dimensional (2D)
frequency domain scattering problems. By using the free
space Green’s function as the building block of the scat-
tering field, this method was extended to the analysis
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of SEM accuracy in large-scale object scattering. The
results indicated that SEM can achieve high accuracy
and demonstrated the successful applicability of PML
in electromagnetic scattering problems. On the basis of
maintaining the same measurement error, [10] compared
SEM, FDM (finite difference method), and FEM (finite
element method), mainly by studying the accuracy in
1D and 2D boundary value problems and demonstrat-
ing the high accuracy of SEM [23]. Kizilay and Yucedag
[11] studied the TM wave scattering problem of con-
ducting targets buried in a two-layered lossy medium,
while [12] studied the scattering problem of targets in 3D
littoral and surf-zone environments with multi-layered
elastic sediments. The authors used an interior transmis-
sion formulation to more accurately describe the prop-
agation of waves between the sediment and the target.
They proposed a new numerical method that combined
the finite element and finite difference methods to better
handle complex boundary conditions and multi-layered
structures. Additionally, the authors considered the elas-
tic properties of the sediment to more accurately simulate
wave propagation and scattering in the sediment.

In order to improve the speed of obtaining the elec-
tromagnetic scattering characteristics of a buried target
under a randomly rough surface with large electrical
dimensions, this paper proposes a G-PILE accelera-
tion algorithm. The traditional PILE algorithm is a fast
numerical algorithm for calculating the scattering of lay-
ered rough surfaces. This paper generalizes the standard
PILE algorithm to be applicable to studying the compos-
ite scattering characteristics of targets below rough sur-
faces (G-PILE). To enable the algorithm to be applicable
to large rough surfaces, the BMIA/CAG (Banded Matrix
Iterative Approach Canonical Grid) algorithm is adopted
to accelerate the algorithm. The acceleration algorithm
solves the unknown variable o(N logN). Based on this
algorithm, this paper also studies the interaction between
the target and the rough surface, then analyzes the char-
acteristics of the rough surface and the target.

II. ELECTROMAGNETIC SCATTERING
MODEL

A. Electric Field Integral Equation (EFIE)

A schematic diagram of the target and rough surface
is shown in Fig. 1, where the rough surface is denoted
Sr. Above the rough surface is free space with permit-
tivity and permeability denoted by ε0 and μ0, respec-
tively. It has a medium space with permittivity and per-
meability denoted by ε1 and μ1, respectively. The tar-
get is buried below the rough surface, with its surface
contour denoted by So and a depth of D. The target
has permittivity and permeability denoted by ε2 and μ2,
respectively. Throughout the region, the incident field is
denoted by ψ inc(r). The total fields in the free space,

medium space, and target are denoted by ψ0(r), ψ1(r),
and ψ2(r), respectively, which can be collectively repre-
sented by ψi(r), with subscript i representing different
spaces.

inc

0 0( , )

1 1( , )

ik sk

0

1

z

x

D

i

s

2

rS

oS

o0

Fig. 1. Schematic of rough surface (Sr) and target (So).

When spot r approaches the rough surface and the
target surface, the following boundary integral equations
and boundary conditions apply.

(r ∈ Sr)

for
P =−( outfre −0.5005)∗39.9295753−1.119039
1
2

ψ0(r) = ψinc (r)

+
∫

Sr

[
ψ0
(
r′
) ∂G0 (r,r′)

∂n
−G0

(
r,r′
) ∂ψ0 (r′)

∂n′

]
ds′ (1)

1
2

ψ1(r) =−
∫

Sr

[
ψ1
(
r′
) ∂G1 (r,r′)

∂n′ −G1
(
r,r′
) ∂ψ1 (r′)

∂n′

]
ds′

+
∫

So

[
ψ1
(
r′
) ∂G1 (r,r′)

∂n′ −G1
(
r,r′
) ∂ψ1 (r′)

∂n′

]
ds′ (2)

ψ0(r)|r∈Sr
= ψ1(r)|r∈Sr

, (3)
∂ψ0(r)

∂n

∣∣∣∣
r∈Sr

=
1
ρr

∂ψ1(r)
∂n

∣∣∣∣
r∈Sr

. (4)

For (r ∈ So):
1
2

ψ1(r) =−
∫

Sr
[ψ1(r′)

∂G1(r,r′)
∂n′ −G1(r,r′)

∂ψ1(r′)
∂ r′

]ds′

+
∫

So

[ψ1(r′)
∂G1(r,r′)

∂ r′
−G1(r,r′)

∂ψ1(r′)
∂ r′

]ds′, (5)

1
2

ψ2(r) =−
∫

Sr
[ψ2(r′)

∂G2(r,r′)
∂n′ −G2(r,r′)

∂ψ2(r′)
∂n′ ]ds′,

(6)

ψ1(r)|r∈So
= ψ2(r)|r∈So

, (7)

∂ψ1(r)
∂n

∣∣∣∣
r∈S0

=
1
ρo

∂ψ2(r)
∂n

∣∣∣∣
r∈S0

, (8)
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where ρr = μ1/μ0, ρo = μ2/μ1 for TE incident wave,
and ρr = ε1/ε0, ρo = ε2/ε1 for TM incident wave.
G0,1,2(r,r′) represents the Green function of each space,
which can be expressed as:

G0,1,2(r,r′) =
i
4

H(1)
0 (k0,1,2

∣∣r− r′
∣∣), (9)

∂G0,1,2(r,r′)
∂n

=
ik0,1,2

4
n̂ · r− r′

|r− r′|H
(1)
1 (k0,1,2

∣∣r− r′
∣∣).
(10)

B. G-PILE (Generalized Propagation Inside Layer
Expansion) algorithm

Using the method of moments based on pulse basis
functions, we can discretize the boundary integral equa-
tion into the following matrix equation:

ZI = V. (11)
In this equation, Z is the impedance matrix, I is the

unknown vector to be solved, and V is the excitation vec-
tor. The matrix equation can be further expressed as:

Z ·
[

Ir
Io

]
=

[
Vr
Vo

]
, (12)

where the excitation vector V =

[
Vr
Vo

]
contains two

main components. The first is the rough surface exci-
tation vector Vr, which has an expression of VT

r =
[ψinc(r1) . . .ψinc(rN),0 . . .0](It is represented here as a
transposed matrix.) The second is the target excitation
vector Vo, which has a value of 0 because the target is
not directly illuminated by the incident wave.

Similarly, the unknown vector I =
[

Ir
Io

]
consists of

two parts: the unknown vector Ir of the rough surface
and the unknown vector Io of the target. These two parts
can be represented as a transposed matrix

IT
r =

[
ψr(r1) . . .ψr(rN)

∂ψr(r1)

∂n
. . .

∂ψr(rN)

∂n

]
, (13)

IT
o =

[
ψo(r1) . . .ψo(rM)

∂ψo(r1)

∂n
. . .

∂ψo(rM)

∂n

]
. (14)

The unknown variables to be solved are ψr,
∂ψr
∂n , ψo,

and ∂ψo
∂n , and can be obtained by the following matrix

equation: [
Ir
Io

]
= Z−1 ·

[
Vr
Vo

]
= Z−1 ·

[
Vr
0

]
. (15)

The key to solving this equation lies in the appro-
priate treatment of the impedance matrix Z. Accord-
ing to [29], Z can be divided into four parts, namely
Zr, Zo, Zo→r, and Zr→o. Specifically, Zr represents the
impedance matrix of the rough surface, which reflects the
characteristics of the rough surface. Zo is the impedance
matrix of the target, representing the characteristics of
the target. Zo→r and Zr→o represent the impedance
matrix of the interaction between the rough surface and
the target, which reflects the interaction between the two.

These four parts taken together constitute the impedance
matrix Z. They satisfy the following relationship:

Z =

[
Zr Zo→r

Zr→o Zo

]
, (16)

Z−1 =

[
A B
C D

]
, (17)

A = (Zr −Zo→r(Zo)−1Zr→o)−1

B =−(Zr −Zo→r(Zo)−1Zr→o)−1Zo→r(Zo)−1

C =−(Zo)−1Zr→o(Zr −Zo→r(Zo)−1Zr→o)−1

D = (Zo)−1 +(Zo)−1Zr→o(Zr −Zo→r(Zo)−1Zr→o)−1

Zo→r(Zo)−1. (18)
Combining (15-18),we get:[
Ir
Io

]
=

[
Zr Zo→r

Zr→o Zo

]−1

·
[

Vr
0

]
=

[
A ·Vr
C ·Vr

]
, (19)

where:
Ir = (Zr −Zo→r(Zo)−1Zr→o)−1Vr

= (E− (Zr)−1Zo→r(Zo)−1Zr→o)−1(Zr)−1Vr, (20)

Io =−(Zo)−1Zr→o(Zr −Zo→r(Zo)−1Zr→o)−1Vr

=−(Zo)−1Zr→o(E− (Zr)−1Zo→r(Zo)−1Zr→o)−1(Zr)−1Vr

=−(Zo)−1Zr→o · Ir. (21)
I is the identity matrix. If the characteristic matrix Mc =
(Zr)−1Zo→r(Zo)−1Zr→o is defined then, according to the
above formulas, the following statement holds:

(I− (Zr)−1Zo→r(Zo)−1Zr→o)−1 =
n=∞

∑
n=0

Mn
c . (22)

This equation will be difficult to calculate without
truncating the order n of the matrix. Therefore, we define
a truncation order Tr, and the truncated unknown vector
can be expressed as:

Ir =

[
n=Tr

∑
n=0

Mn
c

]
(Zr)−1Vr, (23)

Io =−
[

n=Tr

∑
n=0

Mn
c

]
(Zo)−1Zr→o(Zr)−1Vr. (24)

The number of sampling points for rough surfaces
is usually much larger than that for targets, where
the increase in unknown quantities makes the calcula-
tion more difficult. Therefore, the key to solving the
above process lies in finding the inverse of matrix
(Zr)−1(whose computational complexity is O(N3)). To
solve this problem, we construct a matrix equation
ZrN = M, which transforms the solution of (Zr)−1M
into the solution of N. In this matrix equation, Zr is
the impedance matrix of the rough surface itself, so the
solution process of this matrix is equivalent to the solu-
tion problem of the dielectric rough surface. We use
the BMIA/CAG algorithm as an acceleration algorithm
to calculate this matrix, which has low computational
complexity, simple relative principles, and is easy to
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implement. By employing this method, we can effec-
tively accelerate the calculation of dielectric rough sur-
faces.

The details of BMIA/CAG can be found in [30],
which mainly introduces the basic principles and main
ideas for accelerated computation. During the iterative
solution of ZrN = M, the repeated calculations of ZrN
consume a large amount of computer memory and have
low computational efficiency. Therefore, it is essential to
take adequate measures to deal with and accelerate it.
The advantages of BMIA/CAG are reflected in this pro-
cessing and acceleration.

Firstly, we define the strong-weak correlation dis-
tance Rd and partition Zr into a strongly correlated
impedance matrix Zr

s(banded matrix) and a weakly cor-
related impedance matrix Zr

w(the remaining part outside
the strongly correlated impedance matrix). In this way,
the original impedance matrix equation can be trans-
formed into:

Zr
sN+Zr

wN = M. (25)
In practical calculations, due to the small value

of Rd , we can directly calculate the strongly corre-
lated impedance matrix using the method of moments.
For the weakly correlated impedance matrix, due to its
high computational cost, we cannot directly calculate it.
Therefore, we adopt the CAG method to deal with it,
which is to expand the weak matrix in the x-direction
using the Taylor series, then represent the multiplication
of the weak matrix and column vector as the multiplica-
tion of several terms of Toeplitz matrix and column vec-
tor. Next, we use FFT to calculate the matrix vector prod-
uct. The final computational complexity is o(N logN).
Only Zr

s needs to be solved, greatly reducing the com-
puter memory requirements.

In order to apply numerical algorithms, the calcu-
lated region of the rough surface is limited to a certain
range. For 2D scattering problems, in order to limit the
rough surface to L, it is artificially stipulated that the sur-
face current is zero when |x|> L

/
2. At this point, the sur-

face current will have a sudden change at x = ±L
/

2. If
a plane wave is used, then artificial reflections will occur
at the two ends. To avoid the error caused by truncation
[31], we choose the incident wave to be a conical wave.
The widely used Thorsos conical wave can well satisfy
the Helmholtz wave equation. Its expression is:

ψinc (r) = exp [ jki (1+ω (r))] · exp

[
− (x+ z tanθi)

2

g2

]
,

(26)

ki = k (x̂sinθi − ẑcosθi) , (27)

ω (r) =
[
2(x+ z tanθi)

2 /g2 −1
]/

(kgcosθi)
2 ,

(28)
where g represents the width of the cone, which deter-

mines the range of incident wave width and rough sur-
face length. The value of rough surface length is directly
related to the efficiency and accuracy of numerical cal-
culation. A larger rough surface value can better reflect
the average scattering characteristics of the rough sur-
face, thereby improving the accuracy of numerical cal-
culation. However, this also requires more storage space
and calculation time. Therefore, in choosing g, we need
to balance the accuracy of the calculation results and the
calculation efficiency. Usually, the value range of g can
be determined by:

g ≥ 6

(cosθi)
1.5 . (29)

Following the above calculation steps, we can obtain
specific values of the scattering field and scattering coef-
ficient [29]:

ψs(r) =
ieik0r

4
√

r

√
2

πk0
e−i π

4

·
∫

Sr

[
−i(n̂ · ks)ψr(x)− ∂ψr(x)

∂n

]
e−iks·rds, (30)

σ(θs) =
|ψs(r)|2

g
√

2/π cosθi[1− 1+2tan2 θi
2k2g2 cos2 θi

]
. (31)

Through the detailed description of this process, we
can better understand and more accurately describe the
scattering phenomenon. In order to ensure the accuracy
and rigor of this paper, we will analyze these results in
detail in subsequent sections and explore their possible
applications and implications.

III. ALGORITHM VALIDITY
VERIFICATION

A. Verification of rough surface field results

Firstly, the effectiveness of the algorithm for cal-
culating the total field of a rough surface was studied.
The scattering field ψs(r) of the rough surface at dif-
ferent truncation orders Tr was calculated and presented
in Fig. 2, as shown by the black and blue lines. The
red line represents the results of strict application of the
LU decomposition method under the same conditions,
which is stable, and is used to verify the algorithm in
this article. The relevant parameters are: rough surface
length L = 50λ , number of unknowns N=500, root mean
square height h = 0.2λ , correlation length l = 1.0λ ,
lower medium relative permittivity ε1 = 2.0+ 0.2i. The
buried target is a cylinder, which is horizontally placed
below the rough surface with depth D = 1.0λ , radius
R = 0.5λ , and number of unknowns N=50. The relative
dielectric constant is ε2 = 10.0+0.0i. The incident angle
is θinc = 30◦, and the beam width is g = L/

6.
From Figs. 2 (a) and (c), we can clearly see that,

overall, the computational results of the G-PILE algo-
rithm proposed in this paper are largely consistent with
those of the LU decomposition method. This consistency
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(a)

(b)

(c)

(d)

Fig. 2. Verification of rough surface field results. (a) TM
incident wave, (b) enlarged view of the area within (-4,6)
of (a), (c) TE incident wave, and (d) enlarged view of the
area within (-5,7) of (c).

brings credibility to our algorithm and confirms its prac-
ticality and effectiveness.

However, we also noticed that the size of the trunca-
tion order Tr had a certain impact on the accuracy of the
results of the two methods. When Tr is 0, some fluctua-
tions occur within a distance of ±5 from the center of the
rough surface. In order to further explore and study these
fluctuations, we zoomed in on this region, as shown in
Figs. 2 (b) and (d).

Through observation and comparison, we found that
when TM waves are incident, the maximum difference
between the blue curve (Tr=0) and the red curve (LU ref-
erence curve) is 7.8 dB. Except for some fluctuations in

the range (-2,4), the calculation results in other regions
are in good agreement. This indicates that the G-PILE
algorithm has high accuracy and reliability in handling
such problems.

When TE waves are incident, the maximum differ-
ence is 22.3 dB. The calculated results in all regions
except for the (-2.7,2) region also exhibit good agree-
ment. These results indicate that our algorithm can main-
tain high accuracy and stability in processing different
polarized wave incidences.

B. Verification of the results of bistatic-scattering
coefficients

In addition, we studied the bistatic-scattering coeffi-
cients of buried targets under rough ground conditions
using the algorithm presented in this paper by under-
standing TE and TM polarization incident waves. The
results are shown in Fig. 3.

TM

Scattering Angle

 LU
 Tr=0
 Tr=1
 Tr=2

(a)

TE

 LU
 P=0
 P=1
 P=2 

Scattering Angle

(b)

Fig. 3. Verification of bistatic-scattering coefficients. (a)
TM incident wave and (b) TE incident wave.

These research results provide valuable information
about the performance and applicability of the algorithm
in practical problems. By observing Fig. 3, we can see
that, regardless of whether the incident wave is TE or
TM, the G-PILE algorithm presented in this paper can
provide consistent computational results with the ref-
erence results. This further validates the accuracy and
effectiveness of the algorithm.

At the same time, we also noticed that the accuracy
of the computational results gradually increases as the
truncation order Tr increases. This may be due to the fact
that as Tr increases, the computational results include
more components of the interaction between the target
and the rough surface, thus more accurately describing
the physical process. These results indicate that our algo-
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rithm has good robustness and scalability in dealing with
complex problems.

In summary, the G-PILE algorithm presented in this
paper exhibits good performance and accuracy in deal-
ing with rough surface scattering problems. By choosing
a reasonable truncation order Tr, we can further improve
the accuracy and stability of the algorithm. These find-
ings have important guiding significance for us to better
understand and solve complex scattering problems.

C. Convergence characteristics

In sections III.A and B, it was found that differ-
ent choices of truncation order significantly impact the
final accuracy. Especially when Tr vanishes, it can be
observed that the final value fluctuates within a small
range, indicating poor convergence. This may be due to
insufficient consideration of target-rough surface inter-
action when Tr is 0, resulting in a certain degree of
accuracy loss. However, from the curves, we can see
that when the truncation order is equal to 2, the final
value basically converges to the reference value of LU.
These curves exhibit the convergence trend and accuracy
performance of the algorithm under different truncation
orders.

To enhance the rigor of algorithm verification,
section C specifically investigated the minimum trun-
cation order required to achieve convergence accuracy
with different rough surfaces and target parameters.
This research has important practical value because, in
real-world applications, we need to choose appropriate
truncation orders for different rough surface and target
parameter combinations to ensure the convergence accu-
racy of the algorithm.

Firstly, we explored the minimum truncation order
(Tr) for achieving convergence accuracy under differ-
ent target parameters. In this study, we set the buried
depth of the target to 1λ , 2λ , and 3λ , and the target

Fig. 4. The influence of target parameters on Tr.

radius to 0.1λ , 0.3λ , and 0.5λ , resulting in nine differ-
ent combinations. By calculating the results under these
combinations, we obtained Fig. 4. As shown in Fig. 4,
with the increase of D and the decrease of R, interaction
gradually decreases. This is mainly due to the decrease
of target-rough surface interaction as the buried depth
increases and the target radius decreases. Conversely, as
D decreases and R increases, the target-rough surface
interaction enhances, resulting in an increase of Tr. This
phenomenon is consistent with our expectations because
when the buried depth of the target increases, the sig-
nal propagation through the rough surface will be subject
to greater attenuation and scattering. Therefore, a larger
truncation order is required to accurately simulate this
propagation process and achieve convergence accuracy.

In addition, we noticed that the minimum trunca-
tion order required to reach the convergence accuracy
is different under different rough surface conditions. To
further explore this phenomenon, we conducted experi-
ments for different rough surface models and recorded
the minimum truncation order required to reach conver-
gence accuracy, as shown in Fig. 5. Among them, permit-
tivity was taken as 2.0+0.01i, 5.0+0.10i, 10.0+1.00i,
and root mean square height was taken as 0.1λ , 0.3λ ,
0.5λ . By comparing the experimental results, we found
that changing the roughness of the rough surface did not
change Tr; while increasing the permittivity, Tr gradu-
ally decreased. This is mainly because with the increase
of permittivity, the reflection of the incident wave by
the medium is enhanced, and the transmission is weak-
ened, resulting in a decrease in the interaction between
the rough ground and the target.

In summary, in this investigation, we found that the
selection of Tr is closely related to the final accuracy,
and the target radius, burial depth, and permittivity have

Fig. 5. The influence of rough surface parameters on Tr.
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important effects on Tr. Therefore, in practical applica-
tions, it is necessary to choose an appropriate Tr based
on target parameters and specific rough surface condi-
tions to ensure that the convergence accuracy of the algo-
rithm can meet the actual requirements. This finding has
important significance for future research.

To further delve into the performance characteris-
tics of the algorithm, a detailed study was conducted
on memory and time consumption for calculating rough
surfaces across different scales, with the relevant data
summarized in Table 1. Upon thorough analysis, it
was revealed that the algorithm exhibited outstanding
computational performance, effectively demonstrating
its efficiency and stability.

Table 1: Memory consumption and time of computations
L = 100λ L = 160λ L = 220λ

Memory (MB) 206 309 432
Time (sec) 978 2226 2940

IV. NUMERICAL RESULTS AND ANALYSIS

Section IV reports the interaction between the target
and the rough surface based on the G-PILE algorithm
and analyzes the results, which are presented in Figs. 6
and 7.

According to Fig. 6, we can clearly see that the scat-
tering coefficient of cylindrical targets exhibits a signif-
icant trend as the target radius changes. When the target
radius increases, the scattering coefficient at all angles,
except for the specular reflection direction, increases sig-
nificantly. In the case of TE wave incidence, the scatter-
ing coefficient increases significantly in the range of -90◦
to 0◦. This indicates that as the target radius increases,
the interaction between rough ground and the target
gradually increases, resulting in a significant increase in
the scattering coefficient. Especially in the case of TM
wave incidence, the scattering coefficient at all angles
except for the region of 0◦ to 30◦ shows a signifi-
cant increase. This further indicates that the interaction
between rough ground and the target increases with the
increase of target radius, and this change is more signifi-
cant in the case of TM wave incidence.

In addition, Fig. 7 shows the trend of the scatter-
ing coefficient as a function of the target burial depth.
When the target burial depth changes, the interaction
between the target and the rough ground weakens, result-
ing in a decrease in the scattering coefficient. When TE
waves are incident, the change in the scattering coeffi-
cient is relatively smooth. However, when TM waves are
incident, the change in the scattering coefficient appears
more significant. This indicates that the change in the tar-
get burial depth has a significant impact on the scattering
coefficient, especially when TM waves are incident.

TE

Scattering Angle

 
 a = 0.1
 a = 0.5

 
(a)

Scattering Angle

TM

 
 R = 0.1
 R = 0.5

(b)

Fig. 6. The influence of radius on scattering coefficient.
(a) TE incident wave and (b) TM incident wave. Black
curve = Rough surface only; Red curve = R=0.1λ ; Blue
curve R=0.5λ .
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 H = 1.0
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TM

Scattering Angle

(b)

Fig. 7. Influence of target depth on scattering coefficient.
(a) TE incident wave and (b) TM incident wave.

From a comprehensive observation of Figs. 6 and 7,
it can be concluded that due to the interaction between
the target and the ground, when there is a target buried
under the ground, its scattering coefficient is higher
than that without a target. As this interaction increases
(e.g., the increase in target radius or the decrease in burial
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depth), this difference becomes increasing more obvious,
and vice versa. These observations indicate that the target
radius and burial depth have a significant impact on the
scattering coefficient. These results are of great signif-
icance for understanding and predicting the interaction
between rough ground and targets, as well as the vari-
ation of scattering coefficients, and provide a reference
for future research.

V. CONCLUSION

This article delves into an innovative algorithm
called G-PILE, which is used to solve the complex elec-
tromagnetic scattering of large-scale dielectric rough sur-
faces and buried dielectric targets. Firstly, we establish
the EFIE and comprehensively optimize and improve the
traditional PILE algorithm. The improved algorithm not
only overcomes the limitations of the traditional algo-
rithm, which is only suitable for solving electromag-
netic scattering problems of layered rough surfaces, but
also extends its application range to studying the com-
posite scattering characteristics of targets under rough
surfaces.

In the iterative solution process, this study intro-
duces the BMIA/CAG method, which greatly reduces the
complexity of the algorithm and significantly improves
the solution efficiency. At the same time, we also intro-
duce a conical incident wave, which further reduces the
error introduced by rough surface truncation.

To verify the accuracy and validity of the G-PILE
algorithm, we calculate the scattering characteristics of
an infinitely long dielectric cylinder buried under a
dielectric rough surface and compare the results with
existing algorithms in detail. The comparison results
show that the G-PILE algorithm exhibits superior perfor-
mance and reliability in key aspects such as the surface
field of rough surfaces, the composite electromagnetic
scattering coefficient of rough surfaces and targets, and
truncation convergence characteristics.

Finally, we investigate the composite electromag-
netic scattering under different target parameters. These
results have important theoretical and practical values
for deepening our understanding and accurately predict-
ing the interaction between rough ground and targets, as
well as the changes in scattering coefficients. In addi-
tion, these results also provide valuable references for
future research in related fields. By studying the influ-
ence of different target parameters on composite electro-
magnetic scattering, we can better understand the inter-
action mechanism between targets and rough surfaces
and provide strong theoretical support for electromag-
netic scattering prediction and control in practical engi-
neering applications.

REFERENCES

[1] Q. K. Wang, C. M. Tong, X. M. Li, Y. J. Wang, Z. L.
Wang, and T. Wang, “Composite electromagnetic
scattering and high-resolution SAR imaging of
multiple targets above rough surface,” Remote
Sensing, vol. 14, no. 12, 2022.

[2] T. Liu, L. Zhang, Z. G. Zeng, and S. J. Wei, “Study
on the composite electromagnetic scattering from
3D conductor multi-objects above the rough sur-
face,”Radioengineering, vol. 30, no. 2, 2021.

[3] C. Y. Ma, Y. H. Wen, and J. B. Zhang, “A
fast, hybrid, time-domain discontinuous Galerkin-
physical optics method for composite electromag-
netic scattering analysis,” Applied Sciences, vol. 11,
no. 6, 2021.

[4] G. X. Zou, C. M. Tong, J. Zhu, H. L. Sun, and P.
Peng, “Study on composite electromagnetic scat-
tering characteristics of low-altitude target above
valley composite rough surface using hybrid SBR-
EEC method,” IEEE Access, vol. 8, 2020.

[5] H. L. Sun, C. M. Tong, and P. Peng, “Improved
hybrid FEM/MOM combining MLFMA for com-
posite electromagnetic scattering,” Electromagnet-
ics, vol. 37, no. 8, 2017.

[6] J. Li, L. X. Guo, and S. R. Chai, “Composite
electromagnetic scattering from an object situated
above rough surface,” Applied Optics, vol. 53, no.
35, 2014.

[7] W. H. Ye, Z. S. Wu, H. Li, X. B. Wang, and J.
J. Zhang, “A study of composite electromagnetic
scattering from a simple target above an oceanic
surface,” in ICMTCE 2011, Institute of Electrical
and Electronics Engineers, Beijing, China, pp. 485-
488, 2011.

[8] B. Sami, B. Christophe, and K. Gildas, “3-D scat-
tering from a PEC target buried beneath a dielec-
tric rough surface: An efficient PILE-ACA algo-
rithm for solving a hybrid KA-EFIE formulation,”
IEEE Transactions on Antennas and Propagation,
vol. 63, no. 11, 2015.

[9] I. Mahariq, M. Kuzuoğlu, and I. H. Tarman, “On
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Abstract – Forward-looking synthetic aperture radar
(SAR) systems often suffer from low resolution and
blurred imaging in the azimuthal direction due to the
limited variation in Doppler frequency. To address this
issue, this paper proposes a novel forward-looking SAR
imaging technique leveraging vortex electromagnetic
waves and orbital angular momentum (OAM) modu-
lation. The core innovation lies in introducing a new
azimuthal Doppler frequency component by establish-
ing a linear relationship between the OAM mode number
and slow-time, significantly enhancing azimuthal reso-
lution.The method employs a transceiver system com-
prising a uniform circular array for transmission, with
a single antenna at the center of the array for reception.
Additionally, the traditional Range-Doppler (RD) algo-
rithm is optimized to suppress motion-induced azimuthal
Doppler interference and isolate mode-induced Doppler
effects. Simulation results demonstrate that the proposed
method effectively expands the azimuthal Doppler band-
width, resolving left-right target ambiguity and substan-
tially improving azimuthal imaging quality in forward-
looking SAR systems.

Index Terms – Forward-looking SAR imaging, orbital
angular momentum (OAM), two-dimensional imaging.

I. INTRODUCTION

Forward-looking imaging has recently attracted sig-
nificant attention due to its potential applications in
airborne reconnaissance, fire control, missile guidance,
and aircraft landing under adverse meteorological con-
ditions. However, forward-looking radar systems face
inherent limitations compared to synthetic aperture radar
(SAR), particularly in the ability to synthesize a larger
virtual antenna. The forward-looking radar targets are
located in a sector area in front of the carrier trajectory,
where the radar-target angle is small. This results in a
limited azimuthal Doppler bandwidth due to the small
Doppler frequency variation caused by the radar motion.
Consequently, the Doppler frequency of targets in the
imaging area is highly correlated with both the target

position and angle, leading to increased Doppler com-
plexity and variability. This results in low resolution in
the azimuthal direction, with left- and right-side targets
producing similar Doppler frequencies, causing blurring
in the imaging process [1]. As a result, achieving high
azimuthal resolution in forward-looking radar imaging
remains challenging.

As described in electrodynamics literature, the elec-
tromagnetic(EM) angular momentum can be decom-
posed into two independent parts, namely, spin angular
momentum and OAM. The former is linked with polar-
ization,whereas the latter leads to helical phase front. A
beam carrying OAM usually has helical wavefront and
a doughnut intensity shape , hence called vortex EM
wave.Different OAM eigenmodes are topologically dis-
tinct, and they can span a Hilbert space of denumerably
infinite dimension which has the prospect for improv-
ing the information transfer and acquisition abilities of
the EM wave. Vortex EM wave imaging radar holds the
potential to address the inherent limitations of forward-
looking radar, particularly in enhancing azimuthal res-
olution. The wavefront phase of vortex EM waves
is modulated by orbital angular momentum (OAM),
enabling the generation of numerous orthogonal modes
with unique phase distributions [2]. These characteris-
tics make vortex EM waves advantageous for improv-
ing imaging resolution and efficiency.Previous studies
have explored the application of vortex waves in radar
imaging. For instance, Guo et al. [3] first applied vortex
EM waves to radar imaging in 2013, laying the ground-
work for EM vortex imaging. Subsequent research has
investigated methods for enhancing azimuthal resolu-
tion [4] and applied vortex waves to side-looking SAR
systems, demonstrating their superiority in improving
azimuthal imaging performance [6–9]. However, there
remains a significant gap in addressing the azimuthal res-
olution challenges specific to forward-looking SAR sys-
tems, where minimal Doppler frequency variation often
results in low resolution and imaging ambiguity.

In terms of two-dimensional forward-looking imag-
ing using vortex EM waves, [10] investigated the use
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of vortex waves in forward-looking radar systems. The
system employs phase characteristics of vortex waves
to enable 2D imaging through FFT and sparse recov-
ery methods. However, this approach assumes fixed time
and considers only gaze-mode forward-looking imaging,
which significantly limits its applicability in dynamic
motion scenarios. Therefore, further research is needed
to develop methods for vortex-based forward-looking
imaging in moving scenarios.

This paper presents a novel method for forward-
looking imaging using vortex EM waves, designed with
OAM modes. Several techniques for generating vortex
EM waves have been proposed, including helical phase
plates [11], circular traveling-wave antennas based on
ring resonant cavities [12], passive metasurface anten-
nas [13], and uniform circular arrays (UCAs) with spe-
cific phase shifts [14]. Among these, the UCA-based
approach utilizes a multi-channel phase control method
to modulate various beam modes, providing a high
degree of flexibility and variability. This approach can
generate vortex beams in multiple modes, making it an
ideal choice for EM vortex radar systems.

In this method, the forward-looking imaging system
employs a uniform circular array for transmission and a
single antenna for reception at the center of the array.
First, we derive the EM vortex SAR echo model based
on the OAM mode design, considering the established
imaging scenario. Then, we design a variation function
for the OAM mode number as a function of slow time
to obtain an enhanced azimuthal term. This compensates
for the small Doppler frequency shift typically observed
in conventional forward-looking SAR systems. Finally,
we address the range-Doppler frequency variation and
achieve two-dimensional high-resolution imaging using
the RD imaging algorithm.

As shown in Fig. 1, the UCA no longer transmits a
single-mode vortex wave but instead uses OAM beams
with a changing number of modes. The vortex radia-
tion field generated by the UCA actually carries differ-
ent orbital angular momenta.When appropriate param-
eters such as the number of elements,radius,and fre-
quency are set,the generated OAM exhibits minimal field
components in other modes,allowing for the production
of nearly pure OAM,which will not affect the imag-
ings quality [22]. A simulation of the proposed imaging
method is carried out to demonstrate its effectiveness.

II. IMAGING MODELS

The scene geometry of the forward-looking imag-
ing system is depicted in Fig. 2, where a UCA, located
in the Cartesian coordinate system O-XYZ, moves along
the X-axis with a constant velocity, transmitting vortex
EM waves. In this coordinate system, the Z-axis points
toward the center of the Earth, and the Y-axis is perpen-

Fig. 1. Diagram of the UCA.

𝑥

𝑦𝑧
𝑂 𝑃ሺ𝑥0, 𝑦0, 𝑧0ሻ
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Fig. 2. Imaging geometry of an OAM-based radar imag-
ing system.

dicular to the X-axis, pointing to the right. The receiving
antenna is positioned at the center of the UCA, which
is also considered the radar’s location. The initial posi-
tion of the radar motion is treated as the origin of the 3D
Cartesian coordinate system O-XYZ. The target’s posi-
tion is denoted as P0 = (x0,y0,zo), while the radar’s posi-
tion is denoted as PR = (x,0,0), and the instantaneous
distance between the target and the radar is represented
as

R(η) =
√

v2(η0 −η)+ y02 + z2. (1)

Considering that the forward-looking motion trajec-
tory is much smaller than the imaging distance of the
target, the response of the Bessel magnitude term to
changes in the target’s elevation angle can be neglected.
In other words, the instantaneous pitch angles between



421 ACES JOURNAL, Vol. 40, No. 05, May 2025

the radar and the target are assumed to be equal, i.e.,
θi = θT . In this imaging system, the UCA no longer
transmits a fixed-mode vortex EM wave. Instead, the
OAM mode number varies linearly with time. The coeffi-
cient governing this linear variation is denoted as α . The
UCA transmits linear frequency-modulated (LFM) sig-
nals to generate vortex beams, and the transmitted signal
can be expressed as:

s(t, lη) = rect
[ t

T

]
exp( jπKrt2)exp( j2π fct)

× exp( jlη ϕ(η)),
(2)

where T , Kr, and fc represent the range time variable,
pulse width, linear frequency modulation ratio, and cen-
ter carrier frequency, respectively. Based on the above
expression, the vortex SAR echo can be derived as fol-
lows:

s(t,η ; lη) = σJlη [kasinθ ]exp[ jlη ϕ(η)]

×wr

[
t − 2R(η)

c

]

× exp
[

jKr(t − 2R(η)

c
)

]

×wa[η −η0]× exp
[
− j

4πR(η)

λ

]
,

(3)

where t, η and λ are denoted as fast time, slow time, and
central wavelength, respectively. η0 represents the slow
time corresponding to the point where the carrier plat-
form is closest to the target, and R0 is the corresponding
slant range. k is the wave number, and σ is the target
scattering coefficient. Jlη is the first type of Bessel func-
tion of order lη , and a denotes the radius of the UCA.
Additionally, Wr[·] and Wa[·] represent the distance and
azimuthal envelopes, respectively, which are typically
modeled using a rectangular window. ϕ(η) is the instan-
taneous azimuthal angle of the target, which, according
to the geometrical relationship, can be expressed as:

ϕ(η) = arctan
(

y0

x0 − vη

)
. (4)

The Taylor expansion of the instantaneous azimuth
expression, neglecting higher-order terms beyond the
third order, is given by:

ϕ(η)≈ π
2
− x0

y0
+

v
y0

η . (5)

Due to the relationship between the OAM mode
number and slow-time transformation, the new phase fre-
quency modulation (FM) function can be obtained as fol-
lows:

lη ϕ(η) =

(
π
2
− x0

y0

)
ξ η +

v
y0

ξ η2. (6)

Observing the above equation, we find that the
azimuth factor term comprises two components. The first
is a linear term, (π

2 − x0
y0
)ξ η , representing a new single-

frequency signal introduced in the azimuth direction,
which can be compensated by designing an appropriate

slow-time correction function. The second component is
a quadratic term, v

y0
ξ η2, related to slow time η , which

manifests as a new quadratic curvature term in the tradi-
tional SAR azimuth echo.

In forward-looking SAR, azimuthal imaging faces
challenges due to the minimal variation in Doppler fre-
quency. Single-antenna SAR systems exhibit imaging
blind spots, with left and right targets producing identical
Doppler frequencies, leading to left-right blurring in the
image. Compensation is therefore necessary to enhance
azimuthal resolution in the imaging system.

The new azimuthal term derived through modal
design addresses these limitations. It not only eliminates
the issue of identical Doppler frequencies for left and
right targets but also introduces a new linear frequency-
modulated (FM) signal c with a tuning frequency of
exp[ jπ −vξ

πy0
η2]. This new term, characterized by a tuning

frequency Kl =
−vξ
πy0

, contributes to improved azimuthal
resolution and minimizes imaging ambiguities.

III. IMAGING ALGORITHMS

Based on the above analysis and compensations,
an improved RD algorithm is proposed, with the pro-
cessing flow illustrated in Fig. 3. Similar to the tradi-
tional RD algorithm, range compression is performed

Fig. 3. The flowchart of the improved RD algorithm.
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first. Applying the range FFT to the echo signal yields:
s(t,η ; lη) = σJlη [kasinθ ]exp[ jlη ϕ(η)]

×wr

[
ft

KrT

]
exp[− jπ

f 2
t

Kr
]

× exp
[
− j4π ft

R(η)

c

]

×wa[η −η0]× exp
[
− j

4πR(η)

λ

]
.

(7)

The corresponding matched filter H( ft ,η ; lη) is
designed as follows:

H( ft ,η ; lη) = wr

[
ft

KrT

]
· exp

(
jπ

f 2
t

Kr

)
. (8)

Then, the range compression result is obtained as
follows:

srd(t,η ; lη) = IFFT{s(t,η ; lη)H( ft ,η ; lη)}

= σJlη [kasinθ ]exp
[

j(
π
2
− x0

y0
)ξ η
]

× exp[ j
v
y0

ξ η2]pr

(
t − 2R(η)

c

)

×wa[η −η0]exp
[
− j

4πR(η)

λ

]
,

(9)

where the range envelope Pr(t) = |Kr|T sinc(|Kr|T ·
t).Subsequently, the linear term affecting imaging qual-
ity, as well as the azimuthal FM term of conventional
forward-looking SAR, are compensated by applying a
conjugate phase factor.

s(t,η ; lη) = srd(t,η ; lη) · exp
[
− j
(

π
2
− x0

y0

)
ξ η
]

× exp
[

j
4πR(η)

λ

]
= σ · Jlη [kasinθ ]wa[η −η0]

× exp[− jπKlη2]pr

(
t − 2R(η)

c

)
.

(10)
Next, the range walk correction factor is constructed

in the frequency domain as follows:

H = exp
(
− j4π fc

vcosθ
c

t
)
. (11)

By multiplying the range walk correction factor with
the range-frequency and azimuth-time domain signal, the
two-dimensional time-domain echo signal with corrected
range walk is obtained:

s(t,η ; lη) = σJlη [kasinθ ]wa[η −ηT ]

× exp[− jπKlη2] · pr

(
t − 2RT

c

)
.

(12)

Finally, the azimuth compression result is obtained
through an azimuth matched filter, which is defined as
follows:

H(t, fη ; lη) = exp

(
− jπ

f 2
η

Kl

)
. (13)

The final 2D compressed echo can be expressed as:

s2D(tt ,η ; lη) = σJlη [kasinθ ] · pr(t − 2RT

c
) · pr(η −η0).

(14)
At this stage, the 2D focused image for the proposed

vortex SAR is achieved, with the azimuth compression
envelope expressed as follows:

pr(·) = |Kr|T sinc(|Kr|T · t),
pa(·) = |Kl |T sinc(|Kl |T ·η).

(15)

The range resolution is determined by the band-
width Br = |Kr|TS of the transmitted signal, which can
be expressed as:

ρr =
c

2Br
. (16)

The azimuthal resolution of conventional forward-
looking SAR imaging depends on the antenna aperture
D. However, the small angle between the target area and
the trajectory direction results in minimal variation in the
azimuthal Doppler frequency, leading to poor imaging
quality. By introducing an OAM mode that varies over
time, the new azimuthal resolution can be derived as:

ρa =
c

2Bl
, (17)

where the newly introduced Doppler bandwidth is Bl =
|Kl |TS. This bandwidth can be adjusted by designing a
linear relationship ξ between the OAM mode number l
and time, thereby achieving an azimuthal resolution that
meets the desired requirements.

IV. SIMULATION AND DISCUSSION

The simulation results of the proposed 2D forward-
looking EM vortex imaging method are presented and
analyzed in detail in this section. These results demon-
strate the significant impact of the method proposed in
this paper on enhancing forward-looking SAR imag-
ing performance.To achieve higher purity of OAM and
improve imaging quality, the array radius is set to a =
0.12m [23].The other key parameters used in the simu-
lation experiments are listed in Table 1.

Table 1: Simulation parameters

Parameter Value Name

Flight height H 5000 m
Central Frequency fc 35 GHZ

Bandwidth B 20 MHZ
UCA radius a 0.12 m

Radar flight speed v 150 m/s

Since the number of OAM modes generated is cur-
rently limited to integer values, lηi = INT (|ξ | ·ηi) can be
used to obtain the actual number of OAM modes trans-
mitted from each slow-time sampling point lη i, where
INT (·) is an integer-valued function. Consequently, the
number of transmitted OAM modes corresponding to the
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entire slow-time sampling period can be expressed as
INT (lη).

As shown in Fig. 4, the OAM mode curves of the-
oretical value and the designed value almost coincide
with the slow time transition, and it can be found that the
modes error is very small.This indicates the effectiveness
of the OAM pattern design.

(a) (b)

Fig. 4. Comparison between the Rounded Mode Values
and the Linear Mode Values.

To verify the effectiveness of the forward-looking
imaging method proposed in this paper in enhancing
azimuthal resolution, simulations were conducted com-
paring the new azimuthal Doppler frequency with that of
conventional forward-looking SAR. Figure 5 shows the
comparison between the azimuthal Doppler frequency
with a linearity factor of 60π and the azimuthal Doppler
frequency of conventional forward-looking SAR. A clear
difference can be observed between the Doppler pro-
gression of conventional forward-looking SAR and that
of the modal-based design. In the conventional method,
azimuthal signals can be compressed in the RD domain
using matched filtering, while in the modal-based design,
the Doppler slope becomes smaller as the course direc-
tion approaches a point target within the same range cell
during one synthetic aperture time.

Three targets with coordinates (1000, 200), (3000,
200), and (3000, 160) were placed in the imaging scene.
The imaging results, obtained using the RD algorithm for
conventional forward-looking SAR, are shown in Fig. 6.
These results demonstrate a left-right blurring problem
in forward-looking SAR imaging, attributed to the equal
Doppler frequency values generated by left and right tar-
gets with equal azimuthal coordinate magnitudes. Addi-
tionally, as the azimuth angle between the target and
radar decreases, the imaging resolution of the forward-
looking SAR deteriorates, leading to an inability to dis-
tinguish between closely spaced target points.

Figure 7 presents a comparison of the azimuthal
point spread function between the vortex forward-
looking imaging and conventional forward-looking
imaging. It is evident that the vortex forward-looking
imaging demonstrates superior azimuthal resolving
power at the same position, while the azimuthal resolu-

(a) (b)

Fig. 5. Azimuthal Doppler course for different distance
values of forward looking SAR. (a) and new directions
doppler history (b).
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Fig. 6. Forward-looking SAR 2D point target imaging.
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Fig. 7. The azimuthal profiles of conventional forward-
looking and vortex forward-looking PSF.

tion of conventional forward-looking imaging decreases
as the distance value increases. Additionally, as shown
in Fig. 8 (a) and Fig. 8 (b), the azimuthal imaging qual-
ity of conventional forward-looking SAR is significantly
lower than that of the vortex forward-looking SAR. The
vortex forward-looking imaging, based on modal design,
achieves azimuthal resolution similar to that of forward-
looking SAR.

Three ideal scattering points are placed in the
imaging scene with coordinates P1(3000,200,5000),
P2(3500,200,5000), and P3(3500,190,5000) in the
O-XYZ coordinate system. By designing a linear
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Fig. 8. Imaging result after range compression. (a)
Results after distance matched filtering. (b) Results after
RCMC.

relationship ξ between the mode number l and time, dif-
ferent azimuthal Doppler frequencies can be obtained.
These different linear relationships, along with the cor-
responding azimuthal resolutions and mode number
ranges, are listed in Table 2. As shown in Table 2,
each linear relationship ξ yields a distinct azimuthal
resolution and associated performance index for imag-
ing the target point P1. The radar’s azimuthal resolu-
tion performance improves significantly as the number
of OAM modes increases. When ξ = 60π , the simulated
results after range compression, as shown in Fig. 9 (a),
reveal two straight lines with identical tilt angles due
to the forward-looking SAR trajectory. After applying
the forward-looking SAR range migration correction
method, the corrected results are displayed in Fig. 9 (b),
where the range compression curves are no longer tilted,
indicating that range migration has been effectively cor-
rected.

Table 2: Simulation parameters

Linear

Factor ξ
OAM Model

Range

IRW

(m)

ISLR

(dB)

PSLR

(dB)

0 −− −− −− −−
30π [-38,38] 7.14 -11.52 -12.98
40π [-50,50] 5.56 -11.58 -13.00
50π [-63,63] 4.46 -11.55 -13.07
60π [-75,75] 3.74 -11.54 -13.27

Finally, the 2D imaging results are obtained using
the designed azimuthal matched filter, as shown in
Fig. 10. The figure clearly demonstrates that the imag-
ing quality of the target points is excellent, with high
differentiation between targets. This result illustrates the
effectiveness of the proposed method in suppressing tar-
get blurring and enhancing resolution.

The conventional forward-looking SAR image of
the targets 1 and 2 is shown in Fig. 6, wherein the two
targets cannot be distinguished from the result view.As
a comparison, the same targets are processed by the vor-
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Fig. 9. Imaging result after range compression. (a)
Results after distance matched filtering. (b) Results after
RCMC.

tex forward-looking SAR, and two clearly focused target
points are obtained in Fig. 10. Then the two targetsaz-
imuth profiles of the conventional SAR and the vortex
SAR are exhibited in Fig. 11 (a) and Fig. 11 (b), which
illustrates the vortex SAR can achieve a higher azimuth
resolution,and two peak positions can accurately corre-
spond to the set targets.However,the conventional SAR
can only obtain one peak and detailed position informa-
tion cannot be obtained.
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Fig. 10. 2D imaging simulation results.

(a) (b)

Fig. 11. Comparison of imaging results. (a) Azimuthal
profiles of conventional SAR. (b) Azimuthal profiles of
the vortex SAR.
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In addition, the factors influencing the azimuthal
resolution of forward-looking SAR are analyzed. Based
on the Doppler bandwidth expression for vortex forward-
looking SAR, the azimuthal resolution can be expressed
as:

ρa =
vπy0

ξ L
, (18)

It can be observed that, when the synthetic aper-
ture length L is fixed, the azimuthal resolution of vor-
tex forward-looking SAR imaging depends on the linear
relationship ξ of the OAM mode number, the radar speed
v, and the y-axis coordinate value y0. The azimuthal
resolution of vortex forward-looking SAR is influenced
by radar speed. As shown in Fig. 12, for a given radar
speed, the azimuthal resolution decreases as the target
moves further from the beam axis, reflecting the tem-
poral and spatial characteristics of azimuthal resolu-
tion. This compensates for the limitations of traditional
forward-looking SAR in azimuthal resolution.

Additionally, for targets at a fixed distance, the
azimuthal resolution can be significantly enhanced
by increasing the linearity coefficient. However, the
azimuthal resolution of the proposed vortex forward-
looking SAR deteriorates as radar speed increases. In
addition, the azimuthal resolution enhancement ratio
between conventional forward-looking SAR and vortex
forward-looking SAR can be derived from the azimuthal
resolution expression in (12) as:

kρ =
ρcon

ρr
, (19)

where ρcon represents the azimuthal resolution of con-
ventional forward-looking SAR. As shown in Fig. 13, the
influence curve approximates an extended straight line,
indicating that the enhancement ratio increases linearly
with the linearity coefficient, resulting in a significant
improvement in azimuthal resolution. Additionally, the
slopes of these lines vary with radar speed, confirming
the effect of radar speed on the azimuthal resolution of
vortex forward-looking SAR. However, due to the lower
energy of higher-order OAM beams, increased mid-air

(a) (b)

Fig. 12. Analysis of factors affecting azimuthal resolu-
tion. (a) Resolution curves for different azimuthal axes
for a certain radar speed. (b)Resolution curves for differ-
ent linearity coefficients for a certain radar speed.
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Fig. 13. Azimuthal resolution enhancement ratio.

divergence, and the complexity of antenna design, the
proposed SAR imaging methods cannot achieve unlim-
ited improvements in azimuthal resolution and enhance-
ment ratio. The upper limit is currently constrained by
the generation of the actual OAM pattern.

V. CONCLUSION

This paper proposes a forward-looking SAR imag-
ing method based on orbital angular momentum (OAM)
vortex EM waves to address the challenges of low
azimuthal resolution and left-right target blurring in tra-
ditional forward-looking SAR imaging. First, an echo
model was developed based on the characteristics of the
designed OAM beam and the imaging scenario. Subse-
quently, a compensation method for the azimuthal term
was introduced, and the RD algorithm was enhanced to
achieve target range imaging through range compression
and target-focused azimuth imaging through azimuth
compression.

The designed OAM mode variations enable
the forward-looking SAR system to achieve higher
azimuthal resolution in 2D imaging and effectively
distinguish between targets with identical left and right
Doppler frequencies. Simulation results demonstrate
that this method significantly improves the quality
of forward-looking SAR azimuthal images, offering
a promising solution to forward-looking imaging
challenges.

While the proposed method focuses primarily on
theoretical analysis and algorithm simulations, its imple-
mentation is feasible with current hardware designs.
For instance, uniform circular arrays (UCA) can flex-
ibly generate OAM beams through precise phase con-
trol. Adjusting the mode numbers requires controlling
the phase shift between array elements, a capability well-
supported by existing digital or analog phase control sys-
tems.
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It is worth noting that generating higher-order OAM
modes may introduce challenges such as increased hard-
ware complexity and phase synchronization require-
ments. Nevertheless, for low- to moderate-order modes,
these challenges remain manageable, enabling the pro-
posed method to effectively enhance azimuth resolu-
tion without requiring significant hardware modifica-
tions. Future research will aim to address these chal-
lenges and further optimize the implementation process,
ensuring the practicality and scalability of the approach
in real-world applications.
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Abstract – Motivated by the demonstrated success of
artificial intelligence (AI) in wireless communications
systems, this paper proposes a deep learning-based
approach for generating a desired radiation pattern with
sidelobe level (SLL) control in active electronically
scanned array (AESA) antennas. Recent works in this
direction are mostly limited to generating radiation pat-
terns with only beam scanning capability, inhibiting their
wide-scale applicability. In this work, we propose a
unified deep neural network (DNN) model that enable
simultaneous control over both beam scanning angles
and SLLs across a range of operating scenarios. To
accomplish this task, the DNN model efficiently pre-
dicts the phase and amplitude of each array element.
To learn the DNN model’s parameters, we construct a
training dataset comprising amplitude values and phases
as labeled outputs and corresponding 181-point radia-
tion patterns as input features. The training and valida-
tion process of the proposed DNN model reveals high
accuracy in terms of R2 score and mean square error
(MSE). For prediction, the desired radiation pattern con-
sisting of 181 points is fed to the trained DNN model
to yield optimized weights of antenna elements. The
numerical results on a 1×8 linear phase antenna array,
using an assortment of beam scanning angles and SLLs,
demonstrate the effectiveness of the proposed model.
The numerical results presented in MATLAB and CST
simulators are validated by measurements on a 1×8
microstrip prototype array.

Index Terms – AESA antennas, array pattern, deep
learning, deep neural network, sidelobe level control.

I. INTRODUCTION

The overall radiation pattern of an antenna array is
dictated by phases and amplitudes of individual array
elements. The phases of the array elements are used for
beam scanning, and sidelobe level (SLL) is controlled by
amplitudes [1, 2]. Though traditional methods (such as
numerical, windowing techniques and optimization) [3–
6] of beam scanning and SLL control offer advantages
such as simplicity and low complexity, but they are less
adaptive in dynamic operating environments and under
more sophisticated practical applications.

Recently, artificial intelligence (AI), machine learn-
ing (ML), and especially deep learning-based radiation
pattern synthesis have emerged as strong alternatives that
offer novel solutions [7–15]. Although various deep neu-
ral network (DNN) models have been proposed for beam
scanning of linear antenna arrays, the problem of SLL
reduction using deep learning has received limited focus
in current research. This paper aims to fill this gap, where
we introduce a novel unified approach using DNN for
radiation pattern synthesis that simultaneously achieves
beam scanning and SLL control. The proposed approach,
therefore, generalizes the previously developed DNN-
based techniques [14, 15], which are applicable for beam
scanning only, enabling the antenna arrays to generate
arbitrary radiation patterns with desired main lobe direc-
tion and SLLs.

In this work, we consider an eight-element linear
antenna array to develop and train a DNN model to
predict the phases and amplitudes of each array ele-
ment for generating radiation patterns with desired scan-
ning directions and SLL. The unified DNN model can
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accurately predict the amplitudes and phases of all eight
elements from a single input radiation pattern consist-
ing of 181 points. The results are compared by plotting
radiation patterns based on actual and learned antenna
weights in MATLAB and CST simulators, which are also
validated by actual measurements on a prototype array
inside an in-house anechoic chamber. Our results show
the efficacy of the proposed DNN approach for synthe-
sizing an arbitrary array pattern.

The key advantages of the proposed unified DNN
model are as follows.

(i) The proposed design offers simultaneous SLL con-
trol and beam scanning, thereby supporting a
greater verity of applications.

(ii) Leveraging DNN’s capabilities, the proposed
design offers high accuracy and fast convergence.
Also, it can learn complex radiation patterns and its
performance improves with increasing data due to
the scalability of DNN.

(iii) Once trained, the DNN model can instantly evaluate
the complex weights (both amplitudes and phases)
of the antenna elements for any input radiation pat-
tern.

II. DNN ARCHITECTURE DESIGN

The architecture of our proposed unified DNN
model is shown in Fig. 1. The radiation pattern of the
linear antenna array, consisting of 181 points from 0 to
180 degrees, is fed as input features to the DNN model,

Fig. 1. Proposed DNN model architecture.

resulting in 181 neurons in the input layer, each corre-
sponding to one angular point in the radiation pattern.
The model is designed by using five fully connected hid-
den layers, each with ascending neuron count: starting
at 2048 in the first hidden layer, followed by 1536, 1024,
and 800 nodes in the intermediate layers and culminating
at 600 in the last layer. In order to reduce the size of the
dataset, the amplitudes of the antenna elements are con-
sidered symmetrical, with the central element weights
set to one. Therefore, it is only necessary to determine
the amplitudes of the first three elements and the phases
for the seven elements. Note that the phase of the first
element is taken as a reference and set to zero. Conse-
quently, the output layer of DNN consists of 10 neurons
i.e., three for the amplitudes and seven for the phases. In
non-symmetric scenarios with N antenna elements, the
size of the output layer would be 2N − 1, comprising of
N amplitudes and N − 1 phases. An Adam optimizer is
used to reduce the mean square error (MSE) between the
actual and DNN estimated array weights.

III. DATASET GENERATION WITH
REDUCED COMPUTATIONAL

COMPLEXITY

For radiation pattern synthesis, our dataset contains
equally spaced 181 points of the radiation patterns as fea-
tures, which are used by the model to map their relation-
ship with amplitudes and phases of each antenna element
acting as output labels of the data. The amplitudes range
from 0 to 1 and phases vary from 0◦ to 360◦ for each
antenna element (0◦ for the first element).
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A. Amplitudes dataset

We use a structured approach that successively
reduces the amplitudes dataset to a tractable size. This
approach involves three steps.

1. Symmetry
To reduce the dataset size, we first exploit the sym-

metry of the radiation pattern about the main lobe which
also implies symmetric amplitudes [16] across the array
elements. It means if the model can predict the ampli-
tudes of the first four elements in the eight-element array,
the remaining four amplitudes can simply be mirrored.
This significantly reduces the number of amplitude sam-
ples from 100 million to just 1000 (100,000-fold reduc-
tion) and with a reduced step size of 0.1 allowing us
finer resolution in amplitude that improves model train-
ing accuracy.

2. Tapering
In this technique, the amplitudes of the array ele-

ments are generated by a suitable window function [3]
to achieve the desired SLL. The effect of tapering on the
radiation pattern would be that the main lobe remains
high, the second sidelobes are smaller than the first,
the third sidelobes are smaller than the second, and so
on [17, 18]. The tapering step creates a highly relevant
dataset and establishes a strong relationship between all
the inputs and the desired radiation pattern.

3. Data cleaning
Tapering introduces redundancy in the dataset as it

may result in many samples being repeated in the dataset.
Thus, it is necessary to discard the recurring samples
from the dataset by performing data cleaning. To effi-
ciently generate the training dataset, tapering and data
cleaning can be performed jointly in a single step. For the
eight-element antenna array, again considering a step-
size of 0.1, an additional up to 84% reduction in dataset
size is possible by using both these steps.

The overall computational complexity for training
the neural network can be expressed using big-O notation
as O(E ·D · I ·H) as demonstrated in [19, 20], where E is
the number of epochs, D is the size of training dataset,
I is the size of the input layers and H is the number
of hidden units. As the number of antenna elements N
increases, a higher angular resolution is often required,
leading to a proportional increase in the size of the input
layer and hidden layers. For linear arrays, this results in
a complexity that scales linearly with N. However, tran-
sitioning from a linear to a planar antenna array signifi-
cantly increases the dimensionality of the radiation pat-
tern, causing the complexity to scale quadratically with
N [21].

B. Phases dataset

Since phases vary over a wide range 0◦ to 360◦, the
constant step size strategy is impractical here as it will
generate a very large data set. To cope with this problem,
we adopt a method proposed by the authors in [15] for
reducing the dataset in array beamforming. The method
in [15] uses uniformly spaced values of the phase dif-
ference (not the absolute phases) to generate the dataset
This significantly reduces the dataset size without com-
prising phase diversity. The dataset is generated using
MATLAB software and is publicly accessible for down-
load as referenced in [22].

It should be noted that a dataset of reduced com-
plexity can also be generated for planar arrays with the
same number of antenna elements by under sampling
their radiation patterns in two dimensions. The proposed
DNN model predicts the antenna weights with high accu-
racy. However, these results have not been included due
to space constraints.

IV. TRAINING AND VALIDATION

In our experiments, we considered 80% of the
dataset for training, 10% for validation, and 10% for test-
ing. Initially, the number of epochs is set to 250. Then,
to speed up the training process, we incorporated early
stopping, which halts the training if the validation loss
does not improve or begin to increase. The patience for
early stopping was set to 10, meaning that if the valida-
tion loss does not improve over 10 consecutive epochs,
training will stop. The patience for reducing the learning
rate, a technique to reduce the learning rate when the val-
idation loss plateaued, was set to five epochs. This means
that if the loss did not improve after reducing the learn-
ing rate and met the early stopping criteria, the training

Table 1: Hyperparameters of the proposed DNN model
Hyperparameters Values

Total data 2,011,100
Training data 80%

Validation data 10%
Testing data 10%

Input layer neurons 181
Number of hidden layers 5

Hidden layer neurons (per layer) 2048, 1536,
1024, 800, 600

Activation function in hidden
layer

ReLu

Output layer neurons 10
Activation function in output

layer
Linear

Optimizer Adam
Number of epochs 250

Learning rate 0.001
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would stop. This approach ensures that the training pro-
cess is efficient and helps the model converge towards a
lower error or loss. Compared to other methods where
training continues for the full number of epochs even
if the loss increases or remains unchanged, this method
optimizes training time and prediction performance. The
hyperparameters of the proposed DNN model are given
in Table 1.

V. NUMERICAL RESULTS

This section presents a detailed numerical analysis
of the proposed DNN model, including training, vali-
dation, and prediction results for radiation pattern syn-
thesis of an eight-element linear antenna array. In all
these results, R2 score and MSE serve as performance
metrics. The numerical results are generated using
Python but plotted in MATLAB, which are also verified
using CST software. These results are validated through
actual measurements on the prototype antenna array in
section VI.

A. Training and validation results

The training was performed on a system with an
NVIDIA L4 GPU, CUDA 12.2, and 24 GB of GPU

Fig. 2. Training and validation of the proposed DNN model: (a) loss curves and (b) R2 score.

Fig. 3. Measured and predicted-simulated radiation pattern results of a 1×8 prototype array with SLL -30 dB and main
beam at scan angles θs = 90◦(left), θs = 60◦(center), and θs = 120◦(right).

memory. Given the large dataset, we utilized Dask, a par-
allel computing library in Python, to efficiently handle
and process large datasets. After the initial processing
with Dask, we converted the data into a format com-
patible with TensorFlow for model training. Addition-
ally, Joblib was employed to save the model weights and
trained scaler to disk for later use. The training process
was optimized by the ModelCheckpoint callback, which
allowed us to save the best-performing model parame-
ters, based on the lowest validation loss during training.

Figure 2 shows the results, in terms of MSE loss
function for training and validation. Specifically, the
MSE loss curve quickly converges to 0.000048391 indi-
cating that the proposed method significantly reduces the
model loss. Figure 2 also shows an average R2 score of
nearly 1.0 across all epochs, indicating that our model
faithfully captured the underlying patterns in the training
data.

B. Prediction results

After completion of training and validation, the
model’s performance on entirely new data that is not
part of the dataset needs to be evaluated. To this end,
we generate optimal array patterns of the desired main



ABDULLAH, ZAIB, KHAN, AZMAT, KHATTAK, BRAATEN, ULLAH: ANTENNA ARRAY PATTERN WITH SIDELOBE LEVEL CONTROL 432

beam direction and/or side lobe level (SLL), which are
then fed to the DNN model to predict the amplitudes and
phases of each array element. To test the robustness of
the model, we perform a critical analysis by testing the
predictions in the following scenarios: SLL of -30 dB.
with main beam scanning at 60◦, 90◦, and 120◦ observa-
tion angles. These three scenarios are illustrated in Fig. 3,
which compare the desired and predicted radiation pat-
terns. The results in Fig. 3 show the desired and predicted
radiation patterns generated in MATLAB (blue) and CST
(red) by using the complex weights learned by the pro-
posed DNN model. The complex weights computed with
the proposed DNN model are given in Appendix A.

VI. MEASUREMENT VALIDATION

To validate the predicted amplitude-phase compos-
ite DNN model, a 1×8 linear patch antenna array operat-
ing at 2.45 GHz and with an inter-element spacing of λ /2
was manufactured and is shown in Fig. 4 in the in-house
anechoic chamber. The individual patch elements are
excited through commercially available phase shifters
(part no. HMC928LP5E) and voltage variable attenua-
tors (part no. ZX73-2500-S+) to set the complex weights
(see Appendix A) on the individual antenna elements in
the array. These measured results are also shown in Fig. 3
for comparison with simulated results. The differences
in peak gain and SLLs between simulated and measured

Fig. 4. A 1×8 prototype array (left) with integrated attenuators and phase shifters (right) in an in-house anechoic
chamber measurements facility.

Table 2: Comparison between predicted, measured, and simulated results of a 1×8 prototype array with integrated
attenuators and phase shifters

Peak Gain (dB) Sidelobe Level (dB)

Scan Angle (θs) Simulated

(MATLAB)

Simulated

(CST)

Measured Simulated

(MATLAB)

Simulated

(CST)

Measured

90◦ 14.23 14.62 13.87 −29.78 −31.7 −29.32
60◦ 14.23 14.25 12.43 −29.83 −30.36 −31.03

120◦ 14.36 14.25 12.38 −30.06 −28.86 −27.18

radiation patterns using the predicted array weights with
the proposed DNN model are given in Table 2. The theo-
retical complex weights obtained with DNN model were
quantized to the values achievable with available attenu-
ators and phase shifters for the measurement validation.
The quantized values obtained from measured datasheets
of the attenuator and phase shifter reported in [23] are
added in Appendix A. These quantized values were set
through voltage-controlled attenuators and phase shifters
and the resulting measured radiation patterns are shown
in Fig. 3. As can be seen, there are differences in the
measured and simulated radiation patterns due to quan-
tized and theoretical weights feeding, however they are
still within the acceptable range.

Based on the results in Fig. 3 and Table 2, several
observations can be drawn: (a) the overall behavior of the
predicted radiation patterns is similar to desired (ideal)
patterns. This indicates the accuracy of the estimated
composite amplitude-phase DNN model for phased array
antennas; (b) there are acceptable small differences in
phased array performance parameters of gain and SLLs,
which shows that the proposed amplitude-phase DNN
model can be used generically in SLL-controlled phased
array applications, such as in massive MIMO and radar
systems, to reject the interferes and clutters; and (c)
the deviations in the measured and simulated patterns
are mainly due to limitations of achieving the exact
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amplitudes and phases with the microwave components
(attenuators, phase shifters) and possibly imperfect mea-
surement environment.

VII. CONCLUSION

In this paper, we proposed a DNN model that is
capable of synthesizing the radiation pattern of an eight-
element antenna array with precise control over SLL
and main beam direction. We also proposed a structured
way of generating the training data set that could speed
up the learning of DNN model parameters. The model
uses 181 points of the radiation pattern as input features
set against the amplitudes and phases of array elements
as labeled data. The prediction results carried out using
MATLAB, CST, and measurements proved to be in close
agreement with actual values showing the accuracy of
the proposed DNN model with R2 scores approaching 1.
In conclusion, deep learning models, especially DNNs,
have proven their ability to learn and effectively be uti-
lized in phased arrays. This work not only provides an
innovative solution to current challenges in synthesiz-
ing radiation patterns but also paves the way for future
developments. The success of DNN has opened the door
to incorporating more advanced versions of deep learn-
ing, such as transformers and specialized transformers,
to solve more complex real-world problems in phased
array design and optimization.

ACKNOWLEDGMENT

This work is funded by the Higher Educa-
tion Commission (HEC) Pakistan via Project No.20-
17554/NRPU/R&D/HEC/2021.

REFERENCES

[1] R. L. Haupt, Antenna Arrays: A Computational
Approach. Hoboken, NJ: John Wiley and Sons,
2010.

[2] R. C. Hansen, Phased Array Antennas. Hoboken,
NJ: John Wiley and Sons, 2010.

[3] Md. R. Sarker, Md. M. Islam, Md. T. Alam, and M.
H.-E. Haider, “Side lobe level reduction in antenna
array using weighting function,” in International
Conference on Electrical Engineering and Infor-
mation & Communication Technology (ICEEICT),
Dhaka, Bangladesh, pp. 1-5, Apr. 2014.

[4] S. Chatterjee, S. Chatterjee, and D. R. Poddar,
“Side lobe level reduction of a linear array using
Chebyshev polynomial and particle swarm opti-
mization,” in International Conference on Commu-
nication, Circuits and Systems (IC3S-Number 1),
June 2013.

[5] S. Liang, Z. Fang, G. Sun, Y. Liu, G. Qu,
and Y. Zhang, “Sidelobe reductions of antenna
arrays via an improved chicken swarm optimization

approach,” IEEE Access, vol. 8, pp. 37664-37683,
2020.

[6] K. Fu, X. Cai, B. Yuan, Y. Yang, and X. Yao,
“An efficient surrogate assisted particle swarm
optimization for antenna synthesis,” IEEE Trans.
Antennas Propagat., vol. 70, pp. 4977-4984, 2022.

[7] F. Andriulli, P.-Y. Chen, D. Erricolo, and J.-M.
Jin, “Guest editorial: Machine learning in antenna
design, modeling, and measurements,” IEEE Trans.
Antennas Propagat., vol. 70, pp. 4948-4952, 2022.

[8] W. T. Li, H. S. Tang, C. Cui, Y. Q. Hei, and
X. W. Shi, “Efficient online data-driven enhanced-
XGBoost method for antenna optimization,” IEEE
Trans. Antennas Propagat., vol. 70, pp. 4953-4964,
2022.

[9] R. Lovato and X. Gong, “Phased antenna array
beamforming using convolutional neural net-
works,” in IEEE International Symposium on
Antennas and Propagation and USNC-URSI Radio
Science Meeting, Atlanta, GA, USA, pp. 1247-
1248, July 2019.

[10] T. Sallam and A. M. Attiya, “Convolutional neural
network for 2D adaptive beamforming of phased
array antennas with robustness to array imperfec-
tions,” International Journal of Microwave and
Wireless Technologies, vol. 13, pp. 1096-1102,
2021.

[11] H. Bilel, L. Selma, and A. Taoufik, “Artificial neu-
ral network (ANN) approach for synthesis and
optimization of (3D) three-dimensional periodic
phased array antenna,” in 17th International Sym-
posium on Antenna Technology and Applied Elec-
tromagnetics (ANTEM), Montreal, QC, Canada, pp.
1-6, Aug. 2016.

[12] Y.-S. Kim, D. Schvartzman, R. D. Palmer, and T.-Y.
Yu, “Fast adaptive beamforming using deep learn-
ing for digital phased array radars,” in IEEE Inter-
national Symposium on Phased Array Systems &
Technology (PAST), Waltham, MA, USA, pp. 1-7,
Oct. 2022.

[13] L. Merad, F. T. Bendimerad, S. M. Meriah, and
S. A. Djennas, “Neural networks for synthesis and
optimization of antenna arrays,” Radioengineering,
vol. 16, pp. 23-30, 2007.

[14] J. H. Kim and S. W. Choi, “A deep learning-based
approach for radiation pattern synthesis of an array
antenna,” IEEE Access, vol. 8, pp. 226059-226063,
2020.

[15] A. Zaib, A. R. Masood, M. A. Abdullah, S. Khat-
tak, A. B. Saleem, and I. Ullah, “AESA anten-
nas using machine learning with reduced dataset,”
Radioengineering, vol. 33, pp. 397-405, 2024.

[16] I. Ullah, S. Khattak, and B. D. Braaten, “Improve-
ment of the broadside radiation pattern of a



ABDULLAH, ZAIB, KHAN, AZMAT, KHATTAK, BRAATEN, ULLAH: ANTENNA ARRAY PATTERN WITH SIDELOBE LEVEL CONTROL 434

conformal antenna array using amplitude tapering,”
Applied Computational Electromagnetics Society
(ACES) Journal, vol. 32, pp. 511-516, 2017.

[17] N. S. Khasim, Y. M. Krishna, J. Thati, and M.
V. Subbarao, “Analysis of different tapering tech-
niques for efficient radiation pattern,” e-Journal of
Science & Technology (e-JST), vol. 8, pp. 47-55,
2013.

[18] P. Delos, B. Broughton, and J. Craft, Phased array
antenna patterns—Part 3: Sidelobes and tapering,
ADI Inc, vol. 54, July 2020. [Online]. Available:
https://www.analog.com/en/resources/analog-dialo
gue/articles/phased-array-antenna-patterns-part3.h
tml

[19] I. Goodfellow, Y. Bengio, and A. Courville, Deep
Learning. Cambridge, MA: MIT Press, 2016.

Appendix A: Desired vs predicted amplitudes and phases for 1×8 phased array antenna
Desired

Parameters

Desired Weights

(element 1 to element 8)
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0.5964∠0.00o

SLL: –30 dB 0.2622∠0o, 0.5187∠0o, 0.8119∠0o,
1∠0o, 1∠0o, 0.8119∠0o, 0.5187∠0o,

0.2622∠0o

0.2619∠0o, 0.5146∠0o, 0.815∠0o, 1∠0o, 1∠0o,
0.8157∠0o, 0.5187∠0o, 0.2622∠0o

SLL: –40 dB 0.1460∠0o, 0.4179∠0o, 0.7594∠0o,
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0.25∠87◦
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Abstract – A novel wideband meta-dielectric resonator
antenna (MDRA) is presented in this paper. Metamate-
rial technology is introduced to broaden the impedance
bandwidth of the DRA. The proposed MDRA com-
prises a 4×4 array of subwavelength meta-dielectric res-
onator cuboids (0.096λ0×0.096λ0×0.116λ0, where λ0
denotes the free space wavelength at the center fre-
quency) fed by a microstrip-slot configuration. The pro-
posed MDRA achieves a wideband -10 dB impedance
bandwidth of 36% (1.88-2.71 GHz) with a stable radi-
ation pattern. Due to its advantages of low profile, sim-
ple structure, wide bandwidth and stable radiation pat-
tern, the MDRA may be applied to the wideband wireless
communication systems.

Index Terms – Dielectric resonator antenna, metamate-
rial, stable radiation pattern, wideband.

I. INTRODUCTION

With the development of 5G and B5G wireless com-
munications, data transmission capacity is in increasing
demand [1]. Meanwhile, wideband antennas, as impor-
tant transmitting and receiving devices, have attracted
considerable attention for enhancing communication
capacity. To date, many different types of antennas
have been developed for broadband operation, such as
L-probe fed antenna [2], E-shaped patch antenna [3],
magneto-electric dipoles [4] and others [5]. In addition,
dielectric resonator antennas (DRAs) are also adopted
for wideband applications due to their light weight, cost
efficiency, smaller size and high radiation efficiency.

To achieve wideband operation of DRAs, many
techniques have been proposed and developed. One

technique is to adopt special DRA structures to excite
multiple modes for bandwidth enhancement, such as H-
or T-shaped DRAs [6-9], but their radiation patterns do
not exhibit stable broadside characteristics. For exam-
ple, a diversity cylindrical DRA can achieve a wider
impedance bandwidth of 30%, covering 3.08-4.16 GHz,
but its broadside radiation pattern is degraded [9].

An alternative approach for bandwidth enhancement
is to excite hybrid resonant modes in the DRA using a
complex feeding network [10-12]; however, this method
is limited by the intricate feed structure and increased
antenna dimensions. In [10], a tri-mode stub-loaded res-
onator was employed as the feeding network to achieve
an impedance bandwidth of 34%. In [11], a cup-like
DRA with a coil feeding structure demonstrated a band-
width of 29%. In [12], a 1-to-4 slot-coupled feeding
mechanism was utilized to excite a cylindrical DRA,
achieving an impedance bandwidth of 25.2% (without
aperture mode) and 34% (with aperture mode). In addi-
tion, fractal geometries and multi-element configura-
tions have been employed to significantly enhance the
bandwidth of DRAs [13-17], but these designs typically
exhibit asymmetric radiation patterns and high cross-
polarization levels. In [18], a wideband DRA with a
lattice structure was proposed, but it requires a high-
permittivity (about 40) lattice body and an additional
SIW cavity.

Recently, metamaterials have received a lot of atten-
tion due to their unique electromagnetic physics perspec-
tives [19-21]. However, to date, few studies have focused
on metamaterial-based DRAs. In [20], a DRA inte-
grated with a top-loaded rotatable anisotropic metasur-
face was proposed, achieving an impedance bandwidth
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of 0.65 GHz (6.52-7.17 GHz). In [21], by adding a
6×6 array of periodic metallic patch cells and shorting
walls, the impedance bandwidth of the DRA is dramat-
ically increased to about 17.2% (1.75-2.08 GHz), and
it achieves a stable gain of 6.6 dBi and a lower cross-
polarization level. However, its bandwidth is still narrow,
and the rectangular structure of the DRA is not com-
pletely changed (extra metasurface patches are added).

In this work, metamaterial technology is adopted to
enhance the impedance bandwidth of the DRA while
maintaining good radiation patterns. A novel wideband
meta-dielectric resonator antenna (MDRA) is proposed
in this paper. The MDRA consists of a 4×4 meta-
dielectric resonator cuboid array fed by a microstrip-slot
configuration. Each cuboid element has a length of 12
mm, which is about 0.096λ0 (where λ0 denotes the free-
space wavelength at the center frequency). Its 15 mm
height corresponds to 0.116λ0. Therefore, the element
size meets the subwavelength characteristic of metama-
terials. Through the antenna fabrication and testing, the
proposed MDRA achieves a 36% -10 dB impedance
bandwidth (1.88-2.71 GHz) with a stable radiation pat-
tern. Due to these advantages, including low profile,
simple structure, wide bandwidth and stable radiation
characteristics, the MDRA is highly suitable for modern
wireless communication systems with stringent minia-
turization requirements, such as 5G mobile terminals and
IoT devices.

This paper is organized as follows. Section II
presents the operation principle and design of the
MDRA. Section III compares and discusses the simu-
lated and measured results. Section IV draws the final
conclusions.

II. THEORETICAL ANALYSIS OF THE
MDRA

A. Configuration of the MDRA

Figure shows the top and side configurations of the
MDRA on the grounded substrate with a thickness of t.
The RT/duroid 5880 with a dielectric constant of 2.2 and
loss tangent of 0.0009 is adopted as the substrate. The
proposed MDRA consists of a 4×4 meta-dielectric res-
onator array composed of Al2O3 material cuboids with a
length of dl , width of dw and height of h. Parameters s1
and s2 are the gaps between cuboid elements, as shown
in Fig. 1 (a). The slot with a length of ls and width of ws
provides electromagnetic coupling to the meta-dielectric
resonator and a microstrip line is employed for the
feeding.

B. Design of the proposed MDRA

Figure 2 shows the design flow of the proposed
MDRA. Ant.I has one meta-dielectric element. The 2×2
meta-dielectric array is defined as Ant.II. Ant.III com-
prises the 3×3 meta-dielectric array. Finally, Ant.IV con-

(a)

(b)

Fig. 1. Configuration of the wideband meta-dielectric
resonator antenna: (a) top view and (b) side view.

Fig. 2. Structural evolution of the wideband MDRA.

sists of the 4×4 meta-dielectric array. Their simulated
|S11| is shown in Fig. 3. It is noted that the resonant fre-
quency decreases from Ant.I to Ant.IV. This is because
the dielectric structure size gradually increases.

According to Ant.IV, structural size optimization is
performed. By fixing the gap width (s1=s2=1 mm), the
side length dw of the meta-dielectric cuboid is decreased
from 14 to 10 mm, and the impedance bandwidths of the
proposed MDRA change, as shown in Fig. 4 (a). When
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Fig. 3. Simulated |S11| of the four evolution antennas.

(a)

(b)

Fig. 4. Simulated |S11| of the proposed MDRA with
sizes dw, dl , s1 and s2.

the gap width (s1 and s2) between the meta-dielectric
cuboids changes, the simulated |S11| is displayed in
Fig. 4 (b). When dw=dl=12 mm and s1=s2=1 mm, a
wider impedance bandwidth is achieved and two reso-
nant frequency points (2.08 and 2.54 GHz) are obtained
for enhancing the impedance bandwidth. The final geo-

metrical parameters of the proposed MDRA are summa-
rized in Table 1.

Table 1: Key parameters of MDRA (Unit: mm)
g1 g2 dl dw ls ws
10 10 12 12 27 2
s1 s2 lm wm h t
1 1 58 4.85 15 1.57

C. Work principle of the proposed MDRA

To explore the working principle of MDRA, the
electric field distributions at the two resonant frequency
points are simulated and analyzed. First, the four side
view planes (1#, 2#, 3# and 4#) of MDRA in the E-plane
direction are selected to investigate the electric field, as
shown in Fig. 5. In addition, the electric field of the
MDRA from the top view is also a key observation sur-
face and is provided for studying the radiation perfor-
mances.

Fig. 5. Four side view planes (1#, 2#, 3# and 4#) of
MDRA in the E-plane direction.

Figure 6 shows the simulated electric field distri-
butions of MDRA at 2.08 GHz. The antenna operates
in TEy111 mode, with low-loss characteristics and uni-
form field distribution for efficient energy radiation. In
the top view shown in Fig. 6 (a), the electric field in
the middle part is stronger and those on both sides are
weaker, but the electric field directions on the top sur-
face of each meta-dielectric cuboid are almost the same.
In the side view shown in Fig. 6 (b), the electric fields of
each horizontal row cuboid have the same rotation direc-
tion. Therefore, the corresponding far-field radiation is
good, as shown in Fig. 8.

Similarly, Figs. 7 (a) and (b) display MDRA’s elec-
tric field distributions at 2.54 GHz in top and side
views. The antenna’s center operates in TEy131 mode,
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(a) (b)

Fig. 6. Simulated electric field distributions of MDRA
at resonant frequency of 2.08 GHz: (a) top view and (b)
side view.

(a) (b)

Fig. 7. Simulated electric field distributions of MDRA
at resonant frequency of 2.54 GHz: (a) top view and (b)
side view.

(a) (b)

Fig. 8. Simulated normalized radiation patterns of pro-
posed MDRA at frequencies of 2.08, 2.54 and 2.7 GHz:
(a) in the E-plane and (b) in the H-plane.

where its multi-lobe field strengthens radiation coupling
and boosts performance. Top view and side view show
weaker electric fields in the middle and side regions but
stronger fields at vertical gaps, while maintaining consis-
tent field directions across all cuboids. The correspond-
ing far-field radiation is good, as shown in Fig. 8. In addi-
tion, it is found that the main beams with different fre-
quencies are similar and the antenna has a lower cross-

polarization level in the E-plane (≤40 dB) and H-plane
(≤30 dB).

III. EXPERIMENTAL RESULTS AND
DISCUSSION

The results comparison between simulations and
measurements of the proposed MDRA are performed
in this section. Fabrication and measurement photos of
the MDRA are given in Fig. 9. Simulated and measured
|S11| and gains of the MDRA are compared in Fig. 10.
Simulated and measured -10 dB impedance bandwidths
of the proposed MDRA are about 30% (2-2.7 GHz)
and 36% (1.88-2.71 GHz), respectively. Measured |S11|
and gains have a frequency deviation with the simulated
ones due to changes in dielectric constant and fabrica-
tion assembly errors. The simulated and measured radi-

Fig. 9. Fabrication and measurement photos of MDRA.

Fig. 10. Simulated and measured |S11| and gains of
MDRA.
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(a) (b)

(c) (d)

(e) (f)

Fig. 11. Simulated and measured normalized radiation
patterns of the antenna: (a) 1.9 GHz in the E-plane, (b)
1.9 GHz in the H-plane, (c) 2.3 GHz in the E-plane, (d)
2.3 GHz in the H-plane, (e) 2.7 GHz in the E-plane, and
(f) 2.7 GHz in the H-plane.

Table 2: Comparison of proposed MDRA and previous wideband DRAs
Ref. Type of Structure BW

(%)

fr (GHz) εr Size (λ0) Peak Gain

(dBi)

Complexity Radiation

Pattern

[7] Asymmetrical T-shaped with
trapezoidal probe feeding

75.08 6.1 9.8 0.14×0.48×0.26 7.35 Medium Unstable
broadside

[8] Triangular DRA 47.4 5.68 10 0.096×0.35×0.35 6.5 Simple Unstable
broadside

[10] Rectangular DRA 34 2.6 10.2 2.27×2.27×1.45 9.1 Complex Unstable
broadside

[11] Cup-shaped DRA 29 3.5 4.3 0.25×0.25×0.23 Medium Stable
[16] 2×2 Cylindrical DRA array 13.7 8 12 1.89×1.89×0.24 17.8 Simple Unstable

broadside
[20] DRA with a top-loaded rotatable

anisotropic metasurface
9.5 6.8 20.5 0.88×0.63×0.072 5.57 Complex Stable

[21] DRA with metasurface patches
and shorting walls

17.2 1.9 15 0.32×0.32×0.044 6.6 Complex Stable

This

Work

4×4 meta-dielectric resonator 36 2.33 9.8 0.4×0.4×0.116 7.69 Simple Stable

λ0 denotes free space wavelength at center frequency

ation patterns of MDRA at frequencies of 1.9, 2.3 and
2.7 GHz are compared in Fig. 11. Simulated and mea-
sured main lobes are similar and they have stable radia-
tion pattern characteristics. Cross-polarization levels are
less than −30 dB in the main lobe, but measured ones are
less than −20 dB. The difference in cross-polarization
level may be caused by errors in fabrication, assembly
and radiation measurement. These differences indicate
acceptable agreement.

Table 2 summarizes the comparison results of the
proposed MDRA and other existing wideband DRAs.
It is noted that the proposed MDRA features the
advantages of low profile, simple structure, wide band-
width and stable radiation pattern. Due to the sym-
metrical structure, the proposed MDRA has a lower
cross-polarization level at the operating band. The
design achieves broadband performance through cou-
pling effects between subwavelength DRA arrays, offer-
ing a novel approach to address bandwidth limitations.
Furthermore, while [20, 21] implemented metasurface
properties by adding metal patches on the resonator sur-
face, the proposed method directly realizes wideband
functionality through the inherent material properties
and periodic arrangement of dielectric resonators.

IV. CONCLUSION

In this paper, a novel wideband MDRA is pre-
sented based on metamaterial technology. By construct-
ing a subwavelength resonant unit array, the bandwidth
limitations of conventional DRAs have been success-
fully overcome. The MDRA employs a 4×4 periodically
arranged dielectric resonator array, which is fed by a
microstrip-slot configuration. Experimental verification
demonstrates that the proposed MDRA achieves a wide-
band -10 dB impedance bandwidth of 36% (1.88-2.71
GHz) with a peak gain of 7.69 dBi and a stable radiation
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pattern. Compared with existing dielectric resonator
antennas, the proposed MDRA utilizes a subwavelength
resonator unit array, exhibiting advantages of low profile,
simple structure, wide bandwidth and stable radiation
performance. These characteristics make it particularly
suitable for application scenarios with stringent require-
ments on antenna integration and radiation performance,
including 5G mobile terminals and IoT devices.
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Abstract – This paper presents an efficient impedance
matching technique for microstrip feed structures, pro-
viding a practical solution for seamless connector inte-
gration in high-frequency systems. Unlike conventional
approaches that assume predefined connector compati-
bility, this method allows adaptation to various connec-
tor constraints without requiring major structural modi-
fications. A linearly tapered microstrip feed with tapered
substrate is proposed to ensure stable impedance match-
ing, reduce signal reflection, and enhance overall sys-
tem performance. The technique is demonstrated on a
fabricated substrate-integrated waveguide antenna, uti-
lizing a Rogers RT/Duroid 5880 substrate configured
for 50 Ω impedance and adapted for integration with a
specific coaxial connector. Experimental validation con-
firms excellent agreement between simulated and mea-
sured results, verifying its effectiveness in achieving
impedance matching, minimizing return loss, and ensur-
ing seamless integration with the connector while pre-
serving radiation characteristics. This work presents a
versatile feed design approach that addresses a key chal-
lenge in RF and microwave engineering, paving the way
for improved performance and broader applicability in
advanced communication systems and integrated circuit
applications.

Index Terms – 5G antenna, impedance matching tech-
nique, microstrip feed, microstrip transition, substrate-
integrated waveguide, tapered microstrip.

I. INTRODUCTION

The increasing demand for high-performance
microwave and RF systems has driven extensive research
into impedance-matching techniques for microstrip feed
structures. Efficient impedance matching is critical for
ensuring minimal signal reflection and optimal power
transfer, particularly in high-frequency applications. A
key challenge arises when microstrip feeds must inter-
face with standard coaxial connectors, such as SMA
connectors, whose dimensional constraints often lead
to impedance mismatches with conventional microstrip
feeds, thereby degrading overall system performance.
At high frequencies, the coaxial connector pin becomes
too thin for effective connection to the structure due to
its small diameter, which prevents the wave from being
launched efficiently.

Existing approaches to microstrip-to-coaxial transi-
tions have primarily focused on either waveguide-based
transformations or direct microstrip-to-coaxial transi-
tions. Waveguide-based transitions [1–9] offer high per-
formance but may require additional components, lead-
ing to increased bulk, sensitivity to manufacturing vari-
ations, precise alignment requirements, and added fab-
rication complexity. Since most electronic systems are
equipped with coaxial ports, they are generally preferred
over waveguide ports to simplify integration, making a
direct microstrip-compatible transition more desirable.
However, direct microstrip-to-coaxial transitions [10–
11] typically assume predefined connector compatibility,
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Table 1: Comparison of transition techniques
Parameter Waveguide-Based [1–9] Direct Coaxial [10–11] Proposed Work

Bandwidth Narrowband (cutoff-limited) Wideband (connector-limited) Wideband (connector-limited)
Adaptability Fixed dimensions (e.g., WR-90) Connector specific Connector-adaptable

Extra components for Impedance
Matching

Stepped ridges [9, 12] & impedance
transformers [13]

Simple or Radial stubs [14] None

Fabrication Complex – requires precise
alignment, mode converters, &

adapters

Low to Moderate – might involve
simple or radial stub etching

Simple

Scalability Suited to standards (e.g., X-band) challenges for miniaturization scalable for next gen. systems
Sensitivity to manufacturing

tolerances
High Low Low

Connector Compatibility Low – Need for specialized
interfaces

Good – integrates with predefined
connectors

High – adaptive for integration
with available connectors.

restricting their adaptability to varying design con-
straints. Moreover, techniques using stepped ridges [9,
12], impedance transformers [13], and radial stubs [14]
improve impedance matching but do not specifically
address the integration challenges imposed by con-
nector dimensional limitations. Also, fixed connector-
specific designs require structural redesign for evolv-
ing miniaturized standards (5G/6G), highlighting scal-
ability challenges. This gap motivates the develop-
ment of a compact, adaptable, and fabrication-friendly
impedance-matching technique for microstrip feeds that
ensures seamless microstrip-to-coaxial integration with-
out requiring significant structural modifications.

In response, this work introduces a novel
impedance-matching technique based on an opti-
mized linearly tapered microstrip transition with tapered
substrate. This approach minimizes signal reflection and
preserves signal integrity while adapting the feed to the
physical constraints imposed by available connectors.
The method offers a direct and efficient solution, ensur-
ing wideband performance without adding fabrication
complexity. The primary contributions of this study
include the development of the optimized tapered
transition and the elimination of additional matching
components. Experimental validation confirms strong
agreement between simulated and measured results.
Table 1 presents a comparative summary of different
transition techniques.

The remainder of this paper is organized as fol-
lows. Section II presents the design methodology and
theoretical formulation, detailing the development of
the optimized transition. Section III discusses simula-
tion and experimental results that confirm the efficacy
of the proposed approach. Finally, section IV concludes
the paper with a summary of key findings and future
direction.

II. PROPOSED MICROSTRIP FEED DESIGN

In this work, a microstrip feed is designed for
integration with a substrate-integrated waveguide (SIW)

antenna fabricated on the same substrate. Among various
SIW feed structures [15], the microstrip feed is selected
for its extensive use in planar circuit designs and its abil-
ity to offer broad bandwidth coverage across the entire
SIW spectrum. Design equations from [16] are employed
to calculate the microstrip width (w) based on a given
substrate height (h) and the targeted port impedance.
The conventional microstrip feed, as described in [10],
is carefully configured to match the port impedance with
its characteristic impedance (Zo), thereby ensuring opti-
mal power transfer and minimal signal reflection, using
the formulations presented in [11]. Specifically, equa-
tions from [16] indicate that the microstrip trace width at
the port interface should be Wt1 for a Rogers RT/Duroid
5880 substrate of height h f and a target impedance of
50 Ω. Furthermore, the optimum taper length and corre-
sponding terminal width for the transition to the SIW are
computed to be L f s and Wt2, respectively, using the for-
mulas from [11]. Figure 1 illustrates the fabricated con-
ventional microstrip feed design integrated with the SIW
antenna.

However, the conventional microstrip feed dimen-
sions, Wt1 and h f , are incompatible with the available
50 Ω SMA840A-0000 connector. To ensure connector
compatibility while preserving a 50 Ω port impedance,
the substrate thickness should be reduced to 20 mils
(denoted as h1), and the corresponding microstrip width
is recalculated as W1 using the formula in [16]. It is
essential that the transition to W1 instead of Wt1 and from
h f to h1 occurs gradually rather than abruptly. In pur-
suit of this, the subsequent formulas and procedures are
applied to optimize the tapered length.

A. Secondary taper for microstrip feed

The objective is to design a secondary taper for
an already fabricated microstrip feed, which originally
tapers from Wt1 to Wt2 in width and with a constant sub-
strate height of h f . The goal is to achieve SMA con-
nector compatibility by applying another taper to reduce
the substrate height to h1 and microstrip width to W1
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(a) (b)

(c)

(d)

Fig. 1. Conventional simple tapered microstrip feed design to planar rectangular waveguide or SIW: (a) Top view, (b)
Oblique View, (c) Fabricated feed integrated with SIW antenna [17], and (d) Feed part indicated by L1 on both ends
of the antenna [17].

gradually, ensuring that the impedance is matched and
S11 is minimized below -10 dB.

1. Parameters and formulation

• Width at z = 0: W1 = 1.578mm

• Substrate height at z = 0: h1 = 0.508mm

• Width at z = L: Wt1 ≤ w(L)≤Wt2

• Substrate height at z = L: h2 = 1.575mm

• Length of taper L: Unknown but constrained by 0 <
L ≤ L f p

• Microstrip Impedance Formula: The characteristic
impedance Zo for a microstrip line, based on the
variable width w(z) and substrate height h(z), is
approximated from [16] as follows:

Zo(z)=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

60√
εe

ln
(

8
h(z)
w(z)

+0.25
w(z)
h(z)

)
, for

w
h
≤ 1

120π
√

εe

[
w(z)
h(z)

+1.393+0.667ln
(

w(z)
h(z)

+1.444
)] , for

w
h
≥ 1

(1)

where w(z) is the microstrip width at position z, h(z)
is the substrate height at position z, and εe is the
effective dielectric constant of the substrate.

• Linear Taper Functions: The microstrip width and
substrate height taper linearly from z = 0 to z = L
as follows:

w(z) =W1 +

(
w(L)−W1

L

)
z, (2)

where Wt1 ≤ w(L)≤Wt2 .

h(z) = h1 +

(
h2 −h1

L

)
z. (3)

• Reflection Coefficient S11(z): S11(z) is based on the
mismatch between Zo(z) along the taper and the
50 Ω SMA connector:

S11(z) =
Zo(z)−50
Zo(z)+50

. (4)

B. Optimization problem

So the optimization problem can be expressed as:

min
L,w(L)

∫ L

0
|S11(z)|2 dz (5)



ZAHRA, RANA, MUKHTAR, KHAN: A NOVEL MATCHING TECHNIQUE FOR MICROSTRIP FEEDS USING OPTIMIZED TAPERING 446

Table 2: Key design parameters and dimensions
Parameter Symbol Value (mm) Parameter Symbol Value (mm)

Substrate Integrated Waveguide Antenna

Microstrip to SIW transition L1 28.22 SIW to antenna section transition L2 74
Radiating Section (antenna length) LA 75 Substrate Thickness hs 1.575

Substrate Length Ls 279.44 Substrate Width Ws 23
Ground Plane Length Lg Ls Ground Plane Width Wg Ws

SIW width in radiating section aSIW 8.32
Simple Tapered Microstrip Feed

Feed section Length L f s L1 Tapered Section Length Lt L f s

Tapered Width (initial) Wt1 4.9 Tapered Width (final) Wt2 5
Tapered section substrate height h f hs

Proposed Tapered Microstrip Feed

Feed section Length L f p L1 Secondary Tapered Section Length L ∼10.4 (optimal)
Secondary Tapered section Width

(initial)
W1 1.578 Secondary Tapered section Width

(final)
W2 = w(L) ∼4.932

(optimal)
Secondary Tapered section substrate

height (initial)
h1 0.508 Secondary Tapered section substrate

height (final)
h2 hs

Fig. 2. Top view of E-plane horn-like configuration for
proposed tapered microstrip feed.

Subject to:
Wt1 ≤ w(L)≤Wt2 , (6)

0 < L ≤ L f p , (7)
S11(dB)(z)<−10 dB ∀z ∈ [0,L], (8)

ψ ≤ ψmax = 4tan−1
(

π
2keffw(L)

)
. (9)

where, keff = ko
√

εr. ko is free space wavelength and εr
is the relative permittivity of dielectric.

Constraint (9) is derived to minimize the phase error
associated with the cylindrical phase front of the wave
launched into the waveguide as the proposed feed resem-
bles an E-plane horn. Referring to Fig. 2, the derivation
of (9) is provided in appendix A.

C. Optimization procedure

• Initial Guess: Start with an initial estimate for L and
w(L), ensuring Wt1 ≤ w(L)≤Wt2 .

• Iterative Optimization:

1. Calculate Zo(z) along the taper.
2. Compute S11(z) from impedance mismatch.

3. Adjust L and w(L) iteratively to minimize
S11(z).

• Convergence Criteria: Stop when S11(z) stays
below -10 dB across the taper, ensuring impedance
matching.

This optimization problem can be solved using numer-
ical methods or simulation tools to find the optimal

(a)

(b)

Fig. 3. Proposed tapered microstrip feed design for a pla-
nar rectangular waveguide or SIW: (a) Top view and (b)
Oblique View.
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taper length L that minimizes the impedance mismatch
across the taper. The length for this gradual change
is determined through optimization conducted in HFSS
software, fine-tuning the design for its intended perfor-
mance, and is found to be 10.4 mm. Figure 3 illustrates
the proposed microstrip design along with all dimensions
for the SIW antenna fabricated in [17]. Table 2 presents
the key design parameters and dimensions across differ-
ent structures.

III. IMPLEMENTATION AND RESULTS

The proposed microstrip feed is implemented using
a cost-effective approach with minimal modifications.
The process begins with the selective removal of the cop-
per cladding on the top layer up to a length L. This is fol-
lowed by carefully reducing the substrate height through
mechanical polishing to create a tapered profile over the
same length. To restore conductivity in the modified area
and ensure continuous signal transmission, readily avail-
able materials such as copper strips, foils, or adhesive
copper tape are applied. Figure 4 shows the proposed
feed design integrated with the SIW antenna, demon-
strating its successful implementation and connection to
a standard SMA connector, specifically the SMA840A,
which is well-suited for high-frequency applications up
to 26.5 GHz. It should be noted that the signal pin of the
connector is not in contact with the tapered section of the
substrate at a single point; instead, it is properly soldered
beneath the entire length of the pin.

Fig. 4. Visualization of the proposed microstrip feed
design for SIW leaky wave antenna fabricated in [17].

The two different feed structures shown in Figs. 1
and 3 are individually simulated using HFSS software,
incorporating connector model of specific dimensions.
However, when evaluating connector compatibility, it
becomes evident that the proposed tapered feed aligns
well with the SMA840A connector utilizing a substrate
height of 20 mils (h1) at the port end. In contrast, the sim-
ple tapered microstrip feed employs a substrate height

of h f . Figure 5 (a) illustrates that the simple tapered
microstrip feed (SM) performs poorly when connected to
the connector, whereas the proposed tapered microstrip
feed (TM) excels in this context. The S11 parameter of
the TM remains well below -10 dB across a wide band-
width, indicating minimal reflection. In contrast, the SM
exhibits S11 well above -10 dB, implying higher reflec-
tion. Additionally, the S21 parameter of the TM is close to
0 dB over the frequency range, signifying efficient power
transfer. Conversely, the SM shows S21 below -10 dB,
indicating minimal power transfer.

Simulated and measured S11 for the antenna inte-
grated with the proposed feed and the connector are
shown in Fig. 5 (b). It can be observed that S11 is below
-10 dB for nearly the entire frequency range of beam
steering of the antenna, indicating minimal reflection.
Radiation characteristics of the antenna, as illustrated
in Fig. 6, reveal good agreement between expected and
measured normalized directivity (dB). Figure 7 (a) dis-
plays the simulated and measured gain of the antenna
and demonstrates a consistent trend. Minor discrepancies
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Fig. 5. S-parameters of: (a) simple and the proposed
tapered microstrip feed designs (SM and TM) simulated
as independent feed structures and (b) the SIW leaky-
wave antenna integrated with the proposed feed design
(TM).
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Fig. 6. Radiation patterns in the elevation plane for the
SIW leaky-wave antenna demonstrating radiation perse-
verance: (a) Expected and (b) Measured.
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Fig. 7. (a) Simulated and measured gain results and (b)
Measurement setup in anechoic chamber.

are due to fabrication tolerances and measurement uncer-
tainties. Figure 7 (b) shows the anechoic chamber setup
used for these measurements.

IV. CONCLUSION

This paper presents a microstrip feed design that
overcomes connector compatibility challenges, ensuring
seamless integration and optimal performance in high-
frequency systems. By incorporating a linearly tapered
microstrip transition with tapered substrate, the design
achieves enhanced impedance matching and reduced sig-
nal reflection. Unlike conventional methods that assume
predefined connector compatibility, this approach pro-
vides a practical and low-cost solution for adapting
microstrip feeds to dimensional constraints of connec-
tors without requiring major structural modifications.
Demonstrated on a fabricated antenna intended for base
station applications, the proposed feed design effectively
resolves unforeseen mismatches while maintaining radi-
ation characteristics. Though the study focuses on the
SMA840A-0000 connector, the impedance matching
approach applies to other connectors intended for spe-
cific frequency ranges with suitable parameter adjust-
ments. This ensures broader applicability in RF and
microwave systems, including 5G/6G antennas, inte-
grated circuits, and signal interconnects, where precise
impedance control and seamless connector integration
are critical for reliable performance.

A potential future direction in microstrip design for
connector compatibility is to reduce the substrate height
by tapering it upward from the ground layer to the top,
instead of tapering it downward.
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APPENDIX A

Phase Error Minimization

The constraint (9) arises from the cylindrical phase
front of the wave launched into the waveguide. Because
the feed resembles an E-plane horn, the wave launched
into the waveguide will have a cylindrical phase front.
Consequently, adhering to (9) is essential to preserve
radiation performance. The radiation pattern resembles
that of an aperture with a constant phase field, provided
the phase error at the aperture edges does not exceed
±π

4 [18].
Referring to Fig. 2, the relationship between the

widths and radii of curvature at the taper is established,
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leading to the following equations:

ρ1 =
w1

2 tan(ψ/2)
. (A1)

ρ2 =
w2

2 tan(ψ/2)
. (A2)

From these relationships, the width ratio of the
microstrip taper is written:

w2

w1
=

ρ2

ρ1
. (A3)

Additionally, the following relationship describes
the angle ψ in terms of the radius of curvature R2:

w2

2R2
= sin

(ψ
2

)
. (A4)

Substituting the values of R2 and ρ2 into inequality
from [18]:

(R2 −ρ2)keff ≤ π
4
. (A5)

The subsequent constraint for w2 is as follows:(
w2

2sin(ψ/2)
− w2

2 tan(ψ/2)

)
keff ≤ π

4
.

ψ ≤ ψmax = 4tan−1
(

π
2w2keff

)
. (A6)

Furthermore, the length of the tapered line from this
point can be expressed as:

ρ2 −ρ1 =
w2 −w1

2 tan(ψ/2)
. (A7)
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Abstract – In this paper, a miniaturized cavity filter
with wide-stopband and wide-passband is proposed.
Because of the bended stub-loaded resonator (BSLR),
the proposed cavity filter successfully excites three TEM
modes, namely TEM-I, TEM-II and TEM-III. The low-
frequency transmission zero (LFTZ) is generated by the
lateral probe, and the high-frequency transmission zero
(HFTZ) is generated by the lateral stub. The lateral metal
cylinder can concentrate the electric field of the stray
mode, leading to a high suppression level. The asymmet-
ric vertical arrangement of the probes can suppress the
fundamental TE101 mode and several high-order modes.
Therefore, a stopband with a bandwidth of 2.02 times
the center frequency is formed. The proposed cavity
filter has a bandwidth of 42% and an electrical size
of 0.26λ g×0.25λ g×0.22λ g. It has several advantages
applied to the 5G communication system.

Index Terms – Cavity filter, miniaturization, wide-band,
wide-stopband.

I. INTRODUCTION

With the development of modern communication
technology, cavity filters have become an indispensable
part of microwave systems. Cavity filters are gradu-
ally moving towards wide-stopband, high-power capac-
ity and low insertion loss.

Nowadays, researchers and engineers are exploring
ways to design multi-mode cavity filters. The first way is
to cascade several single cavities whose resonant modes
are generally TE or TM modes [1–3]. In [4], a rectan-
gular cavity filter is proposed. This cavity filter uses two
pairs of degenerate modes to excite a quadruple-mode
passband response. The proposed cavity has a relative

bandwidth of 1.35% and a high-quality factor of 14500.
In [5], a cross-coupled cavity filter is proposed. A thin
cavity is used to introduce a cross coupling between two
main resonant cavities, the TE101 mode of this thin cavity
has been set away from the center frequency. The pro-
posed cavity filter realizes a bandwidth of 1.84% and
a stopband with a bandwidth of 1.68 times the center
frequency. It is worth noting that the first way can also
be used to design the filtering antennas. In [6], several
cavities with TE101 modes are cascaded as the horn of
the proposed filtering antenna. The proposed filtering
antenna has a bandwidth of 4% and a directional real-
ized gain of 13.5 dBi.

The second way of designing cavity filters is to load
multi-mode resonators into the resonant cavity [7–10]. In
[11], several short-circuited metal cylinders are loaded
inside the cavity to realize a triple-TEM-mode response.
Although the performance of the cavity filter proposed
in [11] is mediocre, it fully proves the feasibility of the
second way. In [12] and [13], the method of cascad-
ing several resonators has been used to achieve multi-
ple resonances. They all achieve high-selectivity and a
high stopband suppression level. In [14], the ring-shaped
microstrip lines are used to couple several coaxial res-
onators. The proposed cavity filter has 2% bandwidth
and extremely low return loss. The dielectric coaxial
resonators can also be used in cavity filters. In [15], a
pair of dielectric coaxial resonators are used to make a
wide-stopband and a high suppression level. The pro-
posed cavity filter realizes a bandwidth of 9.6% and a
stopband with a bandwidth of 4.5 times the center fre-
quency. Like the first way, the second way can also be
used to design filtering antennas. In [16], a coaxial filter-
ing antenna is proposed with extreme high-selectivity of
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2300 dB/GHz. The proposed filtering antenna uses dual-
post coaxial resonators to transversely cascade. In [17], a
filtering antenna is successfully designed by combining
the first way and the second way. The proposed filtering
antenna uses a main resonant cavity with a TE102 mode,
a TE012 mode and a TEM mode.

For the cavity filters, the above works can hardly
realize wide-passband and wide-stopband simultane-
ously. In this paper, a compact cavity filter with wide-
passband and wide-stopband is proposed. The proposed
filter uses three TEM modes to form a 42% passband.
A special lateral metal cylinder and the asymmetric ver-
tical arrangement of two probes are used to generate a
stopband with a bandwidth of 2.02 times the center fre-
quency. Due to the resonant frequencies of the TEM
modes being lower than the resonant frequency of the
fundamental TE101 mode, the proposed cavity filter can
also achieve miniaturization. Moreover, the equivalent
circuit is also proposed [18] for engineering applications.

II. DESIGN AND ANALYSIS
A. Physical structure of the proposed cavity filter

The structure of the proposed cavity filter is shown
in Fig. 1. The proposed cavity filter is composed of
a rectangular cavity, a bended stub-loaded resonator
(BSLR), a perturbed metal cylinder and two stepped
probes. The BSLR consists of a lateral stub and a lon-
gitudinal stub. Two mutually perpendicular probes are
loaded inside the cavity to couple with the BSLR. The
stepped metal cylinders are loaded onto the terminals of
the probes. A lateral perturbed metal cylinder is loaded
onto the sidewall of the cavity.

Fig. 1. Physical structure of the proposed cavity band-
pass filter: (a) Three-dimensional view and (b) xoy plane
(unit: mm): h = 40, w = 45, l = 48, D1 = 2.5, D2 = 2,
D3 = 4.2, D4 = 4.5, d1 = 17, d2 = 20.1, d3 = 25.5,
d4 = 11.4, H1 = 1.7, H2 = 5.7, H3 = 13.5, H4 = 17.7,
H5 = 22.9, L1 = 22.3, L2 = 29.1.

B. Evolution steps of the proposed cavity filter

In order to describe more clearly the design process
of the proposed cavity filter, the evolution steps of the

proposed cavity filter are displayed in Fig. 2. The reflec-
tion coefficients and the insertion losses are displayed in
Figs. 3 (a) and (b), respectively.

The interior of the BPF.I is loaded with a longi-
tudinal SLR and two mutually perpendicular probes.
The BPF.I has two TEM modes and a low-frequency
transmission zero (LFTZ) The stopband is narrow and
the high-frequency selectivity is poor. Moreover, the
impedance matching greatly needs to be improved.
Figure 6 (c) shows the electric-field distribution of the
LFTZ. At the LFTZ, the electric-field energy concen-
trates on the lateral probe, so the transmission is almost
zero.

Fig. 2. Evolution steps of the proposed cavity filter.

(a) (b)

Fig. 3. S-parameters of the cavity filter mentioned in the
evolution steps: (a) Reflection coefficients and (b) inser-
tion losses.

After connecting a lateral stub to the longitudi-
nal stub to form the BSLR, and loading stepped metal
cylinders onto the terminals of two probes, the BPF.II
is formed. Since the equivalent electrical length of the
BSLR is smaller than the equivalent electrical length of
the SLR in BPF.I, the center frequency of the passband
moves towards low-frequency. The impedance match-
ing has improved significantly because of the stepped
impedance characteristics. Three TEM modes, namely
TEM-I, TEM-II and TEM-III, are successfully gener-
ated at 1.46 GHz, 1.58 GHz and 1.87 GHz, respectively.
Figure 4 shows the electric-field distribution of TEM-I,
TEM-II and TEM-III in the xoz and yoz planes. Selec-
tivity is improved significantly by introducing a new
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high-frequency transmission zero (HFTZ) at 2.38 GHz.
However, the stopband of BPF.II is still narrow because a
stray mode, namely TEM-IV, is generated at 3.98 GHz.
Figure 6 (d) shows the electric-field distribution of the
HFTZ. At the HFTZ, the electric-field energy concen-
trates on the lateral metal cylinder, so the transmission is
almost zero.

After loading a lateral perturbed metal cylinder onto
the side wall of the cavity, the proposed cavity filter
named BPF.III is formed. The TEM-IV is suppressed
greatly by the perturbed metal cylinder. The origin and
the suppressed TEM-IV are displayed in Figs. 6 (a) and
(b), respectively. It can be seen that the perturbed metal
cylinder can pull and focus most electric-field energy,
so the electric-field energy cannot be coupled well from
the lateral probe to the longitudinal probe. The stopband
range increases to 3.4 GHz (2.2-5.6 GHz). The maxi-
mum return loss is lower than -18 dB. It is obvious that
the proposed cavity filter has good impedance matching
and wide-stopband.

Fig. 4. Electric-field distributions of the proposed cavity
filter: (a) TEM-I, (b) TEM-II, and (c) TEM-III.

Fig. 5. Insertion losses, physical structure and electric-
field distributions of the BPF.III and BPF.IV.

C. Illustration of the arrangement of the probes

In order to explain the reason for the arrangement of
the mutually vertical probes in the proposed cavity filter,

a comparison of the insertion loss of the proposed fil-
ter and BPF.IV are displayed in Fig. 5. It can be seen
that several transmission modes with symmetric electric
field are successfully excited due to the parallel stepped
probes of BPF.IV. Intuitively, these transmission modes
are destroyed by mutually perpendicular probes. In order
to quantitatively explain why these transmission modes
collapse in the proposed cavity filter, the coupling inten-
sity K is introduced, as shown in (1). Ep represents the
electrical field distribution introduced by the probes. Em

represents the electrical field distribution of a certain
order mode in the cavity filter. V represents the volume
of the metal cavity. Clearly, the K of the proposed cavity
filter is significantly less than the K of BPF.IV.

K =

∫∫∫
Ep ·EmdV√∫∫∫ |Ep|2dV · ∫∫∫ |Em|2dV

. (1)

To further prove the accuracy of the above principle,
Figs. 6 (e) and (f) show the electric-field distribution of
the TE101 mode in the proposed cavity filter and BPF.IV.
In the proposed cavity filter, the direction of the electric
field of the probe is perpendicular to the spatial distri-
bution of the electric field of the TE101 mode, resulting
in zero overlap integration of the two field distributions.
This phenomenon leads to discontinuities in the TE101
mode, making it not well excited.

D. Parameters analysis of the proposed cavity filter

The S-parameters of the proposed cavity filter with
different D5, d3 and H4 are shown in Fig. 7. When the
diameter of the lateral cylinder of BSLR D5 increases
from 3.8 mm to 5.8 mm, the center frequency of the pass-
band moves to high-frequency. When the length of the
lateral probe increases from 25 mm to 26 mm, the LFTZ
moves to low-frequency. When the length of the lat-
eral cylinder of BSLR H4 increases, the HFTZ moves to
high-frequency. The quality factor Q of TEM-I increases,
the Q of TEM-II remains unchanged and the Q of TEM-
III decreases. The Q of TEM-II remains stable due to
the weak electric field around its lateral stub, where
length variations minimally affect the characteristics of
TEM-II.

E. Equivalent circuit of the proposed cavity filter

The equivalent circuit of the proposed cavity filter is
also analyzed. The electrical impedance Z of a cylinder
can be calculated by (2). The capacitor C can be calcu-
lated by (3). Parameter a denotes the axial length of the
cylindrical cavity. Parameter r denotes the radius of the
cylinder. The resonant frequency can be calculated by
(4). The parameter p denotes the order of the proposed
cavity filter. Parameters and denote the i-th inductor and
j-th capacitor, while m and n represent the total number
of inductors and capacitors, respectively.

Insertion loss and impedance matching of the pro-
posed cavity filter were simulated using the Advanced
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Fig. 6. Electric-field distributions of BPF.II, the proposed cavity filter and BPF.IV: (a) Electric field distribution of
TEM-IV of BPF.II, (b) electric-field distribution of TEM-IV of the proposed cavity filter, (c) electric-field distribution
at LFTZ, (d) electric-field distribution at HFTZ, (e) electric-field distribution of TE101 mode of BPF.IV, and (f) electric-
field distribution of TE101 mode of the proposed cavity filter.

Fig. 7. Relative parameters of the proposed cavity filter: (a) S-parameters with different D5, (b) S-parameters with
different d3, (c) S-parameters with different H4, and (d) quality factor Q with different H4.

Fig. 8. Relative information about the equivalent circuit
of the proposed cavity filter: (a) Equivalent circuit of the
proposed cavity filter and (b) S-parameters of the EM
wave simulation and circuit-based simulation.

Design System software based on the equivalent circuit,
and the results are compared with those from electro-
magnetic (EM) wave simulation, as depicted in Fig. 8
(b). The center frequencies, the impedance matchings
and the insertion losses in the passband of the two sim-
ulation methods are basically the same. Each part of the
proposed cavity filter can be matched to the correspond-
ing impedance value in the equivalent circuit. Therefore,
the equivalent circuit has good consistency with the pro-
posed EM model.

Z =60ln
(a

r

)
, (2)

C =
πr
30c

[
πr
4d

+ ln
(

a− r
d

)]
, (3)

f =
p

2π
√

∑m
i=1 Li ∑n

j=1 Cj

. (4)

III. RESULTS AND DISCUSSION

To verify the rationality of the design, the proposed
cavity filter is fabricated and then tested by the vector
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Fig. 9. Simulated and measured S-parameters (inset pho-
tograph of the fabrication).

Table 1: Comparison with previous works
Ref. Electrical Size BW SR

[4] 1.1λ g×1.1λ g×1.15λ g 1.35% 0.08f 0
[5] 1.87λ g×0.34λ g×0.75λ g 1.84% 1.68f 0
[9] 0.41λ g×0.2λ g×0.41λ g 58% 0.63f 0
[11] 0.12λ g×0.12λ g×0.08λ g 4.64% 0.25f 0
[15] 0.76λ g×1.01λ g×0.08λ g 9.6% 4.5f 0
Pro. 0.26λ g×0.25λ g×0.22λ g 42% 2.02f 0

BW: relative bandwidth, SR: stopband range, f 0: center
frequency.

network analyzer. Figure 9 shows the simulated and
tested results, with a photograph of the fabricated cavity
filter. The material of the fabrication is aluminum-plated
silver. The proposed cavity filter achieves miniaturiza-
tion with a compact size of 0.26λ g×0.25λ g×0.22λ g. It
can be seen that the tested results are roughly consis-
tent with the simulation ones. The measured impedance
matching deviates slightly from the simulated results,
which can be attributed to inaccuracies in the fabrica-
tion process and limitations of the testing equipment.
The measured S-parameters show that the proposed cav-
ity filter has three resonant frequencies (1.47 GHz, 1.65
GHz and 1.89 GHz). The operating bandwidth is 42%
from 1.33 GHz to 2.03 GHz and the insertion loss of the
passband is 0.6 dB. All stopband suppression levels are
higher than 15 dB. For the fabrication, the bandwidth of
the stopband is 3.8 GHz from 2.2 GHz to 6 GHz. Table 1
compares the proposed cavity filter and previous works.
It can be seen that the proposed cavity filter has good per-
formance in all aspects. Consequently, the proposed cav-
ity filter achieves miniaturization, demonstrating supe-
rior filtering response and wide-stopband characteristics.

IV. CONCLUSION

A compact wide-passband wide-stopband cavity fil-
ter is proposed in this paper. The proposed cavity filter

utilizing a BSLR stimulates three TEM modes, with the
lateral probe creating LFTZ and the lateral stub generat-
ing HFTZ. Stray mode suppression is enhanced through
electric-field concentration via lateral metal cylinders,
while the asymmetric and vertical probes inhibit both
fundamental TE101 and higher-order modes, forming a
stopband with bandwidth of 2.02 times center frequen-
cies. Featuring a wide-bandwidth of 42% and com-
pact electrical dimensions, the design demonstrates engi-
neering reliability through its proposed equivalent cir-
cuit. This solution offers significant advantages for 5G
systems, including compact size, wide-stopband cover-
age and broad passband.
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Abstract – In order to solve the problem of tradi-
tional high-voltage disconnector mechanism jamming
and improve the thrust of the drive mechanism, a direct-
drive magnetic field modulation transverse flux motor
(MFM-TFM) is proposed in this paper. First, the three-
dimensional structure of MFM-TFM is introduced. The
expression of air gap flux density is derived according
to the permeability method. The air gap flux density of
the lower air gap dominated by the sixth harmonic is
modulated into the air gap flux density of the upper air
gap dominated by the fifth harmonic. The increase in the
amplitude of low-order harmonics can increase the aver-
age thrust. Secondly, the upper and lower air gap widths,
permanent magnets, iron cores, pole shoes and mod-
ulators are optimized. The optimized motor has good
no-load back EMF and current waveform sinusoidality.
Through core lamination, the loss of the transverse flux
motor is effectively reduced. The rated average thrust of
the motor reaches 612.54 N. Finally, the prototype was
manufactured and the experimental test platform was
built. The thrust and back EMF were measured and com-
pared with the experimental values to verify the ratio-
nality of the proposed topology and the accuracy of the
calculated results.

Index Terms – High thrust, magnetic field modulation,
new energy high-voltage disconnector, optimized design,
transverse flux motor.

I. INTRODUCTION

Permanent magnet linear synchronous motor
(PMLSM) is often used as the core drive mechanism
in various circumstances such as aerospace, medical
equipment and power systems [1]. PMLSM has the
advantages of simple structure and strong reliability
[2]. In addition, due to the simple mover structure,
PMLSM has a short response time [3]. Compared with
the traditional electric excitation motors, PMLSM has
no excitation winding copper loss, which makes it more
efficient [4].

As a type of permanent magnet motor, servo
PMLSM can accurately control the motor speed and
movement distance. Therefore, servo PMLSM has
important potential in the intelligent development of
power systems [5]. In the operation of large power grids,
servo motors serve as the driving core of high-voltage
disconnectors. The servo motor drives the contact to
move through the transmission mechanism to complete
the opening and closing actions [6–8]. Since the high-
voltage switch operating mechanism is in an inactive
state for a long time, the influence of the external envi-
ronment will cause the components to age [9–11]. At
the same time, during the opening and closing process,
the contacts often melt due to high temperature [12–14].
When the contacts move again, melting may cause prob-
lems such as mechanism jamming [15], which will cause
the switch to fail to work. When the instantaneous thrust
or torque generated by the servo motor is too small to
drive the mechanism to move, the motor cannot rotate.
Stalling will cause the motor to heat up severely, which
will affect the safe operation of the power grid [16–17].
In addition, due to the low speed of the opening and clos-
ing process, the motor has a large power or torque, which
will make the motor have a large volume and low power
density.

At present, in order to increase the torque or thrust
of the motor, the common method is to connect the servo
motor to the mechanical gear. Although the mechani-
cal gear has the function of amplifying the torque of
the motor, it has friction loss. The gear needs to be fre-
quently repaired and lubricated. Mechanical gears often
have problems such as jamming or even freezing, which
leads to high maintenance costs [18–20]. In order to
increase the thrust or torque of the motor, the direct-
drive magnetic field modulation transverse flux motor
(MFM-TFM) has attracted much attention. The direct-
drive transverse flux motor can be directly connected
to the contact without other transmission mechanisms.
It has the characteristics of simple structure and high
efficiency [21]. At the same time, based on the princi-
ple of magnetic field modulation, low-speed motion is
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converted into high-speed motion of the magnetic field,
which effectively improves the power density of the
magnetic field modulation motor.

The magnetic flux direction of the transverse flux
motor is perpendicular to the direction of motion. The
stator part of the motor can be laminated with silicon
steel to reduce losses, which can improve the efficiency
of the motor. The transverse flux linear motor is com-
bined with a magnetic gear to form an MFM-TFM. In
low-speed direct drive applications, the MFM-TFM has
the characteristics of high-thrust density or torque den-
sity. However, there is no literature published on high-
thrust MFM-TFMs for high-voltage disconnectors.

An MFM-TFM is proposed in this paper. Firstly,
the three-dimensional structure of the direct-drive MFM-
TFM is introduced. According to the permeance method,
the air gap magnetomotive force and air gap perme-
ance are given. The expression of air gap flux density
is derived. The relationship between the number of low-
order working harmonic pole pairs and the low-order
working harmonic speed is studied. Secondly, the MFM-
TFM structural parameters are optimized and designed.
The effects of upper and lower air gap widths, perma-
nent magnets, cores, pole shoes and modulator sizes on
back EMF, thrust and thrust fluctuation are studied. The
hysteresis loss, eddy current loss and additional loss of
laminated core and non-laminated core are calculated
and compared. Finally, the prototype is manufactured
and the experimental test platform is built. The motor
thrust and back EMF are measured and compared with
the experimental values, which verifies the rationality of
the proposed topology and the accuracy of the calcula-
tion results.

II. MFM-TFM TOPOLOGY AND WORKING
PRINCIPLE

A. MFM-TFM topology

The three-dimensional structure of the direct-drive
field modulation transverse flux motor is given in Figs. 1
and 2. The two-dimensional structure of the MFM-TFM
is given in Figs. 3–5. The MFM-TFM mainly includes
stator I, stator II and linear mover. Stator I is a seg-
mented structure. The armature windings of phase A,
phase B and phase C are installed in the slots of stator
I. Inclined magnetic conductive materials and inclined
non-magnetic conductive materials are installed in the
middle mover. The magnetic conductive material is made
of laminated silicon steel to effectively reduce the core
loss. The non-magnetic conductive material is made of
stainless steel. Stator II mainly has segmented core,
PM and excitation winding. The excitation winding can
change the size of the excitation magnetic field by chang-
ing the excitation current. The permanent magnet and the
excitation winding are arranged alternately. Based on the

Fig. 1. MFM-TFM structure.

Fig. 2. Lower stator side of the 3D structure.

alternating arrangement, the leakage flux can be reduced.
The air gap flux density is increased to make the motor
power density higher. The detailed dimensional parame-
ters of the MFM-TFM in the front view and oblique view
are given in Figs. 6 and 7. The rated parameters and basic
size parameters of MFM-TFM are shown in Table 1.

Fig. 3. 2D image of the lower stator side.
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Fig. 4. 2D image of the upper stator side.

Fig. 5. Front view of MFM-TFM.

Fig. 6. Dimensions of front view.

Fig. 7. Dimensions of oblique views.

Table 1: Rated parameters of the prototype
Parameter Value Parameter Value

Rated thrust (N) 612.5 Rated current (A) 2
Linear speed (m/s) 1 Rated power (W) 612.5

Modulator pole
number 11 Upper air gap

width (mm) 1

Upper stator slot
number 12 Lower air gap

width (mm) 1

Upper stator poles 10 Lower stator pole
number 12

Due to the inclined structure, when the stator moves
linearly, the velocity component is generated in the direc-
tion of movement and the perpendicular direction of
movement. When the mover moves, the changing mag-
netic flux is generated in the stator I core. The induced
electromotive force is generated in the armature winding
due to the changing magnetic flux, which is the work-
ing principle of MFM-TFM. Therefore, when the stator
I armature winding is supplied with alternating three-
phase voltage and current, a changing magnetic field is
generated in the middle air gap. The mover generates
thrust under the action of the magnetic field and moves
linearly.

In the proposed MFM-TFM, the number of mag-
netic field pole pairs of the stator I armature winding is 5.
The number of poles of the modulator is 11. The number
of magnetic field pole pairs generated by PM and excita-
tion winding is 6. The ratio of the number of modulator
poles to the number of lower stator magnetic field pole
pairs is 11:5. Therefore, the transmission ratio of MFM-
TFM can be defined as 11:5. According to the magnetic
field modulation principle, the speed of the mover is 5/11
of the speed of the stator I armature magnetic field. The
thrust of the mover is 11/5 times that of the stator core I.
Therefore, the thrust of the mover is effectively ampli-
fied. This is the fundamental reason why magnetic field
modulation increases the thrust of the motor.

B. Calculation of air gap magnetic flux density based
on permeability method

The total permeance per unit area of MFM-TFM can
be expressed as:

1
Λ(x, t)

=
1

ΛPM
+

1
Λag

+
1

Λtr (x, t)
, (1)

where ΛPM is the permeance per unit area of the perma-
nent magnet, Λag is the permeance per unit area of the air
gap, Λtr (x, t) is the permeance per unit area of the mover.

In the stator II of the MFM-TFM, the current of the
DC excitation winding is adjusted to change the excita-
tion magnetic field. The air gap flux density is adjusted
to make the direction of the excitation magnetic field
exactly opposite to the direction of the magnetic field
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generated by the permanent magnet. The total perme-
ance per unit area can be expressed by the Fourier series
as equations (2), (3) and (4).

In equations (2), (3) and (4), Λ0 is the DC part of the
permeance per unit area,wg is the width of MFM-TFM, vt
is the speed of the linear mover, x0 is the initial position
of the mover, Nm is the number of effective permeable
materials of the modulator, Λm is the permeance of the
modulator’s tilted permeable material, Λn is the perme-
ance of the modulator’s tilted non-permeable material,
wm is the width of the modulator’s tilted permeable

material, wn is the width of the modulator’s tilted non-
permeable material, lt is the thickness of the modulator.

The magnetomotive force generated by stator II PM
can also be expressed using Fourier series as equations
(5) and (6).

In equations (5) and (6), Br is the residual mag-
netism of PM, pPM is the number of magnetic field pole
pairs generated by PM.

Therefore, the air gap flux density can be expressed
as equation (7):

Λ(x, t) = Λ0+
∞

∑
i=1

Λi cos
[

iNm
2π
wg

(x− vtt − x0)

]
. (2)

Λ0 =
Nm

wg
(Λmwm +Λnwn) =

Nmμ0wm

wg
(
lgapu + lgapl + lPM

)+ Nmμ0wn

wg
(
lgapu + lgapl + lPM + lt

) . (3)

Λi =
2
iπ

(Λm −Λn)sin
(

iNmwm
π
wg

)
=

2
iπ

(
μ0

lgapu + lgapl + lPM
− μ0

lgapu + lgapl + lPM + lt

)
sin
(

iNmwm
π
wg

)
. (4)

F (x) =
∞

∑
j=1,3,5···

4BrlPM

jμ0π
cos
(

jpPM
2πx
wg

)
=

∞

∑
j=1,3,5···

2k
j

cos
(

jpPM
2πx
wg

)
. (5)

k =
2BrlPM

μ0π
. (6)

Bδ = F (x)Λ(x, t)= 2kΛ0 cos
(

jpPM
2πx
wg

)
+kΛ1 cos

[
2π (Nm + jpPM)

wg

(
x− Nmvtt +Nmx0

Nm + jpPM

)]

+ kΛ1 cos
[

2π (Nm − jpPM)

wg

(
x− Nmvtt −Nmx0

Nm − jpPM

)]
. (7)

The main harmonic characteristics of the air gap flux
density are shown in Table 2. Since the amplitude of
low-order harmonics is much larger than that of high-
order harmonics, the average thrust can be increased by
increasing the amplitude of low-order harmonics. The
relationship between the number of pole pairs of low-
order harmonics and the speed is:

pPMeff = |Nm − jpPM| , (8)

vPMeff =
Nmvt

Nm − jpPM
= Grvt, (9)

where pPMeff is the pole pair number of the working har-
monic, vPMeff is the speed of the working harmonic, Gr
is the transmission ratio.

Table 2: Harmonic distribution of main air gap magnetic
flux density

Pole Pairs Speed

jpPM 0
Nm + jpPM

Nmvt
Nm+ jpPM

|Nm − jpPM| Nmvt
Nm− jpPM

The pole pitch of the working harmonic is:

τPMef f =
Nmwn

2(Nm − jpPM)
=

1
2

Grwn, (10)

where τPMeff is the pole pitch of the working harmonic,
wn is the width of the modulator’s tilted non-magnetic
material.

The losses of the proposed MFM-TFM mainly
include permanent magnet eddy current loss, core loss
and copper loss. By increasing the armature current
amplitude, the iron loss, copper loss, output power and
efficiency of MFM-TFM are calculated. Iron loss mainly
includes hysteresis loss, eddy current loss and additional
loss, which can be expressed as:

piron = ph + pec + pe = kh f Bα
m + kec f 2B2

m + ke f 1.5B1.5
m ,
(11)

where kh, kec and ke are the hysteresis loss coefficient,
eddy current loss coefficient and additional loss coeffi-
cient, α = 1.69, kh = 32, kec = 0.13, ke = 0.45, Bm is the
maximum magnetic density, f is the frequency.

Copper loss can be expressed as:

pcu = MNI2Rcu =
MNI2ρculcu

Scu
, (12)
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where Rcu is the winding resistance, I is the current, ρcu
is the copper resistivity, lcu is the winding length, Scu
is the winding cross-sectional area, M is the number of
slots, N is the number of winding turns.

III. MFM-TFM DESIGN AND
OPTIMIZATION ANALYSIS

A. Calculation and analysis of air gap magnetic flux
density based on finite element method

The air gap flux before and after modulation is cal-
culated as shown in Figs. 8–11. The lower air gap flux
and the upper air gap flux are shown in Figs. 8 and
10. The lower air gap flux in Fig. 8 is transformed by
fast Fourier transform (FFT) to obtain the harmonic flux
amplitude before modulation as shown in Fig. 9. The
upper air gap flux in Fig. 10 is transformed by FFT to
obtain the harmonic flux amplitude after modulation as
shown in Fig. 11.

It can be seen in Fig. 9 that the 6th harmonic flux
amplitude is the largest. This is mainly because the num-
ber of magnetic field pole pairs generated by the perma-
nent magnet and the excitation winding of the lower sta-
tor is 6.

Fig. 8. Lower air gap magnetic flux before modulation.

Fig. 9. Lower air gap magnetic flux harmonic.

Fig. 10. Upper air gap magnetic flux after modulation.

Fig. 11. Upper air gap magnetic flux harmonic.

Therefore, the flux in the lower air gap is mainly
dominated by the 6th harmonic. That is, before the mod-
ulator is applied, the 6th harmonic flux amplitude in the
lower air gap is the largest. The number of poles of the
modulator is 11.

According to equation (8), in the upper air gap, the
5th harmonic flux amplitude is the largest. In Fig. 11,
according to the finite element calculation, the 5th har-
monic flux amplitude in the upper air gap is the largest,
which is also consistent with the theoretical derivation.
Therefore, when the 5th harmonic magnetic field is gen-
erated by the upper stator winding, stable energy transfer
can be achieved, which is the basic working principle
of the proposed MFM-TFM. Therefore, when the num-
ber of magnetic field pole pairs generated by the stator I
winding is 5, stable power transmission can be achieved.

The distribution of magnetic field lines of the mover
at different positions is shown in Fig. 12. At position A,
the flux linkage of phase A is maximum. At position B,
the flux linkage of phase A is short-circuited. The flux
linkage of phase A is 0. At position C, the flux linkage
of phase A is maximum in reverse direction.
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(a)

(b)

(c)

Fig. 12. Magnetic flux paths for different mover posi-
tions: (a) Position A, (b) Position B, and (c) Position C.

B. MFM-TFM optimization design and loss calcula-
tion

In this paper, a multi-objective optimization algo-
rithm is used to optimize the main parameters of
the MFM-TFM. The average thrust, output power and
efficiency of the MFM-TFM are focused on. The influ-
ence of structural parameters on average thrust and
thrust fluctuation needs to be considered comprehen-
sively. The initial structural parameters and optimiza-
tion design process of the MFM-TFM are shown in
Table 3 and Fig. 13. First, the structural parameters of
the MFM-TFM are analyzed by correlation to obtain the
main structural parameters. According to the parameter
variation range in Table 3, the electromagnetic perfor-
mance of the MFM-TFM is parametrically calculated.
The multi-objective optimization algorithm is used to
find the optimal solution for the parameter optimization
results. Compared with the width of the modulator, the
electromagnetic performance of the MFM-TFM is more
obviously affected by the modulator length. Although a
larger modulator length can reduce thrust fluctuation and
increase back EMF within a certain range, the reduc-
tion in average thrust is also very obvious. High average
thrust and low thrust fluctuation are set as optimization

targets. The number of winding turns and slot fill rate
are comprehensively considered to obtain the optimized
structural parameters as shown in Table 3.

In this paper, the second-generation non-dominated
sorting genetic algorithm-II (NSGA-II) is adopted to
optimize the proposed MFM-TFM structure. NSGA-II
is an improved version of the non-dominated sorting
genetic algorithm (NSGA), which improves the conver-
gence of the algorithm by adopting a fast non-dominated
sorting algorithm and a crowding algorithm.

Table 3: Optimization range of the main parameters
Optimization

Parameters
Symbol Range

Step

Length

Final

Value

PM width wPM 4-14 1 10 mm
Upper stator
tooth boots

length
lu−stator 16-24 2 20 mm

Modulator
length lm 14-28 1 20 mm

Lower stator
tooth boots

length
ll−stator 16-24 2 20 mm

Modulator
width wm 3-12.5 0.5 10 mm

PM length lpm 4-30 2 14 mm
Upper stator
yoke width wu−stator 10-24 2 16 mm

Lower stator
yoke width wl−stator 6-14 2 10 mm

Fig. 13. Design and optimization process of the MFM-
TFM.
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Fig. 14. Optimization process based on the improved NSGA-II algorithm.

In the design of MFM-TFM, the performance indi-
cators of the MFM-TFM, such as load average thrust
and thrust fluctuation, are used as objective functions.
The optimization variables mainly include the structural
parameters of MFM-TFM, such as permanent magnet
shape, modulator shape and tooth slot shape as shown
in Table 3. The optimization objectives are mainly the
electromagnetic performance of the MFM-TFM, such as
maximizing the average thrust and minimizing the thrust
fluctuation.

The optimization process based on the multi-
objective optimization algorithm is shown in Fig. 14. The
specific steps are as follows:

1© The optimization objectives and design vari-
ables are determined. The optimization objectives of the
designed MFM-TFM are lower thrust fluctuation and
higher average thrust.

2© Based on ANASYS Maxwell software, the thrust
fluctuation and average thrust data of MFM-TFM with
different structural parameters are calculated. The sensi-
tive parameter analysis method is used to calculate and
analyze the sensitivity function of the design variables to
the optimization objectives. Structural parameters with
high sensitivity are selected to generate the required sam-
ple points. Based on the sample points, the response sur-
face model is built.
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3© The surrogate model is built. According to the
sample points, the fitted model is obtained based on
Advanced Latin Hypercube Sampling.

4© The improved NSGA-II algorithm is used to
solve the model in step 3©. In order to better solve
the multi-objective optimization problem of MFM-TFM
design, the normal distribution crossover (NDX) opera-
tor and the efficient non-dominated sorting (ENS) sorting
were adopted. The joint model was built in Maxwell &
Workbench & OptiSLang. According to the variable con-
straints and target requirements, the pareto front solution
was generated.

5© The slot fill rate, magnetic flux saturation, slot
width and assembly of MFM-TFM were comprehen-
sively considered to determine the final parameters of the
design variables. Based on the finite element method, the
back EMF, average thrust and thrust fluctuation were cal-
culated and experimentally verified.

The influence of different structural parameters
on electromagnetic performance is studied. The motor
thrust under different air gap widths is shown in Figs. 15
and 16. It can be seen that as the air gap width increases,
the thrust of the modulator decreases. This is because
when the air gap increases, the air gap magnetic resis-
tance also increases, and the effective magnetic flux
change decreases. So, the thrust also decreases. How-
ever, the air gap width needs to consider the performance
and assembly difficulty comprehensively. The influence
of PM and core width on thrust is given in Figs. 17 and
18. It can be seen that as the width of the permanent mag-
net increases, the thrust also gradually increases. How-
ever, the influence of the width of the permanent magnet
on the thrust is not significant. The change of thrust under
different width coefficients is given in Fig. 18. It can
be seen that when the core width coefficient gradually
decreases, the thrust of the mover gradually increases.
But the thrust increase rate gradually decreases. When
the width coefficient reaches 0.57, the thrust increase
gradually reaches saturation.

Fig. 15. Effect of upper air gap width on thrust of single
stator.

Fig. 16. Effect of lower air gap width on thrust of single
stator.

Fig. 17. Effect of PM lengths on thrust of single stator.

Fig. 18. Effect of core widths factor on thrust.

In order to study which variables have a greater
impact on the performance of MFM-TFM, the sensitiv-
ity analysis is employed. The sensitivity index can be
expressed as:

Sni =
∂ f
∂ zi

|NOP
zi

f
≈ Δ f/ f

Δzi/zi
, (13)

where f is the optimization target response, zi is the
design variable. The load average thrust and thrust fluctu-
ation are the optimization target. Then, the weight coef-
ficient is used to comprehensively evaluate each vari-
able, and the comprehensive sensitivity index G(ni) is
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introduced, which can be expressed as:
Gni = w1

∣∣SFAverage
∣∣+w2 |SFFluctuation| , (14)

where SFAverage and SFFluctuation are the sensitivity indices
of the load average thrust and thrust fluctuation, respec-
tively, w1 and w2 are the weight coefficient of load aver-
age thrust and thrust fluctuation. The sum of w1 and
w2 is 1.

The objective function is given in equation (15). The
range of optimization variables and other constraints are
given in Table 3 and equations (16), respectively:

T he ob jective f unctions{
max

{
FAverage

min{FFluctuation

. (15)

Other restrictions{
0.45 ≤ Slot fill rate ≤ 0.7
1.5 ≤ Magnetic density value ≤ 2.2

. (16)

The voltage and current curves of MFM-TFM are
given in Figs. 19 and 20. It can be seen that the wave-
form sinusoidality of the back EMF is relatively high.
The waveform sinusoidality of the load current is also
relatively high. This shows that the electromagnetic per-
formance of the MFM-TFM proposed in this paper is
relatively good. The influence of the modulator, perma-
nent magnet and pole shoe on the electromagnetic per-
formance of the motor is given in Figs. 21 and 22. It can
be seen that when the modulator width is 10 mm and
the length is 20 mm, the thrust of the mover is relatively
high. For thrust fluctuation, it can be seen that the length
of the stator I shoe has a greater influence on the thrust
fluctuation.

When the length of the stator I shoe gradually
increases, the thrust fluctuation also gradually increases.
This is mainly caused by the interaction of the tooth slot
force. The thrust fluctuation is relatively less affected by
the width of the permanent magnet.

For the adopted NSGA-II, the genetic algorithm
population size is 200. The crossover probability is 0.8.
The mutation probability is 0.02. The number of itera-
tions is 200 generations.

Fig. 19. Back EMF of MFM-TFM.

Fig. 20. Armature current of MFM-TFM.

Fig. 21. Effect of modulator on average thrust.

Fig. 22. Effect of permanent magnet and stator shoe on
thrust fluctuation.
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Scatter plots of average thrust and thrust fluctua-
tion of MFM-TFM with different designs are given in
Fig. 23. Sensitivity analysis of optimization parameters
to average thrust and thrust fluctuation is given in Fig. 24.
According to the variation range of MFM-TFM opti-
mization parameters, the thrust fluctuation and average
thrust are calculated and analyzed.

Fig. 23. Scatter plots of average thrust and thrust fluctu-
ation of MFM-TFM with different designs.

Fig. 24. Sensitivity analysis of optimization parameters
to average thrust and thrust fluctuation.

In the calculation results, the pareto front solution
is obtained. According to the comprehensive sensitivity
index, slot filling rate and magnetic flux saturation con-
straints, the optimized design parameters are determined.
For the selected design points, the sensitivity of different
optimization parameters to the average thrust and thrust

fluctuations are analyzed. In Fig. 24, the sensitivity of the
permanent magnet length and the lower stator tooth boots
length to the average thrust is relatively large. The sensi-
tivity of the modulator length and the permanent magnet
width to the thrust fluctuation is relatively large.

In order to further verify the stability and reliabil-
ity of the designed structure, the magnetic flux distribu-
tion under no-load and rated-load conditions is shown in
Figs. 25 and 26.

In Fig. 26, it can be seen that, except for the high
magnetic flux saturation of the upper stator teeth, the sat-
uration of most of the motor magnetic flux is low. There-
fore, according to the magnetic flux calculation results, it
can be seen that the electrical load selection of the MFM-
TFM is reasonable.

In order to further study the loss and efficiency of
the proposed MFM-TFM, the hysteresis loss, additional
loss, eddy current loss and total loss are shown in Fig. 27.
It can be seen that as the armature current gradually
increases, the loss also gradually increases. Since the sta-
tor core is made of laminated silicon steel sheets, the
hysteresis loss, additional loss, eddy current loss and
total loss are much smaller than those of non-laminated
sheets. At the rated current of 2 A, the average thrust of
the motor reaches 612.54 N.

In order to reflect the advantages of the structure
proposed in this paper, the electromagnetic performance
comparison between MFM-TFM and different linear
motors is shown in Table 4. When the armature current

Fig. 25. No-load magnetic flux density distribution.

Fig. 26. Magnetic flux distribution at rated load.
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Table 4: Comparison of machine performances
Proposed

MFM-TFM
TF-FRLM

[22]
TF-PMLM

[23]
EDT-PMLSM

[24]
CT-PMLSM

[25]
Rated thrust (N) 612.5 278.6 117.8 3335.7 2612.9
Rated power (W) 612.5 278.6 117.8 1214.9 951.1

Active volume ( m3 ) 6.2e−3 1.8e−3 1.3e-3 3.8e−2 3.8e−2
Thrust ripple (%) 17.4 34.4 2.6 5.0% 8.4%

Thrust per active volume ( kN/m3 ) 98.8 153.5 91.6 87.8 68.8
Power per active volume ( kW/m3 ) 98.8 153.5 91.6 35.2 27.1

Efficiency (%) 81.6 - 80.8 91.1 90.7

Fig. 27. Loss calculation and analysis of single stator.

is 2 A and the mover speed is 1 m/s, the calculated thrust
of the mover is 612.5 N. It can be seen from Table 4
that the proposed MFM-TFM has a higher thrust den-
sity compared with the conventional PMLSM, which is
mainly due to the magnetic field modulation effect of the
mover. In addition, the thrust fluctuation of the proposed
MFM-TFM is relatively small.

The proposed MFM-TFM has two very significant
advantages. First, the mover of the ordinary PMSLM
is covered with permanent magnets. Due to the high
cost of permanent magnets, the manufacturing cost of
the motor is very high when the mover is long. How-
ever, the mover of the proposed MFM-TFM is made of
cheap ferromagnetic materials. The manufacturing cost
of the MFM-TFM is lower. The MFM-TFM is very suit-
able for long stroke applications. Therefore, the MFM-
TFM proposed in this article has huge application poten-
tial in new energy high-voltage disconnector. Second,
based on the modulation effect of the magnetic field,
the MFM-TFM has the advantages of high-power den-

Fig. 28. Loss of MFM-TFM with the variation of arma-
ture current.

Fig. 29. Output power and efficiency of MFM-TFM with
the variation of armature current.

sity and small thrust fluctuation in low-speed direct drive
applications.

Loss of MFM-TFM with the variation of armature
current is given in Fig. 28. Output power and efficiency
of MFM-TFM with the variation of armature current are
given in Fig. 29. As can be seen from Figs. 28 and 29, the
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main loss of the motor is copper loss. As the armature
current gradually increases, the loss and output power of
the motor gradually increase. When the armature current
exceeds 2 A, the increase in output power is no longer
obvious. When the armature current is 2 A, the motor
efficiency is 81.6%.

IV. PROTOTYPE AND EXPERIMENTAL
TESTING

In order to verify the rationality of the MFM-TFM
topology proposed in this paper and the accuracy of the
calculation results, a prototype was designed and manu-
factured. An experimental platform was built to test the
thrust and no-load back EMF of the motor at different
armature currents.

Stator I punching, modulator and stator II punching
are given in Fig. 30. The thrust curves at different posi-
tions of the mover are shown in Fig. 31. It can be seen
from Fig. 31 that the calculated thrust value is larger than
the measured value. On the one hand, this is mainly due
to the fact that the mover will be affected by friction dur-
ing the test.

On the other hand, there will be some errors dur-
ing the motor assembly process. The calculated value of
the average thrust and the measured value of the average
thrust are compared and analyzed as shown in Table 5.
It can be seen that the calculated value and the mea-
sured value are highly consistent. The error between the
thrust test results and the calculation results is basically
within 5%, which meets the engineering error require-
ments. The no-load back EMF calculation results and
measurement results have good consistency as shown
in Fig. 32. Therefore, the rationality of the MFM-TFM
topology structure proposed in this paper and the accu-
racy of the calculation results are verified.

Fig. 30. Prototype.

Fig. 31. Comparison of prototype test and calculation
results.

Fig. 32. No-load back EMF.

Table 5: Prototype thrust simulation and experimental
measurement results

Current

(A)

Calculated

Thrust

Average (N)

Measured

Thrust

Calculated

Value (N)

Error

(%)

0.2 71.97 68.1 -5.68
0.6 216.94 209.38 -3.61
1 363.21 356.18 -1.97

1.4 490.56 483.59 -1.44
2 612.54 605.52 -1.16

V. CONCLUSION

A direct-drive magnetic field modulation transverse
flux motor is proposed in this paper. Based on the mag-
netic field modulation principle, high-speed magnetic
field motion can be converted into low-speed high-thrust
motion. Based on the transverse magnetic field, sta-
tor I and stator II are made of laminated silicon steel.
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Hysteresis loss, eddy current loss and additional loss are
effectively reduced. A prototype is manufactured. An
experimental test platform is built. The thrust and back
electromotive force are measured and compared with
the experimental values. The rationality of the proposed
topology and the accuracy of the calculation results are
verified. The following conclusions are obtained:

(1) After the action of the tilt modulator, the air gap flux
density dominated by the 6th harmonic in the lower
air gap is modulated into the air gap flux density
dominated by the 5th harmonic in the upper air gap.
When the 5-pole magnetic field is generated by the
stator I armature winding, the power can be stably
transmitted from the stator I armature winding to
the mover.

(2) In the modulated air gap flux density, the amplitude
of the low-order harmonic is much larger than that
of the high-order harmonic. Therefore, the average
thrust can be improved by increasing the amplitude
of low-order harmonics.

(3) After the air gap width, PM, core and modulator
parameters are optimized, the no-load back EMF
and current waveform sinusoidal properties are bet-
ter. Through core lamination, the loss of the trans-
verse flux motor is effectively reduced. The rated
average thrust of the motor reaches 612.54 N.
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