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Abstract – As mentioned in Part-I [1], rapid prototyping
plays a critical role in the design of antennas and related
planar circuits for wireless communications, especially
as we embrace the 5G/6G protocols going forward into
the future. Existing commercial software modules are
often inadequate for this task in the millimeter-wave
range since the memory requirements and runtimes are
often too high for them to be acceptable as design tools.
Using approximate equivalent circuit models for various
components comprising the antenna and the feed sys-
tem is not the answer either, because these models are
not sufficiently accurate. Consequently, it becomes nec-
essary to resort to the use of more sophisticated sim-
ulation techniques based on full-wave solvers that are
numerically rigorous, albeit computer-intensive. Further-
more, optimizing the dimensions of antennas and cir-
cuits to enhance the performance of the system is fre-
quently desired, and this often exacerbates the prob-
lem since the simulation must be run a large number
of times to achieve the performance goal, namely an
optimized design. Consequently, as pointed out earlier,
it is highly desirable to develop accurate yet efficient
techniques, both in terms of memory requirements and
runtimes, to expedite the design process as much as
possible.

In the first part of this paper [1], we presented
three strategies to address these issues, mostly related to
Green’s Functions of layered media. We have shown that
the proposed techniques are not only useful for anten-
nas and printed circuits on layered media but also for
antennas embellished with metamaterials for the purpose
of their performance enhancement.

In this sequel to Part-I, we present several other
Efficient Computational Electromagnetic (CEM) simula-
tion strategies for expediting the runtime and improving
the capability of handling large problems that are highly
memory-intensive. These include a domain decomposi-
tion technique, which utilizes the Characteristic Basis
Function Method (CBFM); the T-matrix approach which
is also useful for hybridizing Finite Methods (FEM or
FDTD) with the Method of Moments (MoM); Mesh
truncation in Finite Method by using a conformal Per-
fectly Matched Layer (PML); and Graphics Processing
Unit (GPU) acceleration of MoM and FDTD codes.

Index Terms – 5G/6G Communication, Antenna
Design, Computational Electromagnetics (CEM),
Electromagnetic Scattering, Finite-Difference Time-
Domain (FDTD), Finite Element Method (FEM), GPU
acceleration, Method of Moments (MoM), Microwave
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Circuits, Millimeter waves, Perfectly Matched Layer
(PML).

I. INTRODUCTION

In Part-I [1] of this paper, we presented three dif-
ferent strategies for enhancing the performance of effi-
cient Computational Electromagnetic (CEM) techniques
to enable them to handle the simulation of antennas, cir-
cuits as well as metamaterials at millimeter wavelengths.
In this sequel to Part-I, we describe three additional
strategies that complement those presented in Part-I.
The topics covered in this sequel include: High-Level
basis functions called the Characteristic Basis Functions
(CBFs); conformal PML (Perfectly Matched Layer)
for mesh truncation; and GPU acceleration of MoM
codes and those based on Finite Methods. The details
are presented in the sections that follow (sections II
through V).

II. CHARACTERISTIC BASIS FUNCTION
METHOD (CBFM) FOR EFFICIENT
ANALYSIS OF ARRAY ANTENNAS

This section focuses on the characteristic basis func-
tion method (CBFM), a reduced-order technique for effi-
cient electromagnetic (EM) analysis of large-scale radia-
tion and scattering problems, by revisiting its theoretical
framework (section II part A), outlining its key appli-
cation areas and its placement within the broader CEM
context (section II part B); and introducing a novel two-
level formulation of this algorithm with a single CBF per
subdomain at its top level (section II part C). While our
previous research on this topic, presented in conference
publications [2–4], has demonstrated the potential of this
CBFM formulation for enabling efficient EM analysis
of both periodic and aperiodic antenna arrays in radiat-
ing mode, its efficacy has not been extensively analyzed
in the existing literature, which primarily relates to the
conventional CBFM formulations that employ multiple
subdomain CBFs. Thus, section II part C aims to pro-
vide a unified and detailed analysis of the CBFM algo-
rithm with a single high-level subdomain basis function,
building upon the foundational concepts introduced in
our previous conference publications [2–4]. This anal-
ysis establishes the proposed CBFM formulation as an
effective tool for EM analysis in the context of rapid pro-
totyping of disconnected array antennas used in radio
astronomical research, 5G/6G communication systems
that utilize MIMO antenna arrays, and other applica-
tions. Furthermore, section II part D outlines our ongo-
ing research efforts aimed at integrating the proposed
CBFM approach with existing CEM solution techniques
to extend its applicability to connected antenna arrays
and circuits printed on multilayered dielectric substrates
for 5G/6G communication systems.

A conventional approach for conducting the EM
analysis of finite antenna arrays is by using full-wave
solution methods such as the finite-difference time-
domain (FDTD) method, the finite element method
(FEM), or the Method of Moments (MoM) [5]. For
arrays composed of metallic antenna elements in homo-
geneous space, which are in the focus of the analysis
in this paper, the surface formulation of MoM maxi-
mizes the numerical efficiency of the solution process
by discretizing only the conductive surfaces, whereas
the FDTD and FEM methods require meshing the entire
computational volume, as noted in [6, Chapter 5.11].
This formulation is based upon the transformation of dis-
cretized surface integral equations into a linear matrix
system:

ZZZRWGIIIRWG =VVV RWG. (1)
Here, VVV RWG and IIIRWG are the excitation or right-hand
side (r.h.s.) vector and the solution vector, respectively,
with a size of NRWG. The term ZZZRWG denotes the
moment matrix of the antenna array with a size of
NRWG ×NRWG. The dimensions of this matrix are deter-
mined by the overall number of Rao-Wilton-Glisson
(RWG) basis functions, which are used to model the
surface current distribution on triangulated surfaces [5].
This, in turn, determines the number of degrees of free-
dom (DoFs) for the solution in the MoM-based matrix
equation (1).

A. CBFM algorithm

In many antenna array problems characterized by a
high number of array elements, large electrical sizes, or
dense discretization of the antenna geometry, the MoM-
based matrix system can become too large to solve on
standard desktop computers. To overcome this challenge,
the dimension of the original MoM-based matrix sys-
tem (1) for these array problems can be reduced. This
reduction can be achieved by decomposing the entire
problem domain into several subdomains, and by group-
ing the low-level RWG basis functions within each sub-
domain to create a smaller set of high-level characteristic
basis functions (CBFs) specific to that subdomain. This
strategy forms the basis for the CBFM, which was orig-
inally introduced in [7] for efficient modeling of large-
scale EM scattering problems.

In the CBFM, the solution vector for the RWG
basis functions associated with the ith subdomain can be
expanded in terms of the CBFs generated on that subdo-
main as follows:

IIIRWG
i ≈

NCBF
i

∑
k=1

ιCBF
i,k fff CBF

i,k . (2)

Here, the term fff CBF
i,k represents the kth CBF vec-

tor corresponding to subdomain i, with a size of NRWG
i ,

containing the expansion coefficients for the NRWG
i low-

level RWG subdomain basis functions associated with
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this CBF. Additionally, the term ιCBF
i,k is the expansion

coefficient for the corresponding CBF. Note that, follow-
ing the domain decomposition step of the problem geom-
etry, the defined subdomains may partially overlap, and
consequently, some RWG basis functions may be asso-
ciated with more than one subdomain [8, Chapter 4.3.1].

The initial set of subdomain CBFs is typically
selected to capture the underlying physics of the actual
current (i.e., the solution, yet to be determined) on that
subdomain. For instance, in radiating mode, this can be
achieved by generating primary CBFs that correspond to
the solutions of uncoupled subdomains, and secondary
or higher-order CBFs that account for mutual coupling
(MC) effects between subdomains. In scattering mode,
where the expected number of incident angles for incom-
ing plane waves can be relatively large, this can be
accomplished by collecting the responses of the subdo-
main geometry when illuminated by a set of incident
plane waves. Alternatively, subdomain CBFs can be gen-
erated from various numerical basis sets used to expand
the solution on that subdomain. These basis sets can be
derived from previous subdomain solutions in an iter-
ative method, characteristic modes, or physical optics-
based currents associated with the subdomain, to list a
few examples.

However, note that the initial set of subdomain CBFs
is often redundant from a linear algebraic perspective.
This means that some CBFs within this set can be
expressed as linear combinations of other CBFs from
the same set. To ensure that the CBFs are linearly inde-
pendent and that each CBF contributes unique infor-
mation to the solution, the singular value decomposi-
tion (SVD) algorithm or a similar matrix-decomposition
algorithm can be applied to orthogonalize the initial
set of CBFs. Moreover, a thresholding process can be
applied to the orthogonalized subdomain CBFs to elim-
inate those below the specified threshold, retaining only
the most significant subset. Consequently, the number of
generated subdomain CBFs, NCBF

i (i = 1, . . . ,M), may
vary across subdomains, where M corresponds to the
total number of subdomains. By applying the thresh-
olding procedure, the overall number of DoFs in the
reduced-order system is reduced, improving the compu-
tational efficiency of the solution process. In addition,
enforcing mutual orthogonality among the CBFs typi-
cally leads to a well-conditioned reduced-order matrix.
This not only minimizes the loss of numerical accu-
racy due to suboptimal matrix conditioning in both direct
and iterative solution approaches but also allows iterative
methods to be performed without the need for applying
advanced matrix preconditioning schemes, which is typi-
cally required to enhance the convergence of these meth-
ods when applied to MoM-based matrices with relatively
high condition numbers.

After decomposing the entire problem domain into
subdomains and generating the subdomain CBFs, a
CBFM-based reduced-order matrix equation can be for-
mulated as follows:

ZZZCBFιιιCBF =VVV CBF. (3)
Here, VVV CBF and ιιιCBF represent the reduced-order

excitation vector and CBF coefficients vector, respec-
tively, both with a size of NCBF, where NCBF is the
total number of CBFs across all subdomains. Addition-
ally, the term ZZZCBF represents the reduced-order antenna
array coupling matrix, with a size of NCBF ×NCBF. By
applying a domain decomposition scheme to subdivide
the entire problem domain into subdomains, the MoM-
based matrix for this problem can be structured as a
block matrix. The diagonal blocks (submatrices of the
full matrix) contain the self and MC interactions between
the RWG basis functions within each subdomain, while
the off-diagonal blocks (submatrices) represent the MC
interactions between the RWG basis functions across
different subdomains. Consequently, the CBFM-based
reduced-order matrix can be constructed in a block-based
manner by modeling intra- or inter-block coupling inter-
actions between the CBFs associated with the blocks p
and q through the corresponding submatrix of the origi-
nal MoM matrix, as follows:

ZZZCBF
pq =

(
fff CBF

p

)†
ZZZRWG

pq fff CBF
q

({p, q}= 1, . . . ,M
)
,
(4)

where
fff CBF

i =
[

fff CBF
i,1 | . . . | fff CBF

i,NCBF
i

] (
i = 1, . . . ,M

)
, (5)

is a column-augmented CBF matrix of size NRWG
i ×

NCBF
i , with i = p for the CBF matrix containing NCBF

p
test (observation) CBFs on the pth subdomain, and i = q
for the CBF matrix containing NCBF

q source CBFs on
the qth subdomain [8, Chapter 4.3.1]. The symbol {·}†

denotes the conjugate transpose operator. In addition,
ZZZRWG

pq , with a size of NRWG
p × NRWG

q , is the submatrix
extracted from the MoM-based matrix ZZZRWG, which con-
tains the coupling interactions between subdomains p
and q. Consequently, the size of each matrix term ZZZCBF

pq

is NCBF
p × NCBF

q , and this matrix is incorporated as a
submatrix into the reduced-order matrix ZZZCBF. When
an array is composed of identical antenna elements,
NRWG

p = NRWG
q = NRWG

s .
Similarly, the CBFM-based reduced-order excita-

tion vector can be constructed in a block-based manner
as follows:

VVV CBF
p =

(
fff CBF

p

)†
VVV RWG

p
(

p = 1, . . . ,M
)
, (6)

where VVV RWG
p is the pth subdomain excitation vector of

size NRWG
p , extracted from the MoM-based excitation

vector VVV RWG. Consequently, the size of each vector term
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VVV CBF
p is NCBF

p , and this vector is incorporated as a sub-
vector into the reduced-order excitation vector VVV CBF.
Note that, instead of using (4) and (6) to calculate the
blocks of the reduced-order matrix and excitation vector
by processing the available MoM-based matrix and exci-
tation vector data, these blocks can be calculated directly
by evaluating the reaction integrals between the radiated
(scattered) field from the source CBF and the observation
(test) CBF, as described in [8, Chapter 4.3.1].

The runtime costs of the CBFM algorithm include
the initial cost of generating the MoM matrix, the cost
of generating subdomain CBFs, and the costs asso-
ciated with setting up and solving the reduced-order
matrix. Here, the runtime for generating the moment
matrix scales as O

((
NRWG

)2
)

. In the CBFM algo-
rithm applied to large antenna (array) problems, the cost
of generating subdomain CBFs is typically less signif-
icant compared to the costs of setting up and solving
the reduced-order matrix. The cost of constructing the
reduced-order matrix ZZZCBF via (4) can be estimated as
O
((

NRWG
)2 ×NCBF

s

)
, under the assumption that the

average number of subdomain CBFs, NCBF
s , is consid-

erably smaller than the number of RWG basis func-
tions per subdomain

(
i.e., NCBF

s � NRWG
s

)
, as detailed

in [9]. Finally, solving the CBFM-based reduced-order
matrix system (3) to extract the CBF coefficients vector,
ιιιCBF, scales as O

((
NCBF

)3
)

when using a direct solver,

or O
(

Kit. ×
(
NCBF

)2
)

when using an iterative method,
where Kit. is the number of iterations required to reach
convergence. Direct solution methods are generally pre-
ferred in applications that require handling a large num-
ber of excitation vectors, such as in radar cross-section
(RCS) analysis. This is mainly because a direct solver
requires solving the reduced-order matrix only once,
after which generating solutions for the desired excita-
tion vectors is reduced to performing efficient matrix-
vector multiplications. However, in many applications,
the dimension of the reduced-order matrix may still be
large due to factors such as the large electrical size of
the problem or a high number of array elements, poten-
tially with a relatively large average number of gener-
ated CBFs per element. In such cases, or more gener-
ally in applications where the desired number of exci-
tation vectors is relatively small, iterative methods can
offer greater computational efficiency in comparison to
direct solution approaches. Note that for both direct and
iterative solution methods, the CBFM typically signifi-
cantly reduces the overall solution times of MoM-based
algorithms, while maintaining reliable solution accuracy.
This is achieved by rigorously accounting for EM cou-
pling effects within and between subdomains during the

construction of the reduced-order matrix through (4). As
a result, the CBFM enables accurate and systematic anal-
ysis of arbitrary large-scale 2D and 3D antenna array
and scattering problems in a computationally efficient
manner [7].

B. CBFM: Applications and related methods in com-
putational electromagnetics

Since its inception, the CBFM has been exten-
sively used for efficient analysis of various EM scatter-
ing problems [7, 10–33]. In addition, this algorithm has
been effectively adapted for the analysis of a range of
microwave structures [34–40], as well as array anten-
nas in free space [41–45], or antennas printed on top
of layered media [20, 46–48]. The numerical advan-
tages of using the CBFM for analyzing printed antennas
have been demonstrated, for instance, in [36] and [48],
showing significant improvements in both runtime and
memory requirements compared to the MoM, often by
orders of magnitude. In addition, the CBFM has been
successfully utilized in the context of analysis based
on the FEM [49–54], as well as in analyses of scatter-
ing from rough surfaces [55] and forest scattering [56].
Moreover, it has recently been shown that the CBFM,
which was originally developed to reduce the matrix
size by using high-level basis functions that made it
feasible to use a direct solver even for relatively large
size problems, can also be implemented into various
classical iterative schemes to improve their convergence
significantly [9, 45, 57–62]. Recently, the CBFM has
been implemented within the novel deep integration
paradigm for efficient multiscale analysis of integrated
active antenna arrays [40, Chapter 6]. These develop-
ments highlight the versatility and robustness of the
CBFM algorithm in handling a wide range of real-world
EM problems, as well as its potential for integration with
existing CEM codes and algorithms, enhancing their
numerical efficiency and accuracy and expanding their
range of applicability. Finally, it is worth mentioning
that, as of 2023, the CBFM solver has been integrated
in the commercially available EM simulation software
tool FEKO [63], further highlighting the significance of
this algorithm in modern antenna analysis and design.
For further insights into the application of the CBFM
in antenna design, interested readers may consult [64,
Chapter 2].

However, it is important to note that the concepts of
domain decomposition and the use of high-level subdo-
main basis functions are not unique to the CBFM. In this
context, the CBFM should be seen as part of a broader
family of CEM solution techniques that utilize high-level
subdomain basis functions. Notable examples of these
techniques include the combined expansion scheme [65],
the expansion wave concept [66], the diakoptics-based
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approach [67], the subdomain multilevel approach [68],
the eigencurrent approach [69–71], the synthetic func-
tions approach [72], the domain decomposition proce-
dure [73], the macrobasis function approach [58, 74, 75]
and the accurate subentire-domain (ASED) basis func-
tion method [76–86]. Interested readers are encouraged
to refer to the references listed above to explore the
conceptual differences in domain decomposition, high-
level basis function aggregation, reduced-order matrix
construction, and numerical acceleration techniques inte-
grated within these methods. In addition, it is worth
noting that the CBFM differs conceptually from the
higher-order MoM (see [87] and the citing references),
another widely adopted, numerically efficient CEM solu-
tion strategy. The strategy behind higher-order MoM is to
reduce the number of basis functions—and consequently
the size of the resulting MoM matrix—by defining a
smaller set of basis functions over larger subdomains,
typically on the order of a wavelength or more, while
increasing their order to capture complex variations in
the current distribution. In contrast, the CBFM algo-
rithm models the actual current distribution by aggregat-
ing low-order subdomain basis functions across smaller
subdomains, compared to those used in the high-order
MoM, to generate a reduced set of high-level basis func-
tions on these subdomains.

C. CBFM algorithm using single high-level CBF per
subdomain

In this subsection, we provide a unified and extended
account of the efficient CBFM formulation, which
employs a single CBF per subdomain, as introduced in
our previous conference publications [2–4]. As part of
this analysis, we introduce a novel two-level CBFM for-
mulation that utilizes a single CBF per subdomain at its
top level, greatly improving the numerical efficiency of
the algorithm presented in [4].

1. Background and concept

The CBFM formulation using single CBF per sub-
domain is proposed as an efficient alternative for the
analysis and design of large-scale antenna arrays, a
process that typically requires several iterations—each
involving EM analysis of the array being designed or,
alternatively, a multiphysics analysis that also consid-
ers circuit-theoretic, mechanical, or thermal factors to
ensure that the design meets targeted goals. In such appli-
cations, it is often preferable to split the design process
into two stages: initially using computationally efficient
methods, such as the CBFM, in the early design phases,
and reserving full-wave solvers for later stages to refine
or validate the design. During the early design stages,
the solution only needs to provide a reasonably accu-
rate approximation of the actual physical current (or the

resulting scattered field) to guide the design toward its
objectives. This enables the reformulation of the conven-
tional CBFM algorithm, which typically employs multi-
ple subdomain CBFs, into a more compact and compu-
tationally efficient form that utilizes only a single subdo-
main CBF. Consequently, extracting the subdomain solu-
tion generally involves two steps: (a) generating a single
CBF for each subdomain; and (b) weighting the gener-
ated CBF by its corresponding CBF coefficient, obtained
by solving the CBFM-based reduced-order matrix equa-
tion (3). Thus, the effect of array MC on the subdo-
main solution vector is captured through these two steps:
first, by approximating and fixing the complex profile
(shape) of the solution current during the generation of
the subdomain CBF, and then by adjusting its magnitude
using the corresponding CBFM-based coefficient, which
accounts for all interelement coupling interactions within
the array.

2. Context and contributions

In our previous work [2], we introduced the concept
of the CBFM algorithm using a single subdomain CBF,
demonstrating that in truncated-periodic array configura-
tions, CBFs can be assumed identical across all array ele-
ments and approximated as the solution of a unit cell in a
virtually infinite, doubly periodic array environment [2].
This is simulated by applying periodic boundary condi-
tions (PBCs) to the unit cell [2]. To account for devia-
tions in current distributions on edge and corner elements
due to finite-array truncation effects, we proposed a mod-
ified CBF generation approach in [3]. In this method,
localized MoM-based subarray problems, comprising 4
or 6 elements, are defined and solved to generate CBFs
for these elements, while the infinite-array solution is
retained as the CBF for interior array elements [3]. In
addition, in [4], we demonstrated that the subarray-based
approach to CBF generation can be extended to ape-
riodic array configurations, where each element’s CBF
is synthesized by solving a localized MoM-based sub-
array problem associated with that element, defined by
the element’s radius of influence (RoI). This strategy is
particularly effective in arrays with relatively large aver-
age interelement spacing, where perturbations in the ele-
ments’ current profiles are primarily determined by the
effects of MC with neighboring elements within their
sphere of influence; while the effects of MC with ele-
ments outside this sphere can be effectively incorporated
through the CBFM-based weighting coefficient.

While the proposed CBFM algorithm, which
employs a single subarray-based subdomain CBF, sig-
nificantly reduces the computational cost of a MoM
solver applied directly to the array problem as in (1),
solving a set of subarray problems using the MoM can
still be computationally expensive; particularly when the
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subarrays comprise electrically large and geometrically
complex elements represented by a large number of low-
level basis functions. To enhance the efficiency of the
subarray-based CBF generation process, this paper intro-
duces a novel two-level CBFM strategy. In this strategy,
the CBFM is first applied locally to a subarray problem
defined for each array element, extracting the solution for
that element at the bottom level of the CBFM algorithm.
This solution is then utilized as a single CBF at its top
level, where the algorithm is applied to the entire array
problem. Consequently, this method completely elimi-
nates the need for a low-level direct solution approach
for array or subarray problems at any stage of the solu-
tion process, significantly reducing computational cost.

The proposed algorithm differs from the concep-
tually similar multilevel CBFM approaches presented
in [14–16, 44], which rely on recursive formulations
where the reduced-order system variables at each level
are calculated based on those from the previous level,
generally retaining multiple CBFs per subdomain. How-
ever, these formulations can suffer from accuracy degra-
dation when only one CBF per subdomain is used at the
top level, as observed in [44]. In contrast, our strategy
preserves solution accuracy by directly constructing the
reduced-order system at both levels of the CBFM algo-
rithm using the low-level matrix system data as in (1),
while minimizing the computational cost by employing
a single CBF per subdomain at the top level of this algo-
rithm. A similar two-level CBFM approach was reported
in [20]; however, this approach retains multiple CBFs per
subdomain and is tailored for truncated-periodic arrays,
limiting its applicability to more general antenna con-
figurations, while our proposed strategy extends to both
truncated-periodic and aperiodic arrays.

Compared to existing subarray-based macrobasis
function solution frameworks for aperiodic antenna
arrays [45, 75, 88–90], our proposed approach leverages
the CBFM to efficiently solve localized subarray prob-
lems without relying on computationally expensive low-
level lower–upper (LU) decomposition techniques or the
explicit construction of active impedance matrices for
subarray elements. In particular, eliminating low-level
LU decomposition significantly enhances the scalability
of the proposed solution method when dealing with large
(sub)array problems. Moreover, while [45] employs the
CBFM to solve localized subarray problems, this CBFM
implementation generates multiple CBFs per subdomain,
leading to increased computational overhead compared
to our approach. Finally, similar to our proposed CBFM
algorithm, various formulations of the ASED basis func-
tion solution method [76–80, 84, 86] utilize either a
single or multiple subarray-based high-level basis func-
tions per subdomain. However, these algorithms were
primarily developed for periodic antenna arrays in scat-

tering mode. While [86] extends the ASED basis func-
tion method to radiating mode, it remains restricted to
periodic arrays, whereas our approach applies to both
periodic and aperiodic configurations.

3. Implementation

In this paper, the proposed two-level CBFM algo-
rithm is used to analyze various arrays of M identi-
cal, disconnected antenna elements, such as the bow-
tie antenna array shown in Fig. 1. In the analysis, each
array element is treated as a subdomain within the CBFM
framework. Algorithmically, both levels of the CBFM
algorithm follow the same development sequence, as
described by equations (3) to (6). The key distinction
between the two levels is in the number of CBFs assigned
per element: at the top level, a single CBF is used to rep-
resent each array element, whereas at the bottom level,
multiple CBFs are generated for each subarray element.

The CBFs for the top-level CBFM algorithm are
assigned as follows. For truncated-periodic array prob-
lems, the infinite-array solution is either uniformly
assigned as a CBF to all array elements or only to inte-
rior elements. In the latter case, the CBFs for edge and
corner elements are extracted from the solution vectors
of localized subarray problems associated with these ele-
ments, with subarray sizes of up to 3(2)×2(3), as illus-
trated in Fig. 1 [3]. Similarly, for aperiodic array prob-
lems, the CBF for each array element p = 1, . . . ,M is
extracted from the solution vector of its corresponding
localized subarray problem. The size of the pth sub-
array, Msa,p, accounts for the pth element itself along
with Msa,p − 1 neighboring elements within its sphere
of influence. To efficiently calculate the solution vector
for a given subarray problem, we use the conventional
CBFM formulation that utilizes primary and secondary
CBFs. In this formulation, the CBFs for each element
m of the subarray p, denoted as m(p) = 1, . . . ,Msa,p,
are obtained by initially defining a single primary CBF,
representing the isolated element solution, and a set of
NS

sa,p = Msa,p −1 secondary CBFs, representing the scat-
tered currents induced at this element by other elements
within the subarray, as detailed in [46]. The primary and
secondary CBFs are denoted by “P” and “S”, respec-
tively. For NS

sa,p ≥ 1, the combined CBF representation
for the element m(p) can be expressed as:

fff CBF
sa,m(p) = Φ

([
IIIP

sa,m(p) | IIIS1
sa,m(p) | . . . | III

S
NS

sa,p
sa,m(p)

])
, (7)

where Φ(·) represents the orthogonalization process
based on the SVD algorithm, which renders the initial
set of CBFs mutually orthogonal. Note that, if no neigh-
boring elements are captured within the sphere of influ-
ence of the pth element, the CBF assigned to that ele-
ment in the top-level CBFM algorithm defaults to its
primary CBF. Given the relatively small subarray sizes
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in the implementation of this algorithm in this paper,
all CBFs are retained after orthogonalization. For larger
subarrays, redundant CBFs could be discarded to reduce
the sizes of CBFM-based subarray problems, accelerat-
ing their analysis without compromising accuracy. Fur-
thermore, the relatively small sizes of the reduced-order
systems associated with these subarrays allow for the use
of a direct solution method without incurring significant
computational overhead.

By assigning only a single CBF per element in
the top-level CBFM algorithm, the dimension of the
reduced-order matrix system is reduced to the number of
array elements, i.e., NCBF = M, leading to a major reduc-
tion in the original MoM-based matrix size, NRWG, by a
factor of NRWG

s [2–4]. The benefits of this reduction are
particularly evident when analyzing arrays composed of
electrically large and geometrically complex antenna ele-
ments, which require a large number of low-level basis
functions per element, NRWG

s . In such cases, the origi-
nal matrix size can be reduced by several orders of mag-
nitude, enabling efficient analysis of large-scale antenna
array problems even on standard desktop machines with
limited CPU and RAM resources when employing the
proposed CBFM method [2–4].

4. Simulation setup and validation strategy

The efficacy of the proposed CBFM algorithm
employing a single CBF per array element for analyzing
periodic antenna arrays, is numerically evaluated using
an 8 × 8 array of bow-tie antenna elements shown in
Fig. 1. In addition, to evaluate the efficacy of the pro-
posed approach for analyzing aperiodic arrays compris-
ing electrically large and geometrically complex antenna
elements, we consider a 10-element irregular sparse
array (ISA) of log-periodic antenna elements shown in
Fig. 2. The former element type is commonly used in
antenna arrays for various communication system appli-
cations, while the latter type is primarily utilized in radio
astronomy. For the analysis, the base bow-tie element
(see [9, Fig. 1]) is discretized in FEKO using a λ/20
triangular mesh resolution, with regard to the excita-
tion frequency of f = 28 GHz, resulting in NRWG

s = 80
RWG basis functions per element, where λ is the free-
space wavelength. Similarly, the base log-periodic ele-
ment (see [9, Fig. 7]) is discretized in FEKO using a
λ/15 resolution at the excitation frequency of f = 1
GHz, resulting in NRWG

s = 4260 RWG basis functions
per element.

In the next step, FEKO is used to generate the
moment matrices and excitation vectors for the bow-tie
and log-periodic array problems, as well as the infinite-
array solution for the bow-tie element unit-cell problem
with a specified squint angle of θs = φs = 0◦. Both arrays
are uniformly excited using a gap voltage source model

in FEKO with unit-magnitude and zero-phase excitation
settings. However, note that the proposed CBFM algo-
rithm also supports alternative internal excitation config-
urations, including scanned excitations, as well as exter-
nal excitation via incoming plane waves, which are not
considered in the analysis in this paper. The array matri-
ces and excitation vectors generated in FEKO are then
used to construct the CBFM-based reduced-order system
through (4) to (6), as well as to define localized subarray
problems for extracting subarray-based CBFs for both
array problems, as detailed in section II part C.3. The
subarray problems associated with the edge and corner
elements of the bow-tie antenna array are solved using
the MoM due to their relatively small sizes in terms of
the number of DoFs. In contrast, the subarray problems
associated with the elements of the log-periodic array are
solved using localized CBFM formulations to demon-
strate the runtime advantages of the proposed two-level
CBFM approach.

Fig. 1. Periodic 8×8 array of bow-tie antenna elements
(see [9, Fig. 1]) with a spacing of dx = dy = 0.5λ at the
excitation frequency of f = 28 GHz. The subarray prob-
lems used to calculate the CBFs for the highlighted edge
and corner elements are enclosed within rectangles.

The efficacy of the proposed CBFM algorithm
is evaluated numerically by assessing its accuracy
and computational cost in comparison to FEKO’s
MoM solver and the domain Green’s Function method
(DGFM) [91], as presented in section II part C.5. The
DGFM is selected for this comparison as a reduced-
order solution technique with a (computational) cost-
to-performance ratio similar to that of the CBFM, as
detailed in [91]. Moreover, its commercial availability
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within FEKO has led to its extensive use in the analysis
of large-scale antenna arrays across various applications,
making it a suitable reference for comparison. To assess
the accuracy of our algorithm, we focus on the prediction
of both far-field and near-field characteristics, which are
typically of interest to array designers, while also evalu-
ating the accuracy of surface current distributions, which
provide additional theoretical insights. To quantify the
error in the approximation of the solution current for the
ith subdomain relative to FEKO’s reference MoM-based
solution of (1), we define the norm-based relative error
percentage for the ith subdomain as follows:

εi =
|ĨIIRWG

i − IIIRWG
i |2

|IIIRWG
i |2

·100%, (8)

where ĨIIRWG
i and IIIRWG

i represent the approximation of
the solution and FEKO’s reference MoM-based solution
vector for the ith subdomain, respectively. Additionally,
{·}2 denotes the L2-norm. In the CBFM algorithm, the
subdomain solution ĨIIRWG

i is approximated through the
CBF expansion in (2).

To ensure an unbiased comparison, both the CBFM
and DGFM algorithms were implemented in Julia, a
high-performance programming language optimized for
scientific computing [92]. The latter algorithm is imple-
mented according to [91]. Additionally, to eliminate any
potential impact of differing parallelization paradigms
used in FEKO’s MoM solver and our Julia-based algo-
rithmic implementations on the runtime of the stud-
ied solution methods, all algorithms were executed in a
strictly serial manner. Furthermore, all simulations were
conducted on an Intel i7-9700K processor running at 3.6
GHz with 32 GB of RAM.

Fig. 2. The irregular sparse array of 10 log-periodic
antenna elements (see [9, Fig. 7]), excited at the fre-
quency of f = 1 GHz, with annotated indices and posi-
tions.

5. Numerical results

Before evaluating the accuracy of the CBFM algo-
rithm, we first investigate the efficacy of the solution of
a unit-cell element in an infinite, doubly periodic array
environment. This infinite-array solution approximation

is often used for the rapid estimation of the character-
istics of large, truncated-periodic antenna arrays. While
the accuracy of this approximation generally improves
with increasing array size, its overall reliability remains
inherently limited, as it does not rigorously account for
MC and truncation effects within a finite array. This
is demonstrated in Table 1, which shows the norm-
based relative error percentage of the infinite-array solu-
tion approximation, calculated for each element of the
bow-tie array problem shown in Fig. 1. As expected,
the infinite-array solution approach predicts the solu-
tion for interior elements with reasonable accuracy; how-
ever, its performance progressively degrades toward the
edges and corners of the array. At this stage, the CBFM
algorithm is introduced, where the infinite-array solu-
tion is uniformly assigned as the CBF to each array ele-
ment. These CBFs are then weighted with their corre-
sponding coefficients obtained by solving the CBFM-
based reduced-order matrix equation (3), which signifi-
cantly improves the accuracy of the infinite-array solu-
tion approximation, as demonstrated in Table 2. This
improvement can be attributed to the rigorous inclusion
of the array MC effects during the construction of the
reduced-order matrix system through (4).

Table 1: Norm-based relative error percentage (8), con-
sidering the infinite-array solution approximation and
MoM-based solution vectors for the elements of the bow-
tie antenna array shown in Fig. 1

17.7 22.9 22.4 20.5 20.5 22.4 22.9 17.7
16.7 7.9 5.3 5.6 5.6 5.3 7.9 16.7
14.6 6.9 3.4 2.8 2.8 3.4 6.9 14.7
15.7 7 4 2.3 2.3 4 7 15.7
15.7 7 4 2.3 2.3 4 7 15.7
14.6 6.9 3.4 2.8 2.8 3.4 6.9 14.7
16.7 7.9 5.3 5.6 5.6 5.3 7.9 16.7
17.7 22.9 22.4 20.5 20.5 22.4 22.9 17.7

Nevertheless, in spite of this overall improvement,
the error in the final solution remains higher for edge
and corner elements in comparison to the interior ele-
ments. Note that, when using a single CBF per element,
the spatial distributions (profiles) of the element’s CBF
and its associated final solution are essentially identical,
with the difference arising from the applied scaling by
a complex weighting coefficient calculated in the pres-
ence of array MC effects. Therefore, the inclusion of MC
effects via the weighting coefficient only partially coun-
terbalances the error introduced by finite array trunca-
tion effects—which cause the largest perturbation in the
solution from the assumed infinite-array solution approx-
imation, and consequently the largest error—for edge
and corner elements. To improve the solution accuracy
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while maintaining a single CBF per element, we employ
a hybrid CBF generation strategy, in which the CBFs for
edge and corner elements are extracted from the solu-
tions of their respective subarray problems, while the
interior elements retain the infinite-array solution as their
CBF, as detailed in section II part C.3. The improvement
in accuracy in the final CBFM-based solution for edge
and corner elements is evident from the error results pre-
sented in Table 3. To enable visual comparison of the
errors presented in Tables 1 through 3, an identical color
scheme has been applied across these tables, mapping the
range between the minimum and maximum error values
to their corresponding color codes.

Table 2: Norm-based relative error percentage (8), con-
sidering the CBFM-based and MoM-based solution vec-
tors for the elements of the bow-tie antenna array shown
in Fig. 1. In the CBFM algorithm, each array element is
assigned an identical CBF corresponding to the infinite-
array solution approximation

7.8 9.4 8.4 8.6 8.6 8.4 9.4 7.9
5.1 3.9 3.8 3.1 3.1 3.8 3.9 5
4.9 4.5 2.9 2.5 2.5 2.9 4.5 4.8
4.6 3.5 3.1 2 2 3.1 3.6 4.6
4.6 3.5 3.1 2 2 3.1 3.6 4.6
4.9 4.5 2.9 2.5 2.5 2.9 4.5 4.8
5.1 3.9 3.8 3.1 3.1 3.8 3.9 5
7.8 9.4 8.4 8.6 8.6 8.4 9.4 7.9

Table 3: Norm-based relative error percentage (8), con-
sidering the CBFM-based and MoM-based solution vec-
tors for the elements of the bow-tie antenna array shown
in Fig. 1. In the CBFM algorithm, an identical CBF cor-
responding to the infinite-array solution approximation is
assigned to the interior elements, while the CBFs for the
edge and corner elements are calculated by solving local-
ized MoM-based subarray problems specific to these
elements

2.4 3.6 4 3.5 3.5 4 3.6 2.4
2.9 3.3 3.9 3.2 3.2 3.9 3.3 2.9
2.7 3.6 2.5 2.5 2.5 2.5 3.6 2.7
2.6 2.5 2.8 1.9 1.9 2.8 2.5 2.6
2.6 2.5 2.8 1.9 1.9 2.8 2.5 2.6
2.7 3.6 2.5 2.5 2.5 2.5 3.6 2.7
2.9 3.3 3.9 3.2 3.2 3.9 3.3 2.9
2.4 3.6 4 3.5 3.5 4 3.6 2.4

To assess the performance of the CBFM algorithm
with a single CBF per element in relation to the applied
CBF generation scheme for the truncated-periodic bow-
tie antenna array problem, we compare its near-field and

far-field results against FEKO’s reference MoM-based
solutions. Specifically, we compare the electric near-field
results in the observation plane of interest, as shown in
Fig. 3, and the far-field (directivity) results in the eleva-
tion plane at θ = 30◦, as shown in Fig. 4. These results
suggest that although the CBFs for edge and corner ele-
ments more accurately represent the actual current distri-
bution when a modified CBF generation scheme is used
for these elements, the overall impact of this improve-
ment on the accuracy of near- or far-field calculations
may be limited in various practical scenarios [3]. More-
over, in many practical applications where the primary
focus is on efficiently characterizing antenna array far-
field patterns, both versions of the CBFM algorithm
might produce similar design outcomes [3]. Neverthe-
less, the improved solution accuracy for the edge and
corner elements, as shown in Table 3, suggests that for
observation points closer to the antenna surface, the salu-
tary effects of this improvement will be more noticeable.
Finally, the limited accuracy of far-field results based on
the infinite-array solution approximation, as displayed
in Fig. 4, highlights the importance of integrating the
CBFM into the solution algorithm to improve the accu-
racy in both near- and far-field predictions [3], leading to
well-informed design decisions.

Fig. 3. Surface plots illustrating the Ey-component of
the electric near field in the observation plane at z =
0.25λ , radiated by the uniformly excited bow-tie antenna
array shown in Fig. 1, and calculated using: (a) the
CBFM solver with an identical CBF corresponding to
the infinite-array solution approximation for all array ele-
ments [2]; (b) the CBFM solver with an identical CBF
for the interior elements and region-specific CBFs for
the edge and corner elements [3]; and (c) FEKO’s MoM
solver.

For the analysis of the ISA of log-periodic antenna
elements shown in Fig. 2, the RoI is set to 2.5λ relative
to the excitation frequency. Consequently, each subarray
defined by this RoI contains between 2 and 4 elements,
as summarized in Table 4. In addition, Table 4 compares
the norm-based relative error percentage for the CBFs
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Fig. 4. Directivity plots for the antenna array shown in
Fig. 1.

Table 4: Norm-based relative error percentage (8), con-
sidering the top-level CBF and final solution vectors of
the two-level CBFM algorithm and MoM-based refer-
ence solution vectors for the elements of the irregular
sparse array of log-periodic antenna elements shown in
Fig. 2. The third column shows the error associated with
the pth element’s CBF, calculated from its correspond-
ing subarray problem of size Msa,p (second column),
given the RoI of 2.5λ corresponding to the excitation fre-
quency of f = 1GHz, while the last column presents the
error associated with the final solution of this algorithm

Element p Msa,p CBF Error (%) CBFM Solution

Error (%)
1 4 6.1 6.6
2 2 8.5 7.4
3 3 3.1 3.3
4 3 6.9 5.1
5 4 5.9 6.7
6 2 7.5 5.2
7 4 6.3 5.0
8 2 8.0 6.1
9 2 2.9 2.5

10 2 4.0 2.9

derived from localized subarray-based CBFM formula-
tions and the corresponding final solutions of the two-
level CBFM algorithm, demonstrating relatively good
accuracy of both representations when compared to the
reference MoM-based solution. These results support the
hypothesis that, in the two-level CBFM solution pro-
cess, the shape of the solution for each element can be
well approximated during the CBF generation step at the
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Fig. 5. Directivity plots for the antenna array shown in
Fig. 2.

bottom level of this algorithm by considering only the
MC interactions within the localized subarray problem
associated with that element; while the contributions of
elements outside the subarray are effectively accounted
for by refining the generated CBFs at the top level using
CBFM-based weighting coefficients. The effectiveness
of the CBFM algorithm in modeling surface currents
translates directly to accurate far-field characterization,
as shown in Fig. 5, which compares the directivity results
in the θ = 45◦ cut plane obtained using our method
with the reference results from the DGFM and FEKO’s
MoM-based solver. The CBFM-based result successfully
reproduces the reference complex oscillatory directivity
pattern, despite the approximations used in this algo-
rithm [4].

Table 5 presents the computational costs and solu-
tion accuracy of the proposed two-level CBFM approach
in comparison to DGFM-based and MoM-based ref-
erence solutions considering the studied ISA of log-
periodic antenna elements. In addition, Table 6 pro-
vides an overview of runtime complexities of these solu-
tion methods at different stages of the solution process.
The computational complexities listed in Table 6 were
approximated by considering the total number of scalar
multiplications of the most computationally intensive
process in each step of the solution process, as detailed
in [9].

Several observations can be made based on the
results displayed in Table 5: (a) the proposed two-
level CBFM approach, leveraging local CBFM formu-
lations, greatly outperforms FEKO’s MoM-based refer-
ence solver in both runtime and peak memory consump-
tion, achieving an order-of-magnitude improvement in
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Table 5: Computational costs and solution accuracy rela-
tive to FEKO’s MoM-based reference for different solver
implementations, considering the 10-element ISA of log-
periodic antenna elements shown in Fig. 2 with the
RoI 2.5λ relative to the excitation frequency. The sec-
ond column lists all unique DoFs encountered through-
out the solution process, corresponding to the size of
the matrix (or matrices) solved using a direct solution
method (LU decomposition). For the two-level CBFM
with local CBFM formulations, the listed DoFs corre-
spond to: the size of the isolated element matrix, which
is decomposed once and then reused to generate the pri-
mary and secondary CBFs at the bottom level; the max-
imum size of the reduced-order matrix across all subar-
ray problems; and the size of the top-level reduced-order
matrix, respectively. Runtime values in parentheses indi-
cate the breakdown of the total runtime into the bottom-
level CBF generation and the top-level CBFM solution
processes. The peak memory requirement is calculated
by assuming a double-precision storage scheme, with
each complex matrix element stored using 16 bytes of
memory

# DoFs
Runtime

(s)

Peak Memory

Usage (GB)

Error

(%)

CBFM
(local MoM)

17040 10
838

(825+13)
4.33 5

CBFM
(local CBFM)

4260 16 10
96

(83+13)
0.27 5.21

DGFM 4260 65 0.27 6.33
MoM (FEKO) 42600 2719 27.04 n/a

both metrics while maintaining comparable accuracy in
the solution current; (b) replacing CBFM-based local
formulations with their MoM-based counterparts sig-
nificantly increases the overall runtime, without pro-
viding substantial improvements in solution accuracy.
However, the latter approach still considerably outper-
forms FEKO’s MoM solver in both the runtime and
memory usage; (c) compared to the DGFM, our pro-
posed approach achieves slightly improved accuracy,
albeit with a slightly larger but competitive runtime.
This overhead is likely due to the fact that neither algo-
rithm is fully numerically optimized in Julia. However,
the DGFM follows a more straightforward algorithmic
implementation routine, potentially leading to faster exe-
cution times in the unoptimized implementations of
these algorithms. More importantly, the runtime com-
parison does not fully reflect the theoretical advantages
of our CBFM method in terms of numerical efficiency
for many practical antenna array problems, as evidenced
in Table 6. A key disadvantage of the DGFM in this
context is its reliance on solving the active impedance
matrix for each element independently using a direct

Table 6: Overview of approximated runtime complexi-
ties for different solver implementations. Here, the sym-
bol “#” denotes the number of instances of different pro-
cesses, while O(·) represents their corresponding com-
putational complexity. The variables are defined as fol-
lows: M is the number of subdomains; Msa is the average
subarray size; NRWG

s and NRWG represent the sizes of the
MoM-based subdomain and array matrices, respectively.
In the bottom-level CBFM algorithm, we assign a single
primary CBF and a set of secondary CBFs to each sub-
array element, while retaining all CBFs following their
orthogonalization via the SVD algorithm. Consequently,
the total average number of CBFs per subarray element
corresponds to the average subarray size Msa. In deriving
the runtime of generating the secondary CBFs, we use
the following approximation: Msa · (Msa − 1) ≈ M2

sa.
Furthermore, assuming that NRWG

s � Msa, as is typically
the case for geometrically large and complex antenna
elements, the runtime complexity of the classical
Golub-Reinsch SVD algorithm applied to the CBFs
of each subarray element can be approximated as
O((2NRWG

s )2 · Msa) (see [94, Fig. 8.6.1]). In addition,
note that for arrays composed of identical antenna ele-
ments, the generation of primary CBFs in the proposed
CBFM algorithm requires only a single instance, as the
base element matrix needs to be solved only once

MoM DGFM [91]
Proposed

Two-Level

CBFM Algorithm

# O(·) # O(·)
MoM Matrix
Generation

(
NRWG)2 1

(
NRWG)2 1

(
NRWG)2

Generation of
Primary CBFs

n/a n/a n/a 1
(
NRWG

s
)3

Generation of
Secondary

CBFs
n/a n/a n/a M

(
NRWG

s ·Msa
)2

SVD
Ortho-

gonalization
n/a n/a n/a M

(
2 ·NRWG

s ·Msa
)2

Bottom-Level
CBFM

Systems Setup
n/a n/a n/a M

(
NRWG

s ·Msa
)2 ·Msa

Bottom-Level
CBFM

Systems
Solution

n/a n/a n/a M
(
Msa ·Msa

)3

Top-Level
CBFM

System Setup
n/a n/a n/a 1

(
NRWG)2

Top-Level
CBFM
System
Solution

n/a n/a n/a 1 M3

DGFM
Solution

n/a M
(
NRWG

s
)3 n/a n/a

MoM Matrix
Solution

(
NRWG)3 n/a n/a n/a n/a
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solution method. The cumulative computational cost of
this process is typically higher than that of dealing with
the reduced-order systems at both levels of our CBFM
algorithm. Note that in our method, the runtime is typ-
ically dominated by the construction of the reduced-
order systems, while the additional solution overhead is
often negligible for many practical array problems, as
is evident from Table 5. In addition, a key advantage of
our approach over the DGFM is its ability to systemati-
cally enhance solution accuracy. This can be achieved by
increasing the RoI to define larger subarray problems or
by incorporating higher-order CBFs at the bottom level
to more effectively capture interelement coupling effects,
leading to improved solution fidelity, whereas the stan-
dard DGFM formulation lacks this flexibility.

Note that the size of the studied array example
is not constrained by the computational complexity of
our method, which significantly improves upon those
of MoM- and DGFM-based solvers, as demonstrated
in Tables 5 and 6. Instead, the maximal array size is
limited by the use of FEKO’s full-rank array matrix,
which exceeds the RAM capacity of standard desk-
top machines even for moderately sized log-periodic
antenna arrays. Meanwhile, the numerical efficiency of
our proposed two-level CBFM algorithm suggests that
significantly larger arrays can be analyzed using our
method, even on standard machines, such as the ISA
composed of 2048 log-periodic antenna elements shown
in [45, Fig. 5]. However, achieving this would require
applying a matrix compression scheme, such as the
adaptive cross approximation (ACA) algorithm [93], to
significantly reduce the effective size of the moment
matrix. This could be implemented in two ways: first,
by precalculating and storing the compressed moment
matrix for the entire antenna array at the initial step
of the two-level CBFM algorithm, allowing its sub-
matrices to be reused throughout different stages of
this algorithm; or alternatively, by dynamically recal-
culating the intra- or interelement coupling submatri-
ces on demand, rather than storing them in advance.
This represents a trade-off between runtime and mem-
ory consumption, where the first approach minimizes
runtime by avoiding repeated calculations of the cou-
pling submatrices at the cost of increased memory con-
sumption. In contrast, the second approach reduces the
memory usage by storing only small-sized compressed
submatrices instead of the full array matrix, enabling
the simulation of larger arrays on machines with fixed
RAM capacity, albeit at the expense of increased run-
time due to repeated calculations of the same sub-
matrices. Nevertheless, when using the first approach
and excluding matrix generation times from the analy-
sis—since this matrix is required for all methods con-
sidered—the complexities listed in Table 6 suggest that

for elements with a larger number of DoFs per ele-
ment and larger array sizes, the runtime advantages of
our method become more pronounced due to its favor-
able scaling. Finally, the proposed two-level CBFM
approach is fully parallelizable, allowing for its numer-
ically efficient implementation on multi-threaded CPUs
and GPUs.

6. Future work and concluding remarks

As part of the future work, in addition to apply-
ing the matrix compression scheme to further reduce the
computational requirements of the proposed two-level
CBFM formulation, we will extend the analysis of
this method to antenna arrays above an infinite ground
plane. Since the impact of the ground plane is embed-
ded into the calculation of the full or compressed array
moment matrix, the proposed method can be applied
in its present form. In addition, we will investigate the
potential integration of the overlapping subarray strat-
egy detailed in [75] into our algorithm to efficiently
account for the coupling effects from array elements
just outside the specified RoI. This would enhance the
accuracy of the single-CBF representation for each ele-
ment in the CBFM algorithm. The use of an over-
lapping subarray strategy to generate subarray CBFs
with improved accuracy—or alternatively, a different
approach, such as employing higher-order CBFs beyond
secondary—may be particularly important when analyz-
ing array problems with connected subdomains, where
the current CBF generation scheme may not effectively
capture strong MC effects between subdomains. Fur-
thermore, to extend the applicability of this method to
printed antenna array problems on multilayered sub-
strates, we will investigate its integration with the equiv-
alent medium approach (EMA), as detailed in section II
part D, or alternatively, by embedding substrate effects
directly during the construction of the MoM matrix. The
former approach seamlessly integrates into our method
with negligible computational overhead but may not
fully capture exact field interactions across layers, sur-
face wave modes, or material inhomogeneities, par-
ticularly in antenna arrays with relatively thick sub-
strates. Conversely, the explicit use of a multilayered
Green’s Function generally improves accuracy; however,
this improvement comes at the expense of significantly
increased computational cost, an effect that becomes
particularly pronounced at millimeter-wave frequencies,
such as in 5G/6G system applications, as detailed in
section II part D. Moreover, an iterative formulation
of this algorithm, inspired by [9], will be explored to
improve solution accuracy in applications with high-
precision requirements.

In this section, we presented a novel two-level for-
mulation of the CBFM algorithm for efficient analysis
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of large-scale antenna arrays. In this approach, local
CBFM formulations generate a single CBF per element
at the top level. Our results demonstrate that this method
achieves over an order-of-magnitude improvement in
both memory efficiency and runtime compared to MoM.
Furthermore, it ensures reliable accuracy not only in
the antenna far field—typically the primary concern for
array designers—but also in the near field, establishing
the proposed two-level CBFM algorithm as a powerful
and highly efficient alternative for analyzing large, com-
plex antenna arrays.

D. Toward a numerically efficient CBFM implemen-
tation for mm-wave problems

While the previous section focused on the CBFM
with a single basis per element and outlined future
research directions within that framework, a broader
paradigm shift is necessary to enhance the effectiveness
of the general CBFM framework in addressing the chal-
lenges of modern antenna analysis and design. One of
the primary challenges today is the growing demand
for efficient electromagnetic simulations at millimeter-
wave (mm-wave) frequencies and beyond, particularly
in the context of 5G/6G communication systems, as dis-
cussed in section II of [1]. The shift to higher operat-
ing frequencies, coupled with fixed space constraints in
electronic devices, has significantly increased the elec-
trical sizes of antennas and circuit modules, introduc-
ing new challenges for their effective EM simulation in
the mm-wave region. A major challenge in this context
concerns the numerically efficient calculation of Green’s
Functions, which are essential for MoM-based analysis
of antennas and circuits printed on layered media [95].
Herein, the Sommerfeld integrals used in the calcula-
tion of Green’s functions can become highly oscillatory
and slowly decaying, reducing solution accuracy while
increasing the runtime [95].

In section II of [1], an efficient numerical strategy
for evaluating the Sommerfeld integrals in layered media
problems is discussed, as recently proposed in [95]. This
approach employs a strategic interpolation and extrapo-
lation scheme to minimize the number of sample points
needed to accurately represent the integrand, enabling
analytical integration which in turn significantly acceler-
ates the calculation of Green’s functions [95]. In contrast,
section III of [1] presents a novel strategy for the numer-
ical modeling of planar circuits and antennas printed on
layered media, which completely eliminates the need
for constructing the layered-medium Green’s Function in
the MoM. This strategy utilizes the EMA to replace the
original layered geometries with equivalent geometries
embedded in an infinite homogeneous medium, char-
acterized by the corresponding effective dielectric con-
stant. By replacing the original geometry with the equiv-
alent one, the problem that originally required using

a volumetric MoM formulation can instead be effec-
tively addressed using a surface formulation based on
Green’s Function in a homogeneous medium, signif-
icantly improving the computational efficiency of the
solution process.

In addition to its integration with the EMA, we
highlight a promising research direction for improving
the numerical efficiency of the CBFM algorithm by for-
mulating it based on quadrilateral surface discretization
(see [96, Fig. 3]) with piecewise sinusoidal (PS) basis
functions between pairs of quadrilateral elements, as
in [28], instead of using conventional triangular mesh-
ing with RWG basis functions. The three key benefits
of using quadrilateral discretization with PS basis func-
tions are: (a) the reduced number of basis functions com-
pared to the number of RWG basis functions for identi-
cal patch and mesh sizes, combined with the more favor-
able scaling with domain size, as demonstrated in Fig. 6;
(b) the ability to efficiently generate matrix elements by
testing observation basis functions against the scattered
fields from sinusoidal current filaments or sheets corre-
sponding to source basis functions, which are available
in closed form (see [28] and references therein). This
eliminates the need for evaluating computationally inten-
sive numerical integrals when generating these elements
in conventional MoM algorithms that use triangular dis-
cretization with RWG basis functions; and (c) the ability
to reuse previously calculated matrix elements for equiv-
alent pairs of basis functions, leveraging the inherent
geometric regularity and repeatability of the structured
mesh. Note that quadrilateral and triangular meshes can
be hybridized to model arbitrary planar geometries, such
as the bow-tie antenna array shown in Fig. 1, with the
former used in interior regions and the latter conforming
to the geometry’s edges.

To fully leverage the computational advantages of
quadrilateral mesh discretization with PS basis func-
tions, the EMA, and the CBFM, a hybrid approach is
being developed in our group that integrates these meth-
ods. This approach utilizes the EMA to eliminate the
direct computation of Green’s Functions for antenna
arrays printed on layered media, the quadrilateral MoM
with PS basis functions to efficiently generate the array
moment matrix, and the CBFM to accelerate the solution
process. Initial results from this study will be presented
in future work.

III. LCPML-LOG: A PARAMETER-FREE
PERFECTLY MATCHED LAYER METHOD

FOR FINITE METHODS

In this section, we introduce the LCPML-log
method, an advanced Locally-Conformal Perfectly
Matched Layer (LCPML) technique optimized for
addressing mesh truncation challenges in solving
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Fig. 6. Comparison of the number of RWG basis func-
tions for triangular discretization in FEKO versus the
number of PS basis functions for quadrilateral discretiza-
tion of a square patch with varying dimensions, using a
λ/20 mesh size.

electromagnetic radiation and scattering problems using
the FEM. LCPML-log is distinguished by (a) achiev-
ing optimal PML performance without requiring param-
eter tuning and (b) yielding superior results even with a
minimal, single-layer PML configuration. This approach
represents a significant advancement in both cost-
effectiveness and robustness in PML technology.

In computational electromagnetics, the PML is
essential for simulating open-region electromagnetic
wave problems, providing an artificial boundary that
absorbs outgoing waves with minimal reflection. Tra-
ditional PML approaches, developed in the 1990s, laid
the foundation for this technology but often struggle
with arbitrary geometries and require complex parame-
ter adjustments [97–102]. The Locally-Conformal PML,
introduced by Ozgun and Kuzuoglu in 2007 [103], [104],
revolutionized the field by offering a more flexible,
geometry-agnostic solution.

Recently, Ozgun and Kuzuoglu have developed a
variant of the LCPML method, named LCPML-log,
which utilizes a logarithmic decay function in its coor-
dinate transformation [105, 106]. Unlike its predeces-
sor, LCPML-log modifies the matrix formation phase of
the FEM, embedding the logarithmic function directly
into the core of the computational process, rather than
simply substituting real coordinates with complex ones.
While this method may require a more intricate imple-
mentation, it offers clear benefits: enhanced performance
without the need for prior parameter adjustments and
increased accuracy with a single PML layer. This effi-
ciency leads to a significant reduction in computational
resources, making LCPML-log a breakthrough for large-
scale simulations.

Fig. 7. Illustration of the LCPML-log method.

Initially developed for 2D electromagnetic prob-
lems governed by the scalar Helmholtz equation [105],
LCPML-log was subsequently extended to address 3D
problems involving the vector wave equation [106]. This
section provides a brief overview of the LCPML-log
method, supplemented with examples that demonstrate
its effectiveness and practicality.

A. Mathematical formulation

The LCPML-log method constructs a PML region
ΩPML that conforms to an arbitrary region (Ω), designed
to enclose the sources or objects of interest within the
smallest possible convex set. As shown in Fig. 7, the
PML region is defined by its inner and outer bound-
aries (∂Ωin and ∂Ωout). Each point r ∈ ℜ3 in the PML
region is mapped to a complex coordinate r̃∈C

3 through
the following transformation, assuming time-harmonic
fields of the form exp( jωt):

r̃ = r+( jk)−1 f (δ ) n̂(δ ) , (9)
where f (δ ) is the decay or attenuation function, which is
a monotonically increasing function of the decay param-
eter δ = ‖r − rin‖/‖rout − rin‖ confined within (0,1).
The unit vector n̂(δ ) = (r− rin)/‖r− rin‖ indicates the
direction of decrease within the PML region. The posi-
tion vectors r, rin, and rout correspond to points within
ΩPML, ∂Ωin, and ∂Ωout, respectively, while k denotes the
wavenumber, and the Euclidean norm is used for mag-
nitude calculations. The most critical component in this
transformation is the decay function f (δ ), which drives
the transformation and is defined as follows:

f (δ ) =− log(1−δ ) , (10)
In developing the FEM formulation, we start by

deriving the weak variational form of the wave equa-
tion via the weighted residual method. The computa-
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tional domain is then discretized into a mesh of ele-
ments—triangular in 2D and tetrahedral in 3D—over
which the weak form is solved. The integration necessary
for the weak form is simplified by mapping the original
domain to a master element (ξ ,η ,ζ ), using isoparamet-
ric mapping. The coordinates within this master element
are expressed using the same shape functions as those
for the unknown field variables, facilitated by a Jacobian
matrix.

LCPML-log’s uniqueness lies in its handling of
the Jacobian matrix. The process involves two suc-
cessive transformations: (ξ ,η ,ζ ) → (x,y,z) → (x̃, ỹ, z̃).
The complex coordinates, now composite functions,
are mapped through these stages, i.e., x̃(x,y,z) =

x̃
(

x(ξ ,η ,ζ ),y(ξ ,η ,ζ ),z(ξ ,η ,ζ )
)

. Here, for exam-

ple, x(ξ ,η ,ζ ) is expressed as a combination of the
shape functions and real coordinates: x(ξ ,η ,ζ ) =

∑ne

j=1 Nj(ξ ,η ,ζ )x j, where x j is the real coordinate of
the j-th node, Nj is the j-th shape function, and ne

is the number of nodes in an element. Here, J =
JmJc represents the Jacobian matrix, where Jm =
∂ (x,y,z)/∂ (ξ ,η ,ζ ) pertains to the standard FEM trans-
formation and Jc = ∂ (x̃, ỹ, z̃)/∂ (x,y,z) captures the log-
arithmic transformation unique to LCPML-log.

The entries of Jc are given in (11), where α , β ,
and γ represent the directional components of the unit
vector n̂. Partial derivatives such as fx = ∂ f/∂x are
computed analytically, when possible, or numerically
by using the functional dependence of boundary points.
For numerical computation, central differencing formu-
las can be applied. The boundary points on the PML
boundaries are determined by employing the Lagrange
multiplier method, as detailed in [105] and [106].

Jc =

⎡⎣( jk)−1 (α fx + f αx)+1 ( jk)−1 (β fx + f βx) ( jk)−1 (γ fx + f γx)

( jk)−1 (α fy + f αy) ( jk)−1 (β fy + f βy)+1 ( jk)−1 (γ fy + f γy)

( jk)−1 (α fz + f αz) ( jk)−1 (β fz + f βz) ( jk)−1 (γ fz + f γz)+1

⎤⎦ . (11)

B. Numerical results

To demonstrate the performance of the LCPML-log
method, we first consider the problem of constructing the
free-space Green’s Function for the Helmholtz equation
within a given domain. Specifically, we examine a sce-
nario where a line source located at (0.2 m, 0) radiates
within a circular region of radius a = 1 m, as depicted in
Fig. 8. The mean-square error (MSE), which compares
the computed and analytical field values, is plotted as
a function of the number of PML layers for different
wavelength (λ ) values. We observe that the LCPML-
log method outperforms the original LCPML method,
particularly when using a single PML layer. As evident
from the vertical axis (MSE values), even with a single
layer, the LCPML-log method achieves significantly low
error levels across different frequencies and mesh resolu-
tions. This indicates that increasing the number of PML
layers beyond a certain point does not necessarily pro-
vide a substantial accuracy improvement, as the error is
already minimized at very low levels. Moreover, many
applications require broadband frequency sweeps using
the same mesh, which poses challenges in both com-
putational cost and accuracy. The LCPML-log method,
as demonstrated by the almost flat nature of the error
curves, remains robust and nearly independent of fre-
quency even with a relatively coarse mesh. This stabil-
ity further supports the argument that a large number of
PML layers is not essential, as the method maintains low
error levels across a wide frequency range with minimal
computational effort.

Fig. 8. A line source radiating in a circular PML region.
(a) Geometry, (b) plot of mean-square error (MSE) vs.
number of PML layers. (Axes are logarithmic.)

Next, we examine a scattering problem involving
a conducting ‘golden’ ellipsoid, where the ratio of the
semi-major axis to the semi-minor axis is approximately
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Fig. 9. Golden ellipsoidal PML. (a) Geometry, (b)
backscattering RCS, (c) bistatic RCS profile at φ = 0◦
plane, (d) bistatic RCS profile at φ = 90◦ plane.

the golden ratio (i.e., 1.6) (see Fig. 9). The object is
illuminated by an x-polarized plane wave propagating
along the z-axis, with a conformal PML applied around
its spherical boundary. The wavenumber k is 2π , corre-
sponding to a wavelength λ of 1 m. The computational
setup includes a cell size of λ/20 and a separation of
λ/2 between the inner PML boundary and the object. A
single PML layer with a thickness of λ/20 is employed.
The radar cross-section (RCS) values obtained using
the LCPML method, optimized for best performance,
are compared in Fig. 9 with those from the LCPML-
log method, which requires no parameter tuning. The
results are also compared with those obtained using the
commercial electromagnetic solver FEKO. The results
clearly demonstrate that LCPML-log performs well even
with a single PML layer and without the need for param-
eter adjustments.

IV. GPU ACCELERATION OF MOM AND
FDTD

In this section, we briefly discuss the GPU accel-
eration of MoM and, separately, the FDTD algorithm.
GPU Acceleration of CEM codes [107] is currently a
very popular topic, and we have included brief writeups
in this work for the sake of completeness. For additional
details, the reader is encouraged to refer to select publi-
cations on this topic that have been cited herein.

The Graphics Processing Unit (GPU) is a highly
parallelized stream processor, originally designed for
image processing, where it executes parallel operations
on all pixels simultaneously. Consequently, GPUs are

optimized for handling large-scale data that is uniform in
type and exhibits minimal interdependency. Due to dif-
fering design objectives, the architecture of GPUs sig-
nificantly contrasts with that of Central Processing Units
(CPUs). As illustrated in Fig. 10, the CPU architecture
comprises key components such as a controller (which
orchestrates the operation of various units), an arith-
metic logic unit (which performs data processing), reg-
isters, cache, and data/control/status buses. The CPU’s
functions include program control (regulating the order
of instruction execution), operation control (managing
the execution of instructions), timing control (coordinat-
ing the timing of operations), and data processing (per-
forming arithmetic and logical calculations). In essence,
the CPU manages the temporal and spatial control of
instruction and data flow. It is particularly adept at han-
dling complex operations like distributed tasks and coor-
dinated control, making it highly versatile.

(a)

(b)

Fig. 10. Comparison between GPU and CPU architec-
tures

In contrast, GPUs consist of numerous processing
units and feature long pipelines, but the design of their
logical units is relatively simple. The number of cores
in a GPU far exceeds that of a CPU, allowing the same
instruction to be dispatched to multiple cores to process
different data simultaneously. This architecture makes
GPUs particularly well-suited for tackling computation-
ally intensive tasks.
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General-purpose computing on GPUs (GPGPU)
refers to using graphics cards for general-purpose com-
putations beyond rendering graphics. In recent years, the
computational speed of GPU units has increased dramat-
ically and, in some applications, GPUs have significantly
outperformed CPUs. This has led to the emergence of a
new research field: GPGPU, which focuses on utilizing
GPUs for a broader range of computational tasks beyond
traditional graphics processing.

A. GPU acceleration of MoM

Operation of 5G mobile devices at millimeter-wave
frequencies (e.g., 30 GHz) introduces substantial com-
plexity, leading to significantly increased problem sizes
compared to sub-5 GHz operation. This imposes a signif-
icant computational burden, since it demands extensive
CPU time and memory resources for electromagnetic
analysis. To effectively mitigate these challenges, we
propose and implement several acceleration techniques:
geometry simplification, numerical reduction of degrees
of freedom, and GPU-based parallel processing. Primary
memory reduction is achieved via the CBFM, an effi-
cient iteration-free technique for compressing basis func-
tions [7]. CBFM has been extensively applied and inves-
tigated, including for the analysis of structures embedded
in multilayered media [108].

These acceleration techniques are illustrated by
using the geometry of a mobile device, comprising
a metallic frame and an antenna mounted on a lay-
ered substrate (see Figs. 11 and 12). The initial step
involves geometrical simplification without compromis-

Fig. 11. Cellphone model.

Fig. 12. Simplified full-size cellphone.

ing the device’s electrical characteristics. This measure
yields a significant reduction in the number of degrees
of freedom, from 99738 down to 1892 unknowns at
30 GHz. Subsequently, the CBFM formulation, origi-
nally developed for scattering analysis, is adapted for
layered media antenna applications by employing two
distinct types of excitations—Edge Port(EP) and Dipole
Moment (DM)—to generate the CBFs for the antenna
structure [109]. Compared to conventional MoM, CBFM
inherently reduces the dimension of the system matrix.
This reduction is achieved irrespective of the excitation
type, and our study indicates that the performance of the
EP excitation is superior. This is because EP and DM
excitations incorporate near-field components, including
content related to the ‘invisible’ spectrum (evanescent
waves) that are typically absent in traditional plane wave
excitations, and this, in turn, enhances the accuracy of
the representation. The impedance matrix, Z, computed
via MoM, is utilized to construct the CBFs. GPU acceler-
ation significantly expedites this process by parallelizing
the computationally intensive filling of the MoM matrix.
The MoM mesh and geometrical data are initially trans-
ferred to GPU global memory. The rows of the MoM
impedance matrix are then computed in serial batches.
Within each batch, the matrix elements are calculated
in parallel on the GPU, with each element computation
assigned to a dedicated GPU thread. Upon completion of
a batch computation, the elements are copied back from
the GPU global memory to CPU host memory for subse-
quent use in solving the MoM linear system. To mitigate
the overhead associated with GPU-CPU data transfer ini-
tialization, a large GPU batch size is selected to max-
imize the utilization of the global memory. Numerical
results confirm that leveraging GPU parallel processing
substantially reduces fill time of the MoM matrix.

Future development of the GPU-accelerated CBFM
scheme will involve defining GPU batches based on the
MoM interactions required for generating a set of CBFs,
rather than simply grouping a fixed number of MoM
matrix rows. Following GPU processing of a batch, the
MoM elements relevant to CBF construction will be
copied back to the CPU host, where the SVD for forming
the CBFs will be performed.

1. CBFM for microwave circuit and antenna prob-
lems

Based on the mixed-potential integral equation
(MPIE), CBFs are constructed by using a set of low-level
basis functions, specifically the Rao-Wilton-Glisson
(RWG) functions. For each CBF level l, the correspond-
ing reduced matrix equation is formulated as:

[Zl ]
∑

Bl
i Kl,i×∑

Bl
i Kl,i

[Il(θ ,φ)]
∑

Bl
i Kl,i×1

=

[V l(θ ,φ)]
∑

Bl
i Kl,i×1

, (12)
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Fig. 13. Edge ports on a dipole.

Fig. 14. Dipole moments above a dipole.

where Zl , Il , and V l represent the l-level reduced
impedance matrix, the vector of current distribution coef-
ficients, and the excitation vector, respectively. It is note-
worthy that for l = 0, this formulation reduces to the orig-
inal MoM system matrix equation.

To effectively adapt CBFM for millimeter-wave cir-
cuit and antenna problems, we utilize EPs defined on
the surface of the analyzed structure (see Fig. 13). This
approach is the natural choice for constructing the excita-
tion vector in antenna problems, providing a direct inter-
face to circuit ports, in contrast to plane wave excita-
tions used in scattering analysis. As an illustrative exam-
ple, the dipole geometry is partitioned into four blocks;
the dark blue faces in the figure delineate the extended
region used in the CBFM construction, while the red
lines indicate the EPs oriented along the x-axis. Further-
more, in an antenna application employing a single delta-
gap source for excitation, this source—implemented as
an EP—must be included as one of the contributions to
the excitation vector.

An alternative excitation strategy employs sources
that are neither solely far-field (e.g., a plane wave)
nor located exclusively on the object’s body (e.g., an
EP, as illustrated in Fig. 14). In this method, equiva-
lent dipole moments positioned in the vicinity of the
object are selected as sources to generate the excita-
tion matrix. This inherently ensures the inclusion of both
near-field (evanescent) and far-field (propagating) infor-
mation, which is crucial for accurate CBF construction.

2. Numerical results

We now present some numerical results demonstrat-
ing the accuracy and efficiency of applying CBFM to
antenna problems, along with the effectiveness of GPU
acceleration. The first example analyzes a Perfect Elec-
tric Conductor (PEC) dipole in free space (see Fig. 15).
For the CBFM implementation, the dipole geometry is
partitioned into four blocks along its longitudinal axis,
and a delta gap port is utilized for excitation at the cen-
ter. The analysis is performed across a frequency range
from 300 MHz to 700 MHz, with a step size of 50 MHz.
The antenna structure is discretized by using 324 trian-
gular elements, with element lengths approximately 0.1
wavelengths at 500 MHz. For constructing the CBFs, an
extension region equivalent to 0.1 wavelengths at 500
MHz is employed. The computed input impedance (Z11)
is plotted in Fig. 16, using results obtained from the con-
ventional MoM as a reference for validation. Table 7
summarizes the SVD down-selection thresholds, as well
as the number of samples and unknowns characteriz-
ing the reduced matrices for different excitation types:
EP denotes edge-port, PW denotes plane-wave, and DM
denotes dipole-moment excitation.

Our second numerical example analyzes a Perfect
Electric Conductor (PEC) cross situated on the inter-
face of a layered medium (see Fig. 17). This case
is specifically employed to illustrate the computational
acceleration achieved using GPU processing. The cross

Fig. 15. PEC dipole.

Fig. 16. Z11 of example 11 obtained by using CBFM.
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Table 7: Parameters and results of example 11

Method Threshold Samples
Unknowns

Min. Max.

EP-CBFM 0 96 96 96
PW-CBFM 1e-3 400 110 184
DM-CBFM 0 120 120 120

MoM 0 0 486 486

Fig. 17. PEC cross embedded in layered medium.

consists of arms measuring 10 wavelengths in length
and 2 wavelengths in width. The layered medium is
backed by a PEC plane. The analysis is conducted at
30 GHz, involving a total of 12085 unknowns. Table 8
presents the matrix fill-time, which clearly demonstrates
significant computational acceleration when utilizing the
GPU. The hardware platform used for this comparison
included an Nvidia GTX860M GPU and an Intel I7-
4710HQ CPU. The system was equipped with 8 GB of
host memory. For comparative purposes, the CPU-based
numerical results were obtained using commercial elec-
tromagnetic simulation software.

Specifically, the GPU acceleration process
[110, 111] is organized as follows:

• All geometrical and material data required for MoM
computations are first transferred to GPU global
memory.

• The impedance matrix is computed in batches of
rows. Each batch is processed serially, while the ele-
ments within a batch are computed in parallel on the
GPU. Each thread handles one matrix element (i.e.,
a source-observer pair).

• After completing each batch, the results are copied
back from GPU global memory to CPU memory.
This approach is designed to balance GPU mem-
ory usage and data transfer overhead. To reduce
the latency of memory transfers, the batch size is
chosen to maximize the occupancy of GPU global
memory.

• The MoM impedance matrix computed in this way
is subsequently used to form the reduced-order sys-
tem in the CBFM framework.

Table 8: Time used for matrix filling on different plat-
forms

Platform Matrix filling time (minutes)

GPU 0.7
1 CPU-Core 26.6
2 CPU-Core 20.0
4 CPU-Core 24.0
6 CPU-Core 26.4
8 CPU-Core 26.5

• In our current workflow, SVD is performed on the
CPU after GPU-based computation of the MoM
matrix elements.

Additional detail on GPU acceleration may be found
in [112–116].

B. GPU acceleration of FDTD

Since its inception, the FDTD method has developed
into a mature and comprehensive numerical computation
technique. Its straightforward and intuitive implementa-
tion, combined with its applicability to various compu-
tational models, has led to its widespread use and recog-
nition as one of the fundamental methods in computa-
tional electromagnetics. However, due to the effects of
numerical dispersion and stability, as well as the limi-
tations of CPU floating-point performance, single-CPU
implementations of the FDTD method can only handle
the simulation and analysis of electrically small prob-
lems. These simulations may take several hours or even
days to complete, and the simulation of electrically large
targets presents even greater challenges. When applied
to large-scale electromagnetic simulations, the FDTD
method requires extensive memory and computing time.

To address these limitations, researchers have exten-
sively explored several approaches, including higher-
order FDTD methods, time-domain multiresolution anal-
ysis, and parallel FDTD algorithms. Among these, par-
allel FDTD, combining the computational power of par-
allel processing with the simplicity and clarity of the
FDTD method, has gained prominence, particularly with
the rapid advancement of GPGPU [117–120].

The workflow of the GPU-accelerated parallel
FDTD algorithm is shown in Fig. 18. In this approach,
the GPU acts as a coprocessor, working in tandem with
the CPU. The program flow is divided into two parts: the
host (CPU) part and the device (GPU) part, as depicted
in Fig. 18. The right side of Fig. 18 represents the device
section, which is executed by the GPU, while the left side
shows the host section, managed by the CPU. The CPU
primarily handles tasks such as memory allocation, field
initialization, and time advancement of the simulation.
The GPU is responsible for computationally intensive
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Fig. 18. Flowchart of the GPU-based parallel FDTD
algorithm.

operations, performing field value calculations at each
time step and updating the electric and magnetic fields in
a recursive manner.

Using the Ex component as an example, at each time
step, the GPU reads the previous Ex values, along with
the Hy and Hz values, computational coefficients, and
auxiliary variables related to boundary conditions from
global memory. The GPU first executes the FDTD stan-
dard update equation kernel in parallel to compute the
Ex field values across the entire domain. After that, it
runs a boundary condition kernel in parallel to update the
field components located at the boundaries. Once this is
complete, the new Ex values and the associated auxiliary
variables for the boundary conditions are written back
to global memory for use in the field updates during the
next time step.

The calculation process for other field components
follows a similar procedure. After all field components
for a given time step are computed, the CPU advances
the simulation to the next time step, allowing the GPU
to begin the next round of field calculations. The rea-
son for using the CPU to handle time advancement
is that Compute Unified Device Architecture (CUDA)
lacks global thread synchronization capabilities, which is
essential for FDTD’s time-domain iterations. The algo-
rithm requires that all E (or H) field components be fully
computed at a given time step before advancing to the H
(or E) field components. To address this, the device-side
computation is split into two kernel functions: one for
computing the E fields and another for computing the H
fields, which are executed sequentially. The CPU ensures
global synchronization between these two steps, prevent-
ing computation errors that would result from improper
synchronization.

In this work, parallel computation is implemented
by assigning one thread to handle each Yee cell. For
example, in the case of calculating the Ex component,

within an FDTD computational domain of dimensions
Nx×Ny×Nz, the number of Ex components to be updated
is typically Nx × (Ny + 1)× (Nz + 1). Both the grid and
block structures used in this paper are one-dimensional,
with each block consisting of nT threads. The CUDA
thread index corresponding to the Ex component at
position (i, j,k) in the FDTD domain can be calculated
by:

blockx = [(i−1+ j ·Nx + k ·Nx ·Ny)/NT ], (13)
threadIdx = (i−1+ j ·Nx+k ·Nx ·(Ny+1))%NT , (14)

where [·] represents the floor operation, and % denotes
the modulo operation. It is important to note that NT
must be a multiple of the GPU’s warp size, which is
typically 32. This thread allocation strategy ensures that
the memory assigned to each block is contiguous in
the x-direction, which satisfies global memory align-
ment requirements. This allows for continuous memory
access, thereby improving the effective memory band-
width.

The authors are currently pursuing further research
in the area of GPU/FDTD acceleration and plan to report
the results in a future publication [121].

In summary, GPUs have become indispensable
for accelerating computational electromagnetics simula-
tions. In FEM, GPUs enhance the solution of large sparse
matrix systems through parallelized iterative solvers and
efficient handling of element-wise computations. For
MoM, which involves dense matrix operations for sur-
face integral equations, GPUs leverage their high mem-
ory bandwidth and parallel processing capabilities to
accelerate matrix filling and matrix-vector products, sig-
nificantly reducing solution times. In FDTD, GPUs excel
by parallelizing the explicit time-stepping updates across
the computational grid, enabling real-time or large-scale
simulations of wave propagation and scattering prob-
lems. By exploiting massive parallelism, GPUs deliver
orders-of-magnitude speedups over CPUs, making them
essential for high-performance electromagnetic analy-
sis in research and industry. Future advancements in
exascale computing, AI-driven numerics, and heteroge-
neous architectures will further push the limits of GPU-
accelerated EM simulation.

V. CONCLUDING REMARKS

In this work, we have presented several innovative
CEM techniques for numerical modeling of microwave
circuits, antennas, and array configurations, with spe-
cial emphasis on techniques for efficient simulation at
millimeter-waves, and beyond, where the conventional
simulation techniques become both memory-intensive
and time-consuming. We have focused on solving a vari-
ety of practical design and analysis problems and have
presented a wide array of example geometries that are
useful for 5G/6G applications. Looking into the future,
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the authors are currently developing an AI-based antenna
design software [122] which will integrate some of the
simulation algorithms presented in this work to speed up
the design process.
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Abstract – The subgridding finite-difference time-
domain (FDTD) method has a great attraction in ground
penetrating radar (GPR) modeling. The challenge is that
the interpolation of the field unknowns at the multi-
scale grid interfaces will aggravate the asymmetry of the
numerical system which results in its instability. In this
paper, an explicit unconditionally stable technique for a
lossy object is introduced into the subgridding FDTD
method. It removes the eigenmodes of the coefficient
matrix which make the algorithm unstable. Therefore,
the proposed approach not only maintains the advan-
tages of simple implementation of the traditional FDTD
method but also adopts a relatively large time step in both
coarse and fine grid, which breaks through the restric-
tion of the Courant-Friedrichs-Lewy (CFL) stability con-
dition. The proposed method is applied in simulating
the transverse magnetic (TM) wave backscattering of the
two-dimensional buried objects in lossy media. Its accu-
racy and efficiency are examined by comparison with
conventional FDTD and subgridding FDTD approaches.

Index Terms – Courant-Friedrichs-Lewy (CFL) stability
condition, ground penetrating radar (GPR), subgridding
finite-difference time-domain (FDTD) method, uncondi-
tionally stable algorithm.

I. INTRODUCTION

Ground penetrating radar (GPR) plays an impor-
tant role in geological detection, resource exploration,
and urban construction. In order to identify the targets
detected by the GPR equipment, some approaches, such
as a Born approximation [1], a method of moments
(MoM) [2], and a finite-difference time-domain (FDTD)
method [3–4], are proposed to establish a half-space
model to study the backscattering of the buried objects
in advance. Among these methods, FDTD is the most
popular because of its relatively simple implementation.
However, the efficiency of the traditional explicit FDTD
approach is low when simulating such GPR models. The
reason is that, on the one hand, the underground object

usually has a fine structure or its or soil’s dielectric con-
stant is large, so that the FDTD method has to use the fine
grid to guarantee its accuracy, which increases the mem-
ory requirement. On the other hand, due to restriction by
the Courant-Friedrichs-Lewy (CFL) stability condition,
the time step of the traditional FDTD is shortened corre-
spondingly, which increases the time cost.

An efficient way to overcome the above issues is
to introduce a subgridding technique into the traditional
FDTD approach [5–7]. This method divides the solu-
tion domain into several coarse and fine grids. The inner
fields of the different grids are updated separately by
using a local time increment. This process is stable, but
the fields at the coarse/fine grids interface need to be esti-
mated by certain interpolation schemes, which will lead
to asymmetry of the numerical system and result in its
instability [8]. Meanwhile, influenced by the CFL con-
dition and numerical dispersion of the FDTD, the dis-
continuity in time of the temporal subgridding method
will increase the algorithm’s implementation complexity
and limit the flexibility of the grid ratio [6]. Therefore, a
good subgridding FDTD should be stable, have accept-
able accuracy, and be simple to implement.

In recent years, some explicit subgridding FDTD
approaches, such as Huygens subgridding FDTD method
[9–10], FDTD hybrid method [11], and FDTD subgrid-
ding method with two separate interfaces in time and
space [12], were proposed to improve the efficiency of
the traditional subgridding FDTD. However, the time
increments of these algorithms are restricted by the
CFL condition. To break through such restriction, hybrid
methods of the implicit and the explicit algorithm were
proposed to make the time increment of the subgrid as
large as that of the coarse grid [13–14]. However, the
introduction of the implicit operation will increase the
FDTD’s complexity and may degrade the algorithm’s
performance since a matrix needs to be solved. In addi-
tion, unstable eigenmodes still exist in these methods, so
the late time stability is still a problem to be faced [15].

In order to identify the root cause of the algorithm’s
instability, the system matrix of the subgridding FDTD
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was analyzed in [8, 16–18]. They achieved late time sta-
bility by removing the eigenmodes of the system matrix
that make the algorithm unstable [15] or by deriving
a new iterative approach [8, 17–18]. In those studies,
the scattering of objects in free space or cavities is of
concern. To retain the original FDTD code and extend
the CFL limit, a spatial filtering technique based on
Fourier transform was developed in [19] and success-
fully applied in the GPR detect simulation. Its compu-
tational overhead was related to the number of sampling
points in the spatial frequency domain. Therefore, when
the number of the unknowns is much less than that of the
sampling, the efficiency of the algorithm will decline.

In this paper, a subgridding 2D-FDTD method [20]
based on the explicit unconditionally stable technique for
a lossy media is proposed. Different from those global
modeling methods, the proposed method only performs
the explicit unconditional stable technique in the sub-
grid region, and the traditional FDTD algorithm with a
uniaxial medium perfect matched layer (UPML) absorb-
ing boundary is used in the other grids. In this way, the
implement simplicity of the traditional FDTD algorithm
can be maintained. Furthermore, by removing the eigen-
modes of the coefficient matrix that make the subgrid-
ding FDTD unstable, its time step can be extended to be
a relatively large one, so the proposed algorithm can use
a unified time increment in both coarse and fine grids and
achieve the late time stability.

This paper is arranged in the following manner. In
section II, theories and mathematics of 2D-FDTD for-
mulation with a lossy medium, subgridding scheme and
unconditional stable algorithm for a lossy medium are
derived. In section III, the computation performance of
the algorithm is examined by comparing it with con-
ventional FDTD and subgridding schemes. Numerical
results of 2D GPR simulation with the transverse mag-
netic (TM) wave proves the validity and efficiency of
the proposed algorithm. In section IV, conclusions are
drawn.

II. THEORIES AND MATHEMATICS

As Fig. 1 shows, the half-space 2D GPR model is
composed of air (ε0, μ0, representing the dielectric per-
mittivity and the magnetic permeability of free space,
respectively), the lossy soil (its parameters are ε1, μ1,
and a conductivity of σ1. The soil extends into the
absorbing boundary), and the underground objects (ε2,
μ2, σ2). The electromagnetic signal is sent from the Tx,
and the backscattering of the soil and the buried objects
is received by the Rx (Tx, Rx denote the transmitting
antenna and the receiving antenna, respectively).

The air layer is a small proportion in the model.
Therefore, its spatial increment is set to be the same
as that of the soil in this research, which will only

slightly increase the computational cost of the algorithm.
In this case, the computational domain is divided into
two parts: the coarse grid area of the background and
the subgridding area of the buried objects. The out-
ward traveling wave is absorbed by the UPML absorp-
tion boundary, which also uses the coarse mesh and is
implemented using traditional FDTD methods. Since the
explicit unconditional stable technique only performs in
the subgrid region, we can skip the UPML, because
its electrical parameters change with distance, making
it almost impossible to apply the unconditional stable
explicit methods to it.

Fig. 1. Configuration of the two-dimensional GPR
model.

A. Overall algorithm of the model

To describe the algorithm principle of the model, the
coarse/fine grid size ratio of 3:1 is taken as an example.
Figure 2 shows the spatial distributions of the electric
field intensity (E or e) and the magnetic field intensity (H
or h) at grid nodes. As Fig. 2 shows, the meshes in the
model mainly include the coarse mesh nodes (in cell #1),

Fig. 2. Spatial distributions of the electric field intensity
and the magnetic field intensity at grid nodes (take TMz
wave as example).
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the fine mesh nodes (in cell #4), and the border nodes (in
cells #2 and #3). In cell #1, the traditional FDTD method
is employed to obtain the transient values of E and H
at the coarse nodes. In cell #4, the unconditionally stable
explicit FDTD method in lossy media is used to calculate
the field quantities of e and h in the fine grids. In cells #2
and #3, the E field is calculated by the H field of a portion
of the coarse grids and the h field of a portion of the fine
grids. It should be noted that the time steps used in all
regions are the same.

Following, we will describe the calculation methods
for different regions.

B. Explicit unconditional stable FDTD formulations
in cell #4

A two-dimensional (2D) TMz wave propagating in
a lossy medium is considered. Its Maxwell’s equation in
time domain (t) can be written as:⎡⎣ ε∂t +σ ∂y −∂x

∂y μ∂t 0
∂x 0 −μ∂t

⎤⎦⎡⎣ Ez
Hx
Hy

⎤⎦= 0, (1)

where ∂ς represents the operator of ∂
/

∂ς , ε and σ are
the dielectric constant and the conductivity of the media,
respectively, and μ is the media’s permeability. The wave
equation corresponding to (1) is:

∂ 2
t Ez +

σ
ε

∂tEz −∂ 2
y Ez/εμ −∂ 2

x Ez/εμ = 0, (2)

where ∂ 2
ς represents the second-order derivative of ς . Let

Ẽ = ∂ 2
y Ez

/
εμ +∂ 2

x Ez
/

εμ and expand Ẽ using the differ-
ence method to obtain:

Ẽ(i, j) =
1

εμ

{
1

Δy2 [Ez(i, j+1)−2Ez(i, j)

+Ez(i, j−1)]+
1

Δx2 [Ez(i+1, j)−
2Ez(i, j)+Ez(i−1, j)]} , (3)

where i and j represent the grids in space. The matrix
form of (3) is:

Ẽ = ME. (4)

Here, M is a sparse matrix representing the oper-
ator ∂ 2

y
/

εμ + ∂ 2
x
/

εμ , E=[Ez(0,0), Ez(0,1), Ez(0,2), . . . ,
Ez(1,0), Ez(1,1), Ez(1,2), . . . , Ez(2,0), Ez(2,1), Ez(2,2),
. . . ]T .

Taking Ẽ(1,1) as an example, its expansion equa-
tion is:

Ẽn(1,1) = 1
εμ

[
0 1

Δx2 0 · · · 1
Δy2

−2
Δx2 +

−2
Δy2

1
Δy2 · · · 0 1

Δx2 0 · · ·
]

E
. (5)

Substituting (4) into (2), we have:

∂ 2E
∂ t2 +Dσ

∂E
∂ t

−ME = 0, (6)

with Dσ the diagonal matrix of element σ /ε .

Since E is a vector, the characteristic equation of
(6) is:

(λ 2+DσN×Nλ −MN×N) VN×1 = 0, (7)

where V is the right eigenvector corresponding to each
eigenvalue λ . The quantity of λ is 2N (N represents
the number of grids), so the corresponding number of
columns in V is also 2N [21].

After some manipulations, (7) becomes a typical
eigenvalue problem as:

A2N×2Nui = λiui, i = 1,2, · · · ,2N, (8)

with:

A2N×2N =

[
ON×N IN×N
MN×N −DσN×N

]
and ui =

[
Vi

λiVi

]
. (9)

It can be seen that A is determined by space dis-
cretization and the size of A will expand as the unknown
number increases. A is an asymmetric matrix and does
not have orthogonality, so its eigenvalue vector u also
does not have orthogonality, and λ is the eigenvalue
of A.

Usually, the generation of unstable modes comes
from space discretization. For example, for an object
with a large ε or a fine structure, the explicit FDTD
algorithm requires very fine mesh generation. Thus,
Δx and Δy must be very small and subject to CFL
condition [22]:

Δt ≤ min(Δx,Δy)√
2εrc

, (10)

where c is the speed of light. Therefore, Δt will become
very small. According to the Nyquist sampling theo-
rem, Δt only needs to meet ≤ 1

/
fmax (f max is the max-

imum frequency of the incident wave), and the high-
frequencies >f max corresponding to very small Δt is
redundant [16]. In terms of (8), if Δt is selected beyond
the CFL condition, the modes corresponding to eigenval-
ues that do not meet:

|λi| ≤ 2
Δt

, (11)

will lead to algorithm instability. In fact, these modes
correspond to redundant frequencies. Theoretically, the
removal of these unstable modes will not affect the accu-
racy of the algorithm. Therefore, the key to breaking free
from CFL constraints in algorithms lies in being able to
find the unstable modes in A and remove them. However,
due to the large size of A, directly solving the eigenval-
ues of A would be time-consuming.

To achieve matrix compression, an orthogonal
matrix FT

E is left multiplied into (7):

FT
E
[(

λ 2I+Dσ λ −M
)

V
]
. (12)
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According to the property that orthogonal matrix FT
E

has FT
EFE = Ir, (12) can be transformed into:(

λ 2FT
EFE +FT

EDσ FEλ −FT
EMFE

)
FT

EV = 0, (13)

i.e. (
λ 2Ir +Dσ ,rλ −Mr

)
Vr = 0, (14)

where Dσ ,r = FT
EDσ FE , Mr = FT

EMFE , Vr= FT
EV.

FE are obtained through preprocessing, and its
matrix size is N×a (a<N). Therefore, the matrix sizes of
Dσ ,r, Mr, and Vr are correspondingly reduced to a×a,
a×a, and a×2N. The eigenvalue problem becomes:

Ar2a×2aur2a×2N = λur2a×2N , (15)

with:

Ar2a×2a =

[
Or Ir
Mr −Dσ ,r

]
and ur2a×2N =

[
Vr

λVr

]
. (16)

Obviously, the eigenvalues of (15) have not
changed, but the scale of matrices Ar and ur has signifi-
cantly decreased.

By executing:

Vst= FEVr, (17)

the eigenvector containing stable modes can be obtained.
The size of Vst is the same as that of Vr. The stable tran-
sient Est (t) can be represented as:

Est(t) = Vsty(t). (18)

Substituting (18) into (2) and performing the central
difference scheme on the equation, we have:(

I+
Δt
2

Cb

)
yn+1 =

(
2I+Δt2Cc

)
yn

−
(

I− Δt
2

Cb

)
yn−1. (19)

Cb and Cc are calculated by:

Cb =
(
VH

st Vst
)−1 VH

st Dσ Vst .

Cc =
(
VH

st Vst
)−1 VH

st MVst . (20)

Therefore, (19) can be written as:

yn+1 = Cdyn+Ceyn−1, (21)

in which Cd and Ce are given by:

Cd =

(
I+

Δt
2

Cb

)−1 (
2I+Δt2Cc

)
Ce =−

(
I+

Δt
2

Cb

)−1(
I− Δt

2
Cb

)
. (22)

Execute (21) and (18) to compute unconditional sta-
ble Est (t) and then substitute Est (t) into (1). The value of
Hst (t) can be obtained simultaneously.

To improve efficiency, Vr and λ are not directly
solved but are obtained by iterating FDTD for
some steps. The specific method is as described in
Algorithm 1.

Algorithm 1: Scheme procedure of finding stable 
eigenmodes 

1. While 1| | | |H H

h h l ly y y y e , 

2.  performing n steps of traditional FDTD 
(n≥∆tp/∆tCFL. ∆tp is the time increasement of the 
unconditionally stable algorithm, ∆tCFL is the 
time increasement of CFL limitation); 

3. [ ]n
E E zEF F , orth( )E EF F ; 

4.  ,
T

r E ED F D F , T
r E EM F MF . Calculate the 

eigenvalues and eigenvectors of matrix [ rO
,; ]r r rI M D ; 

5.  if 1
2| | | |n n n

i i i e , then , ,[r l r lV V ]iV ; 
else , ,[ ]r h r h iVV V ; 
here, Vr,l is a repetitive eigenvalue, and Vr,h is a 
non-repetitive eigenvalue. Vi is the eigenvector 
corresponding to n

i . 
6.  orthogonalize the eigenvectors; 

Vr,l=orth(Vr,l), 
, , , , ,orth( )H

r h r h r l r l r hV V V V V  
7.  determine the weight of Vr,l and Vr,h; 

,
H H n

l r l E zy V F E , 
,
H H n

h r h E zy V F E

8. ,st E r stV F V , where ,r stV  is the vectors of ,r lV  
whose eigenvalue satisfy (11); 

9. perform iteration by (21) to calculate y, and stE  
is determined by (18). 

C. Subgridding scheme in cells #2 and #3

In the subgridding scheme, properly dealing with
coupling between the base and fine grid interfaces is cru-
cial because it determines the stability and accuracy of
the algorithm. However, the algorithms that can improve
accuracy are often complex. In this paper, we adopt the
improved separated temporal and spatial interfaces sub-
gridding method to solve the above issues. Due to the
application of the unconditional stability technique, both
coarse and fine grids use the same time increment, which
further reduces the complexity of the algorithm.

Taking the 2D TM wave subgridding interface
shown in Fig. 2 as an example: Hx2, Hx3, Hx6, Hy2, Hy3,
Hy4 are the magnetic fields of the coarse grid; hx1, hx6,
hx7, hx8, hx9, hx10, hy1, hy2, hy5 are the magnetic fields
of the fine grid; Eb,cor

z2 , Eb,int
z3 , Eb

z5, Hc,int
x7 are the fields of

coarse/fine grid interface, in which Eb,cor
z2 is located at the

boundary corner. All these fields need to be particularly
treated.

According to [20], Ez on the interface can be solved
by:

En+1
z = En

z +
Δt
μ

1
ΔS ∑

i
liHi, (23)
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where Δt is the time step of the FDTD method and ΔS is
the area of a grid. Thus:

Eb,n+1
z5 = Eb,n

z5 + Δt
μ

1
ΔxcΔyc

[
Δxc(H

c,int,n+ 1
2

x7 −H
n+ 1

2
x3 )

+
Δyc+Δy f

2 (H
n+ 1

2
y4 −H

n+ 1
2

y3 )+Δy f (h
n+ 1

2
y5 −h

n+ 1
2

y2 )

] ,

(24)
and:

Eb,cor,n+1
z2 =Eb,cor,n

z2 +
Δt
μ

1
ΔxcΔyc

[(
Δxc +Δx f

2
H

n+ 1
2

x6 +

Δx f h
n+ 1

2
x6 −ΔxcH

n+ 1
2

x2

)
+

(
Δyc +Δy f

2
H

n+ 1
2

y3

+Δy f h
n+ 1

2
y2 −ΔycH

n+ 1
2

y2

)]
. (25)

Hc,int comes from the interpolation of h in the fine
grid [20]:

Hc,int =
2m−1

∑
i=1

m−|m− i|
m2 hi. (26)

Hence, Hc,int
x7 can be estimated by:

Hc,int
x7 =

1
9

hx6 +
2
9

hx7 +
1
3

hx8 +
2
9

hx9 +
1
9

hx10. (27)

Use Eb,int
z to update hx and hy on the boundary. Eb,int

z

is calculated through linear interpolation. Taking Eb,int
z3 as

an example:

Eb,int
z3 =

2
3

Eb,cor
z2 +

1
3

Eb
z5. (28)

For ease of understanding, suppose that the current
time step is n and all fields are known. We summarize the
update process of the proposed subgridding scheme into
the following steps:

Step #1: Calculate En+1 and Hn+ 3
2 (such as Hx2,

Hx3, Hx6, Hy3, Hy4) for coarse grids by using the tra-
ditional FDTD method.

Step #2: Calculate en+1 and hn+ 3
2 (such as hx6, hx7,

hx8, hx9, hx10, hy2, hy5) for fine grids by using the explicit
unconditional stable FDTD formulations.

Step #3: Substitute (27) into (24) to obtain Eb,n+1
z5 ,

and substitute (24), (25), into (28) to obtain Eb,int,n+1
z3 .

Thus, the fields on the coarse/fine grids interface can be
updated accordingly.

It should be noted that the subgridding scheme and
the unconditional stable algorithm above are analyzed
and derived based on TMz waves. The proposed method
in this paper is applicable for 2D GPR numerical simu-
lation in TM mode.

III. NUMERICAL RESULTS
A. Accuracy

To demonstrate the accuracy of this proposed sub-
gridding unconditional stable algorithm, a square object
(εr2 =5, μr2 =1, σ2 =0.02 S/m) in a homogeneous

medium (εr1 =3, μr1 =1, σ1=0.1 S/m) is illustrated (see
Fig. 3). The object has a size of 0.21×0.21 m with a cen-
ter located at (0.675 m, 0.495 m). It is illuminated by a
TMz wave in the form of:

Jz = δ (x− x0,y− y0)e(−((t−t0)/td)2). (29)

Fig. 3. Model for algorithm accuracy verification.

Here, (x0, y0) is the location of the source, δ (x −
x0,y−y0) = 1

/
(ΔxΔy), t0 = 0.9

/
fc, td = t0

/
4, and fc=5

MHz. The source is placed at (0.66 m, 0.9 m), and the
receiver is located at (0.66 m, 1.2 m).

Two sizes of grids with Δlbase =30 mm and
Δl f ine =10 mm are adopted. Their size ratio is 3. A tem-
poral step of CFL stability condition of uniform base
grids is chosen, which is three times beyond CFL condi-
tion of uniform fine grids. The total number of the eigen-
modes is 800, of which 773 unstable eigenmodes need to
be removed. Furthermore, we also compute the numeri-
cal problem when the size ratio increases to 5, 15, 25, 75,
and the removed eigenmodes are 2287, 21621, 60542,
549121, with the total eigenmodes number 2312, 21632,
60552, 549152. When selecting different grid size ratios,
the number of grids applying unconditional stable algo-
rithm vary, so the total eigenmodes number will be dif-
ferent and this leads to different stable eigenmodes size.
On the other side, error e1, e2 and FDTD step n in the
unconditional stable algorithm also affects the number
of stable eigenmodes. In this problem, we choose the
parameters e1, e2, n in the procedure of finding stable
eigenmodes with e1 =10−4 and e2 =10−3 with n=3 (grid
size ratio equals 3), e2 =10−2 with n=5 (grid size ratio
equals 5), e2 =10−2 with n=15 (grid size ratio equals
15), e2 =10−4 with n =25 (grid size ratio equals 25),
e2 =10−4 with n=30 (grid size ratio equals 75).

The transient Ez(t) at the receiver computed using
the proposed algorithm are compared with the results
of traditional FDTD method based on uniform grid
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Fig. 4. Electric field computed by conventional FDTD,
subgridding FDTD, and subgridding unconditional sta-
ble algorithm.

(Δl f ine) and traditional subgridding approach. As shown
in Fig. 4, the proposed method with ratio=3 and 5 has
the best agreement in our simulation; a larger ratio will
lead to some accuracy loss. Although there is a gradu-
ally increasing error when ratio=15, 25, 75, it indicates
that the proposed method is feasible when we use a large
ratio. This proposed method will have more advantages
in multi-scale electromagnetic problem simulation.

To measure the accuracy of the algorithm, a relative
error is defined as:

Error(t) =

∣∣Ez(t)−Ez,re f (t)
∣∣∣∣Ez,re f (t)

∣∣
max

×100%. (30)

The reference solution Ez,re f (t) is obtained by con-
ventional FDTD with Δl f ine. The relative errors of the
traditional subgridding FDTD and the proposed method
are shown in Fig. 5. It can be seen that the relative error
of the proposed method with ratio=3 is less than 3%,
and there is only a slight difference when ratio=3 and
5. It must be pointed out that when selecting an appro-
priate grid size ratio, the computational accuracy of the
proposed approach is slightly lower than the subgridding
scheme.

Table 1 lists the computational resource consump-
tion of three methods. From Table 1, the following obser-
vations are made:

• The number of unknowns in the proposed method
with ratio = 3, 5, 15 is 0.19, 0.22, 0.64 compared
to the conventional FDTD. The proposed method
with ratio = 3 reduces memory cost by 52.48% and
saves computational time by 84.84% compared to
that of conventional FDTD. The proposed method
with ratio=5, 15 has advantages in terms of time
consumption.

Fig. 5. Relative error of the traditional subgridding
scheme and the proposed subgridding unconditional sta-
ble algorithm.

Table 1: Computational resource consumption of the
three methods

Method Grid

Ratio

Grid

Number
Memory

(MB)

Time

(s)

FDTD 1 70840 1.01 62.06
Subgridding

Scheme
3 13364 1.80 20.05

Proposed
Method

3 13364 0.48 9.41
5 15716 1.44 9.97

15 45116 1.90 25.06
25 103916 5.32 84.68
75 838916 130.13 10825.27

• Compared to the subgridding scheme, the proposed
method with ratio = 3, 5 reduces memory cost
by 73.33%, 20%, and saves computational time
by 53.07%, 50.27%. The proposed method with
ratio=15 has advantages in terms of time consump-
tion.

In our experiment, as the grid size ratio increases
from 3 to 75, the CPU time of the preprocessing pro-
cedure to find stable eigenmodes is 0.33 s, 0.49 s, 0.87
s, 1.99 s, 125.89 s, respectively. It is clear that the pre-
processing time only accounts for a small portion of the
total time in Table 1. In this numerical example, when we
select inappropriate parameter e1, e2 and step size n, the
main resource consumption increment will come from
the preprocess of finding the stable vector Vr,st . In our
experience, e1 is on the order of 10−4, e2 is 10− 4∼10−2,
and n usually equals the grid size ratio when it is not too
large.
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B. GPR model

Next, we apply the algorithm to the 2D GPR model,
as Fig. 6 shows, while keeping the time step and spa-
tial step unchanged. A lossy square (εr1 = 2, μr1 =1,
σ1 = 0.97 S/m) is buried under the dispersive soil
(εr0 = 4, μr0 = 1, σ0 = 0.004 S/m). The size of the sim-
ulation domain is 3×3.6 m, with the object located at
a depth of 1.89 m below the surface and the center at
(1.245 m, -1.965 m). Its scale is 0.15×0.15 m. Tx and
Rx are placed at (0.48 m, 0.09 m) and (2.46 m, 0.09 m),
respectively.

A TM wave is excited by the z-component of a cur-
rent source Jz(t) with first derivative of the Blackman-
Harris pulse as:

Jz(t) =

{
− 2π

Ts
∑3

n=0 annsin
(

2πnt
Ts

)
, 0 < t < Ts

0, otherwise
, (31)

with fc=100 MHz, Ts=0.9/fc, a0 = 0.3532, a1 = -0.488,
a2 = 0.145, and a3 = -0.0102.

Figure 7 shows comparisons of the transient Ez(t) at
Rx. It can be seen that the proposed method agrees well
with the results of other methods. In the proposed algo-
rithm, we compute the problem with grid ratio 3 and 5,
scale of coefficient matrix A is 392×392, 1152×1152,
and number of stable modes is 7 and 3. In the uncon-
ditional stable process, parameter e1 =10−4, e2 =10−2,
and step size n=3, 5.

Figure 8 shows time snapshots of the electric field
amplitudes in the computational domain at n = 150,
220, 290, and 330, where the Tx and Rx antennas are
static.

In B-Scan simulation, Tx is moved from (0.09 m,
0.09 m) to (2.91 m, 0.09 m), with a spatial increment of
0.06. Rx also moves with Tx, and the distance between

Fig. 6. Two-dimensional GPR model.

Fig. 7. Comparison of the electric fields computed by dif-
ferent methods.

(a) (b)

(c) (d)

Fig. 8. Time snapshot of electric field amplitude in
the computational domain: (a) n=150, (b) n=220, (c)
n=290, and (d) n=330.

them is always 0.09 m in the x-axis direction. Figure 9
shows the contour of the echo z-component of the elec-
tric field received by Rx.

Computational resource consumption of the three
methods in the GPR simulation are listed in Table 2. The
efficiency of the proposed algorithm has been validated
again. It can be seen that the proposed method has supe-
riority in memory consuming compared to the other two
methods with acceptable time increment and showing its
potential in GPR simulation.



ZHANG, CHEN: A STABLE SUBGRIDDING 2D-FDTD METHOD FOR GROUND PENETRATING RADAR MODELING 506

Fig. 9. Contour of the echo electric field received by Rx.

Table 2: Computational resource consumption of the
three methods

Method Grid

Ratio

Grid

Number

Memory

(MB)

Time

(s)

FDTD with
Δl = (mm)

10 1 362005 2.47 1342.11
30 1 49365 0.63 12.02

Subgridding
Scheme

3 49985 1.98 12.75

Proposed Method 3 49985 1.09 13.67
5 51185 1.47 13.05

Finally, we carried out an experiment to test the per-
formance of the proposed method when simulated in
media with different electrical properties. We changed
the buried object by selecting material parameter εr1 = 2,
4, 8, and σ1 = 0 S/m, 4 S/m, 16 S/m, respectively. There
are no obvious variations in memory cost and time con-
sumption, and the accuracy is also stable with relative
error below 6%. Long-term instability will occur from
the interface of the base and fine grid when low εr1 and
σ1 are chosen, and can be a direction to improve the pro-
posed method.

IV. CONCLUSION

In this paper, an explicit unconditionally stable
technique is introduced into the subgridding 2D-FDTD
approach and applied in GPR modeling with TM mode.
A subgridding algorithm with separated temporal and
spatial interfaces is proposed to solve the multiscale
problem. The unconditional stable algorithm can find all
the stable eigenmodes to keep numeric stability with-
out compromising accuracy when the time step does not
meet CFL conditions, and the numerical results demon-
strate its good performance in terms of accuracy. In GPR
simulation, this proposed method’s potential in solving
multiscale problems is demonstrated.
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Abstract – This paper addresses the low degree of free-
dom in optimization, primarily attributed to the conven-
tional antenna array optimization methods that solely
focus on the optimization of element positions, with-
out considering the influence of element excitations. To
address this issue, a sparse array optimization method is
proposed based on modified Particle Swarm Optimiza-
tion (PSO) algorithm and Orthogonal Matching Pursuit
(OMP). This method simultaneously optimizes both the
element positions and excitations to achieve the desired
pattern. Initially, the compressive sensing principle is
employed to establish a compressive sensing optimiza-
tion model for the antenna array. Subsequently, OMP is
utilized to simultaneously optimize the element positions
and excitations within the antenna array. An improved
PSO algorithm is then applied to iteratively update the
obtained parameters, thereby further enhancing the peak
sidelobe level. Experimental results demonstrate that the
proposed algorithm can achieve satisfactory optimiza-
tion performance.

Index Terms – Compressive sensing, orthogonal match-
ing pursuit, particle swarm optimization algorithm,
sparse array antenna.

I. INTRODUCTION

As the radio technology continues to advance,
antennas have played a pivotal role in various applica-
tions such as communications, remote sensing, naviga-
tion, and radar, profoundly influencing every aspect of
social life and national defense and military affairs. As
the device for receiving and transmitting electromag-
netic waves [1], antennas play an irreplaceable role in
radio communication systems. The optimization of array
antenna deployment is a crucial step in radio communi-
cation systems. To enhance performance and meet sys-
tem requirements, researchers conduct optimizations of
array structures by analyzing the relationship between
antenna array performance and its geometric configura-
tion [2, 3]. When the spacing between array elements

adheres to certain constraints, mutual coupling among
elements can be effectively reduced. Nevertheless, this
often triggers the issue of grating lobes. Consequently,
researchers have embarked on optimizing sparse array
antenna technologies. Sparse array antennas, character-
ized by a smaller number of elements, offer advantages
of higher degrees of freedom and broader optimization
space [4], attracting extensive research and applications.

In recent years, several studies on sparse array syn-
thesis have attempted to achieve a certain pattern def-
inition with the minimum number of antenna elements
by optimizing the excitation coefficients and positions of
individual antenna elements. Pinchera et al. proposed a
deterministic iterative method for synthesizing isophoric
radiation patterns of aperiodic arrays with arbitrary upper
limits, which can scan over a wide angle range without
violating the sidelobe level constraints [5]. To address the
problem of array structure design, Cui et al. introduced a
novel Consensus Penalty Dual Decomposition (CPDD)
method based on the concept of consensus computing.
CPDD utilizes a virtual star topology network, where
the central node corresponds to the global variable and
each edge node corresponds to a single beam synthe-
sis task. In the outer loop, the algorithm collects exci-
tation vector information from the edge nodes through
the central node, then integrates the information to obtain
a better co-array structure [6]. Xia and Zhang proposed
a new method for synthesizing sparse arrays with dis-
crete phase constraints using Mixed-Integer Program-
ming (MIP). The proposed method optimizes antenna
positions and amplitude/phase excitations under given
discrete phase constraints [7].

Existing literature on sparse array antenna opti-
mization can be broadly categorized into global opti-
mization [8–13], matrix pencil method (MPM) [14, 15],
and compressed sensing-based array optimization algo-
rithms [16–19]. Moreover, the intuitionistic fuzzy tool-
box based on fuzzy divergence calculation will allow for
more effective modeling of the implicit uncertainties and
trade-offs in array optimization[20]. Global optimization
algorithms transform the synthesis problem into a binary
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optimization problem, systematically exploring the solu-
tion space to find the global optimal solution or a solu-
tion close to it. These algorithms are particularly suitable
for optimization problems with complex, non-convex
objective functions, effectively addressing the nonlinear
optimization challenges in sparse arrays. Among them,
evolutionary algorithms such as the Genetic Algorithm
(GA) [8, 10], Particle Swarm Optimization (PSO) [11],
and Differential Evolution (DE) [12, 13] have demon-
strated the best performance. However, these algorithms
are characterized by high computational complexity. The
MPM [14, 15] can be applied to the synthesis of non-
uniform arrays. By performing matrix transformations
on the signals from the array antenna, MPM efficiently
estimates signal sources, making it particularly effective
in sparse arrays. MPM can simultaneously optimize the
number of elements, element positions, and excitations
in a sparse array, allowing the synthesis of sparse arrays
to no longer be limited to minimizing the peak sidelobe
level by optimizing element positions (and sometimes
element excitations) given a fixed number of elements.
This opens up new research directions for the synthesis
and design of sparse arrays. Nevertheless, the complex
matrix operations involved in the MPM algorithm lead
to challenges in terms of high computational complexity
and implementation difficulty.

Compressed Sensing (CS) technology was intro-
duced in 2006, primarily targeting the solution of sparse
signal problems. Research on the application of com-
pressive sensing in array antennas started relatively late.
Professor L. Carin from Duke University was the first
to theoretically analyze the connection between random
sparse arrays and compressive sensing, proving that ran-
dom sparse arrays are a special case of compressive sens-
ing [21]. The ELEDIA Research Center at the University
of Trento in Italy has established a dedicated research
group to explore the application of compressive sens-
ing in the field of sparse array antennas, and they have
achieved preliminary research results [22]. Experimen-
tal results have verified the potential and advantages of
applying compressive sensing to the synthesis of sparse
array antennas. The emergence of the CS paradigm [17]
has significantly advanced the design of sparse arrays.
By applying CS techniques to array antenna synthe-
sis, sparse solutions for array antennas are sought. CS-
based optimization methods for array antennas effec-
tively reduce the number of array elements, thereby low-
ering the cost of array construction. Convex optimiza-
tion [18] minimizes the number of elements by optimiz-
ing the weights of each element, converting the solution
of the �0 norm into that of the �1 norm, and incorpo-
rating certain decision criteria. [19] proposes an algo-
rithm combining Multi-Objective Particle Swarm Opti-
mization (MOPSO) with convex optimization. Through

optimization of sparse circular arrays, this algorithm sup-
presses grating lobes, significantly enhancing the recog-
nizability of the main beam and improving the optimiza-
tion efficiency of the algorithm. However, these methods
overlook the influence of element positions on optimiz-
ing array antennas. Furthermore, it is easy for the use of
optimization algorithms to get stuck in local optima dur-
ing the search for global optimal solutions.

To address this, this paper proposes a joint array
optimization algorithm based on the Modified Particle
Swarm Optimization (MPSO) and Orthogonal Matching
Pursuit (OMP), which is applied to both linear arrays and
concentric circular arrays. Firstly, the optimization of lin-
ear arrays is achieved. With the main beamwidth fixed,
the element positions and excitations are optimized. The
results show that compared to other algorithms, this pro-
posed algorithm can achieve a lower Peak Side-Lobe
Level (PSLL). PSLL refers to the ratio of the maxi-
mum value in the sidelobes to the maximum value in the
main lobe, and it is an important indicator for evaluat-
ing antenna performance, typically expressed in decibels
(dB). Generally, radar systems require extremely low
sidelobe levels to meet anti-interference requirements
and effectively perform target search. Therefore, this
parameter is often used as one of the optimization criteria
in array synthesis. Secondly, considering the complexity
of the array antenna model, the proposed algorithm is
further applied to concentric circular arrays. By solving
for the excitations of continuous current loops, relevant
information about discrete elements can be obtained.
According to the simulation results, under the premise
of a fixed main beamwidth, although the number of
required elements slightly increases, there is a significant
improvement in reducing the PSLL.

The structure of this paper is organized as follows:
Section II presents the proposed algorithm and model.
Section III conducts simulations and analyses of the pro-
posed algorithm, along with a comparative analysis with
existing sparse array optimization algorithms. Section IV
summarizes and concludes the paper.

II. METHOD DESCRIPTION
A. Array structure model

1. Linear array

As shown in Fig. 1, there are 2N + 1 array ele-
ments symmetrically distributed on both sides of the x
axis, with a spacing of Δxi, i ∈ [1,N] between adjacent
elements. The directional pattern, as a direct represen-
tation of an antenna’s radiation characteristics, can be
used to determine the antenna’s directional properties. It
not only depicts the spatial distribution of energy when
the antenna emits electromagnetic waves but also char-
acterizes the spatial filtering characteristics when receiv-
ing electromagnetic waves. Based on the obtained direc-
tional pattern, the parameters of the main lobe and side
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Fig. 1. A symmetric linear array with 2N +1 elements.

lobes can be determined. Based on the superposition
principle, the directional pattern function expression of
this linear array is

F (θ) = I′0 f0(θ)+
N

∑
n=1

(I
′
−ne jkx−n sinθ f−n(θ))+

N

∑
n=1

(I′ne jkxn sinθ f−n(θ)),
(1)

where I′n = Ine jβ represents the excitation of the nth ele-
ment, k = 2π/λ , λ is the wavelengths, xn is the position
of the nth element, θ is the signal elevation angle, and
θ ∈ [−π/2,π/2]. When the element factor fn(θ) = n,
n ∈ [−N,N], and when each element adopts equal ampli-
tude and phase excitation (let I′n = 1), then (1) can be
simplified as

F
(
θ
)
= 1+2

N

∑
n=1

cos(kxn sinθ). (2)

2. Concentric Ring Array

The Concentric Ring Array (CRA) is composed
of multiple concentric circles, with its array elements
located on the circles under certain constraints. Its struc-
ture is shown in Fig. 2. Assuming there are Nr circles, the
radius of the nth circle is rn(1 ≤ n ≤ Nr), and its pattern
is shown in (3)

F(u,v) = 1+
Nr

∑
n=1

ωn

Nn

∑
m=1

exp[ j
2π
λ

rn(cosϕmu+ sinϕmv)],
(3)

where ωn is the excitation weight of the nth ring, and the
array element positions are (rn cosϕmu,rn sinϕmv), u =
sinθ cosϕ , v = sinθ sinϕ , ϕm = 2π(m− 1)/Nn. When
ωn = 1, i.e., the excitation of each array element is fixed,
(3) can be transformed into (4)

F(θ ,ϕ) = 1+
Nr

∑
n=1

Nn

∑
m=1

e j 2π
λ rn sinθ cos(ϕ−ϕm). (4)

For a concentric ring array with uniformly dis-
tributed array elements, if the spacing between adjacent
array elements in the nth ring is dn, then, given the radius

Fig. 2. Concentric ring array structure.

of the ring, the number of array elements in that ring is

Nn =

[
2πrn

dn

]
,dc ≤ dn ≤ λ ,n = 1,2, ...,Nr, (5)

where dc is the defined minimum spacing between array
elements, and it is assumed that the spacing between
adjacent array elements is not greater than λ . Then, the
number of array elements on the ring should satisfy

Nn−min =

[
2πrn

dc

]
≤ Nn ≤

[
2πrn

λ

]
= Nn−max. (6)

When the total number of concentric ring arrays is
N, then it needs to satisfy

Nr

∑
n=1

Nn = N. (7)

When this model imposes constraints on the total
number of array elements, i.e., satisfying (7), control-
ling the total number of array elements becomes a crit-
ical issue. It is necessary to ensure that the total num-
ber of array elements remains constant during the opti-
mization process while also ensuring a reasonable dis-
tribution of array elements on each ring. [23] proposes
a method of linearly weighting the number of array ele-
ments, comparing linear models with Gaussian models,
and ultimately derives a relationship between the radius
of the array elements and the proportion of the total num-
ber of array elements, as shown in (8)

f (rn) = a(sin(rn −π))+b((rn −10)2)+ c, (8)

where f (rn) represents the full array occupancy ratio of
the number of array elements in the nth ring, rn is the
radius of the nth concentric ring. a, b, and c are three con-
stants, which can be solved according to the optimization
results in the known literature. After determining the full
array occupancy ratio, the number of array elements on
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each ring can be determined

Nn = � f (rn)Nn−max�=
⌊

f (rn)
2πrn

λ

⌋
. (9)

B. Modified Particle Swarm Optimization

The PSO algorithm is combined with adaptive muta-
tion and crossover operations, where the mutation vec-
tor is influenced by the individual optimal vector. This
process not only maintains the diversity of the popula-
tion during the iteration process but also ensures that the
information of high-quality particles is not destroyed.
Adaptive mutation can intervene when the population
gets trapped in a local optimum by randomly changing
the position or velocity of some particles, enabling them
to escape the current optimal region and explore other
under-explored areas. The flow of the proposed MPSO
algorithm is as follows:

Step 1: Initialize the population

Taking the concentric circular array as an example,
suppose the aperture of the concentric circular array is R,
the minimum spacing between adjacent rings is Δd, the
minimum spacing between array elements in the same
ring is dc, the number of populations is NP, where C is
the minimum interval between rings to meet the require-
ments of the array antenna, and [x1,x2, ...,xNr ] is the mar-
gin of the rings to form the original mapping vector.
Then, the radius of the rings can be expressed as{

[r1,r2, ...,rNr ] =C+[x1,x2, ...,xNr ]

C = [Δd,2Δd, ...,NrΔd]
. (10)

When the total number of array elements is fixed,
the number of elements on each ring can be determined
by (8) and (9). According to (10), the value of its peak
sidelobe level is related to

[
x1,x2, ...,xNr ;N1,N2, ...,NNr

]
.

Based on the obtained initial population, the peak side-
lobe level corresponding to any vector in the population
can be determined. Based on the merits of the obtained
results, the partial optimal solution pbest and the glob-
ally optimal solution gbest are determined. Optimizing[
x1,x2, ...,xNr

]
can reduce the search space from

[
0,R

]
to
[
0,R−NrΔd

]
, accelerating the search speed and facil-

itating the acquisition of the optimal solution.

Step 2: Update speed and location information

Based on the characteristics of the PSO algorithm,
during each iteration process, the position and velocity
variables are updated according to the obtained informa-
tion, as follows

vi =ω(k) ·vi +C1rand · (pi −vi)+

C2rand · (g−vi),
(11)

xi = vi +xi, (12)
where C1 and C2 are acceleration factors, with C1 being
the individual learning factor for each particle and C2

being the social learning factor for particles. pi repre-
sents the position vector corresponding to the individ-
ual extremum pbesti of the ith swarm, and g represents
the position vector corresponding to the global optimum
gbest. ω(k) is the inertia factor, which is non-negative. In
this paper, a linearly decreasing inertia weight is adopted.

ω(k) = ωstart(ωstart −ωend)(Tmax − k)/Tmax, (13)
where Tmax represents the maximum number of itera-
tions, and k indicates the current iteration number. ωstart
stands for the initial weight, ωend for the final weight,
and ωstart > ωend . During the iteration process, the iner-
tia weight decreases linearly from ωstart to ωend . At
the initial stage of iteration, the inertia weight is larger,
which leads to stronger global search capability; as the
number of iterations increases, the inertia weight gradu-
ally decreases, which facilitates the algorithm’s precise
search in local areas. The obtained vi j and xi j need to
satisfy the following formula{

νmin ≤ νi j ≤ νmax, i = 1,2, ...,NP; j = 1,2, ...,Nr

0 ≤ xi j ≤ R−NrΔd
. (14)

Step 3: Mutation

This paper adopts adaptive mutation, and the gener-
ated mutation vector is as follows

yk
i = gk +F · (xk

r1
−xk

r2
), i = 1,2, ...,NP, (15)

where gk represents the position vector corresponding to
the global optimal solution during the kth iteration. r1,r2
are distinct positive integers in

[
1,NP

]
, and none of them

are equal to the target vector index i.

Step 4: Crossover

To increase the diversity of disturbance variables, a
crossover operation is introduced. Define the test vari-
able ui as

ui =
(
ui1,ui2, ...,uiN

)
i = 1,2, ...,NP, (16)

ui j =

{
yi j,b( j)≤CR or j = br(i)
xi j,b( j)>CR and j �= br(i)

,

i = 2, ...,NP; j = 1,2, ...,N,

(17)

where CR is the crossover operator, b( j) represents the
jth estimated value generated from a set of random num-
bers between [0,1]. br(i) ∈ [2,NR] denotes a randomly
selected integer, used to ensure that at least one set of
parameters can undergo crossover.

Step 5: Update the optimal solution

Calculate the fitness function to determine whether
ui can become a member of the next generation. Com-
pare the fitness of vector ui in the experiment with that
of vector xi in the population, and retain the better one.
Then, based on the obtained population, update the indi-
vidual optimal and global optimal solutions, and proceed
to the next iteration until the specified conditions are met.
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The flowchart of this algorithm is shown in Fig. 3.
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Fig. 3. Flow chart of MPSO.

C. Optimization of linear array by MPSO-OMP

For sparse linear arrays, their array structure is sim-
ple, and it is often difficult to obtain the desired radia-
tion characteristics by optimizing only the array element
positions. Moreover, the degree of freedom for posi-
tion optimization is low, resulting in limited optimiza-
tion of peak sidelobe levels. Therefore, this section uti-
lizes the OMP algorithm to simultaneously optimize the
positions and excitations of the array elements in the lin-
ear array, and combines the proposed MPSO algorithm
to iteratively update the obtained parameters, which is
conducive to achieving better peak sidelobe levels. The
algorithm flow is as follows:

Step 1: Optimization model construction

For a linear array with N array elements, its pattern
function is as follows

F(d,θ) =
N

∑
i=1

ωie( j 2π
λ di sinθ) = A(d)ω. (18)

From the above equation, it can be seen that the two
vectors that affect its pattern function are the array ele-
ment positions and the array element excitations. In the
process of joint optimization, the obtained PSLL is used
as the performance evaluation index. Assuming that the
minimum spacing between adjacent array elements is dc,
and the desired main beam is Fd(θk)(θk ∈ ΘM), where
ΘM is the shaping area of the main beam, the optimiza-
tion model can be expressed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minPSLL(d,ω)

PSLL(d,ω) = max
{∣∣∣F(d,ω)

maxF

∣∣∣}
di+1 −di ≥ dc,1 ≤ i ≤ N −1
d1 = 0
|F(θk)−Fd(θk)|< ε,θk ∈ ΘM

. (19)

Step 2: Population initialization

Initialize the position vector d, and establish an
OMP sparse recovery model based on the desired shap-
ing main beam Fd(θk). Solve for the corresponding array
element excitation vector of the position vector d.{

minPSLL(d,ω)

s.t.
∣∣F(θk)−Fd(θk)

∣∣< ε,θk ∈ ΘM
. (20)

Based on ∑Nr
n=1 ωnJ0(

2π
λ rn sinθ), the corresponding

PSLL is solved, and the individual best value and the
global optimal value in the population are determined.
The obtained results are then carried over to the next
iteration.

Step 3: Information updating and mutation

Utilize the velocity information of the PSO algo-
rithm to update its position information. Generate a
mutation vector through adaptive mutation based on the
global optimal solution, and select the results. The spe-
cific operation process is detailed in II.B.

Step 4: Optimal solution update

Substitute the obtained array element positions into
(20), with the peak sidelobe level as the optimization
objective, and determine the array element excitations
under the condition that the main beam does not change
significantly. Based on the results obtained, update the
individual optimal solution and the global optimal solu-
tion, and carry the results into the next iteration process.
When the number of iterations reaches the maximum
iteration count, stop the iteration, and the global optimal
solution obtained is the optimal result from the optimiza-
tion process.

D. Optimization of concentric ring array by MPSO-
OMP

Unlike linear arrays, concentric ring arrays have
more parameters that affect the radiation pattern,
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including element positions, ring radii, the number of
elements, and element excitations. To achieve a lower
peak sidelobe level, this section conducts a multi-
variable joint optimization of concentric circular arrays
with uniformly distributed elements to obtain better radi-
ation characteristics. For the concentric circular array
structure shown in Fig. 2, its radiation pattern can be
represented by (4). The radiation pattern function of the
concentric circular array can be equivalently substituted
using the zeroth-order Bessel series, and the substituted
formula is shown below

F(θ) =
Nr

∑
n=1

ωnJ0(
2π
λ

rn sinθ)

=

[
J0(

2π
λ

r1 sinθ), ...,J0(
2π
λ

rNr sinθ)
]⎡⎢⎢⎢⎣

ω1
ω2
...

ωNr

⎤⎥⎥⎥⎦
= A(θ)ω.

(21)
As can be seen from, (21) the radiation pattern func-

tion at this time only depends on the radiation angle
θ , the ring radius rn, and the excitation matrix ω . This
section also adopts the equivalent form of the Bessel
series to solve the radiation pattern of the circular array.
Similarly, the excitation vector of the continuous current
loop is first obtained, and then it is equivalently replaced
by discrete elements. The number of elements and exci-
tation amplitudes on the corresponding ring are deter-

mined based on minimizing the matching error value.
Different from the reconstruction process, for the radius
variable in the steering vector A(θ), this section does not
adopt a small step size Δr similar to that established in
the reconstruction process. Instead, it utilizes a set of ran-
dom numbers that meet the requirements, which are ran-
domly generated during the initialization process of the
MPSO algorithm. The specific steps are as follows:

Step 1: Optimization model construction

Based on the above description, under the constraint
of satisfying the main beam conditions, the optimization
process for the concentric circular array mainly consists
of two parts. Firstly, the corresponding ring radii and
excitation matrices under continuous current loop exci-
tation are obtained. Then, the discrete elements are used
for equivalent substitution to determine the number of
uniformly distributed elements and the excitation ampli-
tudes of each ring. The optimization model can be com-
posed of two parts, as shown (22) and (23)⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minPSLL(r,ω)

PSLL(r,ω) = max
{∣∣∣F(r,ω)

maxF

∣∣∣}
ri+1 − ri ≥ Δd,1 ≤ i ≤ Nr

|F(θk)−Fd(θk)|< ε,θk ∈ ΘM

, (22)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

minγ(N1,N2, ...,NNr)

γ =

2π∫
0

π/2∫
0

∣∣∣∣ Nr
∑

n=1
In

Nn
∑

m=1
e j 2π

λ rn sinθ cos(ϕ−ϕnm)−ωnJ0(
2π
λ rn sinθ)

∣∣∣∣2 dθdϕ

2π
∫ π/2

0

∣∣ωnJ0(
2π
λ rn sinθ)

∣∣2 dθ
In = ωn/Nn,1 ≤ n ≤ Nr

. (23)

Step 2: Population initialization

For this model, the initial values of the ring radii are
first determined. When the minimum spacing between
adjacent rings is constrained to Δd, and the array aperture
is R, the initialization of the radii for N rings can be set
as follows⎧⎨⎩r = rand(1,Nr) · (R−Δd ·Nr)

r = sort(r,2)
. (24)

Based on the initialized vector, the OMP algorithm
is utilized to solve for the excitation matrix ω of the con-
tinuous current loop, with the obtained element radii as
known quantities, under the condition of a fixed main
beam. Through calculations based on the obtained infor-

mation, the individual optimal solution pbesti and the
global optimal solution gbest within the population can
be determined.

Step 3: Information update and mutation

The initialization results are brought into the iter-
ation process to update the particle information. To
increase population diversity, mutation and selection
operations are performed on relevant particles, with the
specific operational process as described earlier.

Step 4: Update optimal solutions

The individual optimal solution and global optimal
solution are updated based on the obtained results. The
criterion for whether to update is to determine if the peak
sidelobe level of the obtained result is more optimal, and
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the particle information corresponding to the lower peak
sidelobe level is retained.

Step 5: Equivalent substitution of discrete elements

for continuous current loop

After obtaining the optimal solution correspond-
ing to the continuous current loop excitation matrix ω
through iteration, according to (25), the number of uni-
formly distributed elements on each ring can be deter-
mined simply by specifying the total number of ele-
ments. Based on the number of elements on each concen-
tric ring, the matching error value between the concentric
circular array under discrete element conditions and the
continuous current loop excitation can be determined. By
finding the number of elements that minimizes match-
ing error value, the equivalent substitution of the contin-
uous current loop can be completed, and the excitation
amplitudes of the discrete elements on the rings can be
obtained.

Nn =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
f loor(N ×ωn/

Nr
∑

i=1
ωi),n = 1

f loor

⎧⎨⎩ (N−
n−1
∑

i=1
Ni)ωn

Nr
∑

i=1
ωi

⎫⎬⎭ ,n = 2,3, ...,Nr

. (25)

III. NUMERICAL EXAMPLES
A. MPSO-OMP optimization for linear array

For sparse linear arrays, their array structure is sim-
ple, and it is often difficult to obtain the desired radia-
tion characteristics by optimizing only the element posi-
tions. Moreover, the degree of freedom for position
optimization is low, limiting the optimization of PSLL.
[24] proposes the IGA-EDSPSO algorithm to jointly
optimize the element positions and excitations in lin-
ear arrays. This algorithm combines Improvements of
Genetic Algorithm (IGA) and the modified PSO algo-
rithm. By comparing the results obtained by the hybrid
algorithm with those of the two individual algorithms, it
is found that the optimization results of the hybrid algo-
rithm are relatively excellent. This section will utilize the
MPSO-OMP algorithm to jointly optimize the element
positions and excitations in linear arrays. In the simula-
tion process of [24], the array aperture is constrained to
9.744λ , the total number of elements is 17, and the min-
imum spacing between adjacent elements is 0.5λ . Under
these conditions, the IGA-EDSPSO algorithm achieves
a PSLL of -26.67 dB, with a corresponding main beam
width (FNBW) of 17.4◦ in the pattern diagram. [25] pro-
poses the IWO-CVX algorithm, which combines CVX
technology with Invasive Weed Optimization (IWO) and
applies it to the optimization process of sparse linear
arrays. The simulation conditions are the same as those
for IGA-EDSPSO.

To verify the effectiveness of the proposed algorithm
in optimizing sparse linear arrays, the optimization of

sparse linear arrays is conducted under the same condi-
tions. The results obtained by this algorithm are com-
pared with those in [24] and [25]. During the optimiza-
tion process, the main beam width is also constrained to
17.4◦. First, 10 independent simulation experiments are
conducted for the proposed algorithm, with C1 = C2 =
1.492, F0 = 0.5, CR = 0.9, population size NP = 30,
and maximum number of iterations Tmax = 50. The con-
vergence curves of the Monte Carlo simulation values
obtained from the 10 independent experiments are shown
in Fig. 4.

According to Fig. 4, during the optimization process
with a total of 50 iterations, most of the results tend to
stabilize after 15 iterations and remain unchanged in the
later stages. However, a few results show variations dur-
ing the 30th to 45th iterations. Although the convergence
curves of the obtained results exhibit some fluctuations
in the later stages of optimization, the number of itera-
tions is only 50 and, under a limited number of iterations,
the results obtained are relatively impressive. The Monte
Carlo simulation values, i.e., PSLLs, obtained from the
10 independent experiments are shown in Table 1.

According to Table 1, the optimal PSLL obtained
from 10 independent experiments is -35.17 dB, the worst
PSLL is -34.21 dB, and the average PSLL is -34.84
dB. Compared with the results obtained by the IGA-
EDSPSO algorithm, the optimal PSLL obtained by the
MPSO-OMP algorithm is optimized by 8.5 dB, and the
worst PSLL is optimized by 7.54 dB, with an opti-
mization ratio of approximately 28.3% to 31.9%. There-
fore, taking PSLL as the performance evaluation index
and under the condition of the same main beamwidth,
the proposed algorithm exhibits significant superiority
in optimizing sparse linear arrays compared to the IGA-
EDSPSO algorithm. This paper also compares the results
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Fig. 4. The convergence curves corresponding to the
results of the 10 independent experiments.
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Table 1: PSLLs obtained from 10 independent experiments
No. 1 2 3 4 5 6 7 8 9 10

PSLL 37.45 34.98 35.17 34.74 34.74 34.98 35.13 34.21 35.14 34.87

with those obtained by the IWO-CVX algorithm pro-
posed in [25]. Under the same conditions, the opti-
mal PSLL obtained by the IWO-CVX algorithm after
10 independent experiments with a maximum number
of iterations of 50 is -33.85 dB, and the worst PSLL
is -33.62 dB. The results obtained by the proposed
algorithm, both optimal and worst PSLL, are superior
to those obtained by the IWO-CVX algorithm. More-
over, the worst PSLL obtained by the proposed algo-
rithm is approximately 0.36 dB better than the optimal
PSLL obtained by the IWO-CVX algorithm. This result
demonstrates that under the condition of the same main
beamwidth, the optimization results of the MPSO-OMP
for sparse linear arrays are superior to those obtained
by the IWO-CVX algorithm, making it more suitable
for joint optimization of element positions and element
excitations. Figure 5 shows the comparison of the opti-
mal array patterns, and Table 2 presents the excita-
tion amplitudes and element positions obtained from the
experiments.
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Fig. 5. Comparison of optimal array pattern obtained by
MPSO-OMP and IWO-CVX.

B. MPSO-OMP optimization for concentric ring
array

Chen et al. employ a Modified Genetic Algorithm
(MGA) to optimize a concentric ring array, jointly opti-
mizing the array element positions and the number of
array elements for a 6-ring array under the condition that
the aperture R = 4.7λ [9]. The experimental results indi-
cate that this algorithm achieves a PSLL of -28.33 dB,
with a total of 142 array elements in the array. This paper
compares with this algorithm by optimizing the relevant

parameters of the concentric ring array under the same
aperture width and number of rings, using the peak side-
lobe level as the performance evaluation metric for sim-
ulation experiments.

To ensure that the main beam correlation coefficient
remains unchanged after the experiment, the main beam
width is constrained during this simulation process. The
main beam width obtained in the pattern generated by
the MGA algorithm is 16.9◦ and, similarly, this paper
also constrains the main beam width to 16.9◦ during the
simulation process. Based on the above analysis, the sim-
ulation analysis of the concentric ring array using the
MPSO-OMP algorithm consists of two parts: first, solv-
ing the continuous current loop excitation variables using
OMP to determine the ring radii and continuous cur-
rent loop excitations; second, determining the number of
array elements for each ring under a uniform distribu-
tion based on the obtained results. This section conducts
five independent simulation experiments for the first part
of the operation, which are carried out when the popula-
tion size NP = 30 and there are 50 iterations. The con-
vergence curves obtained from the results are shown in
Fig. 6.

As shown in Fig. 6, the algorithm exhibits excel-
lent convergence performance under continuous current
loop excitation. Despite only 50 iterations, the results
gradually stabilize after the 25th iteration, approaching
the final optimized results. Moreover, the results from
the five experiments show little variation, all converg-
ing around -31.5 dB. Therefore, this paper analyzes the
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Fig. 6. Convergence curves corresponding to the five
independent experiments.
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‘
Table 2: Comparison of joint optimization results for sparse array of array elements

Element
Number

IWO-CVX Optimal Array MPSO-OMP Worst Array MPSO-OMP Optimal Array
Element
Positions

Excitation
Amplitudes

Element
Positions

Excitation
Amplitudes

Element
Positions

Excitation
Amplitudes

1 0 0.225 0 0.155 0 0.193
2 0.765 0.315 0.726 0.219 0.702 0.270
3 1.353 0.289 1.282 0.338 1.339 0.388
4 1.867 0.524 1.910 0.501 1.952 0.513
5 2.581 0.788 2.606 0.628 2.561 0.667
6 3.270 0.769 3.113 0.548 3.171 0.752
7 3.770 0.661 3.645 0.835 3.711 0.727
8 4.313 0.854 4.314 0.997 4.241 0.870
9 4.820 0.709 4.994 1 4.849 1
10 5.383 1 5.641 0.920 5.482 0.924
11 6.091 0.975 6.237 0.718 6.019 0.687
12 6.728 0.652 6.738 0.602 6.522 0.718
13 7.238 0.574 7.313 0.636 7.101 0.645
14 7.834 0.487 7.890 0.415 7.680 0.523
15 8.354 0.327 8.412 0.326 8.310 0.447
16 8.948 0.321 9.027 0.307 9.034 0.229
17 9.744 0.228 9.744 0.163 9.744 0.187

Table 3: Parameters corresponding to the optimal array obtained by MPSO-OMP
Number of

Rings
1 2 3 4 5 6

Current Loop
Excitation

0.2434 6.271 0.9919 1 0.8384 0.9586

Ring Radius 0.5436 1.2703 2.0792 2.9170 3.7587 4.7
PSLL (dB) -31.5445

optimal array obtained from the five experiments and
determines the number of array elements on the rings
based on the relevant continuous current loop excitations
and ring radii obtained under these conditions. The nor-
malized continuous current loop excitations and ring
radii corresponding to the optimal array are shown in
Table 3.

By minimizing the matching error as the criterion,
the total number of corresponding array elements can
be determined, thereby obtaining the number of array
elements uniformly distributed on each ring. The results
obtained are presented in Table 4 along with the relevant
data from the MGA algorithm.

According to Table 4, when the array aperture is
R = 4.7λ , the number of rings is 6, and the main beam
width remains consistent, the PSLL obtained by MPSO-
OMP is approximately 3.2145 dB lower than the opti-
mal PSLL achieved by the MGA algorithm reported in
the literature, demonstrating a significant optimization
effect. Although the number of array elements increases
by 5, which is about 3.5% of the original array, the
PSLL has been greatly improved, thus, the impact of the

increased number of array elements can be neglected.
The results obtained in this paper correspond to the
three-dimensional pattern and array elements as shown
in Fig. 7. The comparison of patterns at ϕ = 0◦ between
the results obtained in this paper and those by MGA is
illustrated in Fig. 8.

As can be seen from Fig. 8, the MPSO-OMP
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Fig. 7. The optimal array’s three-dimensional pattern and
element distribution obtained by MPSO-OMP.
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Table 4: Comparison of results obtained by MPSO-OMP and MGA

Method Number MGA MPSO-OMP
Ring Radius Number of Elements Ring Radius Number of Elements Excitation Amplitudes

1 0.7604 9 0.5436 7 1
2 1.3180 16 1.2703 20 0.9019
3 2.0969 26 2.0792 29 0.9124
4 2.9305 30 2.9170 32 0.8989
5 3.7852 27 3.7587 27 0.8931
6 4.7000 33 4.7000 33 0.8355

Number of
elements 142 149

Main beam
width 16.9◦ 16.9◦

PSLL (dB) -28.33 -31.5445
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Fig. 8. Comparison of directional patterns between
results obtained by MPSO-OMP and MGA.

algorithm can achieve a lower PSLL. This is because
MPSO-OMP optimizes the excitation of the array ele-
ments in the array by utilizing the OMP sparse recovery
principle, while keeping the fitness calculation function
unchanged. Although this algorithm can achieve a lower
sidelobe level, it requires a relatively large amount of
computation and a longer calculation time, making it
suitable for antenna systems with high requirements for
sidelobe levels.

IV. CONCLUSION

In this paper, the application of compressive
sensing-related techniques in the optimization of sparse
arrays is investigated. Analyzing both linear arrays and
concentric circular arrays, the MPSO-OMP algorithm
is proposed for joint optimization of multiple variables,
including array element excitations. Firstly, an MPSO
algorithm is introduced, incorporating adaptive muta-
tion and crossover operations within the PSO frame-
work. The mutation vector in this process is influenced

by the individual best vector, which not only main-
tains the diversity of the population during iterations
but also ensures that the information of high-quality
particles is preserved. Furthermore, by integrating the
OMP algorithm and making reasonable choices regard-
ing array element excitations, the number of array ele-
ments, and the radius of the circular rings, a reduction in
the peak sidelobe level is achieved. Simulation results
demonstrate that the proposed algorithm can achieve
satisfactory optimization performance for array antenna
systems.
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Abstract – This paper explores the pros and cons of using
Vector Network Analyzers (VNAs) and radar systems for
non-invasive glucose concentration testing. While VNAs
provide precise measurement capabilities, radar systems
offer a more portable and cost-effective solution. The
research discusses the application of both technologies in
medical settings, focusing on their potential for glucose
monitoring and the challenges associated with each. This
paper also considers radar unit options for experimental
setups below 40 GHz, with a focus on simulations for
glucose concentration detection in finger tissues using
the 3-term Debye model.

Index Terms – Debye model, glucose monitoring, radar,
VNA.

I. INTRODUCTION

The need for continuous and non-invasive glucose
monitoring is growing as diabetes affects millions world-
wide. Traditional monitoring methods like glucometers
are invasive and uncomfortable for patients, leading to
the exploration of alternative techniques involving elec-
tromagnetic methods. The use of both nano-Vector Net-
work Analyzers (nano-VNAs) and miniaturized radar
systems boards have been investigated for their poten-
tial in detecting glucose concentrations through changes
in the dielectric properties of blood or the radar cross-
section (RCS) from blood vessels having high glu-
cose concentrations. RCS detects glucose concentration
by observing the reflection of electromagnetic waves
through human tissues.

VNAs have been extensively utilized for detecting
glucose concentration changes through the measurement
of scattering parameters (S-parameters), which reflect
the dielectric properties of biological tissues. Figure 1
shows a simple VNA with internal S-parameter test set.

Studies such as those by Choi et al. [1] demonstrated
the feasibility of microwave sensors to monitor blood
glucose concentrations. Their work showed that the
dielectric properties of blood are closely correlated with
glucose levels, making VNAs a viable option for glu-
cose sensing. Similarly, Flaherty [2] demonstrated that

mmWave-based techniques using VNAs could detect
glucose concentrations in anesthetized rats, further val-
idating the potential of electromagnetic methods.

On the other hand, radar systems operating in the
mmWave band provide an alternative solution, offer-
ing greater portability and reduced cost. Figure 2 shows
a 60 GHz mmWave radar system developed for appli-
cations such as driver monitoring and touchless inter-
faces. This radar system operates at mmWave frequen-
cies, which provides high-resolution detection capabili-
ties. It is manufactured by Acconeer AB, a company spe-
cializing in high-frequency radar solutions for automo-
tive and consumer applications [3]. The radar system’s
compact size and advanced integration make it ideal for
non-invasive applications, including gesture recognition,
motion tracking, and medical monitoring.

Saha et al. [4] investigated the use of microstrip
patch antennas operating at 60 GHz for glucose detec-
tion. Their study highlighted how changes in the trans-
mission and reflection coefficients of the radar signal
could accurately monitor glucose levels. In a similar
vein, Cano-Garcia et al. [5] conducted experiments using
radar systems to detect glucose variability in saline solu-
tions, demonstrating that radar systems can effectively
monitor glucose concentrations non-invasively.

Fig. 1. Nano-Vector Network Analyzer demonstrating a
magnitude and phase plot.
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Fig. 2. 60 GHz mmWave radar. Adapted from [3].

Despite the advancements in radar-based glucose
monitoring, challenges remain in ensuring accuracy
and sensitivity, especially when compared to the use
of VNAs. Kim et al. [3] explored the sensitivity of
microwave biosensors to different glucose concentra-
tions in aqueous solutions, illustrating the need for higher
precision equipment. Additionally, Guo et al. [6] stud-
ied alternative non-invasive methods, such as breath sig-
nal analysis for glucose monitoring, but found them less
effective than electromagnetic approaches.

This paper examines the advantages and disadvan-
tages of these two methods, considering cost, precision,
portability, and the stage of development

II. VECTOR NETWORK ANALYZER

VNA has been widely used in material characteri-
zation due to its ability to measure S-parameters, mak-
ing it a valuable tool for analyzing the dielectric proper-
ties of biological tissues, including blood glucose lev-
els. VNAs operate by emitting electromagnetic waves
and analyzing their interaction with materials, provid-
ing high-precision measurements. The use of VNAs for
glucose monitoring, in particular, has shown promising
results in detecting changes in the dielectric properties of
blood, which correlate with glucose concentration. These
measurements are often performed at higher frequencies,
enhancing sensitivity to variations in glucose levels.

A. Advantages

One of the key advantages of the use of VNAs is
their precision in measuring electromagnetic behavior.
VNAs provide highly accurate readings of S-parameters,
which are instrumental in quantifying the dielectric prop-
erties of biological tissues. This level of precision allows
for detailed analysis of subtle variations in glucose con-
centration. They support a broad frequency range, with
some models operating at frequencies as high as 67 GHz.
The ability to work in higher frequency ranges enhances
the VNA’s capacity to detect minute changes in elec-
tromagnetic behavior, particularly in relation to glucose
sensing [7].

Additionally, VNAs are well-studied for medical
applications. Their use in glucose detection has been
extensively documented, with research demonstrating
reliable results in measuring the dielectric properties of
blood and correlating them with glucose levels [7].

B. Disadvantages

Despite their precision, VNAs present several lim-
itations. The most notable drawback is their high cost,
with prices over US$100,000 for those capable of mea-
surements above 40 GHz. VNAs are not a cost-effective
solution for widespread deployment in non-invasive glu-
cose monitoring [7]. This limits their practical applica-
tion to large research institutions and specialized medical
facilities.

Another challenge is the bulky nature of VNAs.
They are typically large and not portable, making them
impractical for real-time, continuous glucose monitor-
ing in everyday settings. Though advancements such as
nano-VNAs offer more compact solutions, these smaller
versions may sacrifice some precision and frequency
range [7].

Finally, the complex setup required for VNAs can
pose challenges. Accurate measurements depend on
careful calibration and maintenance, which may be cum-
bersome in a clinical setting compared to more user-
friendly alternatives, such as radar systems [7].

III. RADAR SYSTEM (60 GHz MMWAVE)

The mmWave radar systems, particularly those oper-
ating around 60 GHz, have gained attention as an alterna-
tive to VNAs for non-invasive glucose monitoring. These
systems function by emitting electromagnetic waves and
analyzing the reflected signals, allowing for the detec-
tion of changes in dielectric properties related to glucose
concentrations in biological tissues. Radar systems offer
a compact, portable, and potentially cost-effective solu-
tion for continuous glucose monitoring.

A. Advantages

Radar systems, especially those based on mmWave
technology, provide significant advantages in terms of
portability. Systems like the Google Soli radar are small
and lightweight, making them well-suited for wearable
applications. This portability facilitates non-invasive glu-
cose monitoring in daily life without the need for intru-
sive devices or continuous finger pricking [7].

Another advantage is their cost-effectiveness com-
pared to VNAs. Radar systems are considerably less
expensive, making them a more viable option for large-
scale deployment in medical applications. This afford-
ability opens the possibility of continuous glucose mon-
itoring for a broader patient population.

Radar systems also demonstrate good sensitivity to
glucose concentrations. Research has shown that radar
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systems can effectively detect variations in the dielectric
properties of glucose solutions, making them suitable for
tracking glucose levels in the blood [7]. Moreover, radar-
based systems allow for non-invasive monitoring, which
reduces patient discomfort and improves the feasibility
of frequent or continuous glucose testing [7].

B. Disadvantages

Radar systems also come with limitations. Most
affordable radar units operate at frequencies below 40
GHz, which can reduce their sensitivity compared to
higher-frequency VNAs. The lower frequency range may
limit the system’s ability to detect small variations in
glucose concentration, especially when applied to deeper
biological tissues [7].

Another challenge lies in the radar systems’ sensitiv-
ity to physiological and environmental factors. Changes
in body temperature, moisture, or surrounding environ-
mental conditions can affect the accuracy of glucose
readings, posing challenges for real-time monitoring [7].

Finally, radar-based glucose detection technology
remains in the experimental stage. While research has
demonstrated the feasibility of radar systems for glu-
cose monitoring, further validation and development are
needed before these systems can be deployed in clinical
or personal health settings [7].

IV. RADAR UNIT SELECTION

A suitable and cost-effective radar unit is avail-
able on SparkFun that operates below 40 GHz. Operat-
ing below 40 GHz allows for compatibility with most
existing VNA systems, ensuring that both radar systems
and VNAs can be used in tandem for comparison stud-
ies. Additionally, radar units operating in this frequency
range typically provide a balance between performance
and cost, making them more feasible for practical appli-
cations in continuous glucose monitoring. One potential
option is the SparkFun Radar Breakout - A111 Pulsed
Radar Sensor shown in Fig. 3.

Although this unit operates at 60 GHz, which is
higher than the preferred range, it may still be useful
due to its versatility and potential for adaptation in med-
ical applications. The A111 Radar Sensor is a compact
pulsed radar sensor, which is capable of detecting motion
[8], which makes it suitable for non-invasive applications
where detecting minute changes in dielectric properties
is crucial, such as in glucose monitoring.

The sensor is capable of detecting objects at dis-
tances of up to two meters and can be used for gesture
recognition, motion detection, and distance measure-
ment. It includes built-in antennae and supports commu-
nication via an SPI interface with speeds up to 50 MHz
[8]. The breakout board for the A111 sensor comes with
a 1.8 V regulator, voltage-level translation, and breaks
out all pins for easy integration with Raspberry Pi or

other development platforms [8]. Figure 4 demonstrates
a sample configuration with a Raspberry Pi attached to
the A111 radar.

It can be adapted for glucose monitoring by analyz-
ing the reflection of electromagnetic waves through bio-
logical tissues, such as skin and blood. The radar sys-
tem’s ability to detect subtle variations in reflected sig-
nals makes it a good candidate for measuring changes
in the dielectric properties of blood, which vary with
glucose concentration [2]. By calibrating the radar sys-
tem to measure these variations, the A111 could be used
to continuously monitor glucose levels in a non-invasive
manner. If selecting an ideal radar unit under 40 GHz is
critical, modifications to the experimental setup may be
necessary, or modern sensors with broader operational
ranges could be considered.

Fig. 3. SparkFun A111 Pulsed Radar. Adapted from [8].

Fig. 4. A111 HAT v1.1 and v1.0 stacked on a Raspberry
Pi. Adapted from [8].
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V. SIMULATION AND EXPERIMENTAL
SETUP

Once the radar units are selected, electromagnetic
simulations can be performed using the 3-term Debye
model [9] for dielectric properties of finger or shoulder
tissues. The modeling provides a detailed representation
of the frequency-dependent behavior of biological tis-
sues. The simulation should analyze amplitude and phase
variations of the received radar signal as it passes through
the simulated human tissues with varying glucose con-
centrations. Several electromagnetic simulation tools can
be used to set up such simulation environment similar to
those in [10].

To ensure simulation fidelity, it is recommended
to model multilayered tissue geometries (e.g., skin, fat,
muscle, blood vessels) with distinct Debye parameters. A
parameter sweep across a realistic range of glucose con-
centrations should be used to observe sensitivity trends.
Full-wave modeling tools should utilize the accurate pre-
sentation of these tissues’ dielectric properties [9, 10].

Further, radar time-domain modeling—such as sim-
ulating pulse response or transient S-parameters—can
help evaluate the system’s response to changes in tis-
sue permittivity due to glucose variability. These simu-
lations should be conducted across the radar’s operating
frequency band, particularly around 60 GHz, to match
practical device capabilities [5, 7].

In terms of usability, VNAs—especially high-
frequency models—are bulky and expensive, limiting
their feasibility for patient-operated devices [7]. How-
ever, they can be valuable tools for calibration and
controlled lab testing [1, 2]. Radar systems, on the
other hand, are more promising for integration into non-
invasive, wearable systems. For example, compact radar
sensors like the SparkFun A111 (Fig. 3) demonstrate the
feasibility of embedding such sensors into consumer-
friendly form factors (e.g., smart rings or finger clips).
For practical deployment, attention must be given to
energy efficiency, signal processing accuracy, wireless
communication (e.g., via Bluetooth or USB CDC [8]),
and overall comfort and safety for the user. The system
should be tested under dynamic conditions (e.g., blood
flow or motion) to mimic real-world variability [4, 5].

VI. CONCLUSION

Both VNAs and radar systems present viable options
for non-invasive glucose monitoring. VNAs offer higher
precision and are well-studied but are costly and not
portable. Radar systems, while more affordable and
portable, are still in the experimental phase and may face
challenges related to physiological and environmental
variability. Future research and experimental validation
will determine the most practical solution for continuous
glucose monitoring.
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Abstract – Microwave absorbing materials, which serve
as essential functional components, are increasingly vital
to stealth systems in military equipment. Accurate mea-
surement of the electromagnetic parameters of absorb-
ing coatings is crucial for achieving stealth effects. This
study introduces a high-precision curved microwave sen-
sor based on constitutive parameters near-zero (CPNZ)
media, which uses thickness and complex permittivity as
key test parameters. The complex permittivity and thick-
ness of several typical absorbing materials were evalu-
ated and benchmarked against other sensors. The detec-
tion limit of a CPNZ sensor for curved thickness is 0.5
mm, and the relative error of relative dielectric constant
is less than 8%. Given the material thickness and reso-
nant frequency, the relative error in the inversion of the
dielectric constant is less than 3%. The calculated values
closely correspond with the reference values, highlight-
ing the CPNZ sensor’s enhanced accuracy and reliability
for material characterization.

Index Terms – Constitutive parameters near-zero media,
high accuracy, microwave sensor, ultra-thin coating
material.

I. INTRODUCTION

Material stealth technology is extensively applied
in radar stealth design for ships, aircraft, missiles, and
other platforms due to its superior stealth effect, ease
of application, and lack of restrictions on body shape.
Microwave absorbing materials, as vital military com-
ponents, play an increasingly critical role in the stealth
systems of military equipment [1]. To accurately design
stealth absorbing materials, precise measurement of their
complex dielectric constant is crucial for radar stealth
applications [2–4]. To meet aerodynamic requirements,
the carrier’s shape is often streamlined to reduce radar
signal reflections. When applied to the carrier’s surface,

the absorbing material bends, altering its electromag-
netic parameters, and its thickness also affects absorb-
ing performance. Therefore, accurate measurement of
the complex permittivity of ultra-thin surface materials
holds significant research value for radar defense system
design. Since the 1940s, when Horner et al. used the per-
turbation method to measure the complex permittivity of
materials, measurement technology has developed vig-
orously [5]. Numerous researchers worldwide have con-
ducted extensive research on methods to measure com-
plex permittivity, such as the free space method, trans-
mission/reflection method, and resonance method [6]. As
material performance requirements increase, new mea-
surement technologies have been proposed [6–11]. Non-
contact measurement methods are commonly employed
to determine the complex permittivity and thickness of
materials under test (MUT) [12]. However, these meth-
ods are primarily used to measure high-loss materials
[12, 13], with measurement errors too large to accu-
rately characterize low-loss dielectric materials [13, 14].
A magnetic dielectric material characterization sensor,
based on an improved complex split-ring resonator, can
simultaneously measure both complex permittivity and
permeability changes [11]. By locating the highest field
strengths of the electric and magnetic fields in two inde-
pendent regions, the measured resonant frequency and
quality factor can be analyzed to determine the real
and imaginary parts of the complex permittivity and
permeability. The relative permittivity and loss tangent
of the measured materials range from 3.25 to 6.2 and
0.0022 to 0.027, respectively, providing accurate mea-
surements for low-loss materials. Additionally, a dual-
band nondestructive sensor for measuring relative per-
mittivity based on a complementary split resonant ring
has been developed [14]. The measured relative dielec-
tric constant, loss tangent, and material thickness range
from 2 to 10, 0 to 0.1, and 2 to 10 mm, respectively,
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with relative errors of permittivity and low-loss tan-
gent less than 4% and 16.7%, indicating a high level of
accuracy. However, these methods for measuring solid
materials often neglect the influence of material thick-
ness on the complex dielectric constant [7, 10]. In the
nondestructive measurement of relative permittivity for
objects with varying thicknesses, the measurement error
increases as material thickness decreases. Yet, the mea-
surement of the complex dielectric constant for ultra-thin
curved materials has not been addressed in the existing
work.

Microwave sensor measurement technology offers
advantages such as high integration, measurement accu-
racy, and real-time performance, emerging as the leading
technology for measuring complex permittivity [15, 16].
Metamaterials, artificial electromagnetic structures com-
posed of subwavelength resonators, exhibit novel elec-
tromagnetic properties and are widely used in sens-
ing, antennas, and stealth technology [17–19]. Among
these metamaterials, constitutive parameters near-zero
(CPNZ) media have garnered significant interest for their
unique wave phenomena [20]. In printed circuit design,
substrate-integrated photon doping facilitates the use of
near-zero refractive index media in dielectric constant
measurements [21, 22]. A small change in the rela-
tive dielectric constant of the measured object leads
to a significant shift in the tunneling frequency, and
the transmission coefficient amplitude decreases signif-
icantly with moderate doping loss, indicating that the
near-zero refractive index medium is sensitive to doped
complex permittivity [6, 23, 24]. This sensitivity has
potential applications in material characterization, sens-
ing, and related fields. For example, a wireless sensor
system based on the relative permittivity near-zero effect
measures the complex permittivity of liquids with rela-
tive errors of 3.72% and 9.67%, respectively, using only
a small volume of liquid [23]. In addition to complex
permittivity, microwave sensors based on relative per-
meability near-zero media can also measure the perme-
ability of magnetic dielectric materials [24]. Research
on sensing platforms based on relative permittivity near-
zero metamaterials has demonstrated that relative per-
mittivity near-zero sensors can detect changes in both
the relative dielectric constant and position. However,
effective transmission requires the waveguide height to
exceed the relative permittivity near-zero channel height,
complicating experimental verification [25]. The rela-
tive permittivity near-zero sensor is sensitive to both
low-loss and high-loss materials, and relative permittiv-
ity near-zero medium doping allows for the measure-
ment of materials of varying shapes by altering the dop-
ing configuration. Despite these advancements, the mea-
surement of complex permittivity in ultra-thin curved
surfaces using near-zero refractive index media sensors

remains unexplored. To address the challenge of multi-
parameter measurement for curved materials, this paper
proposes a novel sensor structure based on CPNZ media
with elliptical doping. High-accuracy measurements are
achieved through optimization of the field distribution
and implementation of a polynomial regression model
parameter inversion.

In this paper, a high-precision curved microwave
sensor based on CPNZ medium is proposed, focusing on
the thickness and complex permittivity of curved materi-
als as test parameters. The sensor is modeled and bench-
marked against other advanced sensors. The sensor suc-
cessfully achieves accurate measurement of the thickness
and complex permittivity of curved materials.

II. STRUCTURES AND RESULTS
A. Design and simulation of CPNZ sensor

Considering the curvature distribution of typical
curved surface coatings, the study adopts elliptical dop-
ing as a representative case to improve the generaliz-
ability and applicability of the proposed approach. This
paper adopts elliptical doping, defines the operating fre-
quency range between 1.5 GHz and 3 GHz, and uses
electromagnetic simulation software CST to perform a
full-wave simulation of the sensor. The relative permit-
tivity near-zero cavity is modeled using a rectangular
air waveguide operating near the cutoff frequency of the
TE10 mode. The length and width of the rectangular air
waveguide are L = 260 mm and W = 85 mm, respec-
tively. The cutoff frequency of the simulated relative per-
mittivity near-zero cavity is 1.97 GHz. The input and
output terminals are both 50-ohm microstrip lines, con-
nected via gradient microstrip lines. The dielectric sub-
strate is F4B with a relative permittivity of 2.65 and a
loss tangent of 0.002. The length and width of the entire
structure are l = 100 mm and w = 76 mm, respectively.
The substrate thickness is h = 6.5 mm, and the diame-
ter of the metal through-hole is d = 2.4 mm. The hole
spacing is s = 4 mm and the copper thickness on the
upper and lower surfaces of the dielectric substrate is
0.035 mm. The length of ceramic doping is Xd = 50 mm,
and the width of ceramic doping is Yd = 20 mm.

The overall schematic diagram of the sensor struc-
ture and the top view of the elliptical doping part are
shown in Fig. 1. Figure 2 (a) presents the transmission
curve S21 of the CPNZ structure, showing a resonant
frequency at 1.97 GHz. To simulate effects that may be
introduced during the actual fabrication process, we vary
the lengths of the major and minor axes of the doping
in the simulation, with a step of 0.2 mm. As shown in
Fig. 2 (a), it can be seen that the fabrication tolerance
has little impact on the results. The electric and magnetic
field distributions of the CPNZ structure at 1.97 GHz
are illustrated in Figs. 2 (b) and (c). The electric field
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Fig. 1. Structure diagram of CPNZ microwave sensor.

Fig. 2. Simulation results of CPNZ sensor: (a) transmis-
sion coefficients, (b) electric field distribution, (c) mag-
netic field distribution, and (d) magnetic field phase dis-
tribution.

is largely concentrated at the edge of the doping, while
the magnetic field is primarily concentrated in the inner
part of the doping. The local enhancement of the electric
and magnetic fields makes the structure feasible to the
precise measurement of small variations in the electro-
magnetic parameters of the material. The phase distribu-
tion of the magnetic field is illustrated in Fig. 2 (d). It can
be seen that the phase of the magnetic field is uniformly
distributed at the resonant frequency. At this frequency,
the equivalent relative permittivity and equivalent rela-
tive permeability of the doped relative permittivity near-
zero cavity are both zero, consistent with the character-
istics of CPNZ media.

B. Sensor simulation data acquisition

To better measure the thickness and complex permit-
tivity of the absorbing material coated, elliptical doping
grooves were employed for applying the absorbing mate-
rial. The structure after grooving is shown in Fig. 3 (a).
Due to processing technology limitations, the groove
wall thickness was selected as 0.7 mm. In the absence
of coating material, the transmission curve after groov-
ing is shown in Fig. 3 (b), demonstrating a transmission
peak at 2.9 GHz. To simulate effects that may be intro-
duced during the actual fabrication process, we vary the
lengths of the major and minor axes of the elliptical dop-

ing trench, in the simulation, with a step of 0.2 mm. In
Fig. 3 (b), it can be seen that the fabrication tolerance in
the minor axis has a greater impact on the results. Groov-
ing altered the elliptical doping, resulting in a nonzero
equivalent relative permeability, while the equivalent rel-
ative permittivity remained unaffected. As a result, the
resonant frequency undergoes a blue shift, and the field
distribution inside the doping is altered. Specifically, the
magnetic field inside the doping is no longer uniformly
distributed, and the electric field shifts from being con-
centrated at the doping edge prior to grooving to the dop-
ing interior, while the magnetic field shifts from being
concentrated inside the doping prior to grooving to the
doping edge, as shown in Figs. 3 (c) and (d). The local
concentration of the electric field inside the doping is
advantageous for accurately measuring the thickness and
complex permittivity of curved materials.

Fig. 3. (a) Structure diagram after grooving (upper metal
is hidden), (b) transmission coefficients, (c) electric field
distribution, and (d) magnetic field distribution.

Next, the designed sensor is employed to simulate
and analyze the thickness and complex permittivity of
the absorbing material. The absorbing material bends
when coated on the surface of the elliptical groove,
which is made of ceramic doping, as shown in Fig. 4 (a).
According to the absorption mechanism of the coating,
its performance depends not only on its complex per-
mittivity but also on its thickness. Therefore, the coating
thickness must be analyzed before measuring its com-
plex permittivity. Figure 4 (b) displays the correspond-
ing transmission curves for different thicknesses, where
the thickness is given in millimeters (mm). It is evident
that the sensor is sensitive to slight changes in coat-
ing thickness. When the coating thickness is increased
by 0.25 mm, it can be clearly observed that the peak
of the resonance frequency is shifted to the lower fre-
quency by about 40 MHz, and when the coating thick-
ness is increased by 0.1 mm, the peak of the resonance
frequency is shifted to the lower frequency by about 17
MHz. The simulation results demonstrate a consistent
red shift in resonance frequency with increasing coating
thickness.



JIA, MAO, LI, GAO, ZHOU: ULTRA-THIN COATING MATERIALS SENSOR BASED ON CONSTITUTIVE PARAMETERS NEAR-ZERO MEDIA 528

If the coating is too thin, absorption and stealth per-
formance will be markedly reduced. Conversely, if the
coating is too thick, the maneuverability of the aircraft
or weapon will be compromised. Here, the chosen thick-
ness for the absorbing coating is 1.3 mm. The electric
field of the sensor varies with changes in the complex
permittivity of the absorbing coating, which is mani-
fested in changes to the resonant frequency and trans-
mission amplitude of the sensor. The relative permittiv-
ity of the absorbing coating increases from 6 to 11 in
steps of 0.5, and the loss tangent of the coating increases
from 0 to 1.3 in steps of 0.1. This process results in 154
sets of data. Figure 5 (a) shows the transmission curve
when the loss tangent of the absorbing coating is zero
and only the relative permittivity is varied. It is evident
that as the relative permittivity of the absorbing coating
gradually increases, the resonant frequency of the sen-
sor red-shifts accordingly. When the relative permittiv-
ity of the absorbing coating is 8, only the loss tangent
of the coating is varied, and its transmission curve is
shown in Fig. 5 (b). It is observed that as the loss tangent
of the coating increases successively, the sensor’s trans-
mission amplitude decreases correspondingly. The sim-
ulation results demonstrate a clear relation between the
transmission coefficient for both the relative permittiv-
ity and loss tangent. Additionally, the absorbing perfor-
mance of the coatings is shown to be closely dependent

Fig. 4. (a) Schematic diagram after loading absorbing
coating under test and (b) transmission coefficients cor-
responding to different thicknesses.

Fig. 5. (a) Transmission coefficients corresponding to
different relative permittivity and (b) transmission coef-
ficients corresponding to different loss tangent.

on both their electromagnetic properties and thickness.
To evaluate the sensitivity and the detection limit of the
sensor, a polynomial regression model is developed.

C. Parameter inversion based on polynomial regres-
sion model

The absorbing effect of the coating depends heav-
ily on its thickness and complex permittivity. This paper
employs a polynomial regression model to establish an
inversion model based on simulated data at different
thicknesses, thus enabling the determination of the detec-
tion limit of coating thickness using the CPNZ media
sensor. First, absorbing coatings with thicknesses of
0.3 mm, 0.4 mm, and 0.5 mm are selected, where the
resonant frequency is primarily determined by the rel-
ative permittivity of the coating. Through the extrac-
tion of simulation results, the relationship between rel-
ative permittivity and resonant frequency of coatings
with thicknesses of 0.3 mm, 0.4 mm, and 0.5 mm is
derived through a quadratic regression model, as shown
in Figs. 6 (a), (b), and (c), respectively. The coefficients
of determination for thicknesses of 0.3 mm, 0.4 mm, and
0.5 mm are 0.9699, 0.9870, and 0.9877, respectively. The
obtained quadratic equations are given in equations (1-
3). It can be concluded that the minimum sensitivities
are 8.21 MHz/RIU, 7.11 MHz/RIU, and 10.45 MHz/RIU
at coating thicknesses of 0.3 mm, 0.4 mm, and 0.5 mm,
respectively:

y = 2.025−0.006526p+0.0001678p2, (1)
y = 2.03−0.01071p+0.0004429p2, (2)
y = 2.026−0.01046p+0.0003403p2, (3)

where p represents the relative dielectric constant of the
coating, and y represents the resonant frequency.

Fig. 6. Relationship between relative permittivity of coat-
ing and resonant frequency: (a) 0.3 mm, (b) 0.4 mm, and
(c) 0.5 mm.

To better determine the detection limit of the sen-
sor’s coating thickness, the relative permittivity of sub-
strates of six types of media with thicknesses of 0.3
mm, 0.4 mm, and 0.5 mm is inverted, and the relative
errors for the three thicknesses are compared, as shown
in Fig. 7. The relative error of measurement is defined as:

e =
cp− cr

cr
×100%. (4)

cp represents the predicted inversion value of coat-
ing thickness, while cr represents the reference value.
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When the coating thickness is 0.3 mm and 0.4 mm, the
relative errors in permittivity exceed 10% for these thick-
nesses, but remain below 8% for a coating thickness
of 0.5 mm, demonstrating high accuracy. Therefore, we
determined that the minimum thickness detectable by the
CPNZ media sensor is 0.5 mm, where e1 represents the
relative error in the permittivity of the materials.

Fig. 7. Relative error comparison of relative permittivity
under different thickness.

We compare the performances of the CPNZ sen-
sor with other works in Table 1. Santra and Limaye
[6] evaluated cylindrical samples, reporting a minimum
detectable thickness of 4 mm and a relative error of less
than 5% in dielectric constant measurement. Wang et al.
[14] investigated cubic samples, achieving a minimum
detectable thickness of 2 mm with a relative error of
less than 4%. The proposed sensor is tailored for ellip-
soidal wave-absorbing coatings, achieving a lower detec-
tion limit of 0.5 mm and a relative error in dielectric con-
stant measurement of less than 8%. These results indi-
cate that the proposed method offers clear advantages in
the non-destructive evaluation of thickness and electri-
cal parameters in complex curved films, combining high
sensitivity with low measurement error.

Table 1: Performance comparison with other works

Ref. Shape
Frequency

Band (GHz)

Minimum

Detectable

Thickness

|e1|

[6] Cylinder 3.2-4 4 mm 5%
[14] Cube 2.8, 4.9 2 mm 4%
This

Work

Elliptic
surface 2.9 0.5 mm 8%

The resonant frequency of the sensor is influenced
by both the relative permittivity and the thickness of the

coating. We first consider the case without loss, that is,
the loss tangent of the material is set to zero. The coating
thickness increases from 0.5 mm to 1.5 mm with a step
value of 0.1 mm, and the relative permittivity of the coat-
ing increases from 6 to 11 with a step value of 0.5, yield-
ing a total of 121 data sets. In the simulation, the data
are directly obtained, and the resonant frequency is then
extracted. A polynomial regression model was used to
nonlinearly fit the 121 data sets extracted above, produc-
ing the relationship surface between coating thickness,
relative permittivity, and resonant frequency, as shown
in Fig. 8. The coefficient of determination is 0.9961.

Fig. 8. Relationship between relative permittivity and
thickness of coating and resonant frequency.

Since the resonant frequency is related to both the
relative permittivity and the thickness of the material,
two inversion methods are available. First, the resonant
frequency and relative permittivity are used to determine
the thickness through the inversion model. Second, the
resonant frequency and thickness are used to obtain the
relative permittivity from the inversion model.

Four types of dielectric substrates with varying
thicknesses and complex permittivity were selected, ana-
lyzed, and compared using the two inversion approaches.
For the first inversion approach, when the relative per-
mittivity and resonant frequency of the four materials are
known, the relative error in material thickness, as shown
in Table 2, is computed. Here, e2 represents the relative
error of the material thickness, and the four materials are
abbreviated as S1, S2, S3, and S4, respectively. The cal-
culation equation for e1, e2 is based on equation (1).

For the second inversion approach, when the thick-
ness and resonant frequency of the four materials are
known, the relative error of the relative permittivity of
the materials can be obtained as shown in Table 3.

By comparing the relative errors of material thick-
ness and relative permittivity, the relative error from the
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Table 2: The first inversion approach: Inversion thickness
with known relative permittivity

MUT ε ′r
Reference

Thickness

(cr)

Predicted

Thickness

(cp)

|e2|

Rogers

4003(S1)
3.55 0.814 mm 0.695 mm 14.6%

FR4(S2) 4.4 0.814 mm 0.710 mm 12.8%
FR4(S3) 4.4 1.187 mm 1.077 mm 9.3%
Rogers

5880(S3)
2.2 1.576 mm 1.456 mm 7.6%

Table 3: The second inversion approach: Inversion of rel-
ative permittivity with known thickness

MUT Thickness ε ′r (cr) ε ′r (cp) |e1|
Rogers

4003(S1)
0.814 mm 3.55 3.45 2.8%

FR4(S2) 0.814 mm 4.4 4.35 1.1%
FR4(S3) 1.187 mm 4.4 4.35 1.1%
Rogers

5880(S4)
1.576 mm 2.2 2.17 1.4%

second inversion algorithm is smaller than that from the
first inversion algorithm. In other words, the elliptically
doped CPNZ media sensor is more suitable for obtaining
the relative permittivity of a material with known thick-
ness and resonant frequency.

Furthermore, keeping the thickness of the mate-
rial to be measured and the relative permittivity the
same, we compared the accuracy of the proposed ellip-
tically doped CPNZ media sensor, compared with the
single-compound triple complementary split-ring res-
onator (SC-TCSRR) sensor [11] and interdigital capac-
itor (IDC) sensor [26], using four dielectric substrates
with varying thicknesses and relative permittivity. To
ensure a fair comparison, different sensors were oper-
ated in the same frequency band. The obtained rela-
tive permittivity relative error comparisons are shown in
Fig. 9 (b).

Fig. 9. The results of elliptically doped CPNZ media sen-
sor, SC-TCSRR sensor and IDC sensor relative permit-
tivity relative error.

In the same frequency band, Fig. 9 shows that
the relative permittivity errors for the elliptically doped
CPNZ media sensor remain below 2.8%, with an aver-
age relative error of 1.55%, while the errors for the SC-
TCSRR sensor are below 7.7%, with an average relative
error of 5.055%. The relative permittivity error of the
IDC sensor remains below 6.2%, with an average relative
error of 3.737%. The relative permittivity measurement
accuracy of the elliptically doped CPNZ media sensor is
better than that of other sensors, even when the material
is bent. This confirms the high accuracy of the ellipti-
cally doped CPNZ media sensor in measuring ultra-thin
surface coatings.

In addition to coating thickness and relative permit-
tivity, which are crucial for material structure design and
evaluation, the loss tangent is another important factor.
However, most existing work does not thoroughly ana-
lyze the influence of material thickness, relative permit-
tivity, and loss tangent on sensor transmission amplitude.
Instead, it typically examines the relationship between
relative permittivity, loss tangent, and sensor transmis-
sion amplitude, without considering the impact of thick-
ness. Since thickness also affects the properties of mate-
rials, this simplified analysis compromises the accuracy
of electromagnetic property measurements of their elec-
tromagnetic properties. Therefore, this paper analyzes
the relationship among material thickness, relative per-
mittivity, loss tangent, and sensor transmission ampli-
tude.

First, the coating thickness, relative permittivity, and
loss tangent were set. When the thickness increased from
0.5 mm to 1.5 mm in steps of 0.1 mm, the relative per-
mittivity increased from 6 to 11 in steps of 0.5, and the
loss tangent increased from 0 to 1.2 in steps of 0.1. A
total of 1573 sets of data were obtained. The coating
thickness, relative permittivity, and loss tangent were set
as independent variables, with the transmission ampli-
tude of the sensor as the dependent variable. The rela-
tionship between coating thickness, relative permittivity,
loss tangent, and transmission amplitude was obtained
through polynomial regression model fitting. As shown
in Fig. 10, with a coefficient of determination of 0.9965.

In practical applications, the complex permittivity
of most absorbing coatings is known, while the thick-
ness is unknown. The absorbing properties of coat-
ings with different thicknesses also vary. Therefore,
five types of absorbing coatings with unknown thick-
ness and known complex permittivity were selected as
measurement objects. The five coatings are Al doped
Ti3SiC2/paraffin wax, Ti3SiC2/paraffin, 12% CB/MAS,
4%CB/MAS, and 7% MWCNTs/MAS. The thicknesses
of these five coatings, denoted as X1, X2, X3, X4, and
X5, were predicted. The thickness range of the five coat-
ings was set to increase from 0.5 mm to 1.5 mm in steps
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Fig. 10. Relationship between thickness of absorbing
coating, relative permittivity, loss tangent, and transmis-
sion amplitude.

of 0.1 mm. A total of 55 sets of data were obtained. The
obtained polynomial was used to invert the 55 sets of
data from the simulation, and the relative errors of the
five coatings at different thicknesses were compared to
determine the most likely thickness. The thickness pre-
diction values and relative errors obtained from the inver-
sion are shown in Table 4. It can be seen that the relative
thickness error for the five coatings is less than 1.1%,
indicating good predictability.

Table 4: Thickness prediction and relative error of
absorbing coatings with different complex permittivity

MUT ε ′r tanδ
Predicted

Thickness

(cp)

|e2|

X1 5.94 0.0724 1.2 mm 0.17%
X2 8.42 0.641 1 mm 1%
X3 9.10 0.297 0.8 mm 0.04%
X4 9.54 0.521 0.9 mm 1.1%
X5 10.70 1.21 1.1 mm 0.06%

III. DISCUSSION

We have proposed a promising CPNZ sensor for
ultra-thin coating materials measurement. We will fab-
ricate and experimentally validate the sensors and to
discuss the effects of fabrication and measurement tol-
erances on the sensing performance. In our work, it
is assumed that the temperature and humidity are con-
trolled within a small range of variations. The CPNZ sen-
sor can be used in conjunction with an on-site reflectance
measurement system. First, a suitable CPNZ sensor
structure is modeled based on the curved surface geom-
etry of the practical equipment under test. The reflectiv-
ity of the ultra-thin microwave-absorbing coating on the

equipment is measured, and its complex permittivity can
be inverted. By using the first inversion approach, inver-
sion thickness with known relative permittivity, we can
obtain the thickness of the microwave-absorbing coat-
ing. On the other side, if we have measured the thick-
ness of the ultra-thin microwave-absorbing coating by
using a thickness gauge, we can obtain the complex per-
mittivity by using the second inversion approach, inver-
sion of relative permittivity with known thickness. Addi-
tionally, for multi-physical-field detection, the CPNZ
sensor could be extended by incorporating environmen-
tal sensing capabilities such as temperature and humid-
ity sensors to construct a composite sensing platform.
This would enable simultaneous acquisition of dielectric
properties, coating thickness, and environmental condi-
tions in complex operating environments.

IV. CONCLUSION

The proposed high-precision CPNZ medium
microwave sensor offers a significant advancement for
measuring the complex permittivity and thickness of
ultra-thin surface materials. It overcomes the limitations
of traditional sensors, which struggle with measuring the
complex permittivity of curved materials and provides
an effective solution for material thickness measure-
ment. Simulation results demonstrate that the elliptically
doped CPNZ media sensor outperforms other sensors in
accurately measuring the complex permittivity of ultra-
thin surface materials. The detection limit for thickness
is 0.5 mm, with a measurement accuracy of up to 97%
for relative permittivity. This sensor is capable of accu-
rately measuring the complex permittivity of absorbing
coatings of varying thicknesses and can predict the
thickness of different types of absorbing coatings. It is
expected to be an ideal choice for applications involving
curved surface materials.
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Abstract – This paper presents a miniaturized, polar-
ization insensitive and angularly stable frequency selec-
tive surface (FSS) for WiMAX (3.5 GHz) applications.
The proposed FSS structure improves upon conven-
tional curved units by incorporating 45◦ tilted dipoles
with extended lengths to increase the effective electri-
cal size. The proposed FSS is printed on float glass with
a dielectric constant of 8. The unit cell dimensions are
0.062λ 0×0.062λ 0 (where λ 0 is the free space wave-
length at the first resonant frequency). It exhibits a band-
stop characteristic at 3.5 GHz with a bandwidth of 540
MHz (-10 dB). This FSS demonstrates a stable frequency
response under incident angles ranging from 0◦ to 80◦
for both horizontal and polarization angles. Furthermore,
the proposed structure is further analyzed through the
derivation of an equivalent circuit model. Finally, a pro-
totype of adequate size is fabricated to validate the sim-
ulation results. Both the simulation and measured results
confirm the stable performance of the proposed FSS.

Index Terms – Angular stability, bandstop filters, fre-
quency selective surface (FSS), miniaturization, polar-
ization insensitive.

I. INTRODUCTION

With the ongoing miniaturization trend in wireless
communication devices, developing miniaturized fre-
quency selective surfaces (FSS) has become essential
to address stringent size limitations in modern system
integration. As two-dimensional periodic arrays fabri-
cated on dielectric substrates [1–2], FSS exhibit unique
frequency-dependent properties that enable selective
control of electromagnetic wave transmission, reflec-
tion, and absorption [3–4]. Given these features, FSS
is extensively employed in centimeter-wave and mil-
limeter wave domains, serving roles in hybrid antenna
radomes, radar cross-section (RCS) reduction, antenna
reflectors, absorbers, high impedance surfaces, and elec-
tromagnetic shielding [5–9]. However, practical applica-
tions are often constrained by limited spatial availabil-
ity. It becomes challenging to accommodate larger phys-

ical components to achieve enhanced FSS performance.
Therefore, miniaturizing the FSS offers the potential for
more precise performance metrics.

Recent years have witnessed significant progress
in the development of miniaturized FSS. Jayanandan
and Alex proposed a miniaturized FSS operating at
2.45 GHz, which achieved cell miniaturization and sta-
ble polarization response by loading distributed reac-
tive elements such as square patches (SP) and mean-
der lines. However, its miniaturized period only reached
0.12λ0×0.12λ0 [10]. Li et al. developed a compact
FSS employing capacitive, inductive, and resonant-type
surface impedance elements that attained a remark-
able miniaturization factor of 0.056λ0×0.056λ0, though
the multilayer configuration increased fabrication com-
plexity and the structure maintained satisfactory reso-
nant stability only within a limited 45◦ incidence angle
range [11]. Vardaxoglou and Alexandridis designed a
steady-state FSS with 0.025λ0×0.025λ0 miniaturization
through combined square and triangular structures, but
the asymmetric metallic configuration resulted in poor
polarization symmetry. These limitations highlight the
pressing need for a miniaturized FSS that combines sim-
plified fabrication with excellent polarization response
and wide-angle stability [12].

In this study, we propose a miniaturized FSS with
a convoluted structure based on the conventional wind-
ing technique, and our proposed FSS has excellent
miniaturization characteristics compared to other ele-
ment designs, with a design size of 0.062λ 0×0.062λ 0. In
addition, the working mechanism is investigated by sur-
face current distribution and equivalent circuit. Finally,
we fabricate the FSS structure as a prototype. Good
reflections were obtained in the WiMAX band, and the
agreement between the measured and simulated results
was very obvious.

II. MINIATURIZED STRUCTURE AND ITS
PERFORMANCE

The evolutionary geometry of the proposed minia-
turized unit is depicted in Fig. 1. The first design
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phase features a cross-shaped dipole unit, while the sec-
ond phase involves a cross-convoluted unit. A cross-
convoluted unit is a commonly used structure for minia-
turized frequency selective surfaces [13].

The proposed design evolved from the cross-
convoluted unit and is comprised of four symmetri-
cally bent units. This tight packing serves to reduce
the resonating dimensions of the FSS while increasing
the effective electrical size. Based on the conventional
cross-curled unit cell, this work introduces an additional
45◦ tilted dipole to each horizontal strip dipole. Com-
pared to traditional 90◦ vertical dipoles, this modified
configuration occupies a larger physical footprint while
effectively enhancing the electrical size. The compact
arrangement contributes to the reduction of the FSS’s
resonant dimensions. Furthermore, the 45◦ inclination
optimizes the structural coverage ratio, resulting in addi-
tional resonant frequency reduction. Meanwhile, the 90◦
symmetric unit cell facilitates polarization insensitivity.
This FSS is printed on float glass with a thickness of
1.6 mm and a dielectric constant of 8, ensuring a low
manufacturing cost. The parameters of the final structure
unit are provided in Fig. 1 (d) and Table 1. For ease of
visualization, Fig. 1 (e) provides a partial enlarged detail.
All simulated structures were realized using the ANSYS
High Frequency Structure Simulator (HFSS). The pro-
posed FSS structure was modeled under periodic bound-
ary conditions with Floquet port excitation [14].

To systematically investigate the frequency response

(a) (b) (c)

(d) (e)

Fig. 1. Design evolution of the structure: (a) cross-shaped
dipole unit, (b) cross-convoluted unit, (c) final struc-
ture unit, (d) proposed FSS unit, and (e) partial enlarged
detail.

Table 1: Dimensions and parameters of Fig. 1
Parameter D w d g s
Value (mm) 5.3 0.2 0.15 0.11 0.1
Parameter S1 S2 p a t
Value (mm) 0.55 0.35 4.65 0.05 0.1

evolution of the FSS structure, our analysis begins
with fundamental unit cell configurations: the basic
cross-shaped dipole and its convoluted counterpart. The
periodicity of this cross-shaped dipole unit and cross-
convoluted unit aligns unit with that of the final structure
unit. Figure 2 presents the transmission curves for three
designs. As observed in Fig. 2, with increasing coiling,
the resonant frequency of the FSS structure decreased
dramatically from 13.3 GHz to 3.5 GHz, representing a
74% reduction. Likewise, bandwidth (-10 dB) dropped
from 2.99 GHz to 0.54 GHz, a decrease of 79%, but this
bandwidth perfectly covers WiMAX (3.5 GHz). Hence,
from our observations, we discerned that, as the degree
of coiling increases, both the resonant frequency and
the resonant bandwidth decrease. The decline in reso-
nant frequency can be elucidated using f = 1

2π
√

LC
in

which L and C represent the equivalent inductance and
capacitance, respectively. By amplifying the equivalent
inductance and capacitance, the resonant frequency can
be reduced. The equivalent inductance, L, is related to
the structure’s length, while the equivalent capacitance,
C, is associated with the width between structures [15].
The transition from the cross-shaped dipole unit to the
final structure unit is marked by an increase in the struc-
tural perimeter and a reduction in the inter row spac-
ing, leading to an observed decrease in the resonant fre-
quency. The bandwidth of a bandstop FSS is associated
with the ratio of the FSS’s equivalent capacitance to its

equivalent inductance (BW∝
√

C
L ) [16]. From the cross-

shaped dipole unit to the final structure unit, the change
in the structural perimeter is more pronounced than the
interspace alteration, resulting in the observed bandwidth
reduction.

Moving forward, we now discuss the impact of
varying geometric parameters on the proposed FSS.
Figure 3 (a) showcases the effect of line variations on
the FSS. As evident from Fig. 3 (a), when parameter d
increases from 0.05 mm to 0.2 mm, the resonant fre-
quency of the FSS rises with the widening of the line
width, moving from 3.2 GHz to 3.8 GHz. This phe-
nomenon is primarily attributed to the reduction in the
corresponding capacitance as the line width increases,
thereby elevating the resonant frequency. Furthermore,
we examined the influence of variations in the rela-
tive permittivity of the dielectric substrate on the FSS.
From Fig. 3 (b), it can be observed that, as the dielectric
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Fig. 2. Different structure responses.

(a) (b)

Fig. 3. (a) Different line variation responses and (b) dif-
ferent relative permittivity responses.

constant increases from 7 to 9, the corresponding reso-
nant frequency decreases from 3.64 GHz to 3.42 GHz.
This change stems from the inverse relationship between
the resonant frequency and permittivity, as depicted in
f = f0√

1+ εr
2

, where f0 in the formula indicates the reso-

nant frequency in a vacuum [17].
For practical implementations, the angular stability

of miniaturized FSS becomes critical as these structures
are routinely exposed to oblique wave incidence span-
ning 0◦ to 80◦ in typical deployment environments [18].
Thus, an FSS that exhibits a stable frequency response
under varying angles of incidence is considered a bench-
mark for quality. Simulations were conducted on the cen-
tral frequency of the miniaturized FSS using the HFSS
software. Figure 4 presents the simulated curves for both
TE and TM polarizations at a 0◦ angle. From Fig. 4, it is
evident that the FSS provides consistent responses under
both TE and TM polarizations.

Figures 5 (a) and (b) present the simulated curves
for both TE and TM polarizations at θ incidence angle.
The results demonstrate that the designed FSS structure
exhibits a stable response under both TE and TM polar-
izations. It is clear from the results that, for TE polar-

Fig. 4. Frequency curves for TE and TM polarization at
0◦ θ angle.

(a) (b)

Fig. 5. Frequency curves for different angles: (a) 0-80◦ θ
angle TE polarization, and (b) 0-80◦ θ angle TM polar-
ization.

ization, the maximum frequency shift for θ is no more
than 0.05 GHz (1.4%). Similarly, for TM polarization,
the maximum frequency shift for θ does not exceed 0.07
GHz (2%).

As the angle of incidence increases, the bandwidth
under TE polarization expands, while it narrows under
the TM mode. This is attributed to the fact that with the
rise in angle of incidence, according to ZT E = Z0

cos θ and
ZT M = Z0×cos θ , ZT E is increasing and ZT M is decreas-
ing as the angle of incidence increases further [19]. ZT E
and ZT M represent the wave impedance of TE and TM.

The equivalent current distribution at 3.5 GHz is
shown in Fig. 6 (a), where green and blue regions rep-
resent high and low current intensities, respectively. At
this resonant frequency, the current density is predom-
inantly concentrated on the dipole elements along both
lateral edges. Specifically, in the horizontal direction, the
current flows sequentially from the leftmost edge dipole
to the central cross-shaped unit, and subsequently to the
rightmost edge dipole, forming a complete current loop.
This distinct current path suggests the establishment of
strong current circulation between the lateral dipoles
under electromagnetic excitation. In contrast, the vertical
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current flow between the topmost and bottommost edge
dipoles exhibits relatively weaker intensity compared to
its horizontal counterpart. Notably, the current magni-
tude on the lateral dipoles significantly exceeds that on
the vertical dipoles. This asymmetric current distribu-
tion plays a crucial role in generating the FSS’s stop-
band characteristics. The enhanced horizontal current
response, particularly the strong currents along the lat-
eral edges, contributes substantially to the formation of
the stopband effect at specific frequencies. Based on this
analysis, the metallic dipoles can be effectively modeled
as equivalent inductors (L), while the inter-element gaps
are represented as capacitors (C) in the circuit analogy.
Figure 6 (b) presents the corresponding equivalent cir-
cuit model, which visually demonstrates these electro-
magnetic characteristics through lumped-element repre-
sentations [20].

Fig. 6. (a) Surface current distribution at 3.5 GHz and (b)
FSS circuit schematic.

To validate the full-wave simulation results and fur-
ther understand the working mechanism of the FSS, we
derived an equivalent circuit model of the FSS, as shown
in Fig. 7 (a). Here, Z0 represents the wave impedance
of free space, with a value of 377 Ω, and εr denotes
the relative permittivity of the dielectric substrate. The
wave impedance of the dielectric substrate, Zsub, can be
determined by Zsub = Z0√

er
. Based on the equivalent cir-

cuit model in Fig. 7 (a), the impedance at the center fre-
quency of 3.5 GHz is expressed by:

Z3.5GHz =
1

jωC1
+ jωL1 +

1−ω2 (L2 +L3)C2

jωC2
. (1)

Here, the capacitance C1 represents the gap capac-
itance between adjacent unit cells, primarily determined
by the spacing width and electric field distribution. The
inductance L1 corresponds to the structural inductance
of the dipole, closely related to its length and current
path. Meanwhile, L3 denotes the inductance of the 45◦
inclined dipole, while L2 and C2 represent the internal
inductance of the cross-shaped unit and the gap capaci-
tance between the dipole and the cross-shaped structure,
respectively. According to the resonant frequency for-
mula f = 1

2p
√

L
, increasing parameters a or s enhances

the coupling area between unit cells and reduces the elec-

tric field intensity between metallic structures, thereby
increasing the equivalent capacitance C1. Conversely,
increasing parameters p, S2, or the edge dipole length
extends the current path, leading to higher equivalent
inductances L1 and L2, which shifts the resonant fre-
quency toward lower frequencies. The inductance of the
45◦ tilted dipole, denoted as L3, can be effectively tuned
by adjusting parameters d and w. Increasing these param-
eters reduces the metallic trace inductance, consequently
decreasing the equivalent inductance L3. This reduction
in L3 shifts the resonant frequency toward higher fre-
quencies.

(a) (b)

Fig. 7. (a) Equivalent circuit of the proposed bandstop
FSS structure and (b) ADS software and HFSS software
transmission coefficient.

Within the Advanced Design System (ADS), the
equivalent circuit model for the FSS was simulated.
Based on the equivalent current distribution and the cir-
cuit schematic of the FSS, we imported the equivalent
circuit structure into the ADS software and derived the
values of the superimposed components. To accurately
extract the capacitance and inductance values in the
equivalent circuit, we employed an optimization-based
fitting method that considers transmission zeros and
bandwidth characteristics. The inductance (L) and capac-
itance (C) values were constrained within ranges of 0.01-
10 nH and 0.01-10 pF, respectively, for random sampling
using ADS software. These parameter ranges were deter-
mined through systematic analysis of the FSS’s geo-
metric parameters and electromagnetic properties, ensur-
ing comprehensive coverage of the potential parameter
space. During the optimization process, the built-in opti-
mization tools in ADS were employed to perform curve
fitting for the equivalent circuit model. The model’s
accuracy was evaluated by comparing the S21 param-
eters obtained from ADS simulations with HFSS sim-
ulation results. The specific optimization strategy con-
sisted of two main steps. First, adjusting the inductance
and capacitance values to align the transmission zero and
pole of the equivalent circuit model with the HFSS simu-
lation results and, subsequently, further optimizing these
values to ensure the bandwidth characteristics matched



WANG, ZHU, GUO, GAN, LYU: AN ANGULARLY STABLE AND POLARIZATION INSENSITIVE MINIATURIZED FREQUENCY SURFACE 538

the HFSS results. Figure 7 (b) illustrates the response of
ADS and HFSS, showing that the transfer coefficients of
both are in good agreement. In each iteration, the error
between the simulated results and HFSS data was cal-
culated. Systematic adjustments of the inductance and
capacitance values were made to progressively reduce
this error until the iterative error converged below 5%.
Through multiple optimization iterations, precise induc-
tance and capacitance values were ultimately obtained,
as presented in Table 2.

Table 2: Circuit parameters of FSS
Parameter L1 L2 L3 C1 C2

Value (nH/pF) 1.27 1.86 0.84 0.64 0.15

III. EXPERIMENTAL RESULTS AND
DISCUSSION

The proposed fabricated FSS prototype is shown in
Fig. 8 (a), where an array of 18×18 cells with a size
of 20×20 cm was printed on float glass by photolithog-
raphy process. Figure 8 (b) shows the photograph of
the measurement setup. It consists of two horn anten-
nas operating in the 1-18 GHz range, both of which are
connected to a FieldFox N9918A handheld vector net-
work analyzer. During the transmission curve measure-
ment, the horn antennas were positioned at a certain dis-
tance apart, facing each other. Measurements were taken
in a standard indoor environment surrounded by absorber
material.

(a) (b)

Fig. 8. FSS finite prototype and measurement equipment:
(a) fabricated prototype and (b) measurement setup.

Based on the measurement results depicted in Fig. 9,
a slight deviation in the measured resonant frequency is
observed, with an offset of 70 MHz. This deviation has a
negligible impact at 3.5 GHz.

Concurrently, angular stability tests were per-
formed on the FSS prototype, with results presented in
Figs. 10 (a) and (b). When angle θ is set to 80◦, the
fabricated FSS displays a stable response at the reso-
nant frequency under TE polarization and TM polariza-
tion. In the context of TE polarization, angle θ exhibits a

Fig. 9. Comparison of simulated curve and measured
result.

(a) (b)

Fig. 10. Measured frequency response curve: (a) 0-80◦ θ
angle TE polarization and (b) 0-80◦ θ angle TM polar-
ization.

maximum frequency shift of 40 MHz (1.3%), Similarly,
for TM polarization, angle θ reveals a shift of only 60
MHz (2.0%) in the same range.

We fabricated the FSS cells in smaller sizes. Some
of the designs in Table 3 have neither high angular sta-
bility nor polarization insensitivity, and most of the FSS
structures have lower angular stability than our designs.
As can be seen in Table 3, the single-layer FSS structures
we designed and printed are ultra-miniaturized, highly
polarization-insensitive, and angularly stable.

Table 3: Comparison of the proposed FSS structure with
previous miniaturized FSS studies
Ref. Unit Cell

Size (mm)

Periodicity

(λ 0)

Angular

Stability

Polarization

Insensitive

[21] 11.4 0.091 80◦ YES
[22] 25 0.29 60◦ YES
[24] 9.5 0.125 45◦ YES
[25] 6.25 0.05 75◦ NO
This

Work

5.3 0.062 80◦ YES
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IV. CONCLUSION

In this study, we introduce a miniaturized and
polarization-stabilized FSS design based on the improve-
ment of a conventional cross-convolutional unit. The
improved design has higher polarization stability and
smaller cell size than the conventional cross-convolution
FSS. The resonant frequency is 3.5 GHz and the sup-
pression bandwidth is 540 MHz (-10 dB), which per-
fectly covers the WiMAX band (3.5 GHz). In addition,
the design has been proven to show a stable frequency
response over a range of incidence angles from 0◦ to 80◦
for both TE and TM polarization.
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Abstract – Multiple wireless communication systems
make use of a branch-line coupler (BLC), which is a pas-
sive microwave component. For the purpose of splitting
and combining microwave signals, as well as providing
a 90-degree phase shift between the output ports, this 4-
port device is made from four quarter-wavelength (λ /4)
transmission lines. Having recently developed a dual-
band branch-line coupler (DBBLC), there has been a lot
of attention paid to this development. When it comes to
getting dual-band (DB) functioning of a BLC, one of
the most common approaches is stub loaded transmis-
sion lines. For the BLC, stubs may be positioned either
in the center of the arms or at the input of the arms.
Stepped-impedance stubs, orthogonal coupled branches,
and coupled lines are some of the strategies that have
been shown to be effective in achieving DB function-
ing of a coupler. Through the utilization of the Elon-
gated T-Shape Transmission Line (ETSTL), this work
presents a one-of-a-kind design for each single-band
branch-line coupler (SBBLC) and DBBLC that is of
a compact proportion. Based on the information pre-
sented in this article, the SBBLC operates at a frequency
of 0.9 GHz, whereas the DBBLC operates at 0.9 and
2.4 GHz. Using a fractional bandwidth (FBW) of 44%,
the coupler that has been proposed is able to function at
both 0.9 GHz (GSM) and 2.4 GHz (wireless). Efforts are
done on reducing the size of the coupler to be ready for
fabrication.

Index Terms – Branch-line coupler, dual-band branch-
line coupler, single-band branch-line coupler, wireless
communication systems.

I. INTRODUCTION

Branch-line couplers (BLC) are an essential com-
ponent of wireless communication systems, since they
enable the development of crossovers, Butler matrices
(BMs), and antenna arrays. They play an important
role in radio frequency (RF) and microwave systems,
and they are also an essential component of wire-
less communication systems. There are several benefits

associated with BLC, some of which include a broad
bandwidth, balanced power division, and excellent isola-
tion between output ports. The use of microstrip or strip
line transmission lines, which provide the advantages of
compactness and ease of integration into microwave cir-
cuits, is often used in their construction. The compact-
ness, fractional bandwidth (FBW), and harmonic sup-
pression that are desired in single-band (SB) BLCs have
been accomplished via the use of a number of differ-
ent strategies [1–7]. A T-shaped section was used in [1]
in order to accomplish the combination of small sizes
and harmonic reduction. Transmission lines that are stub
loaded are used for the purpose of achieving compact-
ness, FBW, and harmonic suppression [2]. For the pur-
pose of achieving a compact form and FBW, a T-shape
with an open stub [3] and open stubs with high-low
impedance [4] were used. The meander T-shaped line [5]
and the symmetric structure [6] both increase isolation,
return loss, and harmonic attenuation, which ultimately
leads to ideal frequency response without increasing the
size of the circuit. For the construction of the coupler, a
microstrip-slot BLC made up of two sections was used
[7]. When it comes to the miniaturization of the struc-
ture and the suppression of harmonics, low-pass filters
(LPFs) [8] are used as coupler branches in a number of
different designs [10] This method tends to provide sat-
isfactory outcomes. Additionally, dual-band (DB) BLC
[11–18] were explored.

In recent times, DB components have earned a great
deal of attention as a result of the potential opportunities
they provide for use in BM [11] and crossovers [12]. In
response to this, a number of other DBBLCs have been
created. A DBBLC is often created by simply exchang-
ing every quarter-wave line from a single-band branch-
line coupler (SBBLC) with an equal number of DB
quarter-wave blocks. This is the most common method.
In order to investigate DB approaches, many strategies
are used. These techniques include π-shaped lines [13],
T-network [14], open-ended stub [15], coupled line [16],
feature-based optimization [17], port extension [18, 19],
and cross coupled [20].
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Two novel couplers, a Single-Band Branch-Line
Coupler (SBBLC) and a Dual-Band Branch-Line Cou-
pler (DBBLC), are proposed using Elongated T-Shape
Transmission Lines (ETSTL). The same SBBLC struc-
ture can be adapted for DBBLC operation by adjusting
the electrical length of the transmission line and the open
stub. Through even-odd mode analysis, the impedance
values are determined. It was necessary to model, build,
and evaluate a coupler operating at 0.9 GHz and 2.4 GHz
using a FR4 substrate in order to verify the idea. The
remaining sections of the article may be organized as fol-
lows: section II provides an illustration of the work that
is suggested, section III presents the findings and discus-
sion, and section IV draws the conclusion.

II. PROPOSED WORK

The conventional BLC is shown in Fig. 1 (a). It
is composed of four branches with quarter-wavelength,

(a)

(b)

Fig. 1. Layout of (a) conventional BLC and (b) proposed SBBLC with ETSTL.

which are two series arms with an impedance of 35.35Ω
and two shunt arms with an impedance of 50Ω. Using a
FR4 substrate with a thickness of 1.6 mm and εr value of
4.4, the conventional coupler dimensions are 51.2×56.6
mm. However, the size of the device is a disadvantage of
this typical technique, which is one of its problems.

A. Design of proposed SBBLC

Figure 1 (b) illustrates the construction of a SBBLC
that makes use of an ETSTL with series and shunt arm.
This kind of coupler is responsible for providing a con-
nectivity between the transmission lines that have open
stubs.

An Elongated T-Shape as seen in Fig. 2 comprised
of three transmission lines and a stub.

The three impedances that are associated with
ETSTL are Z1S, Z1H, and Z1L. The electrical lengths that
correlate to these impedances are θ1s, θ1H, and θ1L. The
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Fig. 2. Elongated T-Shape Transmission Line.

impedance of the transmission lines is represented by the
symbols Z1S and Z1H in Fig. 2. The impedance of the
stub is represented by Z1L. The symbols θ1S and θ1H may
be used to represent the electrical lengths of the transmis-
sion lines. The electrical length of the stub is represented
by the symbol θ1L.

B. Design of proposed DBBLC

The coupler is designed to operate at two different
frequency bands, hence termed DBBLC. The operating
frequencies are f1 = 0.9 GHz and f2 = 2.4 GHz, where
the frequency ratio, p = 2.66, θ1= 49◦,θ2= 131◦.

frequency ratio, p =
f2

f1
. (1)

θ1=
π

1+p
. (2)

θ2=
pπ

1+p
. (3)

Frequency ratio is determined by equation (1). To
further comprehend the phase connection between these
frequencies, we compute two crucial angles. The first
angle θ1 simplifies to about 49◦.

The second angle θ2 is roughly 131◦, calculated
using equation (3). These angles, determined from the
frequency ratio, reflect the phase angles connected with
the frequencies, allowing for a clear understanding of
their phase connection. In the proposed structure, θ2 is
divided into θ1H and θ1L for transmission line and stub,
respectively.

C. Analysis of the proposed coupler

An even and odd mode equivalent circuit analysis
is performed on the ETSTL, as can be seen in Fig. 3.
When it comes to identifying the impedance and electri-
cal lengths that are required, in order to obtain the accept-
able coupling qualities, the findings of this research are
useful in understanding what those dimensions are [10].

Fig. 3. Even and odd mode analysis of ETSTL.

The even and odd mode impedance of the proposed
ETSTL can be written as

Zin,even=
Z1S(Za+jZ1S tanθ1S)

Z1S+jZatanθ1S
, (4)

Zin,odd= jZ1Stan θ1S, (5)
where

Za=
2Z1H (Zb+2jZ1Htanθ1H)

2Z1H+jZbtanθ1H
, (4a)

Zb=−2jZLcotθL. (4b)
It is possible to express the typical transmission line

for even and odd mode impedance as
Zeven,conv=−jZocot θo, (5)
Zodd,conv= jZotan θo. (6)

The impedance characteristics may be computed in
the following manner, taking into account both the con-
ventional design and the design that was suggested:

Z1S = Z0

tan
(
θ0
2

)
tanθ1

(7)

Z1H =
Z1SB

[
Z1S tanθ1S +Z0 cot

(
θ0
2

)]
2A
[
Z0 cot

(
θ0
2

)
−Z1S

] (8)

where
A = tan θ1H− 1

K
cot θ1L, (8a)

B = 1+
1
K

cot θ1L tan θ1H, (8b)

K =
Z1H

Z1S
. (8c)

Figure 4 is a representation of the equivalent series
arm transmission line. The impedances that are distinc-
tive of the series arms are what give them their identity
Z1S, Z1H, and Z1L. As a result of these arms being linked
in series between the ports, it is possible to send sig-
nals or power from one port to another. In addition to
being in charge of the coupling mechanism, the series
arms are also responsible for determining how power is
distributed among the ports.

The equivalent shunt arm transmission line is shown
in Fig. 5. The shunt arms are represented by the
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Fig. 4. Equivalent series arm transmission line.

impedances Z2S, Z2H, Z2L. The ground reference and the
series arms are linked to these arms in a parallel fashion
and provide the connection. It is the shunt arms that are
responsible for ensuring that the ports remain isolated
and that the impedance matching that is sought is main-
tained. In addition to this, they further contribute to the
overall coupling qualities of the coupler.

Fig. 5. Equivalent shunt arm transmission line.

The design curve for Z1S, Z1H is shown in Fig. 6,
against the value of θ1S for the series arm. To get the
value of θ1S, it is necessary to solve equations (7) and (8)
mathematically. This allows one to derive the impedance
of Z1S, Z1H by altering the electrical length. Under the
assumption that K is equal to one, θ1H is equal to θ1L
for 20. In order to produce an SBBLC using ETSTL on
a FR4 substrate with a dielectric constant εr = 4.4 and a
substrate thickness of 1.6 mm, it is necessary to replace
the traditional BLC with similar ETSTL units.

Figure 6 shows the design curve for Z1S, Z1H ver-
sus θ1S for a series arm by solving equations (7) and
(8) graphically to obtain the impedance of Z1S, Z1H by
varying the electrical length by assuming K = 1,θ1H =
θ1L= 20 in order to determine the θ1S value.

Figure 7 shows the design curve for Z2S, Z2H versus
θ2S for the shunt arm by solving equations (7) and (8)
graphically to obtain the impedance of Z2S, Z2H by vary-
ing the electrical length by assuming K=1,θ2H=θ2L= 20,

Fig. 6. Impedance versus electrical length of series
SBBLC.

Fig. 7. Impedance versus electrical length of shunt
SBBLC.

in order to determine θ2S . The following values are
obtained for the ETSTL for SBBLC (Series Arm),
Z1S=61.26, Z1H=69.76, Z1L=61.26 when we substitute
the electrical length values as in equations (7) and (8).
In same way, for shunt arm, the impedance values are
Z2S=86.60, Z2H=98.72, Z2L=86.60. Table 1 shows the
series and shunt value analysis of SBBLC.

Figure 8 (a) shows the impact of Impedance versus
electrical length for series arm of DBBLC. In the equiva-
lent series arm, the characteristics impedance of the cou-
pler for k = 1, Z1H at Z0 tends to fall between 327Ω
to 229Ω. Similarly for k = 2, Z1H at Z0 tends to fall
between 166Ω to 110Ω which is not feasible for fabri-
cation because the impedance is not suitable for the FR4

Table 1: Series and shunt value analysis of SBBLC

ARM
IMPEDANCE

(ΩΩΩ)

WIDTH

(mm)

LENGTH

(mm)

SERIES
Z1S = 61.26
Z1H = 69.76
Z1L = 61.26

2.14 15.43
1.66 10.38
2.14 10.28

SHUNT
Z2S = 86.60
Z2H = 98.72
Z2L = 86.60

1.03 15.81
0.73 10.64
1.03 10.54
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Fig. 8. (a) Impedance versus electrical length for series
arm of DBBLC.

Fig. 8. (b) Impedance versus electrical length for shunt
arm of DBBLC.

substrate. When k = 3, Z1H at Z0 tends to fall between
102Ω to 68Ω at θ1H = 95 and θ1L= 30, which provides
the feasibility to fabricate the FR4 substrate of the pro-
posed design.

Figure 8 (b) shows the impact of Impedance ver-
sus electrical length for shunt arm of DBBLC. In the
equivalent shunt arm, the power division ratio of the
equal power division coupler for k=1, Z2H at Z0 /√2
tends to fall between 475Ω to 332Ω. Similarly for
k=2, Z2H at Z0 /√2 tends to fall between 240Ω to
160Ω which is not feasible for fabrication because the
impedance is not suitable for a FR4 substrate. Hence,
when k=3, Z2H at Z0 /√2 tends to fall between 155Ω
to 99Ω at θ2H= 95 and θ2L= 30 provides the feasibility
to fabricate in the FR4 substrate of the proposed design.
The overall parameter value obtained on series and shunt
arm for DBBLC are illustrated in Table 2.

III. PERFORMANCE ANALYSIS

Evaluation of the designed architecture is done
in this section. Commercial electromagnetic simulation
software ADS is used for the optimization of physi-
cal parameters. For the conventional BLC, characteristic
impedance of the shunt arm is 50, and impedance of the
series arm is 35.35Ω.

Table 2: Calculated parameter values of DBBLC

Circuit

Parameters (Ω)

Structure Parameters

(mm)

Series
Z1S = 30.729
Z1H = 83.91
Z1L = 30.729

l1 = 30.86 mm
l2 = 49.97 mm
l3 = 17.69 mm
w1 = 6.35 mm
w2 = 1.11 mm
w3 = 6.35 mm

Shunt
Z2S = 43.46
Z2H = 118.60
Z2L = 43.46

l4 = 49.24 mm
l5 = 51.21 mm
l6 = 18.09 mm
w4 = 3.83 mm
w5 = 0.42 mm
w6 = 3.83 mm

Fig. 9. Simulation result of conventional BLC.

Figure 9 shows the S-parameters of the conventional
BLC. From the plot, the output characteristics of the
BLC can be observed, including the insertion loss, cou-
pling, isolation, and return loss at the output ports.

A. Simulation result of proposed SBBLC

Figures 10 (a) and (b) show the simulation results
of SBBLC. Ideally, S11 and S41 should be greater than
-15 dB and the proposed SBBLC has achieved -24.8 dB
and -22.4 dB, respectively.

Ideally, S21 and S31 should be -3 dB and the
proposed SBBLC achieves -3.5 dB and -3.2 dB,
respectively. When compared to a conventional coupler,
SBBLC achieved 55% size reduction and 33% FBW.

B. Simulation result of proposed DBBLC

For the DBBLC, the center frequency is located
at 0.9 to 2.4 GHZ, maximal measured insertion losses
|S21|/|S31| are -3.5 to -4.7 dB and -3.6 to -3.7 dB,
respectively.

S11 and S41 should be greater than -15 dB and the
proposed DBBLC has achieved -16.7 to -18.4 dB and -
17.6 to -18.1 dB for 0.9 GHz and 2.4 GHz, respectively.
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(a)

(b)

Fig. 10. (a) Simulation result of Return Loss S11 and
Insertion Loss S21 of SBBLC and (b) simulation result
of Isolation S41 and Coupling S31 of SBBLC.

Similarly, S21 and S31 should be -3 dB and the proposed
DBBLC has achieved -3.5 to -4.7 dB and -3.6 to -3.7 dB
for 0.9 GHz and 2.4 GHz, respectively.

FBW achieved nearly 400 MHz (44%). The size of
the proposed coupler is reduced by 67% compared to the
conventional structure.

Suggested BLC simulated S-parameters are shown
in Figs. 11 (a) and (b). The down peaks show the mid-
point frequencies of the two comparison pass bands.
The most that may be seen in the amplitude imbalance
between the output ports is 0.3 dB. At mid-frequency
ranges, isolation loss, and return loss are both signifi-
cantly below -20 dB.

Figure 12 shows the layout of the DBBLC. Follow-
ing fabrication (Fig. 13) and measurement of the coupler
prototype, the suggested design idea is evaluated to see
whether it is feasible. Both the SNA4400 network ana-
lyzer and ADS Keysight were used to do simulations and
analyses on the proposed DBBLC.

From the above discussions, the proposed model has
dimensions of 0.29λg × 0.32λg (λg is the full transmis-
sion wavelength at the center frequency).

The even-odd mode analysis and practical design
impedance curves provide explicit design formulae. A
0.9/2.4 GHz DBBLC is manufactured for the purpose of

(a)

(b)

Fig. 11. (a) S11 and S21 parameter value analysis of
DBBLC and (b) S31 and S41 parameter value analysis
of DBBLC.

Fig. 12. Layout of the DBBLC.

Fig. 13. Fabricated prototype of the DBBLC.

verification. The findings from the simulations and the
measurements are in good agreement. The coupler has an
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easy-to-understand architecture with strategically placed
ports, and it also provides some leeway in the design for
potential other uses. Figure 14 shows the experimental
setup for DBBLC.

Compared with other works (see Tables 4 and 5), the
suggested architecture output performs better than other

Fig. 14. Experimental setup for DBBLC.

Table 3: Proposed architectures performance comparison
F

(GHz)

Return

Loss (dB)

Isolation

(dB)

Size

(λg2)

FBW

(%)

SBBLC 0.9 24.83 24.47 0.17×
0.18

33

DBBLC 0.9/2.4 16.7/
18.41

17.8/18.1 0.28×
0.32

44

Table 4: Comparison between proposed SBBLC and oth-
ers

Ref. F

(GHz)

Return

Loss

(dB)

Isolation

(dB)

Size

(λg2)

Size

Reduction

(%)

FBW

(%)

[2] 2.45 <20 28 - 29 50
[3] 3.55 30.69 29.28 0.27

×0.16
- 32.2

[4] 2.45 21.7 36.2 - 64.21 22.08
[6] 2.82 29.5 31.3 0.29

×0.26
- -

[7] 3.5 <8 <11 - 31 34.4
This

SBBLC

0.9 24.83 24.47 0.17

×0.18

55 33

Table 5: Comparison between proposed DBBLC and other works
Ref. F (GHz) Return Loss (dB) Insertion Loss (dB) Coupling(dB) Isolation (dB) PhaseDifference (deg) Size (λg2) FBW(MHz)

[16] 0.756/1.42 >15 3.35/3.74 4.0/4.10 >14 87,89 - -

[13] 0.9/2.0 26.8/35.6 3.5/3.4 3.1/3.3 23.4/27.2 - 0.79x0.1 -

[15] 0.9/1.63 >20 3.2/3.5 3.3/4.1 >14 90.3,89.2 0.53x0.34 -

[14] 0.92/2.03 Below 24/19 3.17/3.76 3.50/3.83 Below 24/19 89.1,89.6 - -

[17] 0.92/1.9 36.4/23.5 3.18/3.37 3.14/3.46 33.8/39.8 90,90 0.18x0.15 -

[19] 1.0/2.0 36.7/25.3 3.3/3.1 3.1/3.7 32.9/29.9 90,89 - -

[20] 0.99/1.97 35.5/24.1 3.22/2.95 3.06/3.53 32.6/22 91,90 - -

This Work (DBBLC) 0.9/2.4 16.7/18.41 3.5/4.7 3.6/3.7 17.8/18.1 86,91 0.28x0.32 400

existing architectures. DBBLC exhibits significant per-
formance slightly higher than SBBLC.

IV. CONCLUSION

In this work, two novel couplers for SBBLC and
DBBLC are proposed. In addition, design equations are
offered through the use of even-odd mode analysis. The
results of the simulations indicate that the coupler con-
structed has good degrees of matching and isolation at
both center frequencies. Folding the stub towards the
inner section of the coupler in order to make it suitable
for manufacture is one of the methods used to reduce the
size of the coupler. By using a simple design formula, the
coupler presented has the potential to provide the needed
output at the dual frequencies stated. The architecture
proposed has a number of benefits, including a small size
and FBW. Both the simulated and measured results of the
structures exhibit a high degree of consistency.
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Abstract – This work utilizes the Nicolson-Ross-Weir
(NRW) method to analyze the frequency-dependent
material properties of the insulator inside cables. These
properties include ε(f ), μ(f ), and tanδ . Common meth-
ods for this analysis include the open-ended coaxial
probe method, free space method, resonant method, and
transmission/reflection line method. Each method has a
suitable structure and may require additional samples for
measurement. Our proposed method can calculate the
real material properties of the insulation after foaming in
the cable following extrusion, up to 40 GHz. This study
also compiles the effects of various factors on the extrac-
tion of material parameters and provides a detailed anal-
ysis of potential sources of error. We observed that vari-
ations in production can introduce discrepancies after
de-embedding, which can result in anomalies at the dis-
sipation factor curve. Finally, we propose a correction
method that effectively improves the accuracy of the
extracted dielectric constant.

Index Terms – Cable, characterization, de-embedding,
dielectric constant, Nicolson-Ross-Weir (NRW) method.

I. INTRODUCTION

The rapid development of artificial intelligence (AI)
and cloud computing has driven a surge in demand
for data processing, storage, and transmission. These
advancements have heightened the performance require-
ments for servers and data centers. To meet these
demands, high-performance computing (HPC) and AI
servers are increasingly adopting the PCIe 6.0 standard,
which delivers significantly faster data transfer rates,
enabling bidirectional throughput of up to 128 GB/s.

However, the increase in transmission rates implies
greater signal bandwidth. For instance, the PCIe 6.0
specification requires that when transmitting at 64 GT/s
using 4-Level Pulse Amplitude Modulation (PAM4)

signal modulation, the signal frequency reaches 16 GHz.
Additionally, the Insertion Loss (|S21|) target must be
greater than -7 dB for a cable and -36 dB for the
total channel. Nevertheless, with modern Printed Circuit
Boards (PCBs), signal attenuation increases significantly
at such high frequencies, and issues such as Electro-
magnetic Interference (EMI) and crosstalk increasingly
affect signal integrity. As a result, reducing signal atten-
uation within the channel, increasing signal speed, and
maintaining good signal integrity have become pressing
challenges in the development of cable solutions today.
Extracting accurate Relative Permittivity and Loss Tan-
gent parameters is crucial [1].

TwinAx cables play an important role in modern
communication systems due to their high transmission
rates, excellent anti-interference capability, and rela-
tively low cost. Consequently, many manufacturers are
now incorporating more TwinAx cable architectures in
system designs as signal transmission channels, extend-
ing the effective length of PCIe channels. This enables
all high-speed devices to be integrated into a single sys-
tem or allows for more efficient transmission between
different systems.

However, as the number of high-speed cables used
increases, the quality of these cables becomes crucial.
The manufacturing process of TwinAx cables includes
steps such as wire drawing, insulation extrusion, twist-
ing, and braiding. These processes are often suscepti-
ble to process errors, leading to various non-ideal effects
such as insufficient concentricity and outer diameter tol-
erance. Ensuring the design precision of these cables is
crucial, as manufacturing defects can lead to impedance
mismatches, thereby disrupting system performance
[2–10].

Accurate characterization of material properties,
such as ε(f ), μ(f ), and tanδ (f ), across different frequen-
cies is essential to ensuring high-frequency performance
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and system stability. By addressing these issues, future
research and applications can improve the quality and
reliability of TwinAx cable manufacturing, ensuring con-
sistency in high-speed data transmission.

Currently, there are several methods for inspecting
the quality of cable insulators, with the most used in
the manufacturing industry being the Electro Capacitive
Method of Control [11–13] and the Spark Method of
Control [14].

The process for the Electro Capacitive Method
involves passing the cable through a circular electrode
and applying a low voltage source across the insulator
on both sides of the cable [15]. The capacitance value
between the insulator’s sides is then measured. If there
are defects in the cable’s insulator structure, fluctua-
tions in the measured capacitance value may occur. To
ensure full contact between the insulator surface and the
electrode surface, the entire measurement process takes
place in a cooling tank, which is why this method is also
known as the “Water Capacitive Method.” This method is
widely adopted by most cable manufacturers for Statisti-
cal Process Control (SPC) monitoring of production line
quality.

The Spark Method of Control, on the other hand,
involves applying high voltage to the insulator surface
through different types of electrodes, including Chain-
type, Spring-type, or Brush-type. If there is a defect in
the cable’s insulation layer and it passes through the
high-voltage area, an electrical breakdown will occur.

However, both cable inspection methods are only
suitable for examining cables at low frequencies (≈50
MHz). For microwave frequencies (300 MHz∼300
GHz), other methods are required to obtain the material
characteristics of the cable insulator.

With technological advancements, various methods
have been developed to obtain the complex proper-
ties of materials at high frequencies. In the microwave
domain, S-parameters measured using a network ana-
lyzer are often processed numerically to convert them
into the dielectric properties of insulators. The most com-
mon methods currently include the Open-ended Coax-
ial Probe Method [16–18], Free Space Method [19–21],
Resonant Method [22–25], and Transmission/Reflection
Line Method [26–28]. Each method is suited to specific
structures, and the extracted dielectric properties of the
insulating materials may vary slightly.

In the past, most cable manufacturers used these
methods for measurement, requiring large, thin samples,
typically molded by material manufacturers. However,
there are discrepancies between these measurements and
those of actual cables, as the cable insulators are formed
through foaming and extrusion processes.

We reference the method in [26] and propose a mea-
surement framework using the Transmission/Reflection

Line Method. Although our goal is to extract the dielec-
tric constant of the insulator in a high-speed PCIe dual-
core cable, we measure a coaxial cable instead. Since
the manufacturing process is identical, we can obtain the
dielectric constant of the foamed insulator in the same
way. Using a 2-port vector network analyzer (VNA), it
is possible to measure the S-parameters required for the
calculations. Section II explains the theory and calcu-
lation equations. Section III discusses the extraction of
dielectric material properties, while section IV simulates
the impact of manufacturing deviations in coaxial cables
on the extracted material properties. Section V is simula-
tion and validation. Section VI is measurement. Finally,
section VII presents the conclusion.

II. MEASUREMENT INSTRUCTIONS AND
METHOD

The measurement framework for the Transmission
Line Method includes the Device Under Test (DUT) and
fixtures attached to both ends of the DUT. The DUT can
be a transmission line that propagates electromagnetic
waves in TEM mode or a rectangular waveguide that
propagates electromagnetic waves in TE mode, such as
coaxial cables or microstrip lines. During measurement,
the DUT is connected to a VNA via fixtures or adapters.
The impedance of the DUT and the measurement system
(fixture) are denoted as Zd and Z0, respectively.

In the calculation process, the length of the DUT,
l, must be known in advance, and the propagation con-
stant of the DUT is assumed to be γD. The propagation
factor (T) of the DUT is expressed as e−γ Dl , as shown
in equation (1). Using the impedance of the DUT and
the system, the reflection coefficient ρ and transmission
coefficient τ between the DUT and fixture can be calcu-
lated, as illustrated in equations (2) and (3):

T = e−γDl , (1)

ρ =
Zd −Z0

Zd +Z0
, (2)

τ =
2Z0

Zd +Z0
= 1+ρ . (3)

Subsequently, employing the Lattice Diagram
method, as depicted in Fig. 1, the effects of multiple
reflections are calculated by summing the reflected and
transmitted signals. This allows for the establishment
of relationships between the measured S-parameters, the
reflection coefficient ρ , and the propagation factor T of
the DUT, as shown in equations (4) and (5):

S11 = ρ +(1+ρ)(1−ρ)(−ρ)T 2

+(1+ρ)(1−ρ)
(−ρ3)T 4

+(1+ρ)(1−ρ)
(
−ρ5

)
T 6 + . . . , (4)
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Fig. 1. Multiple reflections of a single frequency in the
fixture.

S21 = (1+ρ)(1−ρ)T +(1+ρ)(1−ρ)ρ2T
3

+(1+ρ)(1−ρ)ρ4T
5
+ . . . . (5)

After establishing the relationship between the mea-
sured S11 and S21, the reflection coefficient ρ , and the
propagation factor T of the DUT, simultaneous equations
can be solved to derive equations (6-8). During this pro-
cess, it is important to note that there may be two pos-
sible solutions for the reflection coefficient ρ . However,
since the measurement is performed on passive compo-
nents, where gain is not present, only the solution with
ρ less than 1 is valid. This enables the calculation of the
reflection coefficient ρ and the propagation factor T of
the DUT from the measured S-parameters without prior
knowledge of the characteristic impedance of either the
DUT or the system:

ρ = K ±
√

K2 −1 , |ρ|< 1, (6)

K =
S11

2 −S21
2 +1

2S11
, (7)

T =
S11 +S21 −ρ

1− (S11 +S21)ρ
. (8)

Once the reflection coefficient ρ and the propa-
gation factor T have been derived from the measured
S-parameters, the relationship between the propagation
constant γD of the DUT and the propagation factor T can
be obtained, as shown in (9):

γD =
1
l
· ln

(
1
T

)
. (9)

However, in the calculation process, since S-
parameters not only include the magnitude of the voltage
wave propagation ratio but also contain important phase
information, they are typically represented in complex
form. This implies that, during calculations, the reflec-
tion coefficient ρ , the propagation factor T, and the prop-
agation constant γD of the DUT may exhibit phase ambi-
guity as a function of frequency. This occurs because
the same imaginary value may correspond to different

phase angles, requiring careful attention during analysis.
To address phase ambiguity, numerical methods such as
the unwrap algorithm in MATLAB can be employed to
adjust the phase angles. By applying phase continuity
correction, the imaginary part of the propagation con-
stant γD is ln(1/T), as shown in (10):

ln
(

1
T

)
= real

(
ln
(

1
T

))
+ j

∗unwrap
(

imag
(

ln
(

1
T

)))
. (10)

After obtaining the propagation constant γD of the
DUT structure, the next step is to derive the relation-
ship between the wave number k, cutoff wave number
kc, and phase constant β of the DUT through Faraday’s
Law and Ampere’s Law from Maxwell’s equations in the
source-free region. From (11), when the wave number k
exceeds the cutoff wave number kc, the phase constant
β in the propagation constant γD of the DUT becomes
a real number. Electromagnetic waves can only propa-
gate within the structure when β is a real number, which
leads to the concept of the cutoff wave number kc. The
cutoff frequency fc can be obtained from the cutoff wave
number kc as shown in (12):

γ2
D + k2 = kc

2, (11)

fc =
kc

2π√με
. (12)

This study uses coaxial cables to extract the dielec-
tric material properties. During the propagation of elec-
tromagnetic waves within a coaxial cable, the electric
field, magnetic field, and wave propagation direction are
mutually orthogonal. The propagation mode in coaxial
cables is the TEM mode. According to the definition of
the TEM mode, there are no longitudinal (propagation
direction) electromagnetic field components (Ez, Hz) in
the guided wave structure.

From (13), the cutoff wave number kc for the TEM
mode in a coaxial cable is zero. Therefore, by using the
propagation constant γD of the DUT calculated from the
measured S-parameters and the wave number k, which
is related to the material, as shown in (14), and substi-
tuting it into (13), a crucial relationship is obtained as
shown in (15), which can then be simplified to (16). In
this equation, c is the speed of light in a vacuum (3×108

m/sec), which is inversely proportional to the square root
of the vacuum permittivity (ε0) and vacuum permeability
(μ0), as described in (17). Here, ω represents the angular
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frequency, and f represents the frequency:
k = ω√με, (13)
γ2

D + k2 = 0 , (14)

(γD)
2 +(ω√με)2 = 0, (15)

γD = j

√
ω2μrεr

c2 = j2π
√

f 2μrεr

c2 , (16)

c =
1√ε0μ0

. (17)

The intrinsic impedance η of a wave in the dielec-
tric material of the DUT, also known as the wave
impedance, is defined in (18). According to the defini-
tion of wave impedance, it is proportional to μ/γ . Assum-
ing that the wave impedance of the system is η1 and the
wave impedance of the dielectric material in the DUT
is ηD, we can proceed to calculate the reflection coef-
ficient ρ between the system and the DUT using the S-
parameters through equation (6). The reflection coeffi-
cient ρ is related to the wave impedance η1 of the sys-
tem and the wave impedance ηD of the DUT’s dielectric
material, as shown in (19):

η =
jωμ

γ
∝

μ
γ
, (18)

ρ =
η2 −η1

η2 +η1
. (19)

Assuming that the wave impedance in the sys-
tem is equal to the wave impedance in a vacuum,
i.e., η1=η0=377 ohm, we substitute the relationship
from (18) into (19) and rewrite it as (20). Simplifying
further, we obtain (21).

Using equation (21), we can then calculate the
relative permeability μr(f ) of the DUT, as shown in
(22). By expressing the propagation constant in a vac-
uum γ0 using equation (16) and calculating the propaga-
tion constant γD of the DUT from equation (9), we can
compute μr(f ), as described in (23):

ρ =

μ2
γD

− μ0
γ0

μ2
γD

+ μ0
γ0

, (20)

ρ =

γ0
γD

·μr −1
γ0
γD

·μr +1
, (21)

μr = (
1+ρ
1−ρ

)
γD

γ0
, (22)

μr =

(
1+ρ
1−ρ

)
γD

j2π
√

f 2

c2

. (23)

After obtaining the relative permeability μr(f ) of the
DUT, it can be substituted into equation (15) to calcu-
late the relative permittivity εr(f ), as shown in (24). The
resulting expression can be simplified as (25). Permittiv-
ity ε is a physical property that describes the material’s
response to polarization under the influence of an electric
field. The real part of ε represents the dielectric’s ability

to refract electromagnetic waves, which can be used to
calculate how the direction of electromagnetic waves
changes as they move from one medium to another. The
imaginary part, on the other hand, represents the energy
loss within the dielectric, which is caused by the gener-
ation of heat from the oscillation of polarized dipoles in
the material. Due to energy conservation, the imaginary
part of ε must be negative, as described in (26):

(γD)
2 +(ω

√
μrεrμ0ε0)

2 = 0, (24)

εr =− c2

μr
·
(γD

ω

)2
, (25)

ε = ε
′ − jε

′′
= ε

′
(1− jtanδ ) . (26)

In the calculation process using the Transmission
Line Method, the loss term includes both dielectric loss
and conductor loss from the coaxial cable, resulting in
equation (27). From this, the loss tangent tanδ of the
DUT’s dielectric material (including the metal) can be
derived, as shown in (28).

However, it is important to note that, if the dielec-
tric material has very low dielectric loss, the loss tangent
value tanδ calculated from equation (29) may be domi-
nated by the metal losses, preventing an accurate deter-
mination of the dielectric material’s tanδ :

∇×−→
H = jωε−→E +

−→
J , (27)

where −→
J = σ−→

E ,

∇×−→
H = jωε−→E +σ−→

E = jωε
′−→
E +(ωε

′′
+σ)

−→
E ,

(28)

tanδ =
ωε ′′

+σ
ωε ′ . (29)

III. EXTRACT INSULATOR PARAMETERS
FROM MEASUREMENT

A. Equation formatting

This study prepared three different lengths of coax-
ial cable samples, with lengths of 15 cm, 30 cm, and
50 cm, and quantities of 10, 10, and 5, respectively, as
shown in Fig. 2. According to the manufacturer’s data,
the dielectric constant (εr) of the insulation in the coaxial
cables is 2.04±1% at 1 GHz, and the loss tangent (tanδ )
ranges from 0.0002 to 0.0004.

Aside from manufacturing tolerances, the three test
samples are identical in structure, differing only in
length, see Fig. 3. Therefore, two coaxial cables of dif-
ferent lengths were selected for the experiment. The
shorter cable was used as the calibration object, while
the longer one was used as the error model. The 2X-
Thru de-embedding technique was employed to remove
the effects of the 3.5 mm SMA connectors, preserving
the characteristics of the coaxial cable in between. As a
result, the extracted material parameters are free from the
influence of the SMA connectors, as illustrated in Fig. 4.
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Fig. 2. Coaxial cables used for measurement.

(a) (b)

Fig. 3. (a) Hand-soldered coaxial cable to SMA connec-
tor. (b) Cross-section of the coaxial cable.

(a)

(b)

Fig. 4. 2X-Thru de-embedded technique. (a) Error
model. (b) Thru line.

In this experiment, we used two sets of coaxial
cables, each comprising ten cables of 15 cm and 30 cm
in length, respectively. The S-parameters of each cable
were measured using a VNA. Subsequently, a 2X-Thru
de-embedding process was applied. The objective was to
obtain the parameters of the DUT, which in this case is
a 15 cm cable. The error model was based on the mea-
surement of the 30 cm coaxial cable, while the thru line
measurement was based on the 15 cm cable. After apply-
ing the de-embedding process, we derived 100 sets of S-
parameters for the DUT, where the middle 15 cm repre-
sents the difference between the 30 cm and 15 cm cables.
Using these S-parameters, we calculated 100 sets of εr
and tanδ , as shown in Fig. 5.

(a)

(b)

Fig. 5. Insulator parameters of the 15 cm coaxial cable
are by calculation (a) εr and (b) tanδ .

(a)

(b)

Fig. 6. Insulator parameters of the 20 cm coaxial cable
are by calculation (a) εr and (b) tanδ .
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It is important to note that several frequency points
exhibited spark-like anomalies. Typically, these issues
can be mitigated through more advanced correction
methods. The characteristics of the insulator obtained in
this study are presented as a range of values.

Next, we selected ten coaxial cables, each 30 cm in
length, and five coaxial cables, each 50 cm in length.
After measuring the S-parameters of each cable using a
VNA, we applied the 2X-Thru de-embedding process.
The objective was to obtain the parameters of a 20 cm
coaxial cable, which represents the difference between
the lengths of the 50 cm and 30 cm cables. The error
model was based on measurements of the 50 cm coax-
ial cable, while the thru line measurement was based on
the 30 cm cable. After the de-embedding process, we
obtained 50 sets of S-parameters for DUT. From these,
we calculated 50 sets, as shown in Fig. 6.

Notably, we observed a reduction in the spike, indi-
cating that the issues associated with the 2X-Thru de-
embedding process were mitigated to some extent. As in
the previous experiment, the characteristics of the insu-
lator were determined as a range of values.

(a)

(b)

Fig. 7. Insulator parameters of the 35 cm coaxial cable
are by calculation (a) εr and (b) tanδ .

In the third set of experiments, we selected ten coax-
ial cables, each 15 cm in length, and five coaxial cables,
each 50 cm in length. The S-parameters of these cables
were measured to obtain the parameters of a 35 cm coax-
ial cable, representing the difference between the 50 cm
and 15 cm cables. The error model was based on mea-
surements of the 50 cm coaxial cable, while the thru
line measurement was taken from the 15 cm cable. From
these measurements, we calculated 50 sets, as shown in
Fig. 7.

We observed a further reduction in the spikes, indi-
cating continued improvement in the issues associated
with the de-embedding process. As before, the character-
istics of the insulator were presented as a range of values,
and this range became more concentrated in this experi-
ment.

Based on the results of the three experiments, we
observed a decrease in the anomalous peaks in the
extracted material parameters as the length of the DUT
increased. This may be due to the fact that, when the
DUT is smaller, the discrepancies between the calibra-
tion objects and the actual fixtures, as well as manufac-
turing errors of the DUT itself, have a more pronounced
effect. However, as the length of the DUT increases,
these non-ideal effects are likely averaged out, lead-
ing to more stable extracted material parameters. In the
next section, we will use simulations to confirm this
hypothesis.

Another issue is the standard deviation of the range
of values observed. This variability could stem from dif-
ferences in the cables, including length, diameter of the
conductor and insulator, circularity, surface roughness of
the copper conductor, and the degree of foaming in the
dielectric layer. When extreme variations exist between
cables, the range of values after de-embedding will dif-
fer. However, as the DUT length increases, these differ-
ences tend to be diluted, resulting in a narrower range
of values. To investigate this further, we conducted three
additional experiments.

In the first experiment, we used a 15 cm thru line as
the calibration object to perform 2X-Thru de-embedding
on the 30 cm error model for all cables. The results,
shown in Fig. 8, indicate a reduction in the range of
values.

In the second experiment, we reversed the setup,
using ten 15 cm cables as the calibration objects to per-
form 2X-Thru de-embedding on a single 50 cm error
model. The results, shown in Fig. 9, demonstrate an even
more concentrated narrowing of the range.

However, we observed that the results of these
experiments were unable to yield precise values. Instead,
they provide only an estimate of the general range for a
batch of produced cables.
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(a)

(b)

Fig. 8. Insulator parameters of the 30 cm by 10sets and
15 cm by 1set (a) εr and (b) tanδ .

(a)

(b)

Fig. 9. Insulator parameters of the 50 cm by 1set and
15cm by 10sets (a) εr and (b) tanδ .

IV. DE-EMBEDDING THEORY
A. Time domain gating

In the standard 2X-Thru calibration method [29], a
fixture is connected to create a through line calibration
object, which is then used to remove fixture effects from
the error model. However, differences between the cal-
ibration fixture and the actual fixtures attached to the
DUT, or variations in the connections during assem-
bly or measurement, can introduce discrepancies. These
differences can be observed through the time-domain
response of the fixture in the calibration object and the
error model, as shown in Fig. 10.

Fig. 10. TDR variations in connectors and welding
points.

B. De-embedding method

The improved 2X-Thru de-embedding method pro-
posed in this study begins with the same initial steps as
the conventional process. However, it assumes excellent
impedance matching between the DUT and the fixtures,
minimizing reflection at their interface. This assumption
aligns with the concept of the Line in TRL calibration
[30], where the DUT’s propagation characteristics are
represented by e−γl . In this study, a fixture containing
a segment of coaxial cable was selected as the Thru cali-
bration structure to meet these requirements.

In this study, the primary difference between the
error model and the calibration object is the presence
or absence of the DUT. Assuming that the impedance
between the DUT and the fixture is nearly matched,
the propagation constant of the DUT, denoted as γ ini,
can be preliminarily estimated using the S-parameters of
the error model (|STotal |) and the thru calibration object
(|ST hru|). When the magnitude of S21 of the DUT is high
(indicating minimal transmission loss), its value can be
expressed by (30). Through (30), the attenuation con-
stant α ini of the DUT can be estimated. Here, Δl repre-
sents the physical length of the DUT in meters. Next, the



557 ACES JOURNAL, Vol. 40, No. 06, June 2025

phase angles of the transmission coefficients from both
the error model and the calibration object are unwrapped
to determine the difference in electrical length. This dif-
ference corresponds to the electrical length θD of the
DUT. Consequently, the phase constant βini of the DUT
can be estimated using (31):

αini =
ln(mag

(
S21,T hru

)
)− ln(mag

(
S21,Total

)
)

λ l
, (30)

βini =
Phase

(
S21,Total

)−Phase
(
S21,T hru

)
λ l

. (31)

By combining (30) and (31), the propagation con-
stant γ ini of the DUT can be estimated. Subsequently,
by analyzing the signal flow in the error model, equa-
tions (32-35) can be derived. In this context, the DUT is
assumed to be an ideal transmission line with a propaga-
tion characteristic of e−γini, as shown in Fig. 11.

S11=S11A +
S11B ·S2

21A · e−2γiniΔl

1−S22A ·S11B · e−2γiniΔl , (32)

S21=
S21A ·S21B · e−γiniΔl

1−S22A ·S11B · e−2γiniΔl , (33)

S22=S22B +
S22A ·S2

12B · e−2γiniΔl

1−S11B ·S22A · e−2γiniΔl , (34)

S12=
S12B ·S12A · e−γiniΔl

1−S11B ·S22A · e−2γiniΔl . (35)

Fig. 11. Signal flow graph of error model.

Combine and simplify (32) and (33) into (36), and
(34) and (35) into (37):

S11 = S11A +S11B · e−γiniΔl ·S21 , (36)

S22 = S22B +S22A · e−γiniΔl ·S12 . (37)
To determine the reflection coefficients of fixture A

and fixture B, we start similarly with |S11A| from (36) and
|S22B| from (37). However, the process will differ slightly
from the existing 2X-Thru calibration procedure.

After obtaining |S11A| and |S22B| , we use (36) and
(37) to derive |S11B| and |S22A|, as given by (38) and

(39). Equations (32) and (34) are employed to determine
|S21A|, |S12B|, |S12A|, and |S21B| as detailed in (41) and
(42):

S11B =
S11 −S11A

S21
· eγiniΔl , (38)

S22A =
S22 −S22B

S12
· eγiniΔl , (39)

S21A=
√

S21·
(
1−S22A·S11B · e−2γ iniΔl

) · eγiniΔl = S21B,

(40)

S12B=
√

S12·
(
1−S11B·S22A · e−2γ iniΔl

) · eγiniΔl = S12A .

(41)
When the actual S-parameters of the fixtures are

obtained, we convert both the fixture S-parameters and
the error model S-parameters into T-parameter matrices.
By performing the de-embedding calculations, we derive
the DUT’s T-parameters, which are then converted back
to S-parameters.

V. SIMULATION AND VALIDATION
A. Simulation

In this section, a circuit simulator is used to simulate
two-port networks with COAX components to model the
S-parameters of the calibration object and error model.
The DUT is a 50-ohm, 150-mm COAX component. The
simulation accounts for connector transition effects and
variations in the coaxial cable’s insulation diameter (Do),
reflecting connector characteristics and dis-continuities.
Simulation data are presented in Tables 1–3.

Table 1: Cross-section dimensions of DUT
Outer Radius

(Do)

Length

(L)

Characteristic

Impedance (Z0)

DUT 1.072 mm 150 mm 50.02Ω
COAX inner diameter (Di) is fixed at 0.32 mm

Table 2: Cross-section dimensions of Calibration Object
Outer Radius

(Do)

Length

(L)

Characteristic

Impedance (Z0)

Fixture
A

1.062 mm 2 mm 49.63Ω

1.078 mm 10 mm 50.25Ω
1.065 mm 2 mm 49.75Ω
1.072 mm 50 mm 50.02Ω

Fixture
B

1.072 mm 50 mm 50.02Ω

1.065 mm 2 mm 49.75Ω
1.078 mm 10 mm 50.25Ω
1.062 mm 2 mm 50.02Ω

COAX inner diameter (Di) is fixed at 0.32 mm
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Table 3: Cross-section dimensions of Calibration
Object-1

Outer Radius

(Do)

Length

(L)

Characteristic

Impedance (Z0)

Fixture
A

1.059 mm 2 mm 49.51Ω

1.066 mm 10 mm 49.78Ω
1.074 mm 2 mm 50.10Ω
1.072 mm 50 mm 50.02Ω

Fixture
B

1.072 mm 50 mm 50.02Ω

1.074 mm 2 mm 50.10Ω
1.066 mm 10 mm 49.78Ω
1.059 mm 2 mm 49.51Ω

COAX inner diameter (Di) is fixed at 0.32 mm

This study compares two main aspects. First, it
examines the de-embedding results before and after
improvements when the calibration fixtures match the
DUT fixtures. Second, it analyzes the results using a dif-
ferent calibration object (Calibration Object-1) when the
fixtures differ. Both the IEEE P370 standard 2X-Thru
de-embedding algorithm and an enhanced Python-based
algorithm are employed to process the S-parameters of
the DUT.

B. Validation

The S-parameters of the calibration fixtures obtained
through different algorithms are compared with the S-
parameters of the DUT fixtures (Golden Standard) sim-
ulated in a circuit simulator, as illustrated in Fig. 12.
The blue line represents the S-parameters obtained using
the existing 2X-Thru de-embedding algorithm, while the
yellow line indicates those obtained with the improved
method proposed in this study. The green line shows
the S-parameters from the circuit simulator for a single
fixture. The results demonstrate that the improved 2X-
Thru de-embedding algorithm yields S-parameters that
closely align with both the existing algorithm and the
simulated fixture S-parameters, as shown in Fig. 13.

In practical applications, measurement or fabrica-
tion errors can cause slight differences between the
calibration fixtures and those used next to the DUT.
This study uses Calibration Object-1 to de-embed the
error model. Analysis of the time-domain reflection
impedance reveals a minor discrepancy between the trace
impedance of the left fixture in Calibration Object-1 and
that in the error model, as indicated by the impedance
before the red dashed line in Fig. 14. The calibration and
de-embedding results are shown in Figs. 15 and 16.

(a)

(b)

Fig. 12. Fixture S-parameter comparison (match) (a)
|S11| and (b) |S21.

(a)

(b)

Fig. 13. DUT S-parameter comparison (match) (a) |S11|
and (b) |S21|.
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Fig. 14. Difference in time domain reflection.

(a) (b)

Fig. 15. Fixture S-parameter comparison (differ) (a) |S11|
and (b) |S21|.

(a)

(b)

Fig. 16. DUT S-parameter comparison (differ) (a) |S11|
and (b) |S21|.

VI. MEASUREMENT

Here, we use the Nicolson-Ross-Weir (NRW)
method to validate the parameter extraction methods for
coaxial cable insulation. Ignoring manufacturing errors,
the samples differ only in length. Both the existing 2X-
Thru de-embedding algorithm and the improved version
were used to remove the 3.5 mm connector effects and
isolate the coaxial cable properties.

We analyzed the extracted εr and tanδ across dif-
ferent combinations. We identified the maximum and
minimum values at each frequency using various de-
embedding methods, as illustrated in Fig. 17. Observa-
tion shows that the improved 2X-Thru de-embedding
algorithm effectively reduces numerical errors caused by
differences between calibration objects and actual fix-
tures. Our method effectively reduces the spikes caused
by after de-embedding at specific frequencies, enhanc-
ing the precision of the extracted values. However, due
to manufacturing tolerances, the extracted εr and tanδ
result in a range of values rather than a single point.

(a) (b)

(c) (d)

(e) (f)

Fig. 17. Extracted values of cable insulators by the
improved 2X-Thru method (a) 15 cm, εr (b) 15 cm, tanδ
(c) 20 cm, εr (d) 20 cm, tanδ (e) 35 cm, εr (f) 35 cm,
tanδ .

We also observed that, under the same length con-
figuration, slight variations are present in the extracted
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(a)

(b) (c)

Fig. 18. Original phase |S21| of coaxial cable (a) 15 cm,
(b) 30 cm, and (c) 50 cm.

results regardless of whether the same error model is
de-embedded using different calibration artifacts or the
same calibration artifact is used to de-embed differ-
ent error models. These variations can be attributed to
measurement differences. The coaxial cable lengths and
labels provided by manufacturers typically have a tol-
erance of approximately ±3 mm, as verified through
the measured phase of |S21|, as shown in Fig. 18. By
examining the |S21| original phase of the coaxial cables,
it is evident that the electrical length of each sample
labeled with the same length exhibits minor differences.
Since the electrical length is related to the phase con-

Table 4: Comparison among the classical methods
[16] [19] [31] This work

Method Open-
ended

Coaxial

Free space Waveguide Coaxial
line

DUT
Material

PTFE Flat
plastic

Flat plastic Cable
insulator

Fixture SMA Antenna X-band
Waveguide

SMA

Input S11, S12 S11, S12 S11, S12 S11, S12
Output εr εr εr εr, tan δ

Frequency 0-20 GHz 8.2-12
GHz

8.2-12 GHz 0-20 GHz

Range Broad
band

Wide Wide Broad
band

For
production
inspection

No No No Yes

stant and physical dimensions, as indicated in (42), these
length tolerances result in discrepancies in the extracted
material parameters. Finally, the advantages summarized
in Table 4 are validated:

θ = β l. (42)

VII. CONCLUSION

This study proposes a method for extracting the rela-
tive permittivity of cables that more closely reflects their
actual properties. Compared to the traditional open-end
coaxial line structure, we adopt an extruding machine to
injection-mold the insulator, resulting in a device with
virtually no air gaps. During the measurement process,
manufacturing tolerances in the production of the sam-
ple and the actual length of the coaxial cables introduce
variability. Additionally, inconsistencies in the size of
solder joints between the coaxial cable and SMA con-
nectors further contribute to de-embedding errors. To
address these challenges, we present an improved ver-
sion of the 2X-Thru de-embedding method and conduct
comparative evaluations. The proposed method signifi-
cantly reduces numerical errors, offering a more reliable
approach for accurately extracting material parameters in
practical applications. Results indicate that as the mea-
sured cable length increases, the extracted values con-
verge within a narrower range, and the occurrence of
spikes is reduced. This improvement may be attributed to
the greater impact of calibration object discrepancies and
cable manufacturing tolerances when the cable size is
smaller. However, as the cable length increases, the non-
ideal effects become more evenly distributed, resulting in
smoother and more stable material parameter extraction.
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Abstract – This paper investigates the effect of aug-
mented rail geometry on rail gun key parameters such as
mutual inductance gradient between the main and aug-
mented rail (M’), maximum current density, and maxi-
mum magnetic flux density distribution in the rail cross-
section, as well as repulsive force acting on the rails. The
research study was conducted using a rectangular main
rail with several augmented rail designs, including rect-
angular T, rectangular E, rectangular U, rectangular Con-
vex, and rectangular Concave under inward and outward
modes. The ANSYS MAXWELL 2-D eddy current field
solver, which computes the magnetic field distributions
for a given configuration using the finite element method,
was used to calculate the rail gun essential parameters.
Using the obtained results, a comparison study was con-
ducted. It was found that the rectangular main rail with
the inward circular convex augmented form rail cross-
section had a greater value of M’ than other geome-
tries; hence, it could be utilized to increase the armature’s
velocity.

Index Terms – Current density, magnetic flux density,
mutual inductance, repulsive force, velocity.

I. INTRODUCTION

One weapon technology that can be utilized to
increase the projectile’s velocity is the rail gun [1]. In
order to accelerate the projectile with a faster veloc-
ity, the rail gun must overcome numerous obstacles and
hurdles during design and construction [2]. Getting a

greater electromagnetic force on a projectile to increase
its acceleration and velocity is one of the primary issues
in rail gun design.One of the traditional ways to increase
force on the armature is to typically excite the rails with
a high current magnitude for a brief period of time. This
results in an uneven current density distribution in the
rail and armature, which damages the rail and arma-
ture because it increases local heat and erosion in the
rails [3].

Increasing the inductance gradient of the rails is
another method of increasing the projectile’s accelera-
tion in a traditional rail cannon. This is a crucial element
in rail gun design because it directly affects the force
applied on the projectile [4, 5].

The dimensions, shape, and material properties
of the rail all affect the inductance gradient values.
Using analytical and computational techniques, numer-
ous researchers have proposed different rail shapes in the
past year to raise the inductance gradient value of the
rails [6–12]. Researchers discovered that attaining a uni-
form current density distribution in the rail is the primary
challenge in rail gun design. Therefore, without reducing
the armature force with uniform current density distribu-
tion the researchers followed one of the advanced tech-
niques is the augmented rail gun, as seen in Fig. 1, which
involves connecting extra rails to the main rails either in
series or parallel to create an additional magnetic field
between them. This lowers the current flowing to the
rail and helps to accelerate the projectile with a higher
velocity [13].
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Fig. 1. Basic rectangular augmented rail gun [14].

The railgun Lorentz force is determined by

F =
1
2

L′I2. (1)

For an improved rail gun, the electromagnetic force
operating on the armature is [15]

F=
1
2

L
′
I2
M+M′IMIA, (2)

where IA is the current flowing through the augmenting
rail, M’ is the mutual inductance gradient between the
main rail and the augmenting rail, IM is the electrical
current flowing through the main rail, F is the armature’s
accelerating force, and L’ is the main rail’s inductance
gradient. The force acting on the armature is directly pro-
portional to the L’ and M’, according to the equation.
Since the M’ value is dependent on the dimensions and
shape of the main and augmented rail, research has been
conducted in recent years to raise the M’ value by alter-
ing these elements. Simulation and experimentation have
been used in recent years to improve the performance of
augmented rail [14–23].

This study uses the ANSYS MAXWELL 2-D finite
element method to analyze the impact of augmented rail
geometries’ shape on rail gun key design parameters like
L’ and M’, the main rails’ maximum current density dis-
tribution (JMR) and magnetic flux density distribution
(BMR), and the repulsive force acting on the main rails
(FMR) and augmented rails (FAR).

II. GOVERNING EQUATIONS FOR
RAILGUN DESIGN PARAMETER

CALCULATION

When the displacement current is ignored, and
Maxwell’s equations are used to calculate the electric
and magnetic fields [24–26], we have

∇ ×−→
H =

−→
J , (3)

∇ ×−→
E =−∂−→B

∂ t
, (4)

∇ .
−→
B = 0, (5)

∇ .
−→
J = 0, (6)
−→
JC = σ−→

E . (7)
Additionally, in the transitory case, the differential

equation for the magnetic vector potential
−→
A is:

∇×
(

1
μ

∇ X
−→
A
)
= σ

∂
−→
A

∂ t
=

−→
J , (8)

−→
B = ∇×−→

A . (9)
The magnetic flux density, permeability, conductiv-

ity, and impressed current density are denoted by
−→
A , μ,

σ, and J, respectively. The following is the induced eddy
current:

−→
Je = −σ

∂
−→
A

∂ t
. (10)

For the 2-D situation, equation (8) reduces to

∇ .

(
1
μ

∇A
)
− σ

∂
−→
A

∂ t
= −−→

J . (11)

This formula can be used in any 2-D time-varying
scenario that involves non-linear magnetic materials. If J
is a time harmonic excitation with frequency ω (rad/s),
then (10) can be expressed as follows by substituting jω
for ∂/∂ t

∇ .

(
1
μ

∇A
)
− σ jw

−→
A = −−→

J . (12)

Solving this equation yields magnetic vector poten-
tial (A). B may be derived from (8). The magnetic energy
per length is then determined using

Wm =
1
2

∫∫ ∣∣∣∇×−→
A
∣∣∣2

μ
ds. (13)

This is the force exerted to the armature and may be
expressed as

F = Wm =
1
2 ∑

i

1
μi

∣∣∣−→Bi

∣∣∣Si, (14)

where i is the element index and Si is the area of the
ith element. The inductance gradient L’ is defined as the
ratio of magnetic energy per length to current squared.
Then, using equations (14) and (1), we may write:

L
′
=

2F
I2 , (15)

the equation we used to calculate the inductance gradi-
ent, L

′
.

III. THE EFFECT OF AUGMENTED RAIL
GEOMETRY ON RAIL GUN DESIGN

PARAMETERS
A. Validation of basic rectangular augmented rail gun

To examine the effect of augmented rail geome-
try form on rail gun design parameters, the ANSYS
Maxwell is first validated by simulating the 2-D basic
rectangular augmented rail gun as shown in Fig. 2.

The main rails (MR) and augmented rails (AR) are
assumed to supply a current of 250 kA with a maximum
frequency of 2000 Hz. In Fig. 2 the cross indicates the
current supplied to the rail is passes into the rail and
the dot indicates the current comes out of the rails. The
main rail height (HM), width (WM), and rail separation
(SM) are assumed to be 15 mm, 30 mm, and 10 mm,



KUMAR, MURUGAN, LYDIA, VIMALRAJ: INVESTIGATIONS ON THE INFLUENCE OF AUGMENTED RAIL GEOMETRY 566

Fig. 2. A simple rectangular enhanced rail gun.

respectively. The height and width of the left- and right-
hand augmented rails (HLA and WLA, HRA and WRA)
are considered to be 30 mm and 15 mm, respectively.
The spacing between the main rail and the left and right
augmented rails (SMLA and SMRA) is expected to be 10
mm. The main and supplemental rails are supposed to
be copper with a conductivity of 5.8×107 S. The mag-
netic vector potential (A) at the external border is taken
to be zero.The rail geometry is symmetrical about the
X and Y axes; therefore one-fourth of the rail structure
might be utilized to imitate the rail cannon. In this study,
the rail construction is mimicked without using the sym-
metrical characteristic. The enlarged rail gun geometry
is simulated with ANSYS Maxwell, and the inductance
gradient L’ and mutual inductance M’ are measured to be
0.492 μH/m and 0.225 μH/m, respectively. These values
are consistent with the findings [14].

B. Augmented rail geometry’s impact on various con-
figurations

Several rails augmented geometry designs, includ-
ing the rectangular T, E, Convex, Concave, and U shapes
shown in Figs. 3 and 4, were considered and simulated
in order to assess their impact in this study. The aug-
mented geometry always has an area of 450 mm2, which
is equivalent to the area of a rectangular augmented rail.

Fig. 3. Different types of augmented inward rail geome-
tries.

The dimensions of the rails, for each rail configuration
are in millimeter (mm) which is given in the Fig. 3 and
in order to get the constant cross-sectional area of aug-
mented rail geometry the width of the rail is adjusted.

Fig. 4. Different types of augmented outward rail geome-
tries.

IV. SIMULATION RESULTS

Figures 5 and 6 demonstrate the current density dis-
tribution over rail cross-sections generated from simula-
tions for various shapes of augmented rail geometry. Due
to the symmetrical structure of the rail geometry, only the
upper portion is represented in the illustrations.

Figures 5 and 6 show that the current density dis-
tribution in the rail is not uniform, with the majority
of the current distributed nearer to the surface of the

(a)

(b)

Fig. 5. Continued



567 ACES JOURNAL, Vol. 40, No. 06, June 2025

(c)

(d)

(e)

Fig. 5. Current density distribution over different inwards
augmented rail geometries: (a) rectangular T shape, (b)
rectangular E shape, (c) rectangular Convex shape, (d)
rectangular Concave shape, and (e) rectangular U shape.

conductors, known as the skin effect. It is also discov-
ered that the current density distribution is highest at the
inside surface edges of the main rail and the outer sur-
face edges of the enhanced rail.This results in substantial
ohmic losses at the surface of the rail cross-section, as
well as non-uniform temperature distribution in the rail,
which causes damage. This can be adjusted by adjusting
the current provided to enhanced rails. Tables 1 and 2
demonstrate the rail gun essential design characteristics
acquired from simulations for various rail augmented rail
geometries under inward and outward situations.

Tables 1 and 2 show that adding augmented rail
and modifying the shape of its cross-section has no
effect on the value of the main rail’s inductance gra-

(a)

(b)

(c)

(d)

Fig. 6. Continued
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(e)

Fig. 6. Current density distribution over different out-
wards augmented rail geometries: (a) rectangular T
shape, (b) rectangular E shape, (c) rectangular Convex
shape, (d) rectangular Concave shape, and (e) rectangu-
lar U shape.

Table 1: Rail gun key design characteristics for various
inwardly enhanced rail cross-sections
Augmented

Rail Shape

L’

(μH/m)

M’

(μH/m)

JMR

(× 10
10

)

(A/m2)

JAR

(× 10
9
)

(A/m2)

BMR
(Tesla)

BAR
(Tesla)

FMR
& FAR
(kN)

Rectangular 0.492 0.225 1.065 9.236 9.12 7.84 110.9
T 0.492 0.256 1.097 9.226 9.40 7.78 132.02
E 0.492 0.218 1.047 9.144 9.04 7.89 97.64

Convex 0.492 0.263 1.115 9.22 9.97 7.92 142.7
Concave 0.492 0.207 1.042 9.266 9.26 8.23 84.03

U 0.492 0.215 1.05 9.284 9.00 8.02 93.01

Table 2: Rail gun key design characteristics for various
outwardly expanded rail cross-sections
Augmented

Rail Shape

L’

(μH/m)

M’

(μH/m)

JMR

(× 10
10

)

(A/m2)

JAR

(× 10
9
)

(A/m2)

BMR
(Tesla)

BAR
(Tesla)

FMR
& FAR
(kN)

Rectangular 0.492 0.225 1.065 9.236 9.12 7.84 110.9
T 0.492 0.221 1.063 8.183 9.13 7.08 105.3
E 0.492 0.214 1.047 9.474 8.98 8.18 92.05

Convex 0.492 0.223 1.07 7.98 9.15 7.35 103.3
Concave 0.492 0.213 1.04 9.56 9.34 8.5 90.8

U 0.492 0.217 1.06 9.50 9.11 8.05 105

dient, whereas other rail gun critical design parameters
are altered by the augmented rail shape change. Table 1
shows that M’ values are higher for the rectangular T
and Convex augmented rail geometries. This may be due
to the rail bulging inwards which decreases the separa-
tion between the main and augmented rail. The rectan-
gular Convex augmented rail geometry has a high mutual
inductance (0.263 μH/m) compared to other structures.
However, the current density and magnetic flux den-
sity distribution over the rail cross-section, as well as
the repulsive force acting on the rails, are higher. It is
also observed that the repulsive force acting on the main

rail and enhanced rail is the same for each rail cross-
section, indicating that the repulsive force operating on
the rail is primarily determined by the current flowing
through the rails rather than the distance between the
rails.Tables 1 and 2 show that M’ values are lower for
all configurations when compared to the basic rectangu-
lar augmented rail geometry in the outward mode. As a
result, the rectangular Convex enhanced rail geometry in
inward mode might be used to increase the armature’s
velocity.

V. CONCLUSION

This research investigates the effect of modifying
the form of an augmented rail cross-section on rail
gun critical design parameters using the finite element
approach. Rail gun essential design characteristics are
estimated for several enhanced rail geometries, includ-
ing rectangular T shape, rectangular E shape, rectangu-
lar U shape, rectangular Convex, and rectangular Con-
cave, in both inward and outward modes. A detailed
comparison analysis was performed utilizing the col-
lected results, and it was discovered that the M’ value is
higher in values for inward mode that enhanced the rail
geometry when compared to outward mode. When com-
pared to the standard rectangular augmented rail geom-
etry, the rectangular T shape and rectangular Convex
augmented rail geometries have greater M’ values. As
a result, the rectangular Convex enhanced rail geometry
in inward mode might be used to increase the armature’s
velocity.
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