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Numerical Examinations of the Stability of FDTD Subgridding 
Schemes 

 
Shumin Wang 
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Abstract − The stability of two-dimensional 
Finite-Difference Time-Domain subgridding schemes 
was numerically examined. Both the same-time-step and 
the multiple-time-step schemes were considered. Results 
show that the multiple-time-step subgridding scheme is 
late-time unstable due to larger-than-unity eigenvalues. 
As to the same-time-step subgridding schemes, stability 
is related to the treatment of corner regions.  
 
Keywords − FDTD method, subgridding, stability. 
 

I.   INTRODUCTION 
 

Since the Finite-Difference Time-Domain (FDTD) 
method was introduced [1],[2], a major challenge is 
modeling locally fine structures and/or field singularities. 
To model fine features or resolve rapid field variations, 
small cells are required and the overall computational 
cost can be prohibitive by using the traditional FDTD 
method.  

One attractive solution is subgridding, i.e., fine 
meshes are employed wherever needed and the rest of 
the computational domain is discretized by coarse 
meshes. The early version of subgridding applies the 
FDTD method twice in different regions, where the 
results in coarse region are used as boundary conditions 
for fine regions [3]. Due to the lack of timely feedback 
from fine regions, this approach only yields better results 
in fine regions. To improve the accuracy, fine regions 
are embedded into coarse regions and the timely 
feedback is provided by field coupling on boundaries [4]. 
In this scheme, two methods are possible to 
accommodate the stability requirement imposed by fine 
region cell size. One is to use the same time step (STS) 
size, which is dictated by the fine region cell size, in both 
regions. The other is to use different time step sizes 
determined by coarse and fine region cell sizes 
respectively. Thus one time step in coarse region 
corresponds to multiple time steps (MTS) in fine region. 
Accordingly, temporal interpolation is required for field 
coupling on the boundaries. 

Despite the various accuracy-enhancement procedures 
[5]-[8], FDTD subgridding methods are notorious for 

their late-time instability, which typically happens after 
many iterations. To address this issue, spatial reciprocity 
on coarse-fine region boundaries has proposed as a 
necessary condition to achieve late-time stability [9]. 
However, its effectiveness remains unclear. In this paper, 
we provide numerical examinations of its sufficiency for 
both the STS and the MTS subgridding schemes.  

The dominant eigenvalues of the system amplification 
matrices are examined as a key measure of stability. 
Meanwhile, corresponding numerical simulations are 
carried out for sufficient time steps to check the actual 
late-time behavior. For simplicity, 2D TEz wave was 
examined. The subgridding refinement ratio is 3:1. The 
odd ratio results in collocated coarse-fine region 
boundary values in space and in time. For other 
subgridding ratios, the analysis follows the same 
procedure. We note that the main purpose of this paper is 
to provide first-hand numerical examinations. 
Theoretical explanations are given tentatively based on 
known theories.  

This paper is organized as follows. Section II presents 
the methodology and describes the numerical tests. 
Section III verifies the approach by the regular FDTD 
scheme. Sections IV and V show the results of the STS 
and the MTS schemes, respectively. Finally, conclusion 
remarks are drawn in section VI.  
 

II.   METHODOLOGY 
 
The stability of FDTD subgridding schemes was first 

studied by the dominant eigenvalues of the system 
amplification matrices [2]. In the discretized Maxwell’s 
equations  
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[A] denotes the system amplification matrix. To verify 
the late-time behavior, simulations were carried out 
inside Perfect Electric Conducting (PEC) boxes of 
various sizes. A magnetic point source near the 
lower-left corner was excited and the electric field at 
another location was monitored at each time step. The 
source is a differentiated Gaussian pulse and its peak 
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magnitude is less than one. Therefore, the observed 
electrical field magnitude should not be larger than one 
in a stable simulation. Whenever the above condition is 
violated, we claim that a simulation is unstable and that 
time step is recorded as the “critical point”. Otherwise, 
the most recent observations were checked after ten 
million time steps. If they do not show any sign of 
growth, a scheme is claimed as numerically stable.  

The fine region is placed at the center of the com-
putational domain, which is denoted by m × n, where m 
is the distance from the fine region boundary to the outer 
boundary of the entire computational domain and n the 
size of the fine region, both are in terms of the coarse 
region cell size.   

We note that the maximum possible value at the 
observation is different with respect to different com-
putational domain sizes. The “critical point” only 
indicates instability and its value should not be in-
terpreted in the same way for different computational 
domains. Due of limited resources, we only considered 
small computational domains. However, stability is 
usually characterized asymptotically by assuming an 
infinitely large one. To examine the differences and 
verify our approach, we first study the regular FDTD 
method. 

  
III.   THE REGULAR FDTD METHOD 

 
Figure 1 shows the dominant eigenvalues of the 

system amplification matrix of the regular FDTD 
method as a function of the Courant-Friedrichs-Levy 
(CFL) number, which is defined by hvt p ∆∆ /2 . Here, vp 
is the phase velocity, ∆h is the cell size and ∆t is the 
time-step size. The computational domain size is de-
noted by m × n in terms of cells, where m represents the 
length and n represents the width.  

It is interesting to notice that simulations of very small 
computational domains can be stable even with a larger 
than one CFL number. For a 3 × 3 PEC box, the largest 
stable CFL number reaches to 1.15 (the CFL numbers 
are resolved to 0.01 in this article). As the computational 
domain size increases, the largest stable CFL number 
drops rapidly and becomes one when the computational 
domain size is equal to or larger than 12 × 12. These 
results were confirmed by simulations.  

The above observations can be understood by the 
asymptotic nature of theoretical stability analysis, which 
only considers the worst case in the Von Neumman 
analysis [2]. It is well known that the time step size of 2D 
FDTD simulations is restricted by 
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where kx and ky are associated with the discrete Fourier 
modes [10] and the worst case is kxh = kyh = (2n+1)π. In 
an infinitely large computational domain, there are 
infinite Fourier modes including the above worst case. 
When the computational domain size is limited, the 
discrete Fourier modes that can possibly exist are limited 
and they may not include the worst case. The stability 
condition determined directly by the dominant 
eigenvalues of small computational domains can be 
different from that of the Von Neumman analysis. 
Therefore, multiple tests with increasing computational 
domain sizes are suggested to estimate the asymptotic 
behavior of numerical stability.  
 

 
 

Fig. 1. Dominant eigenvalues of the system 
amplification matrix of the regular 2D FDTD 
method according to different CFL numbers and 
computational domain sizes.  

 
 

IV.    THE STS SUBGRIDDING SCHEME 
 
In general, we can write the STS scheme as  
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where 2/1+nU contains all coarse region unknowns and 
2/1+nu contains all fine region unknowns, both at the 

current time step. ACC represents how the coarse region 
uses the previous coarse region values, ACF represents 
how the coarse region uses the previous fine region 
values, AFC represents how the fine region uses the 
previous coarse region values and AFF represents how 
the fine region uses the previous fine region values.  

Figures 2 and 3 depict a regular coarse-fine region 
boundary and a corner region respectively. In order to 
calculate the fine region boundary electric field, e.g. ey1, 
we need the coarse region magnetic field, e.g. h’z1. To 
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recover the missing values due to boundary truncation, 
the following linear interpolation is employed [8],  

211 3
1

3
2

zzz HHh +=′   ,                        (4) 

212 3
2

3
1

zzz HHh +=′  ,                         (5) 

23 zz Hh =′ .                                   (6) 
Instead of being half-cell away from the boundary 
electric field, the recovered magnetic field is 1.5-cell 
away. To keep at least first-order accuracy in space, we 
employed the unbalanced differencing scheme to update 
the boundary electric field, e.g., 
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where ∆h is the fine region cell size. When calculating 
the coarse region boundary magnetic field, e.g. Hz2, we 
need the electric field along the coarse-fine region 
boundary, e.g. Ey2. They are obtained by enforcing 
spatial reciprocity [9], i.e., 

( ) ( ) 



 ++++= 342512 3

2
3
1

3
1

yyyyyy eeeeeE .  (8) 

Note that the coarse region boundary magnetic field is 
calculated by central differencing scheme in the layout 
shown in Fig. 2. Another choice is to extend the fine 
region 1/3 coarse cell (or one fine cell) to the left, i.e., 
overlapping the coarse and fine regions by one fine cell. 
In that case, the coarse region boundary magnetic field is 
calculated by unbalanced differencing and the fine 
region boundary electric field is calculated by central 
differencing. Since unbalanced differencing scheme is 
first-order accurate, choosing fine region boundary 
electric field to be calculated by unbalanced differencing 
scheme is apparently more accurate.  

As we shall see, the real difficulty is to treat corners, 
e.g., h’z1 and in h’’z1 Fig. 3, by imposing spatial 
reciprocity. If we write  

321311 3
1

3
2,

3
1

3
2

zzzzzz HHhHHh +=′′+=′ ,     (9) 

the coarse region boundary electrical field can be ob-
tained by spatial reciprocity as,  

133133 9
1,

9
1

yyyxxx eEEeEE +=+= .            (10) 

This apparently introduces errors when calculating Hz3 
(also Hz1 and in Hz2). To improve the accuracy, other 
corner layouts can be applied by shifting the fine region 
boundary field components and violating the reciprocity. 
Since spatial reciprocity is our major concern, we 
employ the layout shown in Fig. 3 and refer to it as 
“reciprocal with corner” treatment.  

 
Fig. 2. The coarse-fine region boundary. 
 

 
Fig. 3. The coarse-fine region boundary at a corner. 
 
Alternatively, one may simply ignore corners and write 

2111 , zzzz HhHh =′′=′ .                         (11) 
This can be physically interpreted as treating Hz1 and Hz2 
as the average in those cells. In the following, we refer to 
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this as “reciprocal without corner” treatment.  
 
A.  Reciprocal with Corner  

An example of the system amplification matrix is 
illustrated in Fig. 4, which corresponds to a “3 × 3” 
subgridding region. The dominant eigenvalue of this 
example is 1.420754 when the CFL number is 1.03. As 
we decrease the CFL number, the dominant eigenvalue 
drops quickly and becomes 1.0 when the CFL number is 
1.01. We further calculated the dominant eigenvalues of 
subgridding schemes with larger computational domain 
sizes (up to “10 × 10”). It was found that the results are 
all 1.0 when the CFL number is 1.0.  

Although the dominant eigenvalues do not show any 
sign of instability for CFL=1, numerical simulations 
were unstable for all computational domains being 
tested. Moreover, the instability does not happen late. 
For example, the “3 × 3" case became unstable after 360 
time steps. The “9 ×10" case is the most stable one, 
which only runs stably for 3689 time steps. This example 
shows that enforcing spatial reciprocity on coarse-fine 
region boundaries is not a sufficient condition for 
stability in general. 
 

 
Fig. 4. An example of the system amplification matrix of 

the “reciprocal with corner” treatment.  

B.   Reciprocal without Corner  
The same set of subgridding layout was examined. 

The system amplification matrices look similar to Fig. 4. 
The dominant eigenvalue of the “3 × 3” case is 1.420752 
when the CFL number is 1.03. As we decrease the CFL 
number, the dominant eigenvalue drops quickly and 
becomes 1.0 when the CFL number is 1.01. For 
subgridding schemes with larger computational domain 

sizes (up to “10 ×10”) the dominant eigenvalues are all 
1.0 when the CFL numbers are 1.0. 

Contrary to the previous case, numerical simulations 
were stable with ten million time steps for all 
computational domains being tested.  
 

V.   THE MTS SUBGRIDDING SCHEME  
 

The major difference between the STS and the MTS 
subgridding schemes is the timing procedure involved in 
the latter case. Figure 5 illustrates the case where one 
coarse-region time-step corresponds to three fine-region 
time-steps. When calculating en and en+1/3 in fine region, 
we need Hn-1/6 and Hn+1/6 in coarse region for spatial 
interpolation. Also, when calculating Hn+1/2 by imposing 
reciprocity, we need en in fine region. These two 
requirements make accurate temporal interpolation, i.e., 
obtaining Hn-1/6 and Hn+1/6 by Hn-1/2 and Hn+1/2, difficult 
to implement if special reciprocity has to be enforced. 
One solution is to use temporal extrapolation, i.e., ob-
taining Hn-1/6 and Hn+1/6 by Hn-1/2 and Hn-3/2, etc. 
Alternatively, one may also use Hn-1/2 for Hn-1/6 and 
Hn+1/6 [9], which is frequently referred to as Zeroth 
Order Hold (ZOH) in digital signal processing [11]. 
ZOH inevitably introduces spectrum distortion to input 
signals. However, we chose ZOH because temporal 
extrapolation is more prone to instability in practice.  

The implementation of the above timing procedure 
results in the following set of equations, 
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where all symbols have the same meaning as in equation 
(3). Accordingly, the system amplification matrix is 
written as 
 

( ) 







⋅++

⋅⋅+
= 32 1 FFFCFFFF

FFCFFCCFCC

AAAA
AAAAA

A .      (16) 

 

Figure 6 illustrates the amplification matrix of the “3 
× 3” case. Figure 7 shows the dominant eigenvalues vs. 
the CFL numbers for different sizes of computational 
domain and subgridding region. As we see, the dominant 
eigenvalues are always larger than 1.0 regardless of the 
CFL number. As the size of computational domain 
increases, the dominant eigenvalue for a given CFL 
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number decreases but never reaches 1.0. Numerical 
simulations further verified the above results, where the 
recorded “critical points” are shown in Fig. 8. These 
results correspond to the dominant eigenvalues in Fig. 7 
well.  
 

 
 

Fig. 5. Timing of the MTS subgridding scheme, where 
superscripts denote the time-step.  

 

 

 
Fig. 6. An example of the system amplification matrix of 

the MTS subgridding scheme.  

The MTS scheme is more efficient than the STS 
scheme. As demonstrated in Fig. 7, the dominant 
eigenvalues decrease with either an increasing com-
putational domain size or a decreasing CFL number. 
Thus in practice, one may delay the late-time instability 
by either decreasing the CFL number or by increasing 
the computational domain size. 
 

 
Fig. 7. Dominant eigenvalues of the MTS subgridding 

scheme.   

 
Fig.  8. “Critical points” of the MTS subgridding 

scheme with different computational domain 
sizes and different CFL numbers. 

 
VI. CONCLUSIONS  

We numerically examined the stability of both the 
STS and the MTS FDTD subgridding schemes. For the 
STS schemes, it was shown that enforcing spatial 
reciprocity does not guarantee stability in general, 
especially when corners must be handled in a reciprocal 
manner. As to the MTS subgridding schemes, the system 
is unstable due to eigenvalues that are out of the unit 
circle. Some practical considerations were also given 
with regard to the use of FDTD subgridding schemes. 
Future work involves developing stable FDTD 
subgridding schemes.  
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Abstract  − This paper investigates fast electromagnetic 
field analysis on parallel computers mutually integrated 
by means of Grid computing technology. To utilize the 
heterogeneous parallel computation environment, we 
introduce four parallelized ICCG solvers: the block 
ICCG, load-balanced block ICCG, algebraic block red-
black ordering, and recursive reordering methods. These 
solvers are evaluated in a finite edge-element eddy-
current analysis on integrated parallel computers. 

I. INTRODUCTION 
Grid computing technology is one of the latest and most 
important technologies in the area of high-performance 
computing (see, e.g., [1]). The technology provides 
various functions related to computing, some of which 
have the possibility to significantly impact 
electromagnetic field computations. For example, access 
to non-limited computer resources enables much larger-
scale numerical electromagnetic field simulation to be 
performed than with conventional analysis. 

 
This paper investigates efficient utilization of 
heterogeneous parallel computation environments, which 
involve multiple parallel computers, on a finite-element 
electromagnetic field analysis. These computational 
environments are fundamental parts of the Grid 
computing technique. Here, we use the Globus toolkit 
that is a standard middleware for Grid computing and the 
MPICH-G communication library [2], [3]. These two 
tools provide us with easy access to the integrated multi-
computer environment, in which standard MPI-based 
programs can be run. In this paper, we focus on a solution 
of a linear system of equations in a finite-element 
analysis, which is the most time-consuming part in whole 
FEM-based analysis. 

 
This paper examines four parallelized ICCG (Incomplete 
Cholesky Conjugate Gradient) [4] solvers in a 
heterogeneous parallel computation environment. The 
ICCG method is the most popular solver for a linear 

system of equations arising in electromagnetic field 
analyses. While there are several parallelization ways of 
the ICCG method [5], [6], we focus on four techniques 
that have an advantage in communication cost. For 
example, the multi-color ordering method [7] that is one 
of conventional parallel ICCG methods needs much 
communication between processors. The first solver is the 
block ICCG method [8], which is based on localized 
incomplete factorization, and has the advantage of no 
communications in parallelized substitutions. The second 
solver is the load-balanced block ICCG method, in which 
a load-balancing technique is applied to the block ICCG 
method. The third solver is the algebraic block red-black 
ordering method [9], which has a superior convergence 
rate. The forth solver is the newly presented recursive 
reordering method. In this technique, in order to utilize 
both site-by-site and processor-by-processor parallelisms 
in integrated multi parallel computers, reordering 
techniques are recursively applied. While there are many 
variations in choosing reordering methods, we use 
algebraic block red-black ordering and multi-color 
ordering. This paper investigates parallel performance of 
these solvers in a multi parallel computer environment. 

II.  PARALLEL ICCG SOLVERS 
The present paper solves a linear system of equations 
having a positive or semi-positive definite symmetric 
coefficient matrix arising in finite element 
electromagnetic field analyses. To efficiently utilize the 
Grid computing environment, we use four parallel ICCG 
solvers for solving this linear system: 1) Block ICCG 
method, 2) Load-balanced block ICCG method, 3) 
Algebraic block red-black ordering method, 4) Recursive 
reordering method. We briefly describe the procedure for 
each solver, while paying special attention to parallel 
processing of forward and backward substitutions. Other 
kernels of the ICCG method are easily parallelized. 
 
A.  Block ICCG Method 
The block ICCG method is a well-known parallelization  

Parallel ICCG Solvers for a Finite-Element Eddy-Current Analysis 
on Heterogeneous Parallel Computation Environment 

T. Iwashita1, M. Shimasaki2, and J. Lu3 
1Academic Center for Computing and Media Studies, Kyoto University, Japan 

2Graduate School of Engineering, Kyoto University, Japan 
3School of Microelectronic Engineering, Griffith University, Australia 

iwashita@media.kyoto-u.ac.jp, simasaki@kuee.kyoto-u.ac.jp, J.Lu@griffith.edu.au 

1054-4887 © 2007 ACES

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007 195



 
 

Proc. 1

Proc. 2

Proc. 3

 
 

Fig. 1. Preconditioning matrix in block ICCG method (3 
Processors). 
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Fig. 2. Preconditioning matrix in load-balanced block 

ICCG method (3 Processors). 
 
 

technique for incomplete Cholesky factorization 
preconditioning. The global matrix is divided into 
multiple parts that are distributed into processors. Since 
matrix entries between different processors are ignored in 
incomplete factorization, its preconditioning matrix can 
be treated in parallel among processors. Figure 1 shows 
the form of a preconditioning matrix in the block ICCG 
method. Forward and backward substitutions are 
performed in parallel without communications. Therefore, 
this method has an advantage in its communication cost, 
and is suitable for parallel computation environments 
based on lower grade network systems. However, the 
block ICCG method often suffers from a decline in 
convergence rate due to ignored matrix entries. 
 
B.  Load-Balanced Block ICCG Method 
The load-balanced block ICCG method is the enhanced 
version of the block ICCG method. In a heterogeneous 
parallel computation environment, load-balancing often 
plays a key role. While there are several load-balancing 
techniques, our implementation method is: first, we 
execute a few iterations of the normal block ICCG 
method to obtain information about the computation 
environment. While we can use processor information 
obtained via Globus functions, we use performance data 
based on the actual execution. This is mainly because 

finite element electromagnetic field analysis is generally 
too complex to predict its computational time using 
limited information about processors. Next, the 
computational efforts on each processor are balanced by 
means of this performance information. The size of the 
block assigned to each processor is adjusted to the 
processor performance. Finally, block incomplete 
factorization is performed on each processor in parallel. 
Forward and backward substitutions are also parallelized 
in the same way as the block ICCG method. Fig. 2 depicts 
a preconditioning matrix in the load-balanced block 
ICCG method. 
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Fig. 3. Coefficient matrix in algebraic block red-black 
ordering method.  
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Fig. 4. Coefficient matrix in recursive reordering method.  
 

C.  Algebraic Block Red-Black Ordering Method 
Reordering (parallel ordering) technique is one of the 
most popular techniques for parallel processing of the 
ICCG method. The algebraic block red-black ordering 
method, which is a relatively new technique, was 
proposed in [9]. In this method, a set of unknowns are 
divided into multiple groups (blocks). A well-known red-
black ordering scheme is applied to the blocks. This 
method has two major advantages. The first advantage is 
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in its high convergence rate, which is generally higher 
than the block ICCG method, especially when the number 
of processors is increased. The second advantage is the 
low communication cost. In this method, only one 
synchronization point exists in parallelized forward (or 
backward) substitution. Although its communication cost 
is larger than the one of the block ICCG method that 
requires no communication in substitution, it is smaller 
than other reordering techniques, for example, multi-color 
ordering. Figure 3 shows a sample of reordered matrix 
based on algebraic block red-black ordering. 
 
D.  Recursive Reordering Method 
In a Grid computing environment, the distance between 
computers is often significantly large. When multiple 
parallel computers far from each other collaborate with an 
analysis, the external computer-to-computer network has 
a large performance degradation compared with an 
internal network among processors in each parallel 
computer. The recursive reordering method is proposed 
for this computation environment. First, we reorder the 
coefficient matrix in order to distribute data and 
computations to each site. In this first reordering, the 
parallel ordering method that has an advantage in its 
communication cost is preferable. Next, in each parallel 
computer, another reordering technique is recursively 
applied to the distributed part of the coefficient matrix. 
The parallel ordering method that has fast convergence is 
appropriate to the second reordering technique. In our 
analysis, we use algebraic block red-black ordering and 
multi-color ordering for the first and the second 
reordering techniques, respectively. Figure 4 depicts the 
reordered matrix in the recursive reordering technique. In 
the implementation of the method, a hybrid programming 
tool is required; in the present analysis we use Open MP 
API (application programming interface) for internal 
parallel processing in each site, while the MPICH-G 
library is used for communications between different 
sites. 

III. RESULTS 

A.  Test Model and Computation Environment 
In the present analysis, we use the IEEJ standard 
benchmark model of 3-D eddy current analyses [10]. The 
analyzed model is discretized by first-order brick-type 
edge elements. Table I lists the discretization data. The 
electromagnetic field equations are solved by using the 
Galerkin method with A-formulation and the backward 
time difference method. The generated linear system of 
equations is solved by means of the shifted ICCG method. 
 
The present analyses were implemented on two parallel 
computers connected via a Giga-bit local area network 

(see Fig. 5). Both computers are SMP-type parallel 
computers based on SPARC-compatible processors. First 
one is a Fujitsu HPC2500, and its peak performance is 5.2 
GFlops per processor element. The second is a Fujitsu 
GP7000F model 900, and its peak performance is 1.2 
GFlops per processor element. We used Globus 2.0 for 
the GRID computing middleware and MPICH-G 1.2.4 for 
MPI communications between the parallel computers. 
The parallelized program code is written by using 
FORTRAN and MPI. In the implementation of the 
recursive reordering method, we also use Open MP. The 
convergence criterion of the ICCG method is given by 
||r||2/||b||2 < 10-7, where r and b are the residual vector and 
the right-hand side vector of the linear system, 
respectively. 
 

GP7000F  HPC2500

Giga bit
 network

CPUs CPUs

 
 
Fig. 5. Computation environment. 
 
Table I. Discretization data. 
 

Number of volume elements 327680 
Number of nodes 342225 

Number of unknowns 1011920 
Time step 1 msec 

 

B.  Parallel Performance 
Tables II-V list the number of iteration and the elapsed 
time in the four solvers. In the case of the block ICCG 
method, the elapsed time is reduced by increasing the 
number of processors. It is also indicated that the effect of 
the faster processor (HPC2500) is more significant than 
that of the processor of the GP7000. This result is caused 
not only by the performance difference between 
processors but also by the difference of the internal 
network performance. In the block ICCG method, the 
number of iterations is affected by the total number of 
processors. Table II shows that an increased number of 
processors leads to a decline in convergence. 
Accordingly, when more processors are used, the method 
may suffer from further convergence deterioration.  
 
The results of the load-balanced block ICCG method are 
examined next. Table VI lists the elapsed time in one 
iteration of the block ICCG method and the load-balanced 
block ICCG method. It is shown that the load-balancing 
technique effectively reduces computational time in all 
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cases. However, in Table III, the load-balanced block 
ICCG method does not always obtain a better result than 
the normal block ICCG method. This is due to a side-
effect of the convergence rate of the load-balancing 
technique. Since the block size assigned to a processor is 
dynamically changed, the preconditioning effect, i.e., the 
number of iterations may change in each execution of an 
analysis. While the side-effect also has the possibility of 
improving convergence, it does however cause a decline 
in convergence in the present analysis. Since the side-
effect depends on the problem to solve, it should be 
examined before any given production run. 
 
Next, we examine the results of the algebraic block red-
black ordering method. Table IV indicates that the 
algebraic block red-black ordering technique has a better 
convergence rate than the block ICCG method. This 
superior convergence has been reported in [9]. However, 
it is shown that the elapsed time of the present method is 
longer than that of the block ICCG method. This is due to 
overheads of the communications between the two 
computers. Accordingly, the algebraic block red-black 
ordering method suffers from a trade-off problem 
between convergence and time of the present method is  
 
Table II. Results of block ICCG method. 

# of CPUs 
on 

GP7000 

# of CPUs 
on 

HPC2500 

Number of 
iterations 

Elapsed 
time (sec) 

1 1 468 1160 
1 2 515 997 
1 3 525 825 
2 1 515 912 
2 2 526 808 
2 3 554 787 
3 1 525 1080 
3 2 553 1203 
3 3 545 753 

 
Table III. Results of load-balanced block ICCG method. 

# of CPUs 
on 

GP7000 

# of CPUs 
on 

HPC2500 

Number of 
iterations 

Elapsed 
time (sec) 

1 1 656 1088 
1 2 520 651 
1 3 563 610 
2 1 672 995 
2 2 723 878 
2 3 724 797 
3 1 783 1177 
3 2 853 1357 
3 3 740 904 

 

longer than that of the block ICCG method. This is due to 
overheads of the communications between the two 
computers. Accordingly, the algebraic block red-black 
ordering method suffers from a trade-off problem 
between convergence and communication cost in a Grid 
computing environment. 
 
Finally, we examine the results of the recursive 
reordering technique. In the present analysis, we used 
100-color ordering for the secondary reordering technique. 
An advantage of this method is that the number of 
iterations does not depend on the total number of 
processors. However, Table V indicates that the recursive 
reordering method cannot obtain a satisfactory solver 
performance. This is mainly due to an overhead of multi-
thread parallel computation, which is a synchronization 
cost among processors. In particular, since the GP7000F 
computer is not equipped with a hardware barrier 
function, the synchronization cost is large, which results 
in the deterioration of the total solver performance. In 
future, when the synchronization function has been 
improved, this method is expected to obtain a far better 
solver performance. 
 
In the present analysis, the block ICCG method, in most 
cases, showed the best performance among the four 
solvers. This result implies that communication cost is 
often more significant than convergence in 
electromagnetic field analyses in a Grid computing 
environment. On the other hand, the numerical results 
indicate that the load-balancing technique is effective for 
reducing computational time of one iteration. The load-
balanced block ICCG method obtained the best solver 
performance among all cases when one GP7000F 
processor and three HPC2500 processors were used. 
However, the load-balancing technique has the possibility  

 
Table IV. Results of algebraic block red-black ordering 

method. 
# of CPUs 

on 
GP7000 

# of CPUs 
on 

HPC2500 

Number of 
iterations 

Elapsed 
time (sec) 

1 1 378 1515 
1 2 374 1214 
1 3 383 1215 
2 1 375 1356 
2 2 383 1205 
2 3 405 1237 
3 1 383 1324 
3 2 405 1323 
3 3 391 1233 

 

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007198



 
 

of suffering the side-effect of deterioration of 
convergence. The algebraic block red-black ordering 
method and the recursive ordering method do not attain 
better solver performances than the block ICCG method 
due to their higher communication costs. Since both 
methods have the advantage of high convergence rates, 
further development of network technology may improve 
their solver performances. 

 
Table V. Results of recursive reordering method. 

# of CPUs 
on 

GP7000 

# of CPUs 
on 

HPC2500 

Number of 
iterations 

Elapsed 
time (sec) 

1 1 504 2792 
1 2 504 2757 
1 3 504 2752 
2 1 504 2330 
2 2 504 2349 
2 3 504 2283 
3 1 504 2181 
3 2 504 2265 
3 3 504 2276 

 
Table VI. Effect of load-balancing technique. (Time in 

one ICCG iteration (sec)) 
# of 

CPUs on 
GP7000 

# of CPUs 
on 

HPC2500 

Block 
ICCG 

method 

Load-
balanced 

block  ICCG 
1 1 2.48 1.66 
1 2 1.93 1.25 
1 3 1.62 1.08 
2 1 1.77 1.48 
2 2 1.53 1.21 
2 3 1.42 1.10 
3 1 2.06 1.50 
3 2 2.17 1.59 
3 3 1.38 1.22 

 

IV. CONCLUSION 
This paper investigates four parallel ICCG solvers in a 
multi parallel computer environment in the context of 
finite element electromagnetic field analyses. The results 
can be summarized as follows: 
• In parallel ICCG solvers for Grid computation 

environment, a reduction of communication cost is 
important for getting satisfactory parallel solver 
performance. Although the block ICCG method is a 
conventional solver, it is effective in a multi 
computer environment due to its lower 
communication cost. 

• The load-balancing technique is effective for the 
reduction of computational time in one ICCG 
iteration. The technique, however, affects the 
convergence rate of the solver. 

• Although the algebraic block red-black ordering and 
the recursive ordering techniques have higher 
convergence rates than the block ICCG method, they 
can not attain better solver performance due to their 
communication or synchronization costs. 

 
Further investigation of electromagnetic field analyses in 
Grid computing environments will be performed in the 
future; numerical tests on larger numbers of CPUs and 
computers will be performed for larger models. 
 

ACKNOWLEDGMENT 
 

A part of this work was supported by MEXT (Japan) 
Grant-in-Aid for Young Scientists (B) (16700060). 
 

REFERENCES 
 

[1] F. Berman, G. Fox, and A. Hey, The Grid: past, 
present, future in Grid Computing. Ed. West Sussex: 
John Wiley & Sons Ltd., pp. 9-50, 2003. 

[2]  I. Foster and C. Kesselman, “The Globus project: a 
status report,” Future Generation Computer Systems, 
vol. 15, pp. 607-621, 1999. 

[3] N. T. Karonis, B. Toonen, and I. Foster, “MPICH-
G2: A Grid-enabled implementation of the Message 
Passing Interface,” Journal of Parallel and 
Distributed Computing, vol. 63, pp. 551-563, 2003. 

[4] J. Meijerink and H. A. van der Vorst, “An iterative 
solution method for linear systems of which the 
coefficient matrix is a symmetric M-matrix,” 
Mathematics of Computation, vol. 31, pp. 148-162, 
1977. 

[5] Y. Saad, Iterative Methods for Sparse Linear 
Systems, Second ed., SIAM, Philadelphia, PA, 2003. 

[6] H. A. van der Vorst and T. F. Chan, “Parallel 
Preconditioning for Sparse Linear Equations,” 
ZAMM. Z. angew. Math. Mech., vol. 76, pp. 167-170, 
1996. 

[7] T. Iwashita and M. Shimasaki, “Algebraic multi-
color ordering for parallelized ICCG solver in finite 
element analyses,” IEEE Trans. Magn., vol. 38, pp. 
429-432, 2002. 

[8] C. Vollaire and L. Nicolas, “Preconditioning 
techniques for the conjugate gradient solver on a 
parallel distributed memory computer,” IEEE Trans. 
Magn., vol. 34, pp. 3347-3350, 1998. 

[9] T. Iwashita and M. Shimasaki, “Algebraic block red-
black ordering method for parallelized ICCG solver 
with fast convergence and low communication 

199IWASHITA, SHIMASAKI, LU: PARALLEL ICCG SOLVERS FOR FEM EDDY-CURRENT ANALYSIS



 
 

costs,” IEEE Trans. Magn., vol. 39, pp. 1713-1716, 
2003. 

[10] T. Nakata, N. Takahashi, T. Imai, and K. Muramatsu, 
“Comparison of various methods of analysis and 
finite elements in 3-d magnetic field analysis,” IEEE 
Trans. Magn., vol. 27, pp. 4073-4076, 1991. 

 
 
 
 
 
 
 

Takeshi Iwashita received the 
M.Eng. degree and the Ph.D. 
degree from the department of 
electrical engineering in Kyoto 
University, Japan, in 1995 and 
1998, respectively. From 1998 to 
1999, he worked as a research 
associate in Kyoto University for a 
Japanese national project (JSPS-

RFTF project) on software for distributed parallel 
computing environment. In 2000, he joined the Data 
Processing Center in the same university. Since 2003 he 
has worked as an associate professor in the Academic 
Center for Computing and Media Studies, Kyoto 
University. From 2003 to 2004, he was a visiting fellow 
of Griffith University in Australia. His research interests 
include high performance computing, linear iterative 
solvers, and electromagnetic field simulations.  
 
 
 
 

Masaaki Shimasaki received the 
M.Eng. degree from Department of 
Electronics and Ph.D. degree from 
Department of Electrical 
Engineering in Kyoto University, 
Japan, in 1968 and 1972, 
respectively. From 1978 to 1989, he 
worked as an associate professor of 
Kyoto University and from 1989 to 

1997 he worked as professor of Kyushu University. Since 
1997, he is a professor of Electrical Engineering of Kyoto 
University. In the 1974-75 academic years, he was an 
associate research scientist, Courant Institute of 
Mathematical Sciences, New York University.  His 
research interests include high performance computing, 
linear iterative solvers, and electromagnetic field 
computation. 
 
 
 
 

Junwei Lu graduated from the 
department of electrical engineering, 
Xian Jiaotong University, China, in 
1976, the M.Eng. degree in electronic 
and computer engineering from the 
National Toyama University, Japan, 
in 1988, and Ph.D., degree in 
electrical and computer engineering 

from the National Kanazawa University, Japan, in 1991. 
From 1976 to 1984, he worked with the Institute of 
Qinhai Electric Power Testing and Research, China, 
where he was involved in the various national research 
projects for electrical power industry. Since 1985 he 
started his new academic study and research in the area of 
computational electromagnetics at the laboratory of 
electrical communications, Toyama University, Japan. 
Since 1988 he worked on the applied computational 
electromagnetics and involved in the development of 
magnetics devices with the laboratory of electrical energy 
conversion, Kanazawa University, Japan. He joined the 
School of Microelectronic Engineering, Griffith 
University in 1992, where he is now an associate 
professor and director of HPCV Lab. His fields of interest 
are computational and visual electromagnetics, EMC 
computer modeling and simulation, high performance 
cluster computing, smart mobile terminal antennas and 
RF/MW devices and circuits, and high frequency 
magnetics.  

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007200



 

A New 3D Ray-Tracing Acceleration Technique for the Analysis of 
Propagation and Radiation in Complex Enviroments 

 
I. González, C. Delgado, F. Saez de Adana, O. Gutiérrez, and M. F. Cátedra 

 
Dept. Ciencias de la Computación. Universidad de Alcalá 

28806 Alcalá de Henares (Madrid), Spain  
Fax: +34 91 885 6646, E-mail: kiko.saez@uah.es 

 
 

Abstract −  A new 3D ray-tracing technique, based on 
the Angular Z-Buffer algorithm, [1] to speed-up 
reflection calculations is presented. The technique can 
be applied to the analysis of propagation in urban or 
indoor environments, or to the computation of radiation 
of antennas on-board complex structures amongst other 
applications. The technique is used in combination with 
the Uniform Theory of Diffraction (UTD) and shows a 
large reduction in CPU-time. 

 
I.    INTRODUCTION 

 
Electromagnetic asymptotic ray-tracing techniques 

like UTD [1] have been used to obtain the electrical 
field at a point or in a direction as the addition of all the 
rays that reach that point or direction: direct, reflected, 
diffracted, etc [1 - 3].  
 

Traditionally complex environments have been 
modeled with facets (hundreds or even thousands of 
them). Most of the CPU-time in the electromagnetic 
analysis is spent determining the facets of the 
environment that obstruct the ray path (shadowing test) 
and/or produce reflection or diffraction. Several ray-
tracing acceleration techniques, such as Space 
Volumetric Partitioning (SVP), Binary Space 
Partitioning (BSP) and Angular Z-Buffer (AZB) have 
been developed which reduce the potential number of 
facets that need checking in the analysis of the 
shadowing of the ray-path [2]. In this way, the CPU-
time required for the shadowing test is reduced. 
However, these techniques have been applied to 
complex environments modeled by flat facets. The 
proposed approach allows reducing the CPU time 
associated to the shadowing test for scenarios modeled 
by the combination or flat and curved facets. Moreover, 
the technique can be applied to the ray paths involved at 
the contribution of any kind of ray. In a reflection for 
instance, the test is performed to check whether any of 
the following ray-paths are obstructed: the path from 
the source to the reflection point and the one from the 
reflection point to the observation point.   
 

Other important task in the ray tracing is to 
determine the flash-points (reflection or diffraction 
points) for each contribution. Although, as mentioned 
above, several fast algorithms have been used to reduce 

the computational cost associated to the shadowing test, 
there is not previous experience in the application of 
these algorithms, for the UTD analysis, to reduce the 
number of potential facets that must be considered in 
the effects of reflection of diffraction. The objective, in 
this case, is to select from all the potential surfaces, 
those which due to their orientation and position could 
create a reflection on the field at a point or in a 
direction. With this objective, an improvement on the 
AZB technique has been developed in this work in 
order to reduce the number of facets that are considered 
as potential reflecting surfaces when the coupling 
through a reflection is computed. The algorithm can be 
applied to the any effect in which a reflection is 
involved, as can be the simple reflection, double 
reflection, diffraction-reflection, etc. FASANT [3], a 
code based on UTD, has been updated using this 
technique for the analysis of antennas on-board 
complex structures, obtaining accurate results with a 
huge reduction in the CPU-time. 
 
II.    AZB TECHNIQUE FOR THE SHADOWING 

TEST 
 
 The shadowing test is very time consuming, 
particularly if it is applied to a large number of facets 
and when the facets are not flat. There is no analytical 
formula to obtain the intersection point between a ray 
and an arbitrary surface. In these cases minimization 
algorithms like the Conjugate Gradient (CG) must be 
used for the intersection testing. These algorithms are 
very time consuming; therefore, when the number of 
surfaces is high the ray-tracing acceleration techniques 
are needed to reduce the number of facets to test. The 
AZB technique [2] is based on the Light Buffer 
technique [4] used in Computer Aided Design (CAD) to 
find the objects contained in a scene that are visible 
from a given point (source). To analyze the shadowing 
of the rays that leave a source a “shadowing window” is 
defined. The window space is divided into several 
rectangles, called anxels that correspond to the angular 
regions which, taking as reference the source-point, 
cover the entire space seen from the source. The facets 
of the structure are classified depending on their 
positions within these anxels (see Fig. 1). Therefore, 
only the surfaces within the anxel where the ray is 
located are analyzed in the facet-intersection test to find 
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out if a given ray is shadowed. This previous selection 
of the facets which can shadow the ray produces an 
important reduction in the CPU time required for the 
ray-facets intersection test. The main advantage of the 
proposed approach is its applicability to scenarios 
modeled by the combination of flat and curved surfaces. 
This is very important, because, as mentioned above, 
the computation time associated to the shadowing test is 
significantly higher when curved facets are involved 
because minimization algorithms must be applied to 
perform this test. 
 

 
Fig. 1. Curves stored in the AZB plane from the 

shadowing source window. 
 
 The AZB technique can also be applied to speed up 
the computation of other effects such as of the 
reflection, diffraction, double-reflection and so on, 
reducing the time required for the shadowing test 
associated to each effect. In its original version, the 
AZB technique was used in combination with the image 
method to speed up the computation of the shadowing 
of the reflected fields. The procedure consists on using 
the image of the transmitter antenna as source [2]. 
Therefore, a reflection window can be determined for 
each facet to analyze the potential shadowing of the ray 
that after reflection leaves the facet.  
 
III.    AZB TECHNIQUE FOR THE REFLECTION 

TEST 
 

As mentioned above, in this work, not only the 
computation time associated to the shadowing test is 
reduced but also the time necessary to determine the 
reflection points associated to the ray path. The 
objective, in this case, is to perform a previous selection 
of the facets that, due to their shape, orientation and 
position may contribute through reflection to the total 
field. This test is complementary to the shadowing test, 
because it provides a CPU time reduction to the other 
part of the ray tracing, as it is the determination of the 
ray paths using the minimization of the distance. Figure 
2 illustrates the problem of the determination of the 
reflection points in a double reflection. As curved facets 
are involved, the determination of the points can not be 
done analytically, but they must be determined from the 
minimization of the ray distance from the source to the 
observer (d1+d2+d3 in Fig. 2) based on the Fermat´s 

principle [1]. This distance, in the case of the double 
reflection, depends on four variables (u1, v1, u2, and  v2, 
the parametric coordinates which define a curved 
surface [5]) and its computational cost is very high. If 
the complexity of the scenario under studio is high, the 
number of minimization tests necessary increase 
considerably and the reduction of this number seems 
very important if the analysis needs to be perform in a 
reasonable time. 
 

 
Fig. 2. Example of ray-tracing for a double reflection 

problem. 
 

In this section the application of the AZB to the 
reflection test is explained. New AZB windows are 
defined for this test. The AZB reflection windows 
divide the space into anxels, which contain the facets 
that may contribute to the reflected field in the angular 
sector corresponding to that anxel. The so called 
reflecting source window is employed to analyze simple 
reflections. This window divides the space into angular 
regions, which contain the facets that may contribute to 
the reflected field in those regions. Only the facets 
located in the anxel of the reflecting source window that 
contains a given direction are tested to obtain all the 
reflected rays in that direction. As in the shadowing 
check, a lot of CPU-time is saved by not having to test 
for reflection facets that do not contribute to the 
reflected fields in that direction, particularly for curve 
facets, for which there is no analytical formula to find 
the reflection point. The following procedure can be 
used to find the anxel or anxels where a facet should be 
located in the reflecting source window: 

 
1. Five sample points are obtained on the facet: the 

four vertices and the middle point. The coordinates 
and the normal vector of these points are 
calculated. 

2. The directions of the reflected rays are obtained for 
the five sampling points using the Snell law (see 
Fig. 3). The anxel or anxels corresponding to those 
directions are identified and stored in a file. 

3. The visibility from the source of the facet is 
checked: if there are one or more sample points not 
shadowed by any other facet, then the facet should 
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be included in the reflection source window. If the 
five points are shadowed, the facet is not included 
in the reflecting source window. 

4. The facet is included in the set of anxels obtained 
in step 2. 

 
Fig. 3. Direction of the reflected rays for the five 

sample points of the curved facet. 
 

Only five sampling points are necessary to create 
the AZB matrix because the facets are not supposed to 
be convex and concave at the same time. In this case, 
five points would not be enough. A previous division of 
the surfaces is performed to avoid that situation. The 
idea is to have, after the division, facets that are only 
convex or concave. 
 

The technique, explained above, can be extended to 
speed up double-reflection field calculations. A 
reflecting window is associated to each facet in this 
case. This window allows obtaining efficiently all the 
facets that may contribute to the double-reflection in a 
specified observation direction. This window is also 
divided into anxels that contain the facets that could 
potentially contribute to the double-reflection in the 
angular sector corresponding to each anxel. The 
reflecting window of an arbitrary facet, that will be 
called facet i, can be obtained as follows 

 
1. Using the shadowing window of facet i, all the 

visible surfaces from this one are obtained. 
 

2. The box which encloses the surface is obtained and 
the eight vertices are used as source points (see Fig. 
4). 

 
3. Eight partial reflection windows are obtained (one 

for each vertex). Each window is determined by its 
spherical coordinates (θl_max, θl_min, φl_max and φl_min) 
l=1,2,…8.  

 
4. Once determined the partial angular windows, the 

total angular window (θmax, θmin, φmax and φmin) is 
obtained by means of an OR operation between the 
eight partial windows.  

 

 
Fig. 4. Example of the estimation of the angular margin 

of one vertex of the enclosing box. 
 

 
IV.    RESULTS 

 
This ray-tracing technique has been implemented in 

a computer code called FASANT, [3], developed 
previously for the analysis of antennas on board 
complex structures like ships, satellites, etc. This tool is 
based on UTD and can work with surfaces of arbitrary 
form modeled by Bezier patches. The electromagnetic 
kernel of FASANT is divided into two modules: flat 
and curve modules. In the previous version of 
FASANT, the flat module included a ray-tracing 
acceleration technique based on the AZB to efficiently 
treat the shadowing test problem, while the curve 
module only had the back-face culling test implemented 
in order to reject non-visible facets [3]. The new version 
of FASANT includes the AZB to treat the shadowing 
and reflection problems in both flat and curve modules. 
 

First of all, a comparison between the results 
obtained from the proposed approach and 
measurements of a real scale mock-up of a satellite 
called Stentor are shown to prove the validity of the 
method. The measurements were performed by the 
French institution CNES (Centre National d’Estudes 
Spatiales, National Center of Space Studies in English). 
A picture of the mock-up can be seen in Fig. 5 In the 
left-bottom part of the satellite a GPS antenna is placed. 
The antenna is pyramidal-shaped as can be seen in Fig. 
6 and its free-space radiation pattern is as depicted in 
Fig. 7. The frequency of analysis is 1.575 GHz. 
  

The geometrical model of the Stentor is shown in 
Fig. 8. It has 83 flat surfaces and 11 curves. The 
datellite is completely metallic. The dimensions are 2.3 
m × 1.8 m × 0.65 m. The phase centre of the antenna is 
placed at (-0.815, 1-.24, 0.13).  
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Fig. 5. Real mock-up of the Stentor satellite incide the 
CNES anechoic chamber. 

 
 
 

 
 

Fig. 6. Pyramidal antenna placed onboard the satellite. 
 
 
Figures 9 and 10 show the comparison between the 
measurements and the simulation with FASANT for the 
theta and phi components of the electric field for a cut 
with φ = 11.25º and θ varying from –180º to 180º. As 
can be seen, there is good agreement between the 
measurements and the simulation results.  

 
Fig. 7. Free-space radiation pattern of the pyramidal 

antenna (cut φ=0º). 
 

 
 

Fig. 8. Geometrical model of the Stentor and position of 
the antenna. 

 
 

 
Fig. 9. Comparison between measurements and 

simulation for the Stentor satellite (Etheta). 
 

On the other hand, several cases of analysis of on-
board antennas with different complex structures have 
been tested to prove the CPU-time reduction provided 
by the present approach. In all the results, a previous 
test was performed to check that the final results are the 
same for both the original and modified versions of 
FASANT. The only difference between both is the 
CPU-time required, due to the more advanced ray-
tracing acceleration technique introduced in the new 
version. In all the cases tested, the new version reduces 
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the CPU-time by order of magnitude. In this section, the 
CPU-time reduction for the analysis of antennas on-
board the HISPASAT satellite mock-up is discussed. 
The computer used was a Pentium IV 1.8 GHz with 1 
GB memory PC-800. 
 

 
Fig. 10. Comparison between measurements and 

simulation for the Stentor satellite (Ephi). 

 
The HISPASAT model used has 75 flat facets and 

12 curve facets as shown in Fig. 11. To check the 
increase in speed of FASANT with the new ray-tracing 
algorithm, simple and double reflections have been 
selected. In the simulations using both versions of 
FASANT the antenna was placed in position with 
Cartesian coordinates 0.5, 0.5, 0.5, as shown in Fig. 3. 
Two cuts in φ have been calculated with angles 90º, 
270º. The angular sweep in θ for simple-reflection is of 
181 points, from 0º to 180º. For double-reflection, 30 
points from 0º to 90º have been considered for the 
angular sweep in θ 2037 rays were traced for simple 
reflection and 948 for double reflection. 

 
Fig. 11. HISPASAT satellite mock-up. 
 

In the comparison shown in Table I, only the 
computation time associated to simple and double 
reflections has been considered. The reason is that the 
presented approach is only applicable for the reduction 
of the time associated to the reflections. At the moment, 
the diffraction is treated in FASANT without any AZB 
based algorithm to reduce its computational cost. An 

algorithm applicable to the diffraction effect is being 
developed at this moment. 
 
Table I. Comparison of the CPU-time used with the 

two versions of FASANT. 

 
 

V.    CONCLUSIONS 
 

A new version of the Angular Z-Buffer technique 
for accelerating the computation of reflected rays in 
complex environments has been presented. This 
technique has been tested with the FASANT code, 
showing a reduction in CPU-time by the order of 
magnitude. The technique is easily applicable to mobile 
communications propagation. In this case, the 
geometrical models will be one or two orders of 
magnitude higher, but the method is perfectly scalable 
and, therefore, the time reduction will be similar. The 
approach can also be applicable for situations in which 
two or more sources are present. The only difference is 
that the AZB matrices associated to the method must be 
created for each source. 
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Code Simple-Reflection Double-Reflection 

Original  
FASANT 3 min: 21 s 43 min: 21 s 

New FASANT 33 s 12 min: 46 s 
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Abstract–This paper investigates the convergence
properties of the Multiple Sweep Method of Mo-
ments (MSMM), both analytically and numerically,
and presents some numerical results for various 2D
scattering geometries, such as a strip, a cylinder, and
a rough surface with and without a target on it. The
MSMM is an O(N2) iterative method for solving the
large matrix equations which arise in the method of
moments (MM) analysis of electrically large bodies.
In the MSMM, the body is split into P sections and
the currents on these sections are found in a recur-
sive fashion. Although the MSMM is a frequency
domain solution, it has a time domain interpreta-
tion. The first sweep includes the dominant scat-
tering mechanisms and each subsequent sweep in-
cludes higher order mechanisms. A connection be-
tween the MSMM and classical iterative methods is
established in this paper. Under certain conditions,
the MSMM is shown to be mathematically equivalent
to a block Jacobi preconditioned system of equations
that results from the moment method, and solved via
the method of symmetric successive over-relaxation
(SSOR) with relaxation factor ω = 1. Based on this
connection, the convergence is analyzed by examin-
ing the eigenvalue distribution of the iteration matrix
for different classes of 2D geometries, and for electric
and magnetic field integral equation formulations and
TEz and TMz polarizations. In addition, the MSMM
is compared with other recently used iterative meth-
ods for rough surface scattering problems, namely the
Method of Ordered Multiple Interactions (MOMI),
or the Forward-Backward (FB) Method. The results
show that the MSMM converges for some problems
for which the MOMI (and FB) fails to converge, e.g.,
the rough surface with a target on it, or when the
surface becomes multi-valued which causes large off-
diagonal elements in the interaction matrix.

Keywords–Iterative methods, Integral equations,
Moment methods, Convergence, Numerical methods.

Dr. Çolak is currently with the King Faisal Specialist Hos-
pital and Research Centre, MBC03, P.O. Box 3354, Riyadh
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I. INTRODUCTION

The frequency domain method of moments (MM)
has been one of the most reliable and widely used
numerical methods for the analysis of radiation and
scattering from bodies of simple or complex shape
[1]-[3]. In the MM, the scattered or radiated field is
generated by a set of equivalent currents which re-
place the physical structure. The current on a body
is expanded in terms of N expansion functions, and
the N unknown coefficients in this expansion are ob-
tained as the solution of an order N matrix equation.
The standard MM is often limited by the O(N3) CPU
time required to solve the matrix equation by direct
methods, such as LU decomposition. Over the past
several years many methods have been developed to
improve the computational efficiency of the MM, and
thus allow it to be applied to electrically larger bodies
[4]. Iterative solution of the MM matrix equation has
received considerable attention since the CPU time
is reduced to O(N2) [5], [6].

A considerable effort has been directed toward the
solution of scattering of electromagnetic waves from
rough surfaces at low grazing angles since it has im-
portant applications in remote sensing of ocean and
land profiles [7]. Monte Carlo simulations of rough
surface scattering problems using direct numerical so-
lutions have become popular with the growth of mod-
ern computers and the development of the fast meth-
ods. Iterative techniques developed for solving gen-
eral systems of linear equations have been applied to
systems resulting from electromagnetic rough-surface
scattering problems [8]-[18]. One approach, called
the Kirchhoff iterative method (also known as the
Neumann expansion) [8]-[10], has been shown to be
useful, but that the method may fail to converge for
surfaces with large slopes or for large incidence angles
[9].

Recently, a new iterative technique termed the
Forward-Backward (FB) method has been proposed
by Holliday et al. [14]. A functionally identical ap-
proach, the Method of Ordered Multiple Interactions
(MOMI), has been developed by Kapp and Brown
[15]. These approaches have been shown to be very

1054-4887 © 2007 ACES

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007 207



effective for the solution of the magnetic field inte-
gral equation (MFIE) for the scattering from per-
fectly conducting (PEC) surfaces that are single val-
ued and rough in one dimension (two-dimensional
scattering). The limitation of the MOMI (and the
FB method) is that the convergence of the method
is very much dependent on the sequential ordering of
the current elements along a certain direction. Hence
convergence may be a problem, especially for two-
dimensional (2D) rough surfaces (three-dimensional
scattering). Tran [16] applied MOMI to the scatter-
ing from a 2D rough surface and showed that the
convergence of the iterative process depends strongly
on the order in which the current elements are up-
dated. With some orderings it did not converge, and
it was found that in one case it did not converge even
though the optimal ordering was used.

The MOMI is shown to be mathematically equiv-
alent to a point Jacobi preconditioned system of
equations that results from the moment method,
and solved via symmetric successive over-relaxation
(SSOR) with relaxation factor ω = 1 (i.e., For-
ward Backward Gauss-Seidel method) [17]. West and
Sturm [17] tested the performance of the method
through application to a series of 1D surface pro-
files (2D scattering) that approximate breaking ocean
waves, and 2D perfectly conducting circular cylinder
problems. They found that the method diverges for
some breaking wave profiles, as well as for the closed
circular cylinder. Pino et al. [18] applied the FB
method to scattering from targets on 1D ocean-like
rough surfaces. They also came to the conclusion
that the method does not exhibit a convergent be-
havior if there is a target on the rough surface, and
developed a generalization of the FB method to han-
dle this case.

Recently, a new technique termed the Multiple
Sweep Method of Moments (MSMM) has been intro-
duced for the analysis of the radiation and scattering
from electrically large, perfectly conducting bodies
[19]-[21]. The MSMM is an extension or modification
of the Spatial Decomposition Technique (SDT) devel-
oped by Umashankar et. al. [22]. In both methods,
the electrically large body is split into P sections con-
taining approximately N/P unknowns per section.
The currents on the P sections are found in a recur-
sive fashion until they (hopefully) converge to the ex-
act result. The main difference between the MSMM
and the SDT is that the MSMM attempts to perform
the recursion so that the first sweep accounts for the
dominant mechanisms, while subsequent sweeps ac-
count for higher order mechanisms. Tapered resis-
tive cards (R-cards) [20], [23], [24], [25] are used on
the first sweep to minimize endpoint scattering from
the junctions between sections. Subsequent sweeps
are performed in the order in which currents would

change with time so that the higher order sweeps cor-
respond to higher order interactions.

In this paper, a connection between the MSMM
and well-known classical iterative methods in mathe-
matics is established so that the convergence proper-
ties of the MSMM can be investigated using matrix
theory. Based on this connection, the convergence
difficulties (such as for the closed cylinder) can be
explained by the inherent limitations of the corre-
sponding stationary iterative method. In addition,
the MSMM can be compared with the recently used
iterative methods for rough surface scattering prob-
lems (e.g., the MOMI, or FB Method) from both the-
oretical and numerical points of view.

The organization of this paper is as follows. Sec-
tion II presents the description of the Multiple Sweep
Method of Moments (MSMM) for the analysis of
scattering from a 2D PEC strip. The formulation
of the MSMM in matrix notation as a stationary
iterative algorithm is derived in Section III. An it-
eration matrix is derived analytically, and based on
that the convergence properties of the MSMM will be
discussed. Section IV presents a numerical investiga-
tion of the convergence properties of the MSMM for
the aforementioned various 2D scattering geometries
(i.e., strip, cylinder, and rough surface with and with-
out a target), by extracting and plotting the eigen-
value spectrum of the iteration matrix. The effect
of the initial guess vector on the convergence of the
method will be investigated numerically by using zero
current, the physical optics current, and the MSMM
first sweep current (which uses the R-cards), as start-
ing solutions for the current vector. Finally, discus-
sions and conclusions are included in Section V.

II. THE MSMM PROCEDURE

The basics of the original MSMM algorithm will
be illustrated briefly on the MSMM solution for the
current on a 2D PEC strip. Most of the material
presented in this section is drawn from [20] and [21].
Figure 1 shows the MSMM procedure for the problem
of TEz scattering from a PEC strip. For the purposes
of the standard MM solution, the strip is split into
N segments of width d = L/N , and the x̂ directed
current is expanded as

J =

N
∑

n=1

inJn (1)

where the Jn are the known subsectional expansion
functions and the in are the unknown coefficients.
Hence,the standard MM solution can be written as
the matrix equation

[Z]I = V i (2)
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Fig. 1. For the MSMM solution a strip of width L is
split into P sections with NP = N/P unknowns per
section.

where [Z] is the N × N impedance matrix (also
called “the interaction matrix”), V i is the length
N voltage vector due to the incident field, and I =
[i1, i2, . . . , iN ]T is the current vector. For the MSMM
purposes, the strip is split into P equal sections of
NP = N/P expansion functions per section, and of
width DP . Assuming the incident field propagates
from left to right in Fig. 1, the first sweep (k = 1)
begins by computing the current Jk=1

p=1 on section
p = 1 excited by the incident field. At this point
the remaining sections have no current, thus creating
a non-physical truncation of the current at the end of
section p = 1. To minimize that, the right-hand edge
of the section p = 1 is terminated in an exponentially
tapered R-card, as illustrated in Fig. 1(b). Once the
current on section 1 has been determined, the next
step is to compute the current Jk=1

p=2 on section p = 2
caused by the incident field plus the previously com-
puted current Jk=1

p=1 on section 1. The process is con-
tinued for p = 3, ..., P to complete Sweep 1.

Consider the computation of the first sweep cur-
rent, Jk=1

p , on an arbitrary section p. As illustrated
in Fig. 1(b), sections 1 to p − 1 contain previously
computed currents, section p is a PEC, the next sec-
tion is tapered R-card, and the remaining sections are
free space. Note that for the left hand edge of section
p, the previously computed currents on section p− 1
(approximately) enforce continuity of current at the
junction, and thus from an electromagnetic viewpoint
there is no edge. The currents on the PEC section
p and the R-card section p + 1 are produced by the
superposition of the incident field plus the previously

computed currents on sections 1 to p − 1.

The second sweep is done in reverse order, since
this is the natural order in which the currents would
change with time. That is, section P is modified
first, then section P − 1, . . ., and finally section 1.
Hence, the second sweep will include reflections of
the wave at the trailing edge. Figure 1(c) illustrates
the computation of Jk=2

p , the Sweep k = 2 current
on arbitrary section p. In computing the Sweep 2
current on section p, section p is a PEC, while all
other sections are represented by their most recently
computed currents. At this point in the Sweep 2
computation, sections p + 1 to P have already been
updated to the Sweep 2 currents, while sections 1 to
p− 1 still have the Sweep 1 currents. No R-cards are
needed for this and subsequent sweeps because J1

p−1

and J2
p+1 approximately enforce continuity of current

at the left and right edges of section p, respectively.
The current on section p is the superposition of that
due to the incident field plus the scattered component
due to the previously computed currents.

All Sweeps k > 2 are identical to Sweep 2, except
that odd numbered sweeps proceed from left to right
while even numbered sweeps proceed from right to
left as the MSMM solution attempts to model mul-
tiple interactions across the structure.

III. THE MSMM AS A STATIONARY

ITERATIVE METHOD

The MSMM solution procedure has been described
in Section II. The formulation of the MSMM in a
matrix notation as a classical (or stationary) itera-
tive algorithm is derived in this section. The term
stationary indicates that the iterative equations do
not change as the iterative algorithm is repeated [26],
[27].

It is of interest to solve the following matrix equa-
tion:











[Z11] [Z12] · · · [Z1P ]
[Z21] [Z22] · · · [Z2P ]

...
...

...
...

[ZP1] [ZP2] · · · [ZPP ]





















I1

I2

...
IP











=











V i
1

V i
2
...

V i
P











(3)
where [Zpq] is the NP ×NP block containing the mu-
tual impedances between expansion functions in sec-
tions p and q, V i

p contains the NP elements of the

incident voltage vector V i for section p, and Ip con-
tains the NP elements of the solution vector I for
section p.

Here we will assume that the first forward sweep of
the MSMM, which uses R-cards to isolate sections to
obtain the dominant scattering mechanisms, is done
to obtain an initial guess and is not part of the it-
erative method. The second sweep (the backward
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sweep) of the MSMM can be written in terms of ma-
trix notation as follows. As seen in Fig. 1(c), the sec-
ond sweep current on section p is due to the superpo-
sition of the incident field and the scattered field due
to the previously computed currents, i.e., J1

1 through
J1

p−1 and J2
p+1 through J2

P , where Jk
p denotes the kth

sweep current on section p. Hence, the MSMM uses
the most recently updated values of the current on
each section as they become available. The current
on section p is found as the solution of

[Zpp]Ip = V i
p + V s

p (4)

where V s
p is the scattered field vector on section p

due to the previously computed currents on all other
sections, and is given by

[

V s
p

]

= −
[

[Zp1] [Zp2] · · · [ZpP ]
]











I1

I2

...
IP











.

(5)
In equation (5), I1 through Ip−1 includes currents
from the previous sweep (the first sweep of the
MSMM, or initial guess of the matrix iterative al-
gorithm), Ip = 0, and Ip+1 through IP includes the
currents from the present sweep. From equations (4)
and (5), the second sweep can be written as

[Zpp] I
(2)
p = V i

p −

p−1
∑

j=1

[Zpj ] I
(1)
j −

P
∑

j=p+1

[Zpj ] I
(2)
j

(6)

where p goes from P to 1, i.e., a backward sweep.
Similarly, the third sweep (forward sweep) can be
written as

[Zpp] I
(3)
p = V i

p −

p−1
∑

j=1

[Zpj ] I
(3)
j −

P
∑

j=p+1

[Zpj ] I
(2)
j

(7)

where in this case p goes from 1 to P .
The remaining sweeps of the MSMM are identical

to Sweep 2 except that odd numbered sweeps pro-
ceed from left to right while even numbered sweeps
proceed from right to left, as the MSMM solution
attempts to model the multiple scattering interac-
tions. Hence, the generalization for an arbitrary
Sweep k = 2n or k = 2n + 1 is

[Zpp] I
(2n)
p = V i

p −

p−1
∑

j=1

[Zpj ] I
(2n−1)
j

−

P
∑

j=p+1

[Zpj ] I
(2n)
j , for p = P, ..., 1,
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Fig. 2. Decomposition of [Z] into a sum of block
matrices.

[Zpp] I
(2n+1)
p = V i

p −

p−1
∑

j=1

[Zpj ] I
(2n+1)
j

−
P

∑

j=p+1

[Zpj ] I
(2n)
j , for p = 1, ..., P

(8)

The operational count of the MSMM is O(N2) per
iteration, assuming the [Zpp] matrices have been fac-
torized before starting the iteration [19].

Now decompose [Z] in terms of a sum of block
matrices

[Z] = DM + UM + LM (9)

where DM is a block diagonal matrix, and UM and
LM are strictly upper and lower triangular block ma-
trices of [Z], respectively, as shown in Fig. 2. Hence,
equation (8) can be written in terms of block matri-
ces as,

Backward sweep:

DMI(2n) = V i − UMI(2n) − LMI(2n−1),

Forward sweep:

DMI(2n+1) = V i − LMI(2n+1) − UMI(2n).

(10)

The form in equation (10) is equivalent to Forward-
Backward block Gauss-Seidel (FB-GS, or equiva-
lently, block SSOR with a relaxation factor ω = 1)
by considering two half iterations [5], [28]. This itera-
tive algorithm is also equivalent to solving a block Ja-
cobi preconditioned system of equations via forward-
backward block GS iteration [29].

Equation (10) can be written in a similar format
as that of the FB-GS in [5], [28]

(DM + UM )I(k+ 1

2
) = V i − LMI(k)

(DM + LM )I(k+1) = V i − UMI(k+ 1

2
), (11)
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where I(k+ 1

2
) is an intermediate solution of the iter-

ate. The iteration matrix G [26] of a general station-
ary iterative system is defined from,

I(k+1) = G I(k) + V (12)

where V is a constant vector. Hence, the iteration
matrix of the MSMM can be found as

GM = (DM + LM )−1UM (DM + UM )−1LM . (13)

As shown in the numerical results of the next sec-
tion, the spectral radius of this matrix determines
the convergence rate.

One should note that as the MSMM section size
reduces to the size of one cell (i.e., the size of a sin-
gle MM expansion function), then DM → D, and
the block FB-GS (or block SSOR with ω = 1) be-
comes point FB-GS (or point SSOR with ω = 1).
West et. al. [17] showed that MOMI [15] (and hence
Forward-Backward method [14]) is mathematically
equivalent to a point Jacobi preconditioned system
solved via point SSOR with ω = 1, and zero initial
guess vector. We showed above that the MSMM is
mathematically equivalent to a block Jacobi precon-
ditioned system solved via block SSOR with ω = 1
(or equivalently block FB-GS), and the MSMM first
sweep (which uses R-cards) as an initial guess vector.
Therefore, we draw the conclusion that the MOMI is
equivalent to the MSMM with MSMM section size re-
duced to one basis element (i.e., block → point) and
with zero initial guess vector. It is also noted that
the MSMM is a more general form of the generalized
forward-backward method wherein block sections are
only used to encompass the obstacles on the rough
surface [18].

IV. NUMERICAL RESULTS

The spectral radius of the iteration matrix ρ(G),
which is the magnitude of the largest eigenvalue of G,
controls the convergence of the iterative method. The
iterative method is convergent if and only if ρ(G) < 1
[26]. Smaller values of ρ(G) give higher convergence
rates. This section presents a numerical investiga-
tion of the convergence properties of the MSMM for
various 2D scattering geometries by extracting and
plotting the eigenvalue spectrum of the iteration ma-
trix GM , which was derived in Section III. Examples
will include a strip, a closed and open cylinder, and
a rough surface with and without a target on it, as
shown in Fig. 3. The effect of the initial guess vector
on the convergence of the method is also investigated
numerically by starting with zero current, the physi-
cal optics (PO) current, and the MSMM first sweep
current which uses R-cards to isolate the sections.
The electric and magnetic field integral equation for-
mulations (EFIE and MFIE) and both polarizations

(TEz or TMz) of the incident field are considered.
The results are compared with the MOMI (or FB
Method) which corresponds to the case when the
MSMM section size (DP ) equals the cell size. In our
results, we use a pulse-basis function cell size (MM
segment size) of λ/10 and a frequency of 300 MHz.

(d) Rough Surface with 2D ship(c) Rough Surface

(b) Closed/Open Cylinder(a) Flat Strip

Hz
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z

i
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H ii
Ez
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y

x

(EFIE)

z

(EFIE)

(EFIE, MFIE)
(EFIE)

Fig. 3. The 2D problem geometries that are investi-
gated for the convergence analysis.

The convergence of the iterative method is moni-
tored by examining the residual error norm

Rk =
‖r(k)‖

‖V i‖
(14)

where r(k) = V i − ZI(k) is the residual error vec-
tor at the kth iteration. Rk is a direct measure of
how well the matrix equation is satisfied by the kth

solution vector. This is important for integral equa-
tion problems because it is a measure of how well the
boundary conditions are satisfied for a given set of
testing functions. It is noted that the currents are
not guaranteed to converge to the exact value [30];
however, for RCS problems one is more interested in
the fields radiated by the currents and the enforce-
ment of field boundary conditions.

A. F lat Strip

Figure 4 shows the eigenvalue spectrum of GM

for a 12.8λ PEC strip with various MSMM section
sizes (denoted by DP ). The strip is illuminated by
a TEz polarized plane wave with an incidence angle
of φi = 135◦ with respect to the x axis. As seen
from the figure, as the section size becomes larger
(i.e., the number of sections P of the MSMM gets
smaller), the spectral radius of GM gets smaller and
the convergence is expected to be faster. It is also
noticed that for P ≥ 32 (or DP ≤ 0.4λ), the method
diverges, i.e., ρ(GM ) > 1 as seen in Fig. 4(a). This is
consistent with the result that was reported before in
[19]. Hence, the EFIE formulation of TEz polarized
scattering from a strip is divergent if the section size
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Fig. 4. Eigenvalue spectrum of GM for various
MSMM section sizes for a strip. (a) DP = 0.4λ,
(b) DP = 0.8λ, (c) DP = 1.6λ, and (d) DP = 3.2λ.

in the MSMM is reduced without limit. This implies
that the MOMI (or Forward-Backward method) so-
lution (which corresponds to MSMM with P = 128,
or DP = 0.1λ) also diverges for this case.

The convergence in terms of the residual errors for
various initial guess vectors is shown in Figs. 5 and
6 for section sizes of DP = 1.6λ and DP = 0.4λ,
respectively. As seen from the figures, using the
MSMM first sweep current (which uses R-cards) as
an initial guess vector for the iterative method re-
sults in the lowest error, and using the PO current
as an initial guess gives slightly lower error than the
zero initial guess vector. The MSMM first sweep has
a physical interpretation, i.e., it includes the domi-
nant interactions on the scattering geometry. Hence,
it exhibits the lowest error for a given number of iter-
ations compared with PO and zero initial guess vec-
tors. As predicted by the eigenvalue spectrum of GM

for DP = 0.4λ in Fig. 4(a), the method is expected
to diverge for any initial start vector, as verified in
Fig. 6. As seen in both Figs. 5 and 6, the rate of
convergence (or divergence) is relatively independent
of the start vectors. So in some cases it may be more
efficient to use PO as the start vector and perform a
few more iterations than to use the more computa-
tionally complex R-card treatment.
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Convergence of MSMM for various initial guess (P=8 secs, D
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zero     
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Fig. 5. Convergence of MSMM for various initial
guesses for a strip with P = 8 (DP = 1.6λ).
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Fig. 6. Convergence of MSMM for various initial
guesses for a strip with P = 32 (DP = 0.4λ).

B. Circular Cylinder

In this section the effect of having various aper-
ture sizes in the circular cylinder of Fig. 3(b) on the
eigenvalue spectrum of the iteration matrix GM is
investigated. The cylinder is broken up into MSMM
sections starting at the lower lip of the aperture
and proceeding counter-clockwise around the cylin-
der boundary. Figure 7 shows the eigenvalue spec-
trum of GM for two MSMM section sizes for a closed
cylinder (no aperture) of radius 12λ/π. In this case
the method diverges for any choice of section size,
even with only 2 sections. The reason may be par-
tially due to the EFIE (or MFIE) formulation for
closed surfaces which can result in a poorly condi-
tioned or even singular system matrix [Z], due to in-
ternal resonances. A combined field integral equation
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Fig. 7. Eigenvalue spectrum of GM for two different
numbers of MSMM sections for a closed cylinder. (a)
P = 12, (b) P = 2.

(CFIE) formulation would be one way to avoid the
internal resonance effects, and hence result in a bet-
ter conditioned matrix [31]. A summary of various
other approaches for overcoming the effect of internal
resonances can be found in [32], [33].

The eigenvalue spectrum of GM for the cylinder
with an aperture opening of θ = 5◦, using P = 2
MSMM sections is shown in Fig. 8(a). The method
still exhibits large eigenvalues, hence, the iterations
show divergent behavior (i.e. ρ(GM ) > 1). Fig-
ures 8(b) and (c) show the eigenvalue spectrum of
GM for the aperture sizes of θ = 30◦ and θ = 60◦,
respectively, with P = 8 MSMM sections. As the
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Fig. 8. Eigenvalue spectrum of GM for open cylinder
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aperture size increases, the rate of convergence of the
MSMM also increases, i.e., ρ(GM ) gets smaller. This
is due to the fact that increasing the aperture size
reduces the interior resonance effects, or “ringing.”

C. Rough Surface

The rough sea surface geometry sketched in
Fig. 3(c) is a randomly generated realization of a
Gaussian random process with a Pierson-Moskowitz
ocean spectrum for a given wind speed [34]. The
length of the surface is 12.8 m. We consider the fol-
lowing cases in this section:

Case 1: EFIE formulation for TEz scattering,
Case 2: EFIE formulation for TMz scattering,
Case 3: MFIE formulation for TEz scattering.

For Case 1 the wind speed is 10 m/s which gives
rise to an RMS surface roughness of 0.54 m. The re-
sults are shown in Fig. 9 for various MSMM section
sizes. As the number of MSMM sections increases,
the convergence rate of the MSMM decreases. Also,
notice that if the number of sections is 32 or larger,
the method diverges; therefore, MOMI cannot pro-
duce a convergent result for this case which would
correspond to P = N = 128 sections.

A wind speed of 15 m/s (RMS roughness 1.106 m)
is used for Cases 2 and 3. The results for Case 2
are shown in Fig. 10. It is seen that the method
converges even if the section size is reduced to the cell
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Fig. 9. Eigenvalue spectrum of GM for the rough
surface with 10 m/s wind speed. Case 1: EFIE for
TEz polarization. (a) P = 32, DP = 0.4λ, (b) P =
16, DP = 0.8λ, (c) P = 8, DP = 1.6λ, (d) P = 4,
DP = 3.2λ.

size, i.e. DP = 0.1λ, so the MOMI is also expected
to converge for this case. It is interesting to note
that the eigenvalues are closely grouped, suggesting
that a more optimum iterative algorithm could be
constructed [26].

The results for Case 3, which makes use of the
MFIE formulation, is shown in Fig. 11. The spectral
radius is very small compared with the EFIE formu-
lation, so the convergence rate is greatly increased by
using the MFIE. Also note that the method converges
for DP = 0.1λ, i.e., MOMI (or FB) also converges
for this case. Hence, the MFIE formulation is well
suited for these types of iterative methods. However,
one should be aware that the MFIE formulation is
technically valid only for closed surfaces, although it
is often used for finite rough surface scattering prob-
lems.

D. Rough Surface with a Ship−Like Target

The problem geometry considered in this section
is sketched in Fig. 3(d), and shown in Fig. 12. The
EFIE formulation for TMz scattering is used to pro-
duce the [Z] matrix. The MSMM sections are as-
sumed to have about the same number of modes.
No attempt has been made to make the sections of
the same length, and have varying numbers of modes
on the sections. Therefore, the length of the section
which has the target will be significantly smaller than
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Fig. 10. Eigenvalue spectrum of GM for the rough
surface with 15 m/s wind speed. Case 2: EFIE for
TMz polarization. (a) P = N = 128, DP = 0.1λ, (b)
P = 8, DP = 1.6λ.

the other sections which do not have the target. How-
ever, the three dimensional results that have been
presented in [20] and [21] may have different num-
bers of modes on each section.

Figure 12 shows the eigenvalue spectrum for the
MOMI (or FB method), i.e., the MSMM section size
is DP = 0.1λ. There are two large eigenvalues that
cause the algorithm to diverge. However, as the sec-
tion size is increased, the MSMM converges quite
rapidly as seen in Fig. 13. In the case of Fig. 13(a)
the ship-like geometry is part in one section, part in
another, and the method still produces convergent
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results. However, the MOMI (or FB method) does
not show convergent behavior if there is a target
(or other strongly coupled region such as a breaking
wave) on the surface.

V. CONCLUSIONS

The convergence properties of the Multiple Sweep
Method of Moments (MSMM) has been studied both
analytically and numerically for some classes of 2D
scattering geometries. A connection between the
MSMM and well-known classical iterative methods in
mathematics is established so that the convergence
properties of the MSMM can be investigated using
matrix theory. The MSMM is shown to be mathe-
matically equivalent to a block Jacobi preconditioned
system of equations that results from the moment
method, and solved via block symmetric successive
over-relaxation (SSOR) with relaxation factor ω = 1
(i.e., block Forward Backward Gauss-Seidel method).
Based on this connection, the convergence difficulties
(such as for the closed cylinder) can be explained
by examining the eigenvalue distribution of the it-
eration matrix G defined for any stationary itera-
tive method. In addition, the MSMM can be com-
pared with other recently developed iterative meth-
ods for rough surface scattering problems such as the
Method of Ordered Multiple Interactions (MOMI),
or Forward-Backward (FB) Method, from both the-
oretical and numerical points of view. The results
show that the MSMM converges for some problems
for which the MOMI (and FB) fails to converge, e.g.,
the rough surface with a target on it, or a multi-
valued surface which has large off-diagonal elements
in the interaction matrix. It is also shown that the
MSMM can be reduced to the MOMI if the block
section size reduces to a single Method of Moments
segment size, and the initial start vector is set to zero.

It has been shown in earlier works that the
point SSOR (and hence MOMI and FB methods) is
strongly effected by the ordering of the elements. It
is because of the fact that changing the ordering of
the elements results in a different iteration matrix
G, that the iterative procedure may have different
convergence properties. Hence, convergence may be
a problem, especially for 2D surfaces (3D scattering
problems) because a sequential ordering of elements
is difficult to achieve. The convergence of the MSMM
has no sensitivity to a change in the ordering of the
elements because the ordering of groups becomes im-
portant rather than the elements. However, if the size
of the blocks is reduced to the size of one element,
the MSMM essentially becomes the MOMI and will
have the same difficulties with convergence.

The effect of using different integral equation for-
mulations (EFIE or MFIE) and the polarization of
the incident field (TEz or TMz) on the convergence

of the MSMM are also considered and the results
are compared with the MOMI. The EFIE with TEz

polarization is found to have the worst divergence
problem if a small block size is used, and the MFIE
with TEz polarization has extremely good conver-
gence for any block size. The convergence is also
affected by the geometry, and high Q structures such
as the closed or partially open cylinder may not con-
verge for any choice of block size (except, of course,
when the entire geometry is in one block).

Guidelines for the implementation of the MSMM
and some suggestions for the choice of an optimum
P are presented in [35]. It has been found that as
the MSMM section size increases (or the number of
MSMM sections decreases) the rate of the conver-
gence of the method also increases, i.e., ρ(GM ) gets
smaller. However, increasing the section size also in-
creases the CPU time to factorize the [Zpp] block ma-
trices. For the strip (also for the rough surface) the
optimum section size is found to be DP ≈ 1λ. How-
ever, it is not easy to generalize this conclusion for
an arbitrary geometry because every geometry has
a different convergence behavior with respect to the
section size. Furthermore, it is not easy to predict
the ρ(GM ) a priori for a given MSMM section size.
As a rule of thumb, one can apply the following pro-
cedure. For a given a problem geometry, first include
any target or high Q geometry in one MSMM section.
As a result, the [Z] matrix will have less significant
off-diagonal blocks. Next, the smooth part of the ge-
ometry can be sectioned into DP = 1λ width MSMM
sections. However, if the entire geometry is a high Q
structure, such as a closed cylinder, then a better in-
tegral equation formulation could be used to make
the MSMM converge.
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Abstract – We propose an adjoint-variable technique 
for sensitivity analysis with structured-grid EM solvers, 
which can handle lossy inhomogeneous materials. In 
previous discrete adjoint-based approaches, the 
response derivatives with respect to shape parameters 
require the solution of a perturbed geometry, which has 
to be approximated. Here, we improve the algorithm by 
proposing a semi-analytical sensitivity formula where 
the system matrix derivatives consist of an analytical 
and a finite-difference term. It allows the use of the 
solution of the unperturbed structure with no 
approximation, which improves the accuracy. 
Applications are based on a frequency-domain solver 
based on the transmission line method. 
 
Index Terms – Sensitivity analysis, adjoint variable 
method, lossy dielectrics, complex permittivity, and 
frequency-domain transmission line method. 
 

I.   INTRODUCTION 
 

 The adjoint variable method (AVM) is the most 
efficient method for sensitivity analysis, see, e.g.,  [1] -
 [6]. Discrete adjoint-based techniques (DAVM) have 
been proposed for implementation with high-frequency 
structured-grid time-domain  [3] - [5] and frequency-
domain  [6]],  [7] solvers. The response gradient is 
computed with two full-wave simulations – of the 
original problem and the adjoint problem – regardless 
of the number of parameters of interest. 
 All preceding discrete adjoint-based techniques have 
been developed for implementation exclusively with 
loss-free homogenous problems, where the parameters 
of interest are either shape parameters of perfectly 
conducting details  [3] -  [6] or dielectric details  [5],  [7]. 
All these techniques require either the solution of the 
perturbed original problems  [6],  [7] or the solution of 
the perturbed adjoint problems  [3] -  [6]. The solution to 

these perturbed problems is approximated using a 
simple mapping between the original and the perturbed 
field solutions  [3],  [4],  [6]. This is necessary to avoid 
the K additional full-wave analyses, K being the 
number of parameters of interest. 
 Most practical problems involve lossy 
inhomogeneous mediums. Examples include detection 
of tumors in the human body, nondestructive testing 
and evaluation (NDT/NDE)  [8], etc. The solution to 
these problems often employs optimization algorithms 
whose efficiency is significantly improved by the 
availability of the response gradient. 
 In this paper, we address the sensitivity analysis for 
problems involving lossy inhomogeneous materials. We 
first investigate the application of our preceding 
discrete adjoint-based technique  [6],  [7] to the 
sensitivity analysis of lossy inhomogeneous problems. 
Such an investigation is carried out for the first time. 
This technique requires the approximation of the 
solutions of the perturbed original problems. Next, we 
propose an improvement of this technique based on a 
semi-analytical sensitivity formula. The newly 
developed formula requires the solution of the original 
unperturbed problem only. Hence, it avoids any 
solution approximations. This approach allows us to 
obtain sensitivities with respect to shape parameters 
using the complex permittivity as well as its real or 
imaginary part as intermediate variables in the new 
sensitivity expression. 
 We start by giving a brief description of the 
frequency-domain transmission line method and its 
implementation with lossy and inhomogeneous 
materials in section II. In section III, we give a brief 
background of preceding adjoint-based techniques. Our 
proposed semi-analytical formula for sensitivity 
analysis is given in section IV. Verification results are 
presented in section V. Conclusions are drawn in 
section VI. 
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II. THE FREQUENCY-DOMAIN TLM METHOD 
WITH LOSSY DIELECTRICS 

 
 The frequency-domain transmission line method 
(FDTLM)  [9] carries out a sequence of scattering and 
connection processes among its TLM symmetrical 
condensed node(s) (SCN) in a similar way as in the 
time-domain transmission line method (TDTLM)  [10]. 
An equation is written for each link of the SCN relating 
its voltages to those from neighboring nodes. These 
voltages are delayed through propagation factors of the 
type 2le−γ δ  where δ  is the node size along the thl  
link. The propagation constant lγ  is 
 

l jγ = ω µε�                                 (1) 
where 

o r jε = ε ε − σ ω� .                            (2) 
 

In equation (1), ω  is the angular frequency; ε� , rε , µ  
and σ  are the complex permittivity, the relative 
permittivity, the permeability and the conductivity, 
respectively. Local variations in the material properties 
are modeled by modifying the propagation constants of 
the node links. With lossy materials, the voltage waves 
are multiplied by a complex exponential factor. 

When the equations for all the links in all the nodes 
are put together, we arrive at 

 
s⋅ =A v V .                                  (3) 

 

Here, 12 12t tN N×∈A ^  is the system matrix, 
12 1tN ×∈v ^  is the solution vector containing all 

incident voltages in the computational domain, and 
12 1tN

s
×∈V ^  is the excitation. All quantities in 

equation (3) are complex with tN  being the total 
number of TLM nodes in the computational domain. 
 

III.  BACKGROUND 
 

Our objective is to efficiently compute the sensitivity 
of a response function ( ), ( )f x v x  with respect to 
changes in the vector of parameters 1[  ... ]T

Kx x=x , 
i.e., f∇ x . Note that ∇x  is defined as a row operator 
 [1],  

1
  

K

df dff
dx dx
 ∇ =   

x " .    (4) 

The elements in x  could be related to the material 
parameters of the structure and/or to its shape. We 
introduce in this section possible implementations of 
the AVM for sensitivity analysis with full-wave 
frequency-domain solvers. 
 

A. The Exact AVM 
 With the exact AVM, the response derivative with 
respect to the kth parameter kx  is obtained as  [2],  [6] 

,

 1,  ..., .

sH

k k k k

df f
dx x x x
k K

∂ ∂ ∂ = + ⋅ − ⋅ ∂ ∂ ∂ 
=

V Aλ v
     (5) 

In equation (5), kx∂ ∂  represents an explicit 
dependence on kx ; v  is the solution of equation (3); 
and Hλ  is the Hermitian of the adjoint variable vector 
λ . It is the solution of the adjoint problem 

[ ]H Hf⋅ = ∇vA λ .    (6) 

Here, AH is the Hermitian of the system matrix A. 
f∇v  is the adjoint excitation, which is the gradient of 

the response f  relative to the state variables in v . 
The sensitivity equation (5) is exact in the sense that 

all three required derivatives – including the system 
matrix derivative kx∂ ∂A  – are exact, i.e., analytic. 
The accuracy of the computed sensitivities is affected 
by the accuracy of the solution vectors λ  and v , which 
depends on the accuracy of the numerical solver. 

It is straightforward to use equation (5) for sensitivity 
estimates with respect to material parameters of the 
structure such as the constitutive parameters rε  and 
σ . Its implementation with shape parameters, 
however, is very limited  [7]. 
 
B. The Discrete AVM 

With structured grid solvers kx∂ ∂A  is rarely 
available analytically for shape parameters. The 
discrete AVM (DAVM) overcomes this limitation. It 
determines the derivative with respect to the kth 
parameter kx  as in  [7], 

    
,  

1,  ,  .

k s kH
k

k k k k

df f
dx x x x
k K

 ∂ ∆ ∆
≈ + ⋅ − ⋅ ∂ ∆ ∆ 

=

V Aλ v�

…
    (7) 

Here, k∆ A  is the difference matrix due to a stepwise 
perturbation of kx∆ = δ  in kx . The difference ratio 

k kx∆ ∆A  is, in general, not a good approximation of 
kx∂ ∂A , and using it directly with equation (5) leads 

to unacceptable errors. Therefore, the solution of the kth 
perturbed problem kv�  is required with such discrete 
perturbations. The perturbed solutions kv� , 

1,  ,  k K= … , are not obtained by actually solving 
the problems, since this would require K  additional 
system analyses. They are approximated through  
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Fig. 1. Computing the analytical derivative of the system matrix ∂ ∂εA �  for response sensitivity evaluation (2D 
view): (a) the unperturbed problem, (b) the nonzero elements of ∂ ∂εA �  when computing df dε�  with the exact 
AVM approach, and (c) the nonzero elements of ∂ ∂εA � n  when computing df dW  with the semi-analytical AVM 
approach. 
 
mappings of the solution of the unperturbed problem 
(3). Hence, equation (7) requires K  approximations of 

kv�  ( 1,  ,  k K= … )  [7]. 
The discrete sensitivity, equation (7), is advantageous 

over the exact, equation (5), because of its versatility. It 
can be used for sensitivities with respect to material-
related parameters as well as shape parameters. Its 
implementation with lossy materials deserves special 
consideration and is addressed here for the first time. 

 
IV. THE SEMI-ANALYTICAL SENSITIVITY 

FORMULA 
 

 An appealing feature of the TLM solver in the 
frequency domain is the direct analytical relation 
between the system matrix A  and the constitutive 
parameters of the SCNs. This relation is identified 
through the propagation factor lγ  as well as the 
transmission and reflection coefficients at the 
boundaries between the different regions in the 
computational domain, see equations (1) to (3). This 
feature allows us to derive an alternative approach to 
equation (4) in the case of lossy dielectric 
discontinuities. The approach combines the exact AVM 
and the DAVM. It employs the analytical dependence 
of the system matrix on the material properties of the 
SCNs. No approximations are required as in equation 

(7) and, unlike equation (5), it is versatile as it can be 
implemented with shape and material parameters. 
 Let { }1,  ..., m  be the set of node indices whose 
dielectric properties change as the shape parameter kx  
changes. We rewrite equation (5) as 

1
,

1,  ,  .

m
s nH

k k k n kn

df f
dx x x x

k K
=

  ∂ ∂ ∂ ∂ε
= + ⋅ − ⋅  ∂ ∂ ∂ε ∂  

=

∑V Aλ v
�

�

…
 

(8) 

As before, the adjoint variable λ  is the solution of 
equation (6). The matrix n∂ ∂εA �  is the analytical 
derivative of the system matrix with respect to the 
dielectric constant of the nth perturbed node. This 
matrix is different from its analogous matrix in equation 
(5) as it is not a full matrix. It is a sparse matrix with 
nonzero elements only at locations corresponding to the 
nth node links. 
 Figure 1a illustrates a possible TLM discretization of 
a lossy inhomogeneous structure. The structure is 
composed of three dielectric mediums. Consider first 
the case when kx  is 2ε� , or 2rε , or 2σ . Here, the 
exact sensitivity, equation (5), can be directly applied 
with the term kx∂ ∂A  obtained analytically, i.e., using 
common rules of differentiation. The nonzero elements 
in kx∂ ∂A  correspond to all the links of the related 
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medium, i.e., medium 2, plus those at the boundary 
interfaces of medium 2 with medium 1 and medium 3 
(see the arrowed links in Fig. 1b). 
 Now, consider another case when the thickness of the 
second medium W  is the shape parameter of interest, 
i.e., we want to compute df dW . Here, the exact 
sensitivity equation (5) can not be applied (refer to 
section III). Our semi-analytical equation (8), however, 
can be applied making use of the available ∂ ∂εA �  
values. In this case, a discrete perturbation of 

W∆ = δ  in W  results in a derivative matrix 
n∂ ∂εA �  with nonzero coefficients only at locations 

that correspond to the arrowed links shown in Fig. 1c. 
These are the links at the right-hand side of medium 2 
affected by the discrete perturbation. The material 
change at these border cells is described mathematically 
in the sensitivity expression through the term 
( )n∂ ∂ε ⋅A �  ( )n kx∂ε ∂� , see equation (8). 

Note that equation (8) cannot be exact with structured 
grid solvers when kx  is related to a shape parameter 
such as W. This is because n kx∂ε ∂�  is computed for 
each link of the nth perturbed node with 

k kdx x≈ ∆ = δ  (stepwise change). Therefore, we 
approximate the analytical derivative n kx∂ε ∂�  by its 
difference ratio n∆ε δ� , i.e., formula (8) becomes 

Despite this approximation, the semi-analytical 
sensitivity, equation (9) is still advantageous over 
equation (7) because the analytical derivative n∂ ∂εA �  
allows us to use the solution of the unperturbed 
problem (3). Thus, when the structure contains lossy 
dielectrics, we can use equation (9) and avoid the K 
approximations used in equation (7). 

When kx  is related to a material parameter of the 
structure such as rε  and σ , sensitivity equation (9) 
reduces to the exact equation (5). 

Since all the elements of A  are analytic functions of 
ε� , see equations (1) to (2), the Cauchy-Riemann 
relations hold, allowing the use of ε� , or rε , or σ  in 
equation (9), 

 

Here, ℜ  and ℑ  denote the real and the imaginary part 
of the complex quantity, respectively. Consider, for 
example, the coefficients of the system matrix A that 
correspond to the links within the dielectric. According 

to the Cauchy-Riemann relations, equation (10), their 
analytical derivatives with respect to the constitutive 
parameters relate as 
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Fig. 2. 2D top view of the structure under study. 

 
 

V. RESULTS AND DISCUSSION 
 

 The different AVM approaches discussed in 
sections III and IV are verified through the response 
sensitivity in a problem of a plane wave normally 
incident on a three-layer structure see Fig. 2. The 
structure is of width a = 30 mm and is discretized 
using a uniform 1 mm mesh cell, i.e., δ = 1 mm. The 
first layer of the structure, medium 1, has relative 
permittivity rε = 1rε , permeability of free space 0µ , 
and conductivity 1=σ σ . The second layer, medium 2, 
is characterized by the constitutive 
parameters 2 0 2,  ,  rε µ σ , and is of thickness W .   The 
third layer, medium 3, has the same constitutive 
parameters as medium 1, i.e.,  3 1,  r rε = ε  3 0 ,µ = µ  
and 3 1σ = σ  . The sensitivity of the response function 
f  is measured with respect to variations in the vector 

of parameters 2 2[    ]= ε σx T
r W  using applicable 

sensitivity expressions (5) to (9). 
 First, the response function f  is defined as the 
complex electric field polarized in the y-direction 

  1
,

1,  ,  .

m
s nH

k k k nn

df f
dx x x

k K
=

  ∂ ∂ ∂ ∆ε
= + ⋅ − ⋅  ∂ ∂ ∂ε δ  

=

∑V Aλ v
�

�

…

(9) 

,    ∂ℜ ∂ℑ ∂ℜ ∂ℑ
= = −

∂ℜε ∂ℑε ∂ℑε ∂ℜε
A A A A
� � � �

.   (10) 

0

0

0 .

r r r

j

j j

j

∂ ∂ℜ ∂ℑ
= +

∂ε ∂ε ∂ε
∂ℑ ∂ℜ = ωε − ∂σ ∂σ 
∂ℜ ∂ℑ = ωε + ∂σ ∂σ 
∂

=ωε
∂σ

A A A

A A

A A

A

     (11) 
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( f E= ) at the output port (medium 3). In this case, 
mediums 1 and 3 are set to be loss-free, i.e.,  

1 2 0σ = σ = , with 1 3 1r rε = ε = . Medium 2 is lossy 
with nominal values 2 5ε =r  and 0.05σ =  S/m. The 
thickness is 16W =  mm. The sensitivities are 
computed at frequency 3.0 GHz. 
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Fig. 3. Response sensitivity of f E=  with respect to 

2εr  at the nominal value of ε� , Rf E= ℜ  and If E= ℑ . 
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Fig. 4. Response sensitivity of f E=  with respect to 

2σ  at the nominal value of ε� , Rf E= ℜ  and If E= ℑ . 
 
 
 Figures 3 and 4 show the sensitivity of f  with 
respect to the material parameters 2εr  and 2σ  
computed using equation (5). These sensitivities are 
exact because the derivatives 2∂ ∂εA r  and 2∂ ∂σA  
are analytic. Comparisons with response-level central 
finite difference (CFD) derivatives are also made using 
a finite perturbation of 0.1 percent. As expected, the 
agreement is excellent. 
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Fig. 5. Response sensitivity of Rf E= ℜ  with respect to 
W at the nominal value of ε� . 
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Fig. 6. Response sensitivity of If E= ℑ  with respect to 
W at the nominal value of ε� . 
 

 
Figures 5 and 6 show the sensitivity of f  with respect 
to the shape parameter W  computed using: (i) 
response-level CFD; (ii) the DAVM sensitivity 
equation (7); (iii) the semi-analytical AVM equation (9) 
with 2∂ ∂εA r  computed     analytically      and       

2rd dWε  approximated as ∆ε δr ; and (iv) the 
semi-analytical AVM equation (9) with 2∂ ∂σA  and 

2 2d dWσ ≈ ∆σ δ . The agreement is good. 
 Notice that for a complex objective function 

R If f jf= + ,1 the derivative of the magnitude f  
and phase φ  can be easily extracted when R kf x∂ ∂  

                                                 
1 Rf  and If  are the real and imaginary parts of the 
complex function f , respectively. 
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and I kf x∂ ∂  are known  [12], 

1
k k

f ff
x f x

∗∂ ∂ = ℜ ⋅ ∂ ∂ 
,       (12) 

and 

2
1

k k

ff
x xf

∗∂φ ∂ = ℑ ⋅ ∂ ∂ 
,       (13) 

where 

R I

k k k

f f fj
x x x
∂ ∂ ∂

= +
∂ ∂ ∂

.     (14) 
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Fig. 7. Response sensitivity of 2f = ρ  with respect to 

2rε  at nominal value of ε� . 
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Fig. 8. Response sensitivity of 2f = ρ  with respect to 

2σ  at nominal value of ε� . 
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Fig. 9. Response sensitivity of 2f = ρ  with respect to 
W  at the nominal value for ε� . 
 
 
For example, the sensitivity of 

2f = ρ  where ρ  is 
the reflection coefficient, is computed as 

{ }2 2k kx x∗∂ ρ ∂ = ℜ ρ ⋅∂ρ ∂ . 
 We next verify the AVM approaches by computing 
the sensitivity of f  when 

2f = ρ . All three 
mediums in this case are lossy [see Fig. 2]. The first 
and third mediums have 1 3ε = εr r =15 and 1 3σ = σ  = 
0.15 S/m. The second medium has 2εr = 80 and 2σ  = 
4.0 S/m. The sensitivity is measured with respect to 
changes in the parameters of the second medium 

2 2[    ]= ε σx T
r W  for a frequency sweep from 2.5 

GHz to 3.5 GHz. 
 Figures 7 and 8 show the sensitivity of f  with 
respect to the constitutive parameters computed using 
the exact AVM equation (5). The results are also 
compared with response-level forward finite difference 
(FFD) estimates using a finite perturbation of 0.1 
percent. Excellent agreement is obtained. 
 The sensitivity of f  with respect to the shape 
parameter W  is shown in Fig. 9. It is computed using: 
(i) response-level central and forward finite differences; 
(ii) the semi-analytical AVM equation (9) with 

2∂ ∂εA r  computed analytically and 2∂ε ∂r W  
approximated as ∆ε δr ; (iii) the semi-analytical 
equation (9) with 2∂ ∂σA  and 2 2W∂σ ∂ ≈ ∆σ δ , 
(iv) the semi-analytical equation (9) with 2∂ ∂ε�A  and 

2 W∂ε ∂ ≈ ∆ε δ� � , and (vi) the DAVM equation (7). 
 A number of observations can be made with respect 
to Fig. 9. Firstly, we notice that the disparity between 
the forward and central response level sensitivities is 
noticeable. The difference comes as a result of the finite 
discretization step δ . A finer discretization may 
improve the accuracy, however, this is not necessarily 
so. This has always been considered the major 
drawback of response-level sensitivities. 
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 Secondly, due to the semi-analytical nature of the 
newly proposed approach, the accuracy of the 
computed sensitivities can substantially improve 
compared to the preceding DAVM approach. This is 
provided that the right choice of the intermediate 
variable in the semi-analytical formula is made. For 
example, the sensitivities computed in case (ii) 
employed 2rε  as the intermediate variable, sensitivities 
computed in case (iii) employed 2σ  as the intermediate 
variable, and those computed in case (iv) employed 2ε�  
as the intermediate variable. In general, using 2ε�  yields 
the most accurate results. 
 A final remark concerns a shape parameter, which 
relates to a region where 0 rωε ε ≤ σ , i.e., the shape 
parameter relates to a geometrical detail, which is a 
good conductor. The large values of σ  cause the 
corresponding A -matrix coefficients to almost vanish 
resulting in numerical errors. Hence, in this case, the 
DAVM technique is the only approach for sensitivity 
analysis with respect to such details. Obviously, this is 
also the case when the detail is a perfect conductor. 
 Thirdly, the disparity between the results computed 
using the semi-analytical approach with 2εr  and 2σ  as 
intermediate variables and those computed using 2ε�  is 
also noticeable. This is a result of the nonlinearity of 
f , the discretization step size δ , and the fact that all 

three mediums are lossy with large contrast between 
their constitutive parameters. In general, when the 
adjacent mediums have very different constitutive 
parameters, it is recommended to use ε�  in equation (9) 
and not rε  or σ . That is because ε�  takes into account 
the change in both the permittivity and the conductivity 
of the affected links at the same time. 
 There are cases where only rε  can be used as the 
intermediate variable in the semi-analytical sensitivity 
expression. An example of such cases is when the 
adjacent mediums at a perturbed boundary have 
different permittivities but the same or no conductivity.
 Alternatively, if the two adjacent mediums at a 
perturbed boundary have the same permittivity but 
different conductivities, only σ  can be used as an 
intermediate variable. 
 Here, we make some general remarks with regard to 
the numerical sensitivity analysis with shape 
parameters. The accuracy of the estimated sensitivities 
(exact or discrete) with any numerical analysis 
technique can be only as good as that of the response 
function. The accuracy of the latter depends on the 
setup and the convergence of the numerical solution. 
 Also, the difference between the values of the 
constitutive parameters of the neighboring mediums is a 
factor affecting the accuracy of the computed 
sensitivities. This factor is interrelated with the 
discretization step size δ . In the case of the finite-

difference estimation of the response sensitivity, these 
two factors influence the accuracy of the estimates 
through round-off errors. On one hand, smaller δ  
typically leads to improved accuracy of the numerical 
solution for the response calculation. On the other hand, 
a shape perturbation of one δ  for adjacent mediums of 
very similar constitutive parameters may produce a 
response, which is practically identical to the response 
of the original unperturbed structure. In such a case, the 
finite-difference estimate is very unreliable. Possible 
remedy is a perturbation of several δ . There is, 
however, no generally valid prescription for a proper 
value of the perturbation with the finite-difference 
approach at the response level. This, together with the 
obvious numerical inefficiency of the finite-difference 
approach, is its main drawback. 
 For a given δ , the accuracy of our adjoint-based 
techniques is better or equivalent to that of the finite 
difference approaches because they are less prone to 
round-off errors. Consider, for example, the semi-
analytical adjoint-based equation (9). The only 
difference term ∆ε�  is not affected by round-off errors 
because, in practice, when two materials are considered 
different, the difference in their constitutive parameters 
is far more significant than the machine error. For the 
same reason, with the DAVM, the different constitutive 
parameter values produce significantly different 
coefficients of the system matrix A. Subsequently, the 
elements of the difference matrix ∆A  in equation (7) 
are never very small. 
 

VI. CONCLUSIONS 
 

For the first time, we present adjoint-based 
approaches for efficient sensitivity analysis of high-
frequency structures developed for lossy 
inhomogeneous materials. The approaches are 
applicable in the case of material and shape parameters. 
The first approach is an approximate discrete adjoint-
based approach adapted from our preceding technique. 
It was originally developed for lossless homogenous 
problems. The approach is investigated here for the first 
time with lossy inhomogeneous materials. It requires 
field approximations of the perturbed problems. We 
improve this approach by proposing a semi-analytical 
formula. The newly developed formula utilizes the 
analytical dependence of the system matrix elements on 
the constitutive parameters of the structure materials. 
This approach avoids the approximations needed in the 
preceding technique leading to simplification in the 
implementation and improvement in the accuracy. We 
show that the accuracy of the proposed semi-analytical 
approach is affected by the variation between the 
constitutive parameters of the neighboring mediums. 
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We also show that this effect can be reduced by using 
the complex permittivity as the intermediate variable in 
the semi-analytical expression. 
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Abstract − An efficient method for the accurate 
computation of the response of photonic crystal filters is 
obtained when Model-Based Parameter Estimation 
(MBPE) is combined with accurate field solvers. In this 
paper, MBPE is combined with Multiple Multipole 
Program (MMP) and the Method of Auxiliary Sources 
(MAS) and the results are compared with results obtained 
from a commercial field solver. When metals are present 
in photonic crystal filters, strong material dispersion at 
optical frequencies cause nonlinearity of the filter 
response. It is demonstrated that MBPE is still useful 
although it is originally designed for linear systems. 
 
Keywords − Model-Based Parameter Estimation; PhC 
filters; MMP, MAS. 
 

I. INTRODUCTION 
 

Photonic Crystals (PhCs) consist of dielectric or 
metallic structures [1] arranged on a regular lattice like 
the atoms in a natural crystal. Mainly because of the 
Photonic Band Gap (PBG) - that is observed when the 
contrast between the materials used for fabricating the 
PhC is high enough - PhCs are very promising for 
integrated optics. In fact, the PBG is the photonic counter 
part to the electronic band gap of semiconductors. By 
doping PhCs one can easily introduce resonators (point 
defects) and waveguides (line defects) in a PhC. By 
combining both one can obtain useful components such as 
filters. PhC filters may be embedded in PhC waveguides 
but also in classical waveguides. The simplest PhC filter 
is a PhC slab illuminated by a plane wave. Such filters are 
currently intensively studied to determine their limitations 
and practical value. The main problem is that no simple 
design rules are available. Therefore, efficient numerical 
methods for the analysis and optimization of PhC filters 
are highly desirable. Model-Based Parameter Estimation 

(MBPE) [2 - 4] is an auxiliary technique that may be 
added to any field solver for obtaining the entire 
frequency response from the calculation of the response in 
a small number of frequency points. This means that the 
field solver only computes the filter for m discrete (real or 
complex) frequency points sk (k=1…m) and MBPE then 
provides a very fast approximation for any desired 
frequency s.  

Model-Based Parameter Estimation - also called 
Cauchy method [5] - was originally designed for linear 
PhC filters: The frequency response of linear filters is 
known to be best represented by a fraction of two 
polynomials (Cauchy formula) and MBPE takes 
advantage of this representation.  

In the following it is demonstrated that MBPE is also 
useful and efficient for PhC filters made of dispersive 
materials, namely, PhC filters that include metal with 
strongly frequency-dependent complex permittivity at 
optical frequencies. As a particular case, filter analysis in 
the optical frequency range is considered. The 
electrodynamic problem of the PhC filter structure - 
containing silver rods - was solved by using the frequency 
domain solvers Multiple Multipole Program (MMP) [6], 
[7], [10], [11] and the Method of Auxiliary Sources 
(MAS) [8], [ 9].  

  
II. MODEL-BASED PARAMETER ESTIMATION 

(MBPE) 
 

Most EM phenomena require essentially a continuous 
representation of the system response over a specific 
frequency range. The computation of the observables (S 
parameters, transmission and reflection coefficients, field 
strengths in certain points of space, etc.) with sufficient 
resolution can be expensive especially when sharp 
resonances are present. MBPE allows us to obtain the 
system response over the entire frequency range by using 
a relatively small number of frequency samples.   
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The main concept of MBPE is the following. In the 
frequency domain, the response of a linear system may be 
optimally represented by Cauchy’s method, i.e., 

  

F (s) =
N (s)

D(s)
+ Error(s) =

N
i

i = 0

n

∑ si

D
i

i = 0

d

∑ si

+ Error(s) ,       (1) 

where F is the response of the system and s the complex 
frequency that also may be limited to the radian frequency 
iω. The error of this approximation depends on the 
maximum orders n and d of the power series expansions 
in the nominator N and denominator D as well as on the 
method that determines the parameters Ni and Di. 

A simple technique to compute the parameters is to 
multiply equation (1) by D and rewrite equation (1) in a 
set of m frequency points sk: 

  
F (s

k
) D

i
i = 0

d

∑ s
k

i − N
i

i = 0

n

∑ s
k

i = Error(s
k
) D

i
i = 0

d

∑ s
k

i = E
k
,    (2) 

   k = 1,.., m  

where E is an unknown error vector. When F is known in 
  m ≥ n + d + 1 points sk, equation (2) is a linear system of 
m equations. One then can evaluate the parameters Di and 
Ni in such a way that the square norm of the error vector is 
minimized. Before this is done, one should note that not 
all parameters are independent because nominator and 
denominator in equation (1) may be scaled with an 
arbitrary factor. For this reason, one of the parameters 
may be set equal to 1. It is reasonable to set Dd=1. One 
then obtains, 

  
F (s

k
) D

i
i = 0

d −1

∑ s
k

i − N
i

i = 0

n

∑ s
k

i = − F (s
k
)s

k

d + E
k

= R
k

+ E
k
,   (3) 

  k = 1,.., m  

where R is a known, right-hand-side vector. Note that 
equation (3) can be solved in such a way that the error 
vector E is zero when m=m0=n+d+1, because one then 
obtains a square matrix system. This does not imply that 
Error(s) becomes zero as well. Especially when the 
sample values F(sk) are only approximately known – 
which is always the case in practice – it is more 
reasonable to work with an overdetermined system of 
equations with m > m0. Reasonable overdetermination 
implicitly provides smoothing of “noise” and “ripples” 
caused by inaccurate Maxwell solvers. When highly 
accurate codes such as MMP and MAS are used, very 
weak overdetermination (with overdetermination factors 
m/m0 around 1.1) is sufficient. This obviously reduces the 
number of frequency points required. Since the time-

consuming part of the MBPE is the computation of the 
sample values by the Maxwell solver, weak 
overdetermination saves computation time. 

The most difficult problem is to determine the required 
maximum orders n and d of the power series of the 
nominator and denominator. Both depend very much on 
the size of the frequency range of interest, the desired 
accuracy, and the complexity of the system. Since metals 
within Metallic Photonic Crystals (MPhCs) and Metallo-
Dielectric Photonic Crystals (MDPhCs) are strongly 
dispersive at optical frequencies, MPhC and MDPhC 
filters are non-linear and may be linearized only over a 
sufficiently short frequency interval. Therefore, it is 
reasonable to limit the maximum orders n and d by a 
value of typically not higher than 10 and to subdivide the 
frequency interval into two or more parts when the MBPE 
approximation is not accurate enough. 

The algorithm block scheme of the MBPE procedure 
used for the PhC filter analysis is presented in Fig. 1. The 
MBPE procedure is adaptive and starts with small orders, 
i.e., n and d values and with a small number of test points 
according to the overdetermination factor specified by the 
user. It then increases the order by 1 and compares the 
resulting MBPE approximations. When the differences 

Define maximum order 
Overdetermination factor and desired 

interval of changing parameter 

Start 

Yes 

No 

End 

Fitting error< ε 
and S∈[0,1] 

Increase order or divide domain into 
sub domains 

Construct data model; Solve system 
of linear equations for finding 

unknown coefficients Ni and Di; and 
estimate fitting error 

Find frequency point for next 
calculation and carry out calculation 

for defined frequency point. 

 
 
Fig. 1. MBPE procedure for PhC filters analysis. 
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between the two approximations are below a user-defined 
error bound over the entire frequency range and when all 
S parameters are within the range 0…1, the MBPE 
approximation is good enough and the procedure stops. 
Otherwise, it inserts new test points within the frequency 
range as follows: If an S parameter is out of the range, it 
inserts the new test point at the frequency where the 
biggest distance from the range 0…1 is encountered. 
Otherwise, it searches for the maximum difference 
between the current and previous MBPE approximation 
and sets the new test point at the corresponding 
frequency. The evaluation of the filter response, e.g., the S 
parameters, in the new test point is then performed by the 
field solver, for example, MMP or MAS. When the 
number of test points is high enough, the MBPE order is 
increased – provided that the user-defined maximum 
order is not yet reached. As soon as the maximum order is 
reached, the frequency interval is split into two intervals 
with half the length of the original interval and a separate 
MBPE approximation is started for each interval. This 
procedure is recursively continued if required. 

One is often interested in the frequency dependence of 
several characteristic values, for example, the S 
parameters. Usually, the field solver can simultaneously 
evaluate all parameters with almost the same numerical 
costs as for a single parameter. Therefore, it is reasonable 
to implement an MBPE procedure that simultaneously 
evaluates the frequency response of several observables, 
for example, all S parameters. All that needs to be done 
for such a multi-parameter MBPE is to define the 
maximum fitting error over all model parameters – 
typically the sum of the square errors of all model 
parameters. Beside this, the procedure outlined in Fig. 1 
remains the same. 

To demonstrate how MBPE works for dispersive 
materials, we consider the problem of coupled metallic 
nanoparticles [11 - 13]. The first test system contains only 
two circular cylinders made of silver with a radius of 25 
nm and a surface-surface separation of 5 nm (see Fig. 2), 
illuminated by an H-polarized plane wave. H-polarization 
is chosen, because plasmon resonances are obtained for 
this case. The electrodynamic problem was solved by the 
MAS. The MBPE procedure was started in 30 sample 
points and the overdetermination factor was set equal to 
1.1. For the system response over the wavelength range 
100 nm to 350 nm the adaptive MBPE algorithm requires 
only 63 frequency points for a maximum fitting error 
below 1%. In Fig. 2 the Scattering Cross Section (SCS) 
for the system is shown and Fig. 3 illustrates the field 
distribution at plasmon wavelengths. The Drude model is 
used for the frequency dependence of the permittivity of 
silver [10], 

  

ε(ν ) = 1 +
iτω

p
2

2πν(1 − i2πτν )
,                         (4) 

with τ = 1.45 × 10−14 s  and 16 11.32 10p sω −= × . Note that 
this frequency dependence is only approximate and not 
very accurate. For more realistic results, experimental 
values should be used [14]. The value used here just 
serves as a demonstration how the MBPE can handle 
dispersive materials. Furthermore, this allows us to 
compare the results with time-domain solvers that only 
can handle dispersive materials described by simplified 
mathematical models such as the Drude model. Figure 4 
illustrates the real and imaginary part of the permittivity 
of the Drude model for silver together with the different 
MBPE domains. The second and third domains are small 
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Fig.2. SCS for two intersecting cylinders made of silver 

with a radius of 25 nm at a surface-surface 
separation of 5 nm. The field is evaluated in 68 
sample points marked by circles. 

 

α) λ = 297 nm  b) λ = 239 nm 
 

Fig. 3. Near-Filed around coupled circular nanoparticles 
illuminated by an H-polarized plane wave 
incident from the left side. 
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compared with other ones although the frequency 
dependence of the material properties is rather smooth 
everywhere. The reason for this is that plasmon 
resonances occur when the real part of the permittivity is 
close to -1, i.e., the adaptive MBPE has correctly located 
the critical frequency range. Note that the number of 
plasmon resonances depends on the material 
characteristics and on the geometry. Therefore it is 
usually not possible to precisely foresee the locations of 
the resonances.  

 

III. 2D METALLIC PHC SLAB 

The PhC filter structure considered in the following 
consists of a 2D PhC with 5 layers of circular silver wires 
arranged on a square lattice. This structure extends to 
infinity in x direction and is finite in y direction, as 
illustrated in Fig. 5. The wire radius is 73.3 nm and lattice 
constant is 820 nm. Ez polarization is considered because 
metallic PhCs have a fundamental band gap for this 
polarization. 

Numerical methods can take advantage of the periodic 
symmetry in x direction in different ways.  

1) The MMP code introduces fictitious boundaries that 
separate a single “fundamental” cell from its neighbors as 
illustrated in Fig. 5. Along these boundaries, periodic 
(Floquet) boundary conditions are imposed [11]. It is then 
sufficient to compute the field in a single cell. Since this 
cell extends still to infinity in y direction, two additional 
fictitious boundaries are introduced that separate three 
areas: a) the upper half space with incident plane wave 
plus reflected zero and higher order Rayleigh expansions, 

b) the PhC area, and c) the lower half space with 
transmitted zero and higher order Rayleigh expansions. 
The areas a) and c) are modeled as for arbitrary gratings, 
whereas area b) has a finite size. Within b) the field is 
approximated by standard MMP expansions as an 
ordinary scattering problem.  

Taking care of the periodic symmetry by means of 
periodic boundary conditions has the advantage of 
generality and simplicity in the implementation, i.e., any 
frequency-domain code that can handle simple scattering 
problems can handle periodic structures such as gratings 
and PhCs as soon as periodic boundary conditions are 
implemented. Within MMP, not only multipoles but a big 
library of analytic solutions of Maxwell’s equations is 
available. All of these functions may then not only be 
applied for modeling scattering problems but also for 
modeling PhCs. For example, the field inside the wires is 
approximated by Bessel expansions rather than by 
multipoles. 

 
2) The Method of Auxiliary Sources (MAS) uses an 

approximation of the scattered field by a set of auxiliary 
sources, i.e., monopole sources, distributed along 
auxiliary lines that are always outside the physical area of 
the scattered field. Here, the periodic symmetry is taken 
into account by using periodic arrays of monopole sources 
as illustrated in Fig. 6. Thus, the periodic boundary 
conditions are automatically satisfied by the periodic 
expansions. Since only one type of relatively simple 
expansions – monopoles – is used, the implementation of 
a periodic set of expansions is not too difficult, but for an 
efficient implementation, a careful numerical analysis is 
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Fig.4. Frequency dependence of the permittivity of silver 

(Drude model). The vertical grey lines indicate the 
MBPE domains obtained from the automatic 
procedure. In each domain a Cauchy 
approximation of order 10 was used. 
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Fig. 5. The PhC filter structure for MMP code. 
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required. The functions describing the fields of auxiliary 
sources have the form 

 
   
F

n
( Gr

n
−

Gr ) = α  H
0

(1) (k (x − x
n

− md )2 + ( y − y
n
)2 )

m = −∞

∞

∑ , 

(5) 
where d - is the period of the structure; α=1 for diffraction 
lattices and α = (-1)m for waveguides with non-
homogeneous filling. Now, the singularities are singled 
out in an explicit form. When the bad convergence of 
equation (5) is improved by use of the Poisson formula, 
an efficient algorithm is obtained. The amplitudes of each 
monopole array are computed in such a way that Floquet 
conditions are automatically met, i.e., no periodic 
boundary conditions are required. For the calculation of 
the reflected (y>yn) and transmitted (y<yn) fields for the 0 
and p-th harmonic one has,  
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=
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d
p, h
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)( )

h
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exp ih
p

y − y
n

( )
n = 1

N

∑

(8) 
where θ ∈ (0,π), is the incident angle of the plane wave; 
{an}, n=1..N are the amplitudes of the auxiliary sources, 
that must be calculated by imposing standard continuity 
conditions on the surface of the wires within one period in 
x direction. 

3) For time-domain methods such as FDTD and FIT 
[15] the appropriate handling of periodic symmetries 
becomes simple only for a vertically incident plane wave. 
One then may introduce electric or magnetic walls in y 
direction for separating the “fundamental” cell used in the 
MMP model.  

Furthermore, absorbing boundary conditions may be 
imposed in the areas a) and c) for absorbing the reflected 
and transmitted waves (see Fig. 7). Consequently, FDTD 
(and FIT) codes discretize only a finite rectangular area b) 
like MMP. For the more general case of an obliquely 
incident plane wave, FDTD becomes more complicate 
and requires a complex formulation for taking the 
periodic boundary conditions accurately into account. 
Incidentally, material dispersion causes additional 
problems for time-domain codes. In order to avoid the 
time-consuming evaluation of convolution integrals, 
material models for dispersive materials are simplified, 
for example, by the Drude model given above. Despite of 
its inaccuracy, it is used for the following test case in 
order to obtain a comparison of MMP-MBPE and MAS-
MBPE with commercial FDTD and FIT codes. 

 

IV. NUMERICAL TEST CASE: 2D METALLIC 
PHC SLAB 

Figures 8 and 9 show the transmission characteristics of 
a PhC filter obtained with the three different methods 
outlined above. Excellent agreement is observed at 
sufficiently low frequencies (λ = 1.0 µm to 3.0 µm) (Fig. 
8). The maximum difference between MMP brute-force, 
MMP-MBPE and MAS-MBPE is 0.02 % (there is no 
observable difference between curves plotted on graphs) 
and between MMP and FIT it is 0.1 %. For MMP-MBPE 
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and MAS-MBPE only 20 points were computed by MMP 
and by MAS, the remaining points were interpolated by 
MBPE (see Fig. 8, points with triangles). The total 
computation time for these MBPE solutions was below 1 
minute on a PC and 5 minutes for the less accurate FIT 
solution.  

Excellent agreement between MMP and MAS is also 
observed for higher frequencies (λ = 0.3 µm to 1.0 µm) 
that cannot be handled correctly with the commercial FIT 
code (see Fig. 9). Only 145 frequency points were 

computed and the remaining points were interpolated by 
MBPE for higher frequency interval, while at least 2000 
frequency points were required for getting a smooth curve 
using MMP or MAS without MBPE technique, i.e. the 
speed-up factor provided by the MBPE is more than 10. 

Note that the computation time for FDTD and FIT 
codes for the more general case with oblique incidence 
and more accurate material models would strongly 
increase the computation time of the time domain codes, 
whereas it does not increase the computation time of the 
MMP-MBPE and MAS-MBPE solutions. The near field 
distribution for PhC filter is shown in Fig. 10. 

The wavelength dependence of the permittivity 
(according to the Drude model with solid line and 
measurement fitting with doted line) is presented in Fig. 
11 together with MBPE sample points where the field was 
evaluated. For long wavelength (λ = 1.0 µm to 3.0 µm) it 
was sufficient to use 20 sample points and the MBPE 
domain was not subdivided by the adaptive algorithm. 
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Fig. 10. Near-Filed for PhC filter. 
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V. CONCLUSIONS 

Adaptive MBPE algorithms may be added to any 
frequency domain field solver. These algorithms 
drastically reduce the numerical effort for the accurate 
computation of the filter response also when dispersive 
materials are present. It can simultaneously evaluate the 
frequency response of several observables. For the 
metallic photonic filter test case, excellent agreement 
between the MMP-MBPE and MAS-MBPE solutions is 
observed even at high frequencies, where the commercial 
FIT solver fails. This solver is outperformed by MMP-
MBPE and MAS- MBPE even when simplified models 
are considered that cause no problems for FDTD and FIT. 
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Scattering by PEMC (Perfect Electromagnetic Conductor) Spheres
using Surface Integral Equation Approach

Ari Sihvola, Pasi Ylä-Oijala, and Ismo V. Lindell

Electromagnetics Laboratory, Helsinki University of Technology,
P.O. Box 3000, FI–02015 TKK, Finland

Abstract– This article discusses bistatic scattering by to-
tally reflecting spheres. The spheres are either perfect elec-
tric, magnetic, or electromagnetic conductors (PEMC).
The PEMC medium is described by the parameterM with
special cases of PMC (vanishingM ) and PEC (infinite
M ). The scattering by a small sphere of such a mate-
rial from incoming plane wave can be explained by the
interplay of electric and magnetic dipoles. The special
characteristics of the radiation of PEMC spherers (differ-
ent from PEC and PMC) include cross-polarization which
is especially marked in the backscattering direction. The
radiation pattern is rotated by an angle that has a simple
connection with theM parameter. Scattering patterns of
PEMC spheres with size parameters up toka = 3 are
shown and they also display cross-polarized properties.
The computations are based on a MoM software to solve
the surface integral equation for the fields.

I. INTRODUCTION

The objective of the present paper is to analyze how the
basic scattering characteristics and parameters of electro-
magnetic plane waves from a perfectly conducting (PEC)
sphere are affected and changed when the material of the
scattering sphere is made of a more general medium: per-
fect electromagnetic conductor (PEMC).

In the following, we first introduce the PEMC medium
and connect it with the class of bianisotropic materials.
Next we present the scattering properties of homogeneous
spheres made of different materials. Then the scattering
problems for spheres with different material and size pa-
rameters are solved by a surface integral equation software,
developed in the Electromagnetics Laboratory of Helsinki
University of Technology, and the results are given physi-
cal interpretation.

II. PEMC MEDIUM

The concept of perfect electromagnetic conductor (PEMC,
[1, 2]) is a generalization of the much-used idealizations
of perfect electric conductor (PEC) and perfect magnetic

conductor (PMC). In PEC, the electric field and magnetic
flux vanish, which can be modelled by assuming that its
permittivity ε grows to infinity and the permeabilityµ
decreases to zero. This behavior can be generalized: the
response of PEMC media contains a scalar parameterM

D = MB, H = −ME (1)

in the constitutive relations linking the electric (E,D) and
magnetic (H,B) field strengths and flux densities. Trans-
lating these quite strange-looking conditions (1) into field-
versus-flux type relations, we can write the constitutive
parameter matrix relation [3] in the following manner,(

D

B

)
=

(
ε ξ
ζ µ

) (
E

H

)

= q

(
M 1
1 1/M

) (
E

H

)
. (2)

with q → ∞
Even if the transformation between equations (1) and (2)
is not immediately obvious, it can be checked by opening
up the matrix:D = q(ME+H) andB = q(E+H/M),
which returns equation (1) asq → ∞. BecauseD cannot
reach infinity, the factor multiplyingq has to vanish.

The admittance-like parameterM can be expressed in
another convenient form by the angleϑ,

M = cot ϑ. (3)

It may hurt intuition that the material parameters of
PEMC are infinite. In fact, this is the case for all four
bi-isotropic parameters of PEMC. There is, however, the
following restriction between them:εµ − ξζ = 0 as can
be seen from equation (2). But as was noted, infinities are
also encountered in PEC and PMC cases. T he PEC and
PMC materials are special cases of relation (1).

ForM = ∞ (corresponding toϑ = 0), we haveE = 0
andB = 0 which is the requirement for PEC (electric field
and magnetic flux cannot exist inside a perfect conductor).
But because no restrictions are set onD andH, we require
ε → ∞ andµ → 0. Similarly, by duality [4], the case
M = 0 (or ϑ = ±π/2) leaves us with PMC, asH = 0
andD = 0, in other wordsε → 0 andµ → ∞.

1054-4887 © 2007 ACES
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Fig. 1. Geometry of the problem: homogeneous sphere as an obstacle to the incident, linearlyx-polarized electro-
magnetic wave which is propagating into the+z-direction. The scattering direction is defined by the anglesθ, ϕ of
the spherical coordinate system.

Inside PEMC media, a linear combination of the elec-
tric and magnetic fields vanishes identically:H + ME =
0. This means that on the interface between “ordinary”
and PEMC materials, the boundary condition is (n is the
unit normal)

n × H = −Mn × E. (4)

The properties of PEMC media, as the results of the
present paper will show, promise quite interesting appli-
cations concerning polarization transformation, for exam-
ple. A challenge which remains is how to fabricate PEMC
materials in the real world. One possibility is a compos-
ite structure involving a gyrotropic (e.g., ferrite) material
layer on a metal surface, with which a band-limited PEMC
behavior can be simulated [5]. In today’s electromagnet-
ics research there are large-scale activities internationally
concerning artificial metamaterials1 which give hopes that
new designs that behave according to more and more ex-
otic material relations come into experimental and opera-
tive use.

In the following, we will study how an electromagnetic
plane wave is scattered by a sphere which is made of
PEMC material.

III. SCATTERING BY A SPHERE

The scattering of waves by a homogeneous sphere is a clas-
sical problem in electromagnetics. After the fundamental
paper by Gustav Mie [7] and much preceding literature,

1Such programs include the DARPA program in the USA
(www.darpa.mil/dso/thrust/matdev/metamaterials)
and the European Network of Excellence within the Union’s 6th Frame-
work programmeMetamorphose (www.metamorphose-eu.org).
For literature on electromagnetic metamaterials, see, for instance [6].

the problem has been discussed thoroughly in textbooks;
see, for example [8, 9, 10, 11].

In the following three-dimensional formulation, we
shall use normalized field quantities: in terms of the
SI-system electric and magnetic fields and flux densities
E ,H,D,B with units V/m, A/m, As/m2, Vs/m2, respec-
tively, we deal with fields and fluxes that are renormalized
in order to have homogeneous units in each of them,

E =
√

ε0 E , H =
√

µ0 H, D =
D√
ε0

, B =
B√
µ0

(5)
with the free-space parametersε0, µ0. This leaves the
material parameters in equation (2) dimensionless. All
four renormalized field quantities carry the dimension of

square root of energy density:
√

VAs/m
3

=
√

J/m3.

A. Small scatterer

Let the geometry be fixed in such a way that the plane
wave is incident in the+z direction, its electric field is
polarized along thex axis, and the magnetic field along
the y axis, as shown in Fig. 1. The ordinary spherical
angles areθ between the position vector and thez axis,
andϕ counted from thex axis up to the projection of the
position vector onto thexy plane.

To begin with, consider the scattering by a small sphere.
By a small sphere we mean a sphere the diameter of which
is small compared to the wavelength of the incident field.
No exact relative limit can be expressed for the object to
be small; in practise, often the size around a tenth of the
wavelength could be used as this limit. The results of
the present paper will give more light into this question
which determines when static and quasi-static considera-
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Fig. 2. The electric far fields radiated by an electric(pe) and magnetic(pm) dipole. The electric field of the electric
dipole Ee is “longitudinal”, meaning that it is in the plane spanned by the dipole and the position vector, whereas
the electric field of the magnetic dipoleEm is “latitudinal,” perpendicular to that. Note the arrow directions. The
amplitude dependence of the radiated field is sine of the angle between the dipole and the position vector in both
cases.

tions have to be replaced by dynamic analysis.
Let us start with the electromagnetic field radiated by

dipoles. The far-field behavior of the electric field of the
electric and magnetic Hertzian dipoles [12] is illustrated
in Fig. 2.

Obviously, the amplitude of the radiated electric field
decays with distance asr−1. If the electric and magnetic
dipoles vibrate in the same phase, their electric fields add
up constructively. The vector characteristics (polarization)
and radiation pattern in the far field can then be calculated
using vector cross products,

Es = (pe × ur − pm) × ur (6)

with ur = ux sin θ cos ϕ + uy sin θ sin ϕ + uz cos θ.

B. PEC and PMC spheres

The electric and magnetic dipole momentspe,pm of a
sphere which can have dielectric and magnetic properties
are excited by the incident fields,

pe = αeEi, pm = αmHi. (7)

These dipole moments are determined by the normalized
electric and magnetic polarizabilities [13]

αe = 3
ε − 1

ε + 2
, αm = 3

µ − 1

µ + 2
(8)

whereε is the relative permittivity andµ the relative per-
meability of the sphere.

For the PEC sphere(ε → ∞, µ → 0), the normalized
electric polarizability is3 and the normalized magnetic po-
larizability is−3/2. Therefore we can calculate the scat-
tered electric field of a small, perfectly conducting sphere
from the vector (note that in our normalized system of
electric and magnetic quantities, the electric and magnetic
fields have the same unit and the free-space impedance is
unity)

3(ux × ur +
1

2
uy) × ur (9)

because the electric dipole isx-directed and the magnetic
oney-directed according to Fig. 1. The resulting abso-
lute value of the scattered field is illustrated in Fig. 3 in
the two principal planes: E-plane (xz-plane) and H-plane
(yz-plane). Note the greater backscattering compared to
the forward scattering, and the null in the E-plane into
the θ = 60◦ direction. The threefold back-to-front ratio
(ninefold in the power pattern) is a well-known fact [10,
p. 157] for perfectly conducting scatterers. Of course
the same behavior applies for magnetically perfectly con-
ducting small spheres with the E- and H-plane patterns
interchanged.

There is a significant qualitative difference of these
patterns compared to the ordinary Rayleigh scattering dia-
gram of a dielectric sphere (Fig. 4), with equal radiation to
the front and back, and a null in theθ = 90◦ in the E-plane.
On the other hand, if the sphere has both arbitrary finite
permittivity and permeability, the patterns again change.
Especially, if the dielectric and magnetic material param-
eters are equal(ε = µ), there is no reflection, but, rather,
a strong forward scattering, as can also be seen in Fig. 4.

The polarization (vector direction of the electric field)
of the scattering by a PEC sphere is shown in Fig. 5.

C. PEMC sphere

How does the scattering change if the sphere is made of
homogeneous PEMC material where the material param-
eter is arbitrary(0 < |M | < ∞)? When the plane wave
touches the sphere, dipole moments are created, just like
in the cases dealt with in the previous section. The dif-
ference with the PEC and PMC cases is now that both the
electric and magnetic dipole moments of the PEMC sphere
are dependent on both the electric and magnetic incident
fields.

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007238



  0.5

  1

  1.5

30

210

60

240

90

270

120

300

150

330

180 0

Fig. 3. The scattered far field pattern of a PEC sphere in the E-plane (solid line) and H-plane (dashed line). For the
PMC sphere the patterns interchange. The incident wave is arriving from the left.
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Fig. 4. Left-hand side: scattered far field pattern of a dielectric sphere in the E-plane (solid line) and H-plane (dashed
line). On the right-hand side, the pattern for a reflection-matched sphere,ε = µ, in which case the pattern is the
same in E and H planes. The incident wave is arriving from the left. Note that the amplitude of the permittivity
and permeability only affects the overall magnitude of the scattering (here normalized to 1 and 2 in maximum field
magnitude, respectively). However, regardless of the absolute amplitude ofε (which is equal toµ on the right-hand
side), the radiation patterns are the same.

The polarizabilities and the dipole moments(
pe

pm

)
=

(
αee αem

αme αmm

)(
Ei

Hi

)

= A

(
Ei

Hi

)
(10)

can be calculated from the material parameter matrix

C =

(
ε ξ
ζ µ

)

= lim
q→∞

q

(
M 1
1 1/M

)
(11)

with the infinite parameters for the PEMC material. The
polarizability matrix can be calculated from the material
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Fig. 6. The directions of the induced electric and magnetic dipole moments in the PEMC sphere are not in general
parallel to the incident field vectors. The angleβ between the moments depends onM . This case corresponds to
M = 1.

parameter matrix [13] and turns out to be

A = 3(C − I) · (C + 2I)−1 (12)

=
3/2

1 + M2

(
2M2 − 1 3M

3M 2 − M2

)

=
3

4

(
1 0
0 1

)

−9

4

(
cos 2ϑ − sin 2ϑ
sin 2ϑ cos 2ϑ

)( −1 0
0 1

)

where I is the 2 × 2 unit matrix. Note that despite the
infinities on (11) of the four material parameters of PEMC,
all polarizability components of (12) behave “reasonably.”

They remain finite for real values ofM .
Now, both induced dipole moments contain compo-

nents inx and y direction, due to the magnetoelectric
coupling. The dipoles are rotated, depending onM ; see
Fig. 6. Furthermore, they are orthogonal only in the PEC
or PMC case. The angleβ between the dipoles obeys (cf.
definition (3))

cos β =
3M√

(1 + 4M2)(4 + M2)

=
3 sin 2ϑ√

(5 − 3 cos 2ϑ)(5 + 3 cos 2ϑ)
. (13)

The dependence of the angleβ on the PEMC parameter
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Fig. 7. The angleβ as a function of the PEMC parameterϑ. Note the orthogonality of dipoles in the PEC (ϑ = 0◦)
and PMC (ϑ = 90◦) limits.

ϑ is illustrated in Fig. 7. In the PEC and PMC limit
cases, the angle is obviously90◦. The minimum angle
β = arccos(3/5) ≈ 53◦ comes in the caseM = ±1
(corresponding toϑ = ±45◦)

Now the scattered field can be calculated from equa-
tion (6). Figure 8 shows the radiated field for different
values of theM parameter. We can observe a continuous
transition from PMC to PEC as the radiation pattern ro-
tates along with varyingM . Also the polarization of the
electric field changes gradually from the “longitudinal”
field of the PEC case to the “latitudinal” PMC radiation
field. For a general PEMC sphere, the far-field polariza-
tion pattern is helicoidal with handedness depending on
the sign ofM .

The rotation of the radiation pattern can be seen in
Fig. 9, where the scattered field amplitude is shown in the
xy-plane. Clearly the radiation of the PEMC sphere is
somewhere between those of PEC and PMC.

D. Size-dependent effects

When the radius of the sphere is no longer small com-
pared to the wavelength, the scattering characteristics of
the object become decorated with more details. Of course,
then the quasistatic calculations involving the electric and
magnetic dipole moments with which the low-frequency
results were calculated do not apply. We have used a
full-wave numerical code to calculate the results.

The code is based on the surface integral equation
method. The electric field integral equation, EFIE, is
first written for both the electric surface currect density
Je = n×H and magneticJm = −n×E surface current
density as( −1

iωε0

(∇∇ · +k2
0

)S(Je) −∇× S(Jm)

)
tan

= −Einc
tan. (14)

Here

S(F) =

∫
S

G(r, r′)F(r′) dS′ (15)

andG is the free space Green’s function. ForM �= 0,
boundary condition (4) gives the following relation be-
tweenJe andJm on the surface of a PEMC object

Jm =
1

M
Je. (16)

Using equation (16)Jm can be removed from equa-
tion (14) and the integral equation forJe reads

( −1

iωε0

(∇∇ · +k2
0

)S(Je) − M∇× S(Je)

)
tan

= −Einc
tan. (17)

In the PEC case, i.e.,M = ∞, Jm vanishes and equation
(17) reduces to the usual EFIE for the electric surface
current. In the PMC case,M = 0, or for small values of
M , instead of equation (16) we write

Je = MJm (18)

and equation (14) is written for the magnetic current only.
In both cases the resulting integral equations are solved
numerically with the method of moments [14] using tri-
angular rooftop basis and testing functions [15]. Details
of the numerical implementations are similar as those pre-
sented in [16] and [17] in the case of PEC and dielectric
objects. It should be noticed that, similarly as in the cases
of PEC and PMC objects, also in the case of a PEMC
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Fig. 8. The scattered far field of a small PEMC sphere with varyingM parameters.M = 0 gives PMC andM = ∞
corresponds to PEC. Grayscale shows the amplitude and the arrows display the polarization of the radiated electric
field. Incident electric field is parallel to thex axis.

object, a combined field integral equation formulation is
needed to avoid problems with internal resonances.

The combined effects of the electrical size of the sphere
and the PEMC parameter are shown in the set of Figs.
10 to 13, where the size of the sphere increases from
ka = 0.1 to 3. These correspond to sphere diameters
from 2a = 0.032λ to 0.95λ.

IV. DISCUSSION

We can draw several conclusions from the calculated re-
sults.

A. Co- and cross-polarization

The main property in the scattering behavior and char-
acteristics of a PEMC sphere is the appearance of cross-
polarization. Cross-polarization is strongest when the pa-
rameter|M | = 1 and also in the backscattering direction.

Quantitatively, the effect of the parameterM on back-
scattering is the following. The co- and cross-polarized
components of the backscattered electric field as functions
of thex andy components of the incident field read as

(
Ex

Ey

)
s

=

(
1−M2

1+M2

2M
1+M2

−2M
1+M2

1−M2

1+M2

)(
Ex

Ey

)
i

(19)

= −
(

cos 2ϑ − sin 2ϑ
sin 2ϑ cos 2ϑ

)(
Ex

Ey

)
i

.

The appearance of a cross-polarized component in reflec-
tion is a sign of non-reciprocity. From equation (19) we
can observe that the reflection matrix is a rotation ma-
trix defined by the angleπ − 2ϑ. For example, in the
caseM = ±1 (meaning that the angle of equation (3) is
ϑ = ±45◦) the reflection is fully cross-polarized, in other
words the rotation is180◦ − 2ϑ = ±90◦. In the other
limit, the cross-polarization vanishes for the PEC (180◦

rotation) and PMC (0◦ rotation) cases.
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On the other hand, the forward-scattered field of a
PEMC sphere with|M | = 1 is fully co-polarized. This is
valid not only for electrically small spheres but also can
be seen to hold when the sphere increases in the cases
of ka = 1, 2, 3 (Figs. 11 to 13). When theM values
starts to differ from unity, co-polarization appears in the
backscattered radiation and cross-polarization in the for-
ward direction. Of course, in the limits of both PEC and
PMC, the scattering is fully co-polarized in bothE andH
planes.

This phenomenon of cross-polarization in reflection is
important to notice. It is a sign of non-reciprocity (for
this concept, see, for example [12, 18]). Whereas in trans-
mission problems a rotation of polarization is perfectly
consistent with reciprocity, the situation for the reflection
problem is different. An example of reciprocal type of
polarization rotation is the optical activity in chiral mate-
rials: a linearly polarized electromagnetic wave undergoes
a uniform twist in the plane of the polarization the angle
of which is proportional to the chirality parameter, fre-
quency, and the distance propagated. The handedness of
the material determines the sense (clockwise or counter-
clockwise) into which the rotation is space happens. (It
is important not to confuse this polarization rotation with
the Faraday rotation that can take place with wave prop-
agation in magnetoplasma or ferrites. But there the ex-

ternal magnetic field makes the phenomenon anisotropic
and non-reciprocal whereas the optical activity of chiral
materials is isotropic and reciprocal [19].)

B. Radiation pattern and polarization

The phenomenon of cross-polarization is connected with
the fact that the radiation pattern is rotated when theM
parameter changes in the PEMC sphere, as can be seen for
example in Figs. 8 and 9. The minimum radiation on the
E-plane of a small PEC sphere moves continuously into
the H-plane in the PMC case. The direction of the rotation
depends on the sign ofM .

Furthermore, the polarization of the radiated electric
field changes continuously from the longitudinal electric-
dipole type radiation (PEC), through a helicoidal pattern
into the latitudinal magnetic-dipole type pattern in the
PMC limit. This evolution is clear from Fig. 8.

C. Size dependence

When the size of the sphere increases so that it is no
longer electrically small, the radiation pattern becomes
more complex. This is a well-known fact from the the-
ory of Mie scattering of “ordinary” spheres. For PEMC
spheres, the effect of varyingM parameter can be seen
in Figs. 10 to 13. The expected increase into the forward
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Fig. 10. The scattered far field power pattern of a small reflecting sphere(ka = 0.1) with various values of theM
parameter. Co-polarized in E-plane (solid line) and H-plane (dashed line). The dotted line shows the cross-polarized
scattering (the same in both planes). The incident field is coming from the180◦ direction.

scattering takes place regardless of the magnitude ofM ,
as the size of the sphere increases fromka = 0.1 to 3.
(ka = 3 means that the diameter of the sphere is around
95% of the wavelength.) But the results show clearly the
cross-polarization in the backscattering direction, which
is at its maximum for|M | = 1.

Another interesting observation is the following: for
PEMC spheres, the radiated electric field is elliptically
polarized in the E and H planes. As is known, this does
not happen for PEC and PMC spheres even if the sphere
is electrically large. This phenomenon can be seen in
Figs. 14 to 15 which display the real and imaginary parts
of the scattered electric field for a PEMC sphere with
ka = 1. Both in the E and H planes we can observe that
the real and imaginary parts are generally nonzero and are
non-parallel, which implies that the temporal evolution of
the electric field follows an ellipse.

D. Amplitudes

The preceding analysis has not paid any particular atten-
tion to the absolute amplitudes of the bistatic scattering
cross section. This is because the behavior is quite un-
interesting, as far as the effect ofM parameter is con-
cerned. Since the PEMC material is totally reflecting, in
other words it is lossless and no field can penetrate into
it, just like in the case of PEC and PMC, the scattered
power remains independent ofM . The effect is only on
the distribution of power into the spatial directions and
polarization states.

For example, the well-known [8, Sec. 10.61] result for
the scattering efficiency of a small PEC sphere

Qsca =
10

3
(ka)4 (20)

is correct for a PEMC (and PMC) sphere with any real
value ofM .
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Fig. 11. The scattered far field power pattern of a small reflecting sphere(ka = 1) with various values of theM
parameter. Co-polarized in E-plane (solid line) and H-plane (dashed line). The dotted line shows the cross-polarized
scattering (the same in both planes). The incident field is coming from the180◦ direction.

V. CONCLUSIONS

The present paper has demonstrated that the scattering
problem of particles made of rather complex materials can
be solved. Using a computational surface integral equation
software, where the required boundary condition is mod-
ified to account for the perfect electromagnetic conductor
effect, the fields can be calculated. The results showed
clearly the effect of the PEMC parameter on the scattering
patterns: compared with a corresponding PEC scatterer,
the polarization of the fields is rotated in reflection. The
angle of rotation is determined by the PEMC amplitude
between the limit cases of PEC and PMC materials. In the
scattering patterns, this effect obviously manifests itself
as cross-polarization which increases when the scattering
direction deviates from the incident wave (forward) direc-
tion.

Because the polarization-rotating effect is present for
all sphere sizes and the angle of rotation was seen to be

independent of the size of the sphere relative to the wave-
length, the results were only calculated for sphere sizes
ka = 0 . . . 3. If the size parameter becomes higher, the
scattering pattern will display more and more sidelobes,
as is well known. However, the effect of theM parameter
of the scatterer on the patterns remains the same as for the
lower frequency cases studied in this paper.
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[17] P. Ylä-Oijala, M. Taskinen, and J. Sarvas, “Sur-
face integral equation method for general compos-
ite metallic and dielectric structures with junctions,”
Progress in Electromagnetic Research, vol. 52, pp.
81-108, 2005.

[18] R. E. Collin,Foundations for Microwave Engineer-
ing, (Tokyo, McGraw–Hill, 1966).

[19] A. H. Sihvola and I. V. Lindell, “Material effects
in bi-anisotropic electromagnetics,”IEICE Transac-
tions on Electronics, (Japan), vol. E78-C, no. 10, pp.
1383-1390, 1995.

247SIHVOLA, YLÄ-OIJALA, LINDELL: SCATTERING BY PEMC SPHERES USING SURFACE INTEGRAL EQUATION



−10
−5

0
5

−10

0

10
−10

−5

0

5

10

x axis

PEC     M = ∞

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PMC     M = 0

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = −1

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = 1

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = 1/2

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = 2

y axis

z 
ax

is

Fig. 14. The scattered far field of the PEMC sphere with varyingM parameters: real part of the electric field.
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Ari Sihvola is professor of elec-
tromagnetics at the Helsinki Uni-
versity of Technology (TKK), Es-
poo, Finland, and Academy Pro-
fessor of the Academy of Finland.
He received the degree of Doc-
tor of Technology from TKK in
1987, and has been a visiting sci-
entist and professor at the Mas-
sachusetts Institute of Technol-
ogy (1985–1986), the Pennsylva-

nia State University (1990-1991), Lund University (1996),
and the Swiss Federal Institute of Technology, Lausanne
(2000–2001). Ari Sihvola is the chairman of the Finnish
National Committee of URSI (the International Union of
Radio Science).

Pasi Ylä-Oijala received the
M.Sc. degree in 1992 and the
Ph.D. degree in 1999, both in ap-
plied mathematics in the Univer-
sity of Helsinki, Finland. Cur-
rently he is working as Academy
Research Fellow in Electromag-
netics Laboratory, Helsinki Uni-
versity of Technology, Finland.
His field of interest includes nu-
merical techniques in computa-

tional electromagnetics based on the integral equation
methods.

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007248



−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEC     M = ∞

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PMC     M = 0

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC     M = −1

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = 1

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = 1/2

y axis

z 
ax

is

−10

0

10

−10

0

10
−10

−5

0

5

10

x axis

PEMC    M = 2

y axis

z 
ax

is

Fig. 15. The scattered far field of the PEMC sphere with varyingM parameters: imaginary part of the electric field.
Grayscale shows the amplitude and the arrows display the polarization of the radiated electric field. Incident electric
field is parallel to thex axis. The electrical size of the sphere iska = 1.
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Abstract − The best polynomial approximation, 
performed by Chebyshev approximation， is applied to 
the scattering analysis of multiple arbitrary shaped 
perfectly electric conducting objects over a broad 
frequency band. For a given frequency band, the 
frequency points corresponding to the Chebyshev nodes 
are found by transformation of coordinates, and the 
surface electric currents at these points are computed by 
the method of moments. The surface current is 
represented by a polynomial function via the Chebyshev 
approximation, and the electric current distribution can 
be obtained at any frequency point within the given 
frequency band. Numerical examples show that the 
results generated by the presented approach agree to that 
provided by the method of moments at each of the 
frequency points, but the CPU time of the presented 
approach is reduced obviously without sacrificing much 
memory. 
 
Index Terms − Method of moments (MOM), the best 
polynomial approximation, broad band radar cross 
section, multiple PEC objects. 
 

I.    INTRODUCTION 
 

In many radar applications it is necessary to 
determine the scattering from objects over a broad 
frequency band. The solution of the electric field 
integral equation (EFIE) via the method of moments 
(MOM) has been one of the most popular tools for 
accurately predicting the radar cross-section (RCS) of 
arbitrarily shaped perfect electric conducting (PEC) 
objects in the frequency domain [1]. In MOM, the 
integral equation is reduced to a matrix equation by 
dividing the PEC body surface into sub-domains and 
employing a dispersed method. The RCS is computed 
from the surface currents obtained from the matrix 
equation. 

To complete the scattering analysis over a wide 
frequency band using MOM, one has to repeat the 
calculation at each of the frequency points over the band 
of interest. If the far-field is highly frequency dependent, 
one needs to do the calculation at finer increment of 
frequency to get an accurate representation of the 

frequency response, which must be computationally 
intensive. To overcome this difficulty, the approximate 
solution techniques that can efficiently simulate 
frequency response over a wide band with acceptable 
computational time are desired. 

Recently, the asymptotic waveform evaluation 
(AWE) technique has been successfully used in various 
electromagnetic problems especially in obtaining the 
broad band RCS [2], [3]. In the AWE technique, a 
Taylor series expansion is generated to approximate the 
equivalent surface current. And the rational function 
approach is applied to improve the accuracy of the 
numerical solution. As compared with using MOM at 
each of the frequency points, the AWE method is found 
to be superior in terms of the CPU time to obtain 
frequency response. However, the accuracy of the Taylor 
series is limited by the radius of convergence, and the 
memory needed is greatly increased on account of the 
high derivatives of the dense impedance matrix.   

Based on this consideration, a more general 
approach using the best polynomial approximation is 
introduced in the follow sections. In the presented 
approach, the frequency points corresponding to the 
Chebyshev nodes are found by transformation of 
coordinates, and MOM is used to compute the electric 
currents at these points, then the electric currents at any 
point within the given frequency band can be obtained 
from the Chebyshev polynomial functions[4 - 6].    
In the following sections, the theory of Chebyshev 
approximation is discussed, and numerical results are 
presented for a PEC sphere and other multiple PEC 
objects. Compared with the results obtained by direct 
solution, the presented approach is found to be superior 
in terms of the CPU time without sacrificing much 
memory. 
 

II.    THEORY AND FORMULATIONS 
 

A. Electric Field Equation and MOM 
 

Consider the problem of electromagnetic scattering 
of arbitrarily shaped three- dimensional body. Let 
S denotes the surface of the body. The boundary 
condition requires the tangential component of the total 
electric field to vanish on the surface of the PEC body, 
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tan( ) 0inc scat+ =E E     (1) 
 

where incE and scatE  denote incident and scattered 
electric field, respectively.  
By MOM method with the Rao-Wilton- Glisson (RWG) 
basis functions introduced in [7 - 9], equation (1) will be 
reduced to a matrix equation 
 

( ) ( ) ( )k k k=Z I V     (2) 
 

where k is the wavenumber, Z  is a N N×  impedance 
matrix containing information about the electromagnetic 
interaction between the basis functions, V  is a vector 
of size N  containing information about the incident 
field and I  is a vector of size N  that denotes the 
unknown coefficients in RWG basis functions.  
 
B. Theory of Chebyshev Approximation 
 

The electric current in equation (2) is calculated at a 
single frequency point. If one needs the RCS over a 
broad frequency band, this calculation must be repeated 
for different frequency points within interest band, 
which must be time consuming. Thus the Chebyshev 
approximation theory is introduced to complete the 
scattering analysis over a broad frequency band [10], 
[11].  
For 2{1, , , }n

nH span x x x= , ( )nP x ∈ nH ,

( ) [ , ]f x C a b∈ , where [ , ]a b  is the range of 

investigation. The L∞  error is defined as 
 

( , )n nf P f p
∞

∆ = − max ( ) ( )na x b
f x P x

≤ ≤
= −          (3) 

 

and the infimum of ( , )nf P∆  is 
 

inf { ( , )}
n n

n nP H
E f P

∈
= ∆ inf max ( ) ( )

n n
nP H a x b

f x P x
∈ ≤ ≤

= − . (4) 
 

For ( ) [ , ]f x C a b∈ , if there is a *( )nP x  nH∈  

and *( , )n nf P E∆ = , then *( )nP x  is the best 

polynomial approximations in nH  for ( )f x . 
 
Theorem 1: For a given ( ) [ , ]f x C a b∈ , there always 

exists a unique *( )nP x ∈  ( )nH x , such that 
 

*( ) ( )n nf x P x E
∞

− = .                  (5) 
 

Theorem 2: Let ( ) [ , ]f x C a b∈ be given, if there are 

2n +  points 1a x≤ ≤  2x ≤  2nx b+ ≤   that satisfy 

( ) ( ) ( 1) ( ) ( )l
l lP x f x P x f xσ

∞
− = − −         (6) 

where 1σ = ± , then ( )P x will be the best polynomial 

approximations in nH  for ( )f x . 
The Chebyshev polynomial of degree n  is denoted 

( )nT x , which is given by the explicit formula 
 

0 ( ) 1T x = , 1( )T x x=        

1 1( ) 2 ( ) ( ) 1n n nT x xT x T x n+ −= − ≥ .      (7) 
 
While the Chebyshev approximation formula for 

( ) [ 1,1]f x C∈ −  is given by 

0
0

1( ) ( )
2 l l

l
f x c c T x

∞

=

= − +∑
1

( ) ( )n l l
l n

P x c T x
∞

= +

= + ∑
 

(8) 
where [ 1,1]x∈ −   

hence 1 1( ) ( ) ( )n n nf x P x c T x+ +− ≈ . 

Since for 1( )nT x+  there are 2n +  points 

cos( ) ( 0,1, 1)
1l

lx l n
n
π

= = +
+

 

which satisfies equation (6), the Chebyshev series would 
be the best polynomial approximations in [ 1,1]C −  by 
theorem 2. 
 
C. Specified Formulations for Frequency Sweep 
Scattering Analysis 
 

To introduce the theory into scattering analysis and 
illuminate the approach in detail, the specified 
formulations for frequency sweep analysis are presented 
in this section.  
For a given frequency range [ , ]a bf f f∈ , and the 

wavenumber [ , ]a bk k k∈ , the transformation of 
coordinates is used as  

2 ( )a b

b a

k k kk
k k
− +

=
−

,                        (9) 

such that [ 1,1]k ∈ − . 
 Then the electric current ( )I k will be calculated using 
 

( ) ( )( ) ( )
2

b a b ak k k k kk − + +
=I I              (10) 

and the Chebyshev approximation for ( )kI  is given by 

( ) ( )( ) ( )
2

b a b ak k k k kk − + +
=I I 0

0
( )

2

n

l l
l

T k
=

≈ −∑ cc ,    

        (11) 
having 
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1

0

2 ( ) ( )
1

n

l i l i
i

k T k
n

+

=

=
+ ∑c I                     (12) 

where ik ( 0,1,2, , )i n= are the Chebyshev nodes 

for ( )nT k , and [ , ]i a bk k k∈  can be obtained using 

( ) ( )
2

i b a a b
i

k k k k kk − + +
=                (13) 

To sum up, to get the Chebyshev approximation, the 
1n +  Chebyshev nodes for ( )nT k ( [ 1,1]k ∈ − ) must 

be computed firstly, then the wavenumbers ik  should be 
calculated using equation (13) and the surface electric 
current ( )ikI  can be obtained by method of moments. 

Substituting ( )ikI into equation (12), one can obtain the 

Chebyshev series coefficients lc , and the surface electric 
current over the wide band is calculated using equation 
(11). Then the RCS over the given band is obtained. 
 

III.    NUMERICAL RESULTS 
 

 The Chebyshev approximation scheme described 
above has been applied to a sphere, two cubes, and three 
spheres, which are illuminated by a plane wave 

incE zjk ze−= xe . 
In Fig. 1, the radius of the sphere is chosen to be 0.3 cm, 
and the frequency band calculated is from 10 GHz to 55 
GHz. The surface is discretized into 500 triangular 
elements. The CPU time for the direct solution of all 
output points is 4898.11 seconds, and that for AWE 
technique is 774.69 seconds, while the CPU time for the 
presented approximation approach is 756.43 seconds. 
The result is compared with that of AWE technique, and 
that of the direct solution of EFIE.  
 

 
 

Fig. 1. RCS of a sphere from 10 GHz to 55 GHz. 
 

 
It is found that the result obtained by Chebyshev 

method agree to that provided by direct solution very 
well, while the AWE technique does not. Where the 
order of the Chebyshev series is chosen to be 7, which is 
equal to the order of Taylor series. In figure 1, L  and 
M  denotes the order of the numerator and denominator 
in padé approximation. 

As a second example, the RCS of two PEC cubes is 
considered, the length of each cube is chosen to be 0.5 
cm, and the distance between them is 1 cm. The RCS is 
calculated from 5 GHz to 35 GHz, as shown in Fig. 2. 
The surface of the two cubes is discretized into 864 
triangular elements resulting in 1296 RWG functions. 
The CPU times required for the direct solution and the 
approximation approach (n=7) are 6.6987 hours and 
46.4 minutes, respectively. 
 

 
 

Fig. 2. RCS of two cubes from 5 GHz to 35 GHz. 
 

Figure 3, represents the configuration of three PEC 
spheres that are uniformly placed on the y-axis. The 
radius of each sphere is 0.3 cm, and the center distance 
between any two neighbor spheres is 1 cm. The RCS 
starting from 16 GHz to 36 GHz is calculated and 
presented in Fig. 4. The CPU times for the direct 
solution and the approximation approach (n=8) are 
5.5905 hours and 45.2 minutes, respectively. 
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Fig. 3. Three PEC spheres placed along the y-axis. 
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Fig. 4. RCS of three spheres from 16 GHz to 36 GHz. 
 
It can be clearly observed from the data presented in 
Figs. 2 and 4, that the results obtained by the method 
presented vary with the value of n, and the accuracy is 
improved as the order increase.  
All the computations reported are achieved by Matlab 
7.0 on a PIV2.66G personal computer. 
 

IV.    CONCLUSION 
 

The best polynomial approximation, implemented by 
Chebyshev approximation, for frequency sweep 
scattering analysis is presented. The RCS for different 
PEC objects are computed and compared with the direct 
solution by MOM at each of the frequency points, the 
presented approach is found to be superior in terms of 
the CPU time without sacrificing much memory. The 
accuracy of the presented approximation approach and 
its relation to the order of the best polynomial series are 
topics of interest for future research. With these topics 
addressed, the method presented will be of good 
application in obtaining the RCS over a desired 
frequency band using a frequency-domain technique. 
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Abstract − The parabolic equation (PE) method gives 
accurate results in calculation of scattering from objects 
with dimensions ranging from one to tens of 
wavelengths. Solving parabolic equation with the 
marching method needs limited computer storage even 
for scattering calculations of large targets. In this paper, 
the calculation procedure of radar cross section using 
scalar three dimensional parabolic equations is 
considered and the necessary equations are derived. In 
order to show the capabilities of the method two 
structures are analyzed. First scattered fields and RCS of 
an airplane in the forward direction are computed. Next, 
scattered fields and RCS of a reflector antenna in the 
backward direction are calculated. The obtained results 
are compared with physical optics results.  
 

I. INTRODUCTION 
 

Parabolic equation is an approximation of the wave 
equation which models energy propagating in a cone 
centered in a preferred direction, the paraxial direction. 
The parabolic equation was first introduced by 
Leontovich and Fock in order to study the diffraction of 
radiowaves around the earth [1]. By the advent of 
advanced computers closed form solution of the 
parabolic equation was replaced by numerical solutions. 
Since then, the parabolic equation is being applied to 
radar, sonar, acoustic and wave propagation. The 
parabolic equation has been recently used in scattering 
problems in acoustics [2] and electromagnetics [3]. 
 

II. THE PARABOLIC EQUATION 
FRAMEWORK 

 
In this paper we concentrate on three dimensional 

analyses using parabolic equation.  The time 
dependence of the fields is taken as ( )exp j tω− . For 

horizontal polarization, the electric field E
G

 has only the 
non-zero component zE , while for vertical polarization, 

the magnetic field H
G

, has the only zH  component. The 
reduced function u  is defined as 
 

( , , ) exp( ) ( , , )u x y z ikx x y zψ= − .                (1) 
 

In which ( , , )x y zψ is the zE component for horizontal 
polarization and zH component for vertical 

polarization. The paraxial direction is taken along the 
x axis. Assuming n, as the refractive index of the 
medium, the field component ψ satisfies the following 
three dimensional wave equation 
 

 
2 2 2

2 2
2 2 2 0k n

x y z
ψ ψ ψ

ψ
∂ ∂ ∂

+ + + =
∂ ∂ ∂

.               (2) 

 
Using equations (1) and (2), the wave equation in terms 
of u is 
 

2 2 2
2 2

2 2 2 2 ( 1) 0u u u uik k n u
xx y z

∂ ∂ ∂ ∂
+ + + + − =

∂∂ ∂ ∂
.    (3) 

 

Considering 
2 2

2
2 2 2 2

1 1Q n
k y k z

∂ ∂
= + +

∂ ∂
 , equation 

(3) is reduced to 
2

2 2
2 2 ( 1) 0u uik k Q u

xx
∂ ∂

+ + − =
∂∂

              (4) 

which can be written as 
 

(1 ) (1 ) 0ik Q ik Q u
x x

   ∂ ∂   + + + − =
   ∂ ∂   

 .            (5) 

 
Decomposing equation (5), the following pair of 
equations is obtained 
 

(1 )u ik Q u
x

∂
=− −

∂
,                          (6-1) 

(1 )u ik Q u
x

∂
=− +

∂
.                          (6-2) 

 
The solution to equation (6-1) corresponds to forward 
propagating waves, while that of equation (6-2) 
concerns the backward waves. 
 

III.   SCATTERED FIELD CALCULATION 
 

The simplest approximation of equation (6-1) is 
obtained using few terms of the Taylor series expansion. 
Using this approximation, the standard parabolic 
equation is obtained. Assuming Q as 
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1Q Y Z= + +                                 (7) 
in which 

2 2
2

2 2 2 2
1 1 , 1Y Z n

k y k z
∂ ∂

= = + −
∂ ∂

, 

and using the Feit and Fleck approximation to decouple 
Y and Z [4], one will have  
 

1 1 1 1Y Z Y Z+ + + + + −∼ .                 (8) 
 

Using the first order Taylor series of each square root of 
equation (8) and substituting in equation (6-1) one finds 

( )
2

u ik Y Z u
x

∂
= +

∂
.                           (9) 

 
With regard to the definition of Y and Z , equation (9) 
is reduced to  
 

2 2
2

2 2 ( 1) 0
2 2

u i u u ik n u
x k y z

 ∂ ∂ ∂  − + − − = ∂ ∂ ∂ 
.     (10) 

This equation is the standard parabolic equation and is a 
narrow angle approximation of parabolic equation in 
three dimensions which calculates the total field in the 
forward direction. Integration domain is considered as a 
box which embraces the object. This domain must be 
truncated in the transverse plane. PML has been used as 
an absorbing boundary condition to solve parabolic 
equation by Collino [5]. The main advantage of PML is 
its efficiency for all incident angles by using it in few 
grid points of integration domain.  Integration domain 
with a PML absorbing boundary condition is shown in 
Fig. 1. 
 

 
Fig. 1. Integration domain with a PML absorbing boundary 

condition. 
 

 
We discretize equation (10) on rectangular grid by using 
finite difference method. In order to discretize parabolic 
equation usually Crank-Nicolson scheme is utilized. In 
this paper we use another scheme which shows better 
stability compared to the Crank-Nicolson scheme [6]. 
We define region ( , , )m x y z+ as range m. Despite 
Crank-Nicolson's scheme, in which second order 
derivatives with respect to y and z are calculated by 
averaging between range m and range m-1, this scheme 
calculates second order derivatives just in range m. This 
process decreases the accuracy of discretizing scheme 
with respect to the Crank-Nicolson and requires a 

smaller x+ , however the stability of the scheme is 
improved [6], [8]. The boundary of the object must be 
modeled accurately in scattering problems, therefore a 
smaller x∆ is needed. Discretizing equation (10) for 
free space yields 
 

1
, , 1, , 1,

2

, 1 , , 1
2

2
(

2

2
).

m m m m m
i j i j i j i j i j

m m m
i j i j i j

u u u u ui
x k y

u u u

z

−
− +

− +

− − +
= +

− +

+ +

+

       (11) 

By using equation (11), we can calculate fields in range 
m versus range m-1. Positions of grid points, while can 
be determined regarding equation (11), are shown in 
Fig. 2. In a two dimensional analysis by parabolic 
equation, we have to invert a triangular matrix to obtain 
u at range mx . In the three dimensional case, the 
coefficient matrix is a very large sparse matrix and can 
not be solved with direct inversion. The conjugate 
gradient method is used to calculate u at range mx in 
our work [7]. 
In order to calculate fields in all points of integration 
domain, first, the fields should be determined at 
range 0x . The incident field is assumed as a plane wave 
with unit amplitude as  
 

( ( (cos 1) sin cos sin sin ))( , , ) ,ik x y zu x y z e θ θ ϕ θ ϕ− + +=   (12)     
 
in which θ and ϕ  are the angles of incident plane wave 
with x and y axes, respectively.  
 

 
Fig.  2.  Positions of grid points associated with equation (11). 
 
The incident wave can be calculated at all points of 
integration domain using equations (11) and (12). Total 
fields in the forward direction can be calculated from 
equations (11) and (12) when the object is within the 
integration domain. Subtracting incident fields from 
total fields yields scattered fields in the forward 
direction. To compute the backward scattered fields we 
develop a two dimensional version in which the object 
is treated as a sequence of reflecting facets [3]. 
Modeling of the object boundary within the parabolic 
equation for scattering calculations has been shown in 
figure 3. In this case, the analysis is initiated from some 
range beyond the object, setting the initial scattering 
fields to zero. Boundary conditions on each facet are 
given by the appropriate polarization dependent 
reflection coefficients, which may vary along the 
scattering object.  
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Fig. 3. Modeling of the object boundary within the parabolic 

equation for scattering calculations a) forward and b) 
backward [3]. 

 
 

IV.  COMPUTATION OF RADAR CROSS 
SECTION 

 
After the calculation of fields over the entire 

computational domain, we can compute the fields 
within any arbitrary domain x as a function of the fields 
in 0x in free space as follows [8] 
 

0
0

( , )

1( , , )
2

( ) 1( , , )
( , ) ( , )

( , )

ikd y z

u x y z

ik x xu x y z
d y z d y z

e dy dz
d y z

π

+∞+∞

′ ′
−∞−∞

=− ×

 − ′ ′ − × ′ ′ ′ ′ 

′ ′
′ ′

∫ ∫
  

(13) 
in which 
 

2 2 2
0( , ) ( ) ( ) ( )d y z x x y y z z′ ′ ′ ′ ′= − + − + − . 

 
The radar cross section is defined as 
 

2
2 ( , , )( , ) lim 4

( , , )

s

ir

u x y zr
u x y z

σ θ ϕ π
→∞

=           (14) 

in which we have 
 

cos  , sin cos  , sin sinx r y r z rθ θ ϕ θ ϕ= = = . 
 

Tending ( , , )x y z  to infinity along a given direction in 
equation (13), and assuming a unit amplitude for the 
incident wave, equation (14) yields [8] 
 

2 2

2

sin ( cos sin )
0

cos( , )

( , , ) ik y z
s

k

u x y z e dy dzθ ϕ ϕ

θ
σ θ ψ

π
+∞+∞

′ ′− +

−∞−∞

= ×

′ ′ ′ ′∫ ∫
, (15) 

 
in which ( , , )su x y z is the scattered field. 
 
 

V.  NUMERICAL RESULTS 
 

In this section, scattered fields and RCS of an airplane 
and a reflector antenna, which have been computed in 
forward and backward directions respectively, are 
presented. The incident wave is a plane wave with 
horizontal polarization and a wavelength equal to 1 
meter. Moreover the angle of incident wave is assumed 
to be zero. 
In order to calculate the scattered fields from the 
airplane, its staircase model is utilized. Dimensions of 
airplane and its staircase model are shown in Figs. 4 and 
5, respectively. 
In order to calculate scattered fields from the airplane 
the size of the integration domain has been considered 
as 40λ , 30λ  and 30λ  in the x, y, and z directions 
respectively. In addition the grid spacing in the x, y and 
z directions are assumed to be / 4λ , / 5λ , and / 5λ , 
respectively. The run time of the program on a Pentium 
IV with 256 MB of RAM was 15 minutes. Near field 
results in planes 11.3z m= and 25x m= are shown in 
Figs. 6 and 7, respectively. RCS results of airplane in 

0ϕ= °  plane are presented in Fig. 8. Solid lines 
represent parabolic equation results and diamond 
markers represent physical optics (PO) data. 
Backward scattered fields from the reflector antenna 
have been calculated using a staircase model for the 
antenna within the parabolic equation. Dimensions of 
reflector antenna and its staircase model are shown in 
Figs. 9 and 10, respectively. The size of integration 
domain has been considered as 3.5λ , 10λ , and 10λ  in 
the x, y and z directions respectively. Moreover the grid 
spacing in the x, y, and z directions are assumed to 
be 0.01λ , 0.05λ , and 0.05λ , respectively. The run time 
of the program in this case was about 2 hours.  Near 
field results in 5y m= and 0x =  planes are shown in 
Figs. 11 and 12, respectively. RCS results of reflector 
antenna in 0ϕ= °  plane are presented in Fig. 13. Solid 
lines represent parabolic equation results and circle 
markers represent physical optics data. 
 

 
Fig.  4. The geometry of an actual airplane and its dimensions. 
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Fig. 5. Airplane staircase model (dimensions are in meters).  

 

 
Fig. 6. Amplitude of the forward scattered field ( , , )su m i j   

from the airplane for z = 11.3 m and f = 300 MHz. 
 

 
Fig. 7. Amplitude of the scattered field ( , , )su m i j  from the 

airplane for x = 25m and f = 300 MHz. 
 

 
Fig. 8. Forward RCS of airplane in 0ϕ= °  plane for f=300 

MHz. 
 

 
Fig. 9. The actual structure of the reflector antenna and its 

dimensions. 

 
Fig. 10. Reflector antenna staircase model (dimensions are in 

meters). 
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Fig. 11. Amplitude of the backward scattered field 

( , , )su m i j from the reflector antenna for 
0x = and        f = 300 MHz. 

 
 
 

 
Fig. 12. Amplitude of the backward scattered field 

( , , )su m i j from the reflector antenna for y = 5 m 
and        f = 300 MHz. 
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Fig. 13. Backward RCS of the reflector antenna in 

0ϕ= ° plane for f = 300 MHz. 

VI.  CONCLUSION 
 

Parabolic equation method is an efficient tool in 
calculating scattered fields from objects with 
dimensions large compared to the wavelength. A three 
dimensional scalar parabolic equation technique was 
used for RCS calculation of two structures in this paper. 
First scattered fields and RCS of an airplane in the 
forward direction were computed and the results were 
compared with physical optics results. There is a good 
agreement between the physical optics results and the 
parabolic equation data. Next, scattered fields and RCS 
of a reflector antenna in the backward direction were 
calculated and the results were compared with physical 
optics data. Close agreement between the two results is 
observed. 
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I. INTRODUCTION 

With the recent advancements in computer-aided 
design (CAD) technology, circuit simulators are being 
capable of simulating complex designs in a reasonably 
short time. To reduce the design cycle and development 
costs, design simulation is becoming a necessity for 
today’s microwave and millimeter wave (mmW) 
integrated circuit (IC) designs. Besides operating at 
microwave and mmW frequencies, those designs are 
fairly complex. Accurate prediction of circuit 
performance before fabrication becomes a must for 
shortening design cycles and for lowering engineering 
cost.  High-speed digital fiber optic integrated circuits, 
such as OC-192 (10 Gbit/s) and OC-768 (40 Gbit/s) are 
broadband circuits. They operate at frequencies ranging 
from the kHz range to a minimum of 10 GHz and from 
the kHz range to a minimum of 40 GHz, respectively. 
Such bandwidths are required to maintain low signal 
distortion levels. Therefore, accurate design simulations 
not only rely on the accuracy and robustness of 
transistor models, but also the passive layout models. 
These required models are due to the parasitic 
inductance, transmission line effects of the 
interconnections, and resonance of capacitors and 
inductors above microwave frequencies. Recently, 
several papers described the application of 
electromagnetic (EM) analysis tools for the design of 
the layouts in millimeter wave integrated circuits [1], 
[2]. However, these applications are limited to circuits 
of low complexity or periodic structures. For 
complicated circuits, the parasitic extraction method is 
widely applied to model the layouts of complicated IC’s 
[3], that provides fast results and reasonable accuracy. 
However, it is difficult for parasitic extraction tools to 
model the resonance of capacitors and inductors at 
microwave frequencies, transmission line effects, and 
the air-bridge crossover capacitance [4]. Incomplete 
consideration of layout effects may result in peaking 
and sagging in the bandwidth of wideband circuits. A 
global circuit/layout modeling technique, based on the 
2.5-D planar quasi-static Method of Moments (MoM) 
[5], [6], was presented and validated experimentally for 
its effectiveness for mmW IC applications in [7]. In this 

paper, the theory of quasi-static MoM is reviewed and 
presented for completeness. Comparative analyses of 
quasi-static MoM and conventional MoM approaches 
including convergence speed enhancements and 
computational requirements are also presented. The 
global layout analysis method in conjunction with 
vertical bipolar inter-company (VBIC) transistor models 
is applied to a complicated 10-Gbit/s broadband 
amplifier (see Fig. 1). Excellent agreements between 
simulated and measured results are observed in both 
frequency and time domains. Applications of quasi-
Static MoM for microwave antenna designs are also 
presented. This method provides the first-order 
solutions of antenna resonance in a short computational 
time. Based on the fast quasi-static solutions, refined 
simulations with full-wave simulations for accurate 
bandwidths and radiation pattern analysis at specific 
frequencies can be made, which greatly shortens design 
cycle. 

 

Fig. 1. OC-192 (10 Gbit/s) GaAs Amplifier. 
 

II. FORMULATION OF QUASI-STATIC 
METHOD OF MOMENTS 

The quasi-static Method of Moment technique was 
partially presented in [5], [6], and later the methodology 
was adopted in Agilent’s EEsof Momentum RF [8]. In 
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this section, the theory of quasi-static MoM for free 
space problems is presented for completeness. This 
review is an expansion from the work presented in [5], 
[6]. This method is based on Mixed Potential Integral 
Equations. The relationship between the Mixed 
Potential Moment Matrix ([Z(ω)]) and the unknown 
currents |I(ω)> can be expressed as  

)V()I()][Z( ωωω =                    (1) 

where |V (ω)> is the voltage impressed by the sources or 
subject to the boundary conditions. The Moment Matrix 
can be re-expressed as,  

-1)][C( 1/j  )][L(j  )][R(  )][Z( ωωωωωω ++=   (2) 

where [R (ω)], [L (ω)], and [C (ω)] represent the 
frequency dependent resistance, inductance, and 
capacitance matrices, respectively. A full-wave MoM 
can be developed based on equations (1) and (2). The 
explicit forms of the elements in [R (ω)], L [(ω)], and 
[C (ω)] matrices can be expressed in equations (3) to (5) 
as shown,  
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where G (ω, r-r’) and B(r) are the Green’s and the basis 
functions, respectively. The Green’s function can be 
expressed in a Taylor series as, 

( )
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−==

−
...!21)'r,r,(

2
1 kRjkRR

eG R
jkR

ω          (6) 

where k is the free-space wave number and R = |r-r’|. At 
low frequencies or when the structures are electrically 
small, the higher order terms in (6), that govern 
radiation, can be ingored. The quasi-static Green’s 
functions can be expressed as, 

R
G 1)'r,r( ≈ .                              (7) 

Based on equation (7), equations (4) and (5) can be 
simplified to obtain frequency scalable expressions. 
Therefore, the Moment matrix equation (2) can be 
simplified as 

-1[C] 1/j  [L]j  )][R(  )][Z( ωωωω ++= .        (8) 

Instead of re-computing the entire Moment Matrix at 
each frequency, equation (8) provides a scalable 
Moment matrix, which greatly reduces the 
computational time. The maximum usable frequency is 
computed based on the requirement that the diagonal 
(D) of the structure is less than half of the free-space 
wavelength of the maximum frequency. The expression 
for the maximum frequency is 

              
)(

150
max mmD

f < .                           (9) 

From equation (8), at low frequency the impedance 
matrix will tend to break down due to a zero of the 
inductive impedance matrix and an infinite capacitive 
impedance matrix. Therefore, instead of using 
traditional rooftop basis functions, the loop and star 
basis functions are adopted to ensure low frequency 
stability and enable mesh reduction [5], [6]. These 
features ensure shorter computational time and less 
memory requirements for complicated structures, in 
comparison with traditional 2.5-D full-wave MoM. 

 
III. GLOBAL CIRCUIT/LAYOUT MODELING 

TECHNIQUES 
 

The quasi-static MoM provides faster results and 
requires less memory, which enables EM modeling of 
complex IC layouts. The layout simulation is done using 
Agilent’s Momentum RF and the circuit simulation is 
done by Agilent’s Advanced Design System (ADS). 
Custom programs were built to integrate the layout tool, 
circuit simulator, and EM simulator for the global 
circuit/layout modeling. The technique is explained in 
this section. By setting up the layer mapping protocols, 
the circuit layouts can be correctly transferred between 
the layout tool and the EM simulator via Graphic Data 
System II (GDSII) or other standard layout data files. 
When modeling a layout, all transistors and resistors are 
removed in the layout tool by the custom programs. 
Transistors and resistors will be modeled in the circuit 
simulator with VBIC and transmission line models, 
respectively. Because the required computational time is 
a function of number of the unknowns square, the 
custom programs also enable the layout tool to generate 
layout partitions of a complicated layout to reduce the 
computational time. Partitioned layouts are exported to 
the EM simulator for layout modeling. After partitioned 
layouts are modeled, the EM simulator exports multi-
port S-parameter layout models with look-alike symbols 
into the circuit simulator for circuit/layout co-
simulations. When modeling a complicated layout, the 
layout models should be partitioned based on the 
coupling effects between the circuit stages and 
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elements. It is inadequate just to partition the layout 
based on the boundaries of circuit functional stages. 
One has to look at the coupling effects between various 
stages due to layout proximity. For this, the current 
visualization is an excellent vehicle for tracing the lines 
of minimum coupling. This coupling analysis is done 
using a global current visualization of a layout section 
using a low meshing density (shown in Fig. 2). Multiple 
ports were used in the layout simulation to emulate the 
current distribution around the transistor cells. The 
brighter color traces indicate higher EM coupling 
density, and the darker region indicates the low 
coupling between traces. This provides fast, first order 
results for the coupling effects. The partitioned layout 
models are simulated with fine meshing resolution. For 
modeling IC passive circuitry and interconnections, the 
meshing frequency and density need to be higher than 
those for the RF board and antenna applications to 
generate adequate current samples for small IC traces. 

 

 
Fig. 2. Global visualization of induced currents between 

interconnections for the localization of layout 
modeling. 

 
IV. VALIDATION FOR MICROWAVE CIRCUITS 

AND ANTENNA APPLICATIONS 

Most quasi-static methods are used for modeling low 
frequency or electrically short structures. In this section, 
the quasi-static MoM is validated for modeling 
millimeter wave IC passive circuitry, a complex 
microwave IC, and electrically long structures. Its 
extended applications for the predictions the resonances 
of microwave antennas of arbitrary shapes are also 
presented. Analyses of the computational time and 
memory versus traditional MoM are also provided. 

A. OC-768 Millimeter Wave IC Applications 

For the OC-768 application, integrated circuits are 
required to operate at 40 Gbit/s. Therefore, the IC 
passive circuitry is also an important part of IC designs.  
Two examples are presented and verified with 

measurements. Modeling skills using quasi-static MoM 
at mmW IC passive are also presented. 

Two 1.9-mm coplanar waveguides are printed side by 
side with a 50 µm separation on an Indium Phosphide 
(InP) wafer, shown in Fig. 3(a). The electrical lengths of 
waveguides are similar to those of typical traveling 
wave amplifiers (TWA) for OC-768 applications. The 
waveguide is filled with Benzocyclobutene (BCB) low 
dielectric material, which has a dielectric constant of 2.7 
and loss tangent of 0.008. To accurately model a CPW 
with mmW with 2.5-D EM simulator, the thick metal 
strip model, composed of top and bottom strips and a 
via, are used to emulate the side-wall effects of finite-
thickness metal strips (see Fig. 3 (b))[9]. Dielectric 2 is 
the substrate InP and the dielectric 1 is the over-mold 
material, which is BCB in this example. The extracted 
Zo of infinitely thin strip model is 82.7 Ω, which is 
overestimated compared with 69 Ω from the thick metal 
model. The effectiveness of the quasi-static MoM for 
millimeter Wave applications is observed in Fig. 4. The 
spikes in S-parameter magnitude measurements and 
simulations, found at 24 GHz, are caused by higher 
order modes, which are confirmed by inspecting the 
magnitudes and phases of the measured S-parameters of 
both waveguides. However, the resonances in the 
measurements are weaker than those in simulations. 
Hence, the effectiveness of the quasi-static MoM is 
validated.  

 
(a) 

 

 
(b) 

Fig. 3. (a) InP coplanar waveguides for OC-768 (40 
Gbit/s) applications; (b) Thick metal model for a 
2.5-D MoM simulator. 

 

Table I shows the convergence of Zo and Rdc for this 
example as a function of meshing density using Quasi-
static MoM. Table II shows the required computational 
resources of the quasi-static MoM. Fast convergence 
and minimum computational requirements are observed 
compared with full-wave MoM. Both full-wave and 
quasi-static demonstrated the similar accuracy 
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compared with measurement shown in Table I. The 
quasi-static MoM requires 40 % to 90 % of the memory 
needed by the conventional 2.5 D MoM and simulates 
the circuit in 1/8 to 1/6 of the time. The relation between 
the computational time and memory requirements 
versus the unknown number (N) for quasi-static MoM 
can be expressed as follows 

2.26105 NxTimeCPU −= , (10) 

47.13108.1 NxMemory −= .  (11) 

0 5 10 15 20 25 30 35 40
Frequency (GHz)

S11

 
(a) 

0 5 10 15 20 25 30 35 40
Frequency (GHz)

S21

 
(b) 

Fig. 4. Measurements (solid line) versus quasi-static 
MoM simulations (dotted line) (a) Return Loss 
(dB); (b) Insertion Loss (dB). 

 

The relation between the computational time and 
memory requirements versus the unknown number (N) 
for a full-wave 2.5-D MoM can be expressed as follows 

 

                  5..26101 NxTimeCPU −= ,               (12) 

NeMemory 0002.0110= .                   (13) 

From Tables I and II, and equations (10) to (13), the 
computational speed improvement of quasi-static MoM 
is a result of both the reduction of the number of 
unknowns and the frequency scalable Moment matrix. 

Another OC-768 application of a capacitive loaded 
electrode design of Electro-Optical Modulator [10] is 
also presented.  As shown in Fig. 5 (a), the electrodes of 
the modulator are composed of a CPW with T-rail 
capacitors and two optical waveguides underneath the 
center conductor of the CPW. The Modulator is 
fabricated on a GaAs wafer with 1cm electrodes. To 
accurately characterize the electrically long and periodic 
electrodes, the electrodes were modeled in a 2 mm cell 
with extended feeds for S-parameter extraction. The 
GDSII file of the layout is imported into the EM 
simulator. The modeling method is similar to the 
previous example, and the thick metal strip model in the 
previous example was used to ensure the accuracy. The 
extended feeds are used to minimize the abrupt 
transitions at the excitation planes of the unit cell and 
provide more accurate S-parameter extractions. The 2 
mm cell is about one wavelength at 40GHz, and the 
extended feeds are de-embedded from the simulated S-
parameters. Comparisons of the simulated and measured 
phase velocity (Vph), characteristic impedance (Zo), and 
attenuation are shown in Fig. 5 (b). Excellent 
agreements between simulation and measurements are 
observed. 

For electrically long transmission structures, the 
division of layout models should be made based on the 
localized coupling effects and appropriate electrical 
length. EM models of both examples have electrical 
lengths more than a half wavelength. The characteristics 
of both structures are determined by transmission 

Table I. Convergence Test of Quasi-static MoM. 
Mesh Density (cell/λ @ 40 GHz) 5 15 25 50 
Zo @ 40 GHz (Measured Zo = 70.6 Ω) 72 69.7 69.2 69.1 
R @ DC (Measure R = 2.02 Ω) 2.3 2.29 2.20 2.12 

 
Table II. Quasi-Static MoM (RF) versus Full-wave MoM (MW) in Required Computational Resources on a 450 
MHz Workstation. 

Mesh Density (cell/λ @ 40 GHz) 5 15 25 50 
Type of MoM  RF MW RF MW RF MW RF MW 
Unknowns 1516 3054 1898 3515 2570 4332 4771 6988 
Memory (MB) 90.37 216.65 119.98 218.60 195.69 269.75 416.91 488.64 
CPU Time (min) 61.25 550.03 95.05 761.32 197.97 1300.53 785.74 4304.8 
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characteristics and localized couplings instead of far-
end couplings. Therefore, quasi-static models for 
transmission structures can be used beyond the limit 
specified in equation (9). To re-confirm this statement, a 
1.5 inch coupler is simulated and measured (see Fig. 6).  

 

 
(a)

 
(b) 

Fig. 5. (a) The top view of a 40 Gbit/s Electro-Optical 
Modulator; (b) Measurements (symbol) versus 
quasi-static MoM simulations (solid line) of 
electrode phase velocity (cm/ns), attenuation 
(dB/cm), and characteristic impedance (Ω). 

 
The coupler is only terminated at the two diagonal ports, 
which results in the strongest coupling effects. Equation 
(9) indicates the maximum usable frequency of 3.71 
GHz, but good agreement between measurement and 
simulation was observed up to 9 GHz (1.5 wavelength). 
This experiment shows that weak-radiating structures 
can be accurately characterized by quasi-static MoM 
model beyond the half-wave length limit in equation 
(9). Therefore, the effectiveness and efficiency of quasi-
static MoM for millimeter wave IC applications are 
proven. 

B.  Complex Microwave IC Layout Modeling  

The global layout analysis in conjunction with VBIC 
transistor models and transmission line resistor models 
is applied to a 10 Gbit/s fiber optic amplifier (Fig. 1). 
The layout model partitioning analysis is applied to the 
circuit layout. Cross-talk analysis of a gain-stage layout 
is shown in Fig. 2. The color densities at different 

regions show the intensities of electromagnetic field 
couplings. Fig. 2 indicates low cross-talk between the  

 
(a) 

0 1 2 3 4 5 6 7 8 9 10
Frequency (GHz)

Return Loss

 
(b) 

0 1 2 3 4 5 6 7 8 9 10
Frequency (GHz)

Coupling

 
(c) 

Fig. 6. Comparison of measured (solid line), full-wave 
2.5-D MoM simulation (dash dot line), and quasi-
static MoM simulation (dash line) of a 1.5-inch 
multilayer oupler. (a) Test structure; (b) 
Simulated and measured return loss; (c) 
Simulated and measured coupling. 
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two transistor arrays and hence the possibility of 
dividing this layout into two localized models. The 
transmitted and coupled current distributions were 
indicated by the color density of the visualization. The 
dark regions indicate low current distribution regions, 
and the brighter regions are indication the strong current 
crowdedness. 

To support the circuit/EM co-simulation in fiber optic 
simulations, layout models are required for the low 
frequency stability, and the related elements can be 
biased with DC sources. Indeed, most EM simulators 
are incapable for accurate low frequency simulations. 
As previously indicated, the quasi-static MoM adopts 
the loop and star basis function instead of traditional 
rooftop basis function to ensure low frequency stability. 
In Fig. 7, a commonly used through-via multilayer 
interconnect is simulated with quasi-static and 
traditional full-wave MoM. The quasi-static MoM 
shows strong low frequency stability compared with 
full-wave MoM with rooftop basis functions. This 
feature provides the feasibility of bias through EM 
layout models and low frequency accuracy. Small signal 
validation is verified by comparing the magnitudes of 
the measured and simulated S-parameter results of the 
entire circuit, which is shown in Fig. 8. 

1

2

 
(a) 

 
 (b) 

 

 
(c) 

Fig. 7. Low frequency breakdown analysis of the 
rooftop basis function (solid line) and loop and 
star basis function (dotted line). (a) The test 
structure; (b) Simulated return Loss (dB); (c) 
Simulated insertion Loss (dB). 

 
(a) 

 

 
(b) 

 

 
(c) 

Fig. 8. Measured (solid line) versus simulated (dotted 
line) magnitudes of S-parameters for the OC-
192 amplifier in Figure 3. (a) S11 (dB); (b) S22 
(dB), and (c) S21 (dB). 

 

To support time domain simulations of fiber optics 
circuits, sufficient frequency resolutions and maximum 
frequency are required based on the rise and fall time of 
the input pulse. For the 10 Gbit/s circuit simulations, a 
frequency resolution of 100 MHz and a maximum 
frequency of 20 GHz are used. Excellent agreement is 
observed. Large signal validation is verified by 
comparing transient simulation and measurement using 
eye diagrams, which is shown in Fig. 9. Good 
agreement in rise time, fall time and transient waveform 
is observed. 
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(a) 

 
(b) 

Fig. 9. Eye diagram of the 10Gbit/s GaAs amplifier. (a) 
Simulated eye diagram; (b) Measured eye 
diagram. 

 

C. Predictions of Microwave Antenna Resonances 

Equation (7) manifests the quasi-static assumption of 
neglecting the higher order terms in Greens’ function, 
which enables the frequency scalable Moment matrix. 
However, the antenna impedance is mainly determined 
by the near fields instead of the far fields. Therefore, the 
quasi-static assumptions should is able to provide the 
first order solution of antenna resonances. Resonance 
frequencies, impedance bandwidths, and radiation 
pattern syntheses are the major antenna design 
parameters. For simple antenna structures, analytical 
solutions or simple numerical programs are often 
available. However, for designing antennas of arbitrary 
geometries, a more sophisticate numerical code is 
required to provide accurate results. Instead of using a 
full-wave EM simulator searching antenna operating 
modes within a wide bandwidth, the quasi-static MoM 
can predict the vicinities of antenna resonances in a 
much shorter computation time. Based on the quasi-
static solutions, refined full-wave simulations for the 
impedance bandwidth and radiation pattern analyses 
within desired frequency bandwidths can be made. In 
this section, a ground backed planar antenna and a linear 
wire antenna were simulated and measured.  

The first example is a circular patch antenna with a 
diameter of 4.22 cm printed on a 1.5 mm thick dielectric 
substrate with the permittivity of 2.55 [11]. This 
structure is simulated with both 2.5-D full wave and 
quasi-static MoM simulators. In [11], this antenna was 
measured from 4.9 to 5.5 GHz, at the vicinity of 3rd 
series resonance, which resonates at 5.18 GHz with 170 
MHz operation bandwidth and antenna gain of 4.2 dB. 
The full-wave simulation for the antenna impedance 
bandwidth (see Fig. 10 (a) and (b)) shows agreement 
with the measurement in [11] but with a higher 
simulated gain of 4.6 dB. From Fig. 10 (a) and (b), 
quasi-static solutions predict the vicinities of usable 
resonances. The simulated impedance bandwidths of 
quasi-static MoM in Fig. 10 (a) provide relative levels, 
but the absolute values of impedance deviate from the 
full-wave simulations. The computational time for full-
wave MoM is 86 minutes for 1541 unknowns, and the 
computational time for quasi-static MoM is 11 minutes 
for 958 unknowns. It is practical to use quasi-static 
MoM to locate the vicinities of usable antenna 
resonances.  

 
(a) 

 
(b) 
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(c) 

 
(d) 

Fig. 10. Comparison of full-wave (solid line) and quasi-
static (dash line) MoM simulations. Simulation 
of the circular patch antenna on a 1.5-mm thick 
substrate: (a) Magnitude of S11 and (b) Phase of 
S11. Comparison of full-wave (solid line) and 
quasi-static (dash line) MoM simulations. 
Simulation of the circular patch antenna on a 
0.5-mm thick substrate: (c) Magnitude of S11 
and (d) Phase of S11. 

 
According to equation (9), the maximum frequency of 

quasi-static solution of this structure is 2.53 GHz, which 
also explains the deviation between full wave and quasi-
static results increases after this frequency. When the 
substrate height is reduced from 1.5 mm to 0.5 mm, the 
agreement between full-wave and quasi-static 
simulations is improved shown in Fig. 10 (b). However, 
from full-wave simulations, the reduction of substrate 
thickness from 1.5 mm to 0.5 mm greatly decreases the 
radiation efficiency by 30 %. 

The second example is a dual-sleeve meander line 
antenna (see Fig. 11 (a)), which is designed to operate at 
multiple operational modes [12]. The antenna is 
simulated and measured at an infinite ground plane. The 
quasi-static MoM captures the first 5 operational 
resonances. The impedance of this antenna is mainly 
determined by the mutual capacitance between 

segments, so the agreement is better than that of the 
ground-backed planar antennas. From Fig. 11, the full-
wave solution shows better agreement with the 
measurement. However, the computational cost is much 
higher than quasi-static solutions. The required 
computational time of quasi-static MoM is 35 minutes 
for 978 unknowns, but the full-wave MoM requires 188 
minutes for 1404 unknowns.  

 

  
(a) 
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Frequency (GHz)

S11

 
(b) 

0 1 2 3 4 5 6 7 8 9 10
Frequency (GHz)
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(c) 

Fig. 11. Quasi-static (dash line) and full-wave (symbol) 
simulations versus measurement (solid line). (a) 
A dual-sleeve meander line antenna; (b) 
Magnitude of S11; (c) Phase of S11. 
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V. CONCLUSION 

A novel global layout modeling technique based on a 
quasi-static MoM for complex IC designs is presented. 
The theory of quasi-static MoM is reviewed and its 
effectiveness and efficiency for microwave and 
millimeter wave IC applications is validated. This 
technique reduces the required memory size 10 to 60 % 
and decreases the simulation time by a factor of 6. Due 
to low radiation effects in MICROWAVE IC’s, 
excellent agreement between simulated and measured 
results is observed. In addition, the low frequency 
stability of this method provides the accuracy of DC and 
wideband simulated results of EM/circuit model co-
simulations, which is essential for complex microwave 
IC designs. Custom programs were generated to link 
layout CAD tool, the quasi-static MoM simulation 
engine, and a circuit simulator seamlessly, which 
greatly reduces design cycle. Effectiveness for modeling 
electrically long (>0.5 wavelength) structures is also 
proven. Its extended application for antenna resonance 
prediction is also presented, which provides the first 
order solutions for usable antenna resonances in a much 
shorter simulation time. 
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Abstract − The heating characteristics of a radio 
frequency rectangular resonant cavity applicator excited 
by various antennas are investigated for use in 
hyperthermic treatment. The coupled electromagnetic 
and heat-transfer equations are solved to obtain the 
heating characteristics. Two types of antennas and three 
types of dielectric phantoms are used in the calculations 
and measurements. Clear differences in the heating 
characteristics are observed for these phantoms and 
antennas. Previously, we were only able to heat up the 
surface or end regions of the phantom, while it is now 
possible to uniformly heat up the deeper regions with 
the current applicator. Therefore, this applicator is 
suitable for hyperthermic treatment. 
 
Keywords − Cavity resonators, dielectric phantom, 
FDTD methods, finite element methods, and 
hyperthermia. 
 

I. INTRODUCTION 
 

World Health Organization (WHO) statistics suggest 
that six million humans in the world die of cancer and 
ten million new patients are added every year [1]. 

Hyperthermia is a cancer treatment which exposes 
human tissues to high temperatures in order to 
irreparably damage or kill cancer cells. The treatment 
focuses on the difference in heat sensitivity between 
nomal (alive until 44 C° ) and cancer cells (dead above 
42.5 C° ) [2]. In this method, the region around the 
tumor including healthy tissue is heated by, for example, 
electromagnetic energy. By comparison with a surgical 
cure, radiation therapy, and anticancer drug therapy, 

hyperthermia has the possibility of decreasing cancer 
patients’ pain and suffering. 

Many heating applicators for hyperthermia have been 
developed. For example, radio frequency heating [3] 
and microwave heating [4] applicators have been used 
for clinical treatment. However, these heating methods 
have several problems since the heating region is 
limited to areas near the surface of the body and 
moreover there are the effects of blood flow and 
complex human organs. Annular phased array (APA) 
systems, using the principle of phased arrays [5], [6], 
can heat deep-seated tumors selectively. However, it is 
difficult to control the phases and the amplitudes of 
multiple antennas in order to focus the electromagnetic 
energy [7], [8]. 

We have previously reported the analysis of, and 
experiments on, a reentrant resonant cavity applicator 
for hyperthermic treatment [9]-[11]. The applicator was 
able to heat a deep-seated region of a disk-shaped 
dielectric phantom, but a torso-shaped dielectric 
phantom similar in length to a human body could not be 
heated. Therefore, we developed a rectangular resonant 
cavity applicator using two antennas to realize heating 
of a deep region for a torso-shaped dielectric phantom. 
In our previous papers, the antennas were not modeled 
but the magnetic energy was supplied at a single point 
[12], [13]. Therefore, it is possilbe to obtain more 
accurate solutions if the antennas are modeled more 
precisely. In addition, we had no proper phantom with 
regard to electrical properties, especially electrical 
conductivity leading to poor experimental results. Note 
that we had already considered the various organs and 
metabolism including blood flow, and found that the 
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most critical issue is the design of the heating system, 
in particular, how the electromagnetic energy is 
directed towards the targeted region [11]. 

In this paper, we describe the analysis and the 
experiments of the heating technique for a deep-seated 
region in an RF rectangular resonant cavity applicator. 
In the experiments, we prepared TX-151 (a commercial 
powder for dielectric phantom fabrication designed 
with electrical and thermal constants close to muscle), 
clay, and the original phantoms and measured the 
frequency and temperature dependencies of the 
electrical constants. Then, dipole and L-type antennas 
were constructed and placed inside the applicator. First, 
two kinds of phantoms (TX-151 and clay phantoms) 
were used because we wanted to investigate how 
electrical constants affect the heating patterns. Next, we 
applied the original phantoms that have electrical 
constants close to that of human muscle by adjusting 
the initial temperature. It is possible to heat the center 
of the phantom if the antenna is moved appropriately. 
In addition, we had already found that the applicator 
fed by two antennas was better at heating the deeper 
region [13]. Therefore, we moved the antennas away 
from the applicator’s center. In the analyses, the 
coupled electromagnetic and heat-transfer equations are 
solved to obtain the heating characteristics by using the 
FD-TD method [14] and FEM [10], [11], [13]. The 
antennas were modeled exactly. The experiments 
demonstrate the validity of the electromagnetic-heat 
transfer calculations and the possibility of heating deep-
seated tumors. 
 

II.    RF HYPERTHERMIC SYSTEM AND 
RESONANT CAVITY APPLICATOR 

 
As shown in Fig. 1, the system consisted of a signal 

generator (Tokyo HY-Power Labs., Inc. G1057VG), a 
set of high frequency electric power amplifiers (Niigata 
Tsushinki Co., Ltd., PA2000J), two power meters 
(BIRD Electronic Corp., Model 43), three custom 
impedance matching boxes, a set of dipole antennas or 
a set of L-type antennas, a custom balloon [15] with a 
coaxial line (Kyowa Ltd., 10D2V) used for dividing the 
RF power into two parts of the antenna, and a resonant 
cavity applicator. One L-type antenna, one matching 
box, and the balun are removed to make a single L-type 
antenna system. 

The arrangement of the setup is shown in Fig. 2. The 
resonant cavity applicator is formed from 0.5 mm thick 
copper with dimensions 1300 mm × 1450 mm × 1500 
mm. The wooden table consisted of a top plate with 
dimensions 1200 mm × 35 mm × 400 mm and four legs 
70 mm in diameter and 555 mm in length. The 

dielectric phantom was placed on the table. The dipole 
antennas were placed beside the phantom at the center 
of the applicator in the x-direction. We were able to 
heat the distal parts (surface or end regions) of the 
phantom [13] and it was possible to heat the center of 
the phantom if the antennas were displaced 
appropriately [16]. Therefore, we placed the antenna 
450 mm from the center with regard to the x-axis, as 
shown in Fig. 3. In addition, we had already found that 
the applicator fed by two antennas was better able to 
heat the deeper region [13]. We placed the antennas 
450 mm and – 450 mm from the center with respect to 
the x-axis, as shown in Fig. 4. A dielectric phantom was 
used for the experiments to heat the deeper region 
before considering the clinical stage. The resonant state 
and the heating process for the rectangular cavity are 
discussed in the next section. 
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Fig. 1. Hyperthermic system schematic drawing. 
 

III. VARIOUS DIELECTRIC PHANTOMS 
 

 We prepared three types of static dielectric 
phantoms: a TX-151 dielectric phantom 280 mm in 
diameter and 1200 mm in length, a clay phantom 300 
mm in diameter and 1000 mm in length and an original 
dielectric phantom 280 mm in diameter and 1200 mm 
in length. The original dielectric phantom was 
composed of TX-151 solidifying powder (12.8 %) (Oil 
Center Research, Inc.), water (85.7 %) and additional 
agar powder (1.5 %) (Junsei Chemical Co., Ltd.). As 
compared to the TX-151 phantom, this original 
phantom has electrical properties similar to human 
muscle for a wide temperature range. As shown in Fig. 
5, the temperature dependences of the electrical 
properties for these phantoms were measured using our 
measurement system prior to the calculations [17]. The 
electrical conductivity σ and the relative permittivity εr 
of human muscle in the RF range are approximately 0.7 
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S/m and 70, respectively [18]. Therefore, proper 
electrical constants are obtainable when the original 
dielectric phantom temperature is approximately 
20 C° . Before the experiments, we kept both the room 
temperature and the dielectric phantom’s temperature at 
approximately 20 C°  for more than 12 hours by using 
an air conditioner. The properties were measured at the 
resonant frequencies (50 MHz, 60 MHz, and 85 MHz) 
in the cavity as shown in section 2. The thermal 
properties of these phantoms are shown in Table 1 [10], 
[19]. The electrical properties of the wooden table, only 
used for electromagnetic field analysis were assumed to 
be εr = 1.88 and σ = 0.0003 S/m [20]. 
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(a) A set of dipole antennas. 
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(b) L-type antenna. 
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(c) A set of  L-type antennas. 

 
Fig. 2. Arrangement of a rectangular resonant cavity 

applicator, a phantom, an antenna(s), on the 
wooden table. 
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Fig. 3. Two locations of the L-type antenna (x = 0 mm 

and 450 mm): x = 450 mm from the center with 
respect to the x-axis was found to be appropriate. 
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Fig. 4. Two locations for the L-type antennas (x = 450 

mm and – 450 mm). 
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Fig. 5. Measured relative permittivity and electrical 

conductivity of the three phantoms. 
 
 

IV.  CALCULATION METHOD 
 

The flow diagrams of the electromagnetic field 
calculations and heat-transfer calculations are shown in 
Fig. 6. We have modeled the cavity containing the 
dielectric phantom, the antenna(s), and the wooden 
table for the electromagnetic calculations. Note that the 
cavity walls were assumed to be perfect electrical 
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conductors. 
We have used the three-dimensional finite-difference 

time-domain (FDTD) method [14] to solve Maxwell's 
equations: 
 

t∂
∂

−=×∇
HE µ ,                     (1) 

t∂
∂

+=×∇
EEH εσ                 (2) 

 

where, µ, σ, and ε are respectively permeability, 
electrical conductivity, and permittivity. A current 
excitation source with a load impedance of 50 Ω at the 
gap was assumed for the dipole antennas. A voltage 
source with a pure sinusoidal wave was applied to the 
L-type antenna. Thin wire approximation [21] was used 
to model the dipole and L-type antennas. The whole 
volume of the cavity applicator was divided by our 
automatic mesh generator [22] into regular cells with a 
side length of 25 mm, as shown in Fig. 7.  

After analyzing the electromagnetic field 
distributions, the electromagnetic energy applied to the 
phantom was evaluated as, 
 

∫= dt
T
1Q 2Eσ .                  (3) 

 

The output data Q  were interpolated at regular 
intervals of 12.5 mm. 

The heat-transfer equations 
 

QT
t
T 2 +∇=

∂
∂ λρc ,                 (4) 

 ( )cc TTq −= α                        (5) 
 
are solved using three dimensional FEM because it is 
easier to set boundary conditions for FEM than for 
FDM. ρ, c, λ, q, αc, and Tc denote respectively volume 
density of mass, specific heat capacity, thermal 
conductivity, heat flux, heat transfer coefficient, and the 
external temperature. The thermal constants of the TX-
151 and original phantom were assumed to be as shown 
in Table 1 as both phantoms consisted of mostly water. 
In the heat-transfer calculations, only the phantom was 
modeled as it was discovered that the wooden table did 
not affect the temperature distributions. Brick elements 
12.5 mm on each side were used, as shown in Fig. 8, 
such that the calculated electromagnetic energy from 
the FDTD calculation could be transferred precisely. 
That is, the average value of the eight-point nodal data 
obtained by FDTD analysis is considered to be the data 
of one element for FEM analysis. 
 

Table 1. Thermal constants of dielectric and clay 
phantom. 
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or

Original
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Volume density of mass
Specific heat capacity
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(a) Electromagnetic field analysis. 
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(b) Heat-transfer analysis. 
 
Fig. 6. Flow diagrams of electromagnetic field and heat-

transfer analysis. 
 

 
 
Fig. 7. FDTD mesh used for electromagnetic field 

analyses, where a resonant cavity applicator, 
dielectric phantom, a wooden table, and L-type 
antennas are modeled. 
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Fig. 8. FEM mesh used for heat-transfer analyses. Only 

the dielectric phantom is modeled. 
 

V.     EXPERIMENTAL PROCEDURE 
 

Electromagnetic energy of 400 watts in the frequency 
range of 50 MHz – 85 MHz at the amplifiers’ terminal 
was generated from the amplifiers. While the phantom 
is heated, the reflected power increases because of the 
temperature dependencies of the material properties. 
The amount of reflected power is minimized by 
adjusting the matching box during the heating process, 
i.e. the resonant state is maintained by changing the 
capacitance of the matching box. After a heating 
process of 30 minutes, the phantom was cut, and the 
temperature distribution was observed using a 
thermograph (Fujitsu Infra-Eye210). 
 

VI.    RESULTS AND DISCUSSION 
 
A.  Validity of Calculation 
 

In electromagnetic analysis using finite-difference 
time-domain methods, a stable condition exists if the 
following relationship is valid [23], 
 

                      mesh size ≤  λ wavelength / 10               (6) 
 

where λ wavelength is the wavelength inside the dielectric 
phantom. A mesh size of 25 mm in our calculation is 
sufficient to satisfy this condition as a minimum value 
to achieve a stable condition in this case is 60 mm. 
 
B. Comparison of Measured and Calculated Results 
 

The measured and calculated results obtained in this 
study are shown in Figs. 9 and 10 for TX-151 and clay 
phantoms. The experimental conditions, starting 
temperature T0 of the phantoms, surrounding 
temperature Tc, and resonant frequency fr, are shown in 
the figure captions.  

Whereas the tendencies of the measured temperature 
distributions for the TX-151 phantom and the original 
phantom agree with the calculated ones, the result for 
the clay phantom varies from the calculated one. 

The major reasons for this discrepancy in 
temperature distributions are most likely caused by the 
differences in thermal properties of the clay phantom 
and deformation of the TX-151 and original phantoms 

between the experiments and calculations. It is also 
seen, from Fig. 10 (a), that the deep region of the 
phantom exhibiting low electrical conductivity can be 
heated up easily as we have noted previously [10].  
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(a) Measured result                   (b) Calculated result 
(fr = 51.37MHz – 51.45 MHz)          (fr = 51.37 MHz) 
 
Fig. 9. Measured and calculated temperature 

distributions of the center of the cross section in 
the dielectric phantom fed by two antennas with 
opposite phase, where initial temperature of the 
phantom T0 and external temperature Tc were 
10 C°  and 15 C° , respectively. 
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(a) Measured result             (b) Calculated result 

(fr = 84.80 MHz)                  (fr = 84.80 MHz) 
 
Fig. 10. Measured and calculated temperature 

distributions of the center of the cross section 
in the clay phantom fed by two antennas with 
opposite phase, where T0 and Tc of the clay 
were 21.8 C°  and 23.5 C° , respectively. 

 
Measured and calculated temperatures are compared 

in Figs. 11 through 13 for an original phantom where 
the antenna was located at x = 0 mm in Fig. 11 and at x 
= 450 mm in Figs. 12 and 13. Note that the electrical 
conductivity and the relative permittivity of human 
muscle in the RF range are approximately 0.7 S/m and 
70, respectively [18]. Therefore, the starting 
temperatures were set such that the phantoms’ electrical 
conductivities were closer to that of human muscle. The 
increases in temperature of the deep region from the 
original state in Figs. 11 and 12 were 0.2 C°  and 
1.9 C° , respectively. Therefore, it is very important to 
move the L-type antenna away from the applicator’s 
center to achieve heating of the deep region. Comparing 
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Figs. 12 and 13 reveals that a small difference in 
starting temperature greatly alters the heating pattern, 
that is, the heating properties are sensitive to the initial 
electrical constants.  
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(a) Measured result             (b) Calculated result 
     (fr = 61.62 MHz)                  (fr = 61.62 MHz) 

 
Fig. 11. An L-type antenna (solid line) was placed at x 

= 0 mm. Calculated and measured temperature 
distributions on a cross section at x = 0 mm, 
where T0 and Tc were 20.5 C°  and 20.8 C° , 
respectively. 
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(a) Measured result            (b) Calculated result 
(fr = 62.23 MHz – 62.27 MHz)          (fr = 62.27 MHz) 

 
Fig. 12. An L-type antenna (dotted line) was placed at 

x = 450 mm. Calculated and measured 
temperature distributions on a cross section at 
x = 0 mm, where, T0 and Tc were 21.4 C°  and 
21.5 C° , respectively. 
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(a) Measured result            (b) Calculated result 
 (fr = 62.20 MHz)               (fr = 62.20 MHz) 

 
Fig. 13. An L-type antenna (dotted line) was placed at 

x = 450 mm. Calculated and measured 
temperature distributions on a cross section at 
x = 0 mm, where T0 and Tc were 19.6 C°  and 
19.9 C° , respectively. 

The measured and calculated results fed by two 
antennas with the same and opposite phases of voltage 
distribution are shown respectively in Figs. 14 and 15 
for the original phantom. Note that opposite phase 
implies that the two energies with a phase difference of 
180o are applied to two antennas. The increases in 
temperature of the deeper region from the original state 
in Figs. 14 and 15 were 1.9 C°  and 1.8 C° , 
respectively. Comparison of the results of the single 
antenna and a set of L-type antennas with the same and 
opposite phases showed that the applicator, fed by two 
antennas with the same phase, heated the deeper region 
more uniformly. These results indicate that better 
heating patterns were obtained than in the previous 
results [9] - [13]. 
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(a) Measured result               (b) Calculated result 
(fr = 62.82 MHz)                   (fr = 62.82 MHz) 

 
Fig. 14. A set of L-type antennas (dotted line) fed by 

the same phase of voltage distribution were 
placed at x = 450 mm and x = – 450 mm. 
Calculated and measured temperature 
distributions on a cross section at x = 0 mm, 
where T0 and Tc were 20.1 C°  and 20.4 C° , 
respectively. 
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(a) Measured result                (b) Calculated result 
(fr = 61.81 MHz)                  (fr = 61.81 MHz) 

 
Fig. 15. A set of L-type antennas (dotted line) fed by 

the opposite phase of voltage distribution were 
placed at x = 450 mm and x = – 450 mm. 
Calculated and measured temperature 
distributions on a cross section at x = 0 mm, 
where T0 and Tc were 20.3 C°  and 21.3 C° , 
respectively. 
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The measured and calculated results shown here are 
only for the cross section located at x = 0 mm, and note 
that the other cross sections as well as the central cross 
section (x = 0 mm) were also heated. If the temperature 
of the external parts of the dielectric phantom is higher 
than the internal parts, then the cooling method using 
pure water can be applied [10], [11]. 

In the future, calculations considering the organs and 
blood flow are necessary with finer FD-TD cells as well 
as measurements to obtain a better heating pattern that 
is capable of treating deep-seated cancer tumors. 
 

VII.    CONCLUSION 
 

The heating characteristics of an RF hyperthermia 
applicator for deep-seated regions have been 
investigated using both calculated and experimental 
results. We have also prepared various dielectric 
phantoms. The initial temperature was adjusted so that 
the torso-shaped phantoms used for the experiments 
had electric characteristics similar to that of human 
muscle. We have constructed dipole and L-type 
antennas and placed them at appropriate positions in a 
rectangular resonant cavity applicator.  

Better heating patterns, exhibited by uniformly 
heating a deeper region can be obtained by moving the 
antenna away from the applicator’s center. In addition, 
it was found that the applicator, fed by a set of L-type 
antennas with the same phase, heated the deeper region 
more uniformly. Better heating patterns with regard to 
heating in a deep-seated region were obtained when 
compared to our previous work.  

In the future, calculations considering the organs and 
blood flow are necessary as well as measurements to 
obtain a better heating pattern that treats deep-seated 
cancer tumors before the clinical stage can be 
undertaken. 
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Abstract − In this work a Genetic Algorithm (GA) was 
used to optimize single and dual array Radio Frequency 
(RF) coils for imaging vasculature structures using 
Magnetic Resonance Imaging.  Quasi-static equations 
were used to simulate sample noise and signal 
sensitivity profiles of the coil elements.  Coil to sample 
and coil to coil interactions were taken into account, and 
the relative signal-to-noise ratio in the structure of 
interest was used as the cost function for the GA 
optimization.   
 
Key words − Genetic Algorithm, Magnetic Resonance 
Imaging, phased array coils. 
 

I. INTRODUCTION 
 

Previous work has shown that substantial 
improvement in Magnetic Resonance (MR) image 
quality can be obtained using receiver coils that are 
specifically designed for the region of interest [1 - 46].  
However, it is often difficult to fully optimize RF coils 
(eg. their sizes and positions) for specific objects or 
anatomies because of the complex nature of coil/sample 
and coil/coil interactions. Obtaining the exact geometric 
configuration that will optimize image quality over the 
region of interest is complicated.  Also, the optimal 
geometric parameters can vary greatly depending on the 
sample volume or structure being imaged.  There is a 
general rule that the coil diameter should be 
approximately equal to the depth of the voxel being 
imaged [38], but when that object is a large volume 
(such as the heart) or when the structure is a tortuous 
long and varies in depth like an artery, optimization is 
difficult.  Many characteristics need to be taken into 
account when designing RF coils for specific anatomy 
such as object geometry (structure of interest, structure 
shape, and body surface geometry), coil coupling, coil 
sensitivity profile, interaction with the sample, relative 
positions of individual elements, patient comfort, 
parallel imaging factors, and image acquisition 
technique.   

Stochastic optimization methods such as the genetic 
algorithm (GA) [47 - 49] are well suited for 
optimization problems of this nature, since they are able 
to find a global minimum when many local minima 
exist, they require no derivatives or gradients, and they 
are very flexible in their utility. Cost functions for GAs 
can be tailored to specific problems and can be 
implemented with other types of algorithms for accurate 
measurement or optimization purposes. GAs have 
previously been used to generate MRI related design 
parameters for various applications including split coil 
magnets, biplanar gradients, and some RF coil designs 
[50 - 55]. In this work, GA techniques are used to 
optimize coil parameters pertaining to single loop coil 
and phased array coil design for the purpose of imaging 
specific anatomic structures. The GA technique can 
provide optimum coil parameters including the number 
of coils in the array and the specific size and position of 
each element in the array for imaging the specific 
anatomy. The goal of this work is not to evaluate 
standard GA methods, as applied to RF coil design, nor 
to provide exact specifications for building application-
specific coils.  Rather the goal of this work is to show 
that the GA is well suited for optimizing coil design 
parameters and to define cost functions and methods to 
enable this optimization, allowing coil developers to 
assess trends and tradeoffs in relative signal-to-noise 
ratio (rSNR) during structure specific optimization. 

 
II.     THEORY 

 
Genetic Algorithms 

The genetic algorithm [47] is a search and 
optimization technique based on the concept of natural 
selection.  This technique is particularly useful for 
optimization problems that have complicated cost 
functions with many local minima.  GAs are also used in 
cases where it is difficult to formulate multiple 
derivatives of the cost function for use in algorithms 
such as the steepest descent algorithm. The GA 
computes a cost function for its individual 
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“chromosomes” or vectors of numbers that describe the 
optimization problem.  The GA begins by computing the 
cost function for an initial population of chromosomes 
that are randomly chosen over the search space. The 
most favorable chromosomes are kept, and the worst 
chromosomes are discarded. Those chromosomes that 
are kept are “mated” with other “good” chromosomes to 
form “offspring” chromosomes that are then put into the 
population pool. There are multiple techniques for 
mating chromosomes and introducing mutations into the 
chromosome pool so that the GA is less likely to result 
in a local minimum when the global minimum is 
desired. Although there is no way to determine if the 
absolute global minimum has been obtained, GAs are 
typically more likely to find the global minimum for 
cost functions containing many local minima than 
standard minimum seeking algorithms. 

 
Optimization Model 

The model for these simulations consists of a large 
slab (80 cm × 80 cm × 40 cm) of a semi-conducting 
material with coils placed on the surface of the 
conducting model [38].  The slab is defined for (-40 < x 
< 40, -40 < y < 40, -40 < z < 0), and the coils are placed 
on the surface of the slab at z = 0 as shown in Fig. 1.  
The y-axis of the slab is defined to be parallel to the 
main DC magnetic field of the MR scanner, B0. The 
sample has a conductivity of 0.3 S/m. Off-axis 
electromagnetic equations for rectangular coil elements 
are simulated using equations derived from the Biot-
Savart law and presented by Smythe and Misakian [56], 
[57]. For a single loop, the dimensions are a × b, 
representing the side lengths of a rectangular coil in the 
x and y directions, respectively. The coil position is 
defined as (x, y) as shown in Fig. 1. The anatomic object 
of interest is embedded in the sample and consists of any 
collection of points that represent the particular structure 
over which rSNR calculations are made. The objects of 
interest in this work primarily consist of representations 
of different vessel structures and a heart shaped object. 

The impedance, Z, for an RF resonating loop 
receiver coil is composed of several terms including the 
sample losses, Rs, coil ohmic losses, Rc, the connecting 
wire or cable losses Rw, the amplifier impedances, Ra, 
and the reactive inductance and capacitance terms, X, 
 

  Zi = Rsi + Rci + Rwi + Rai + jXi .               (1) 
 

The i represents the ith coil,   j = −1 . The sample noise 
Rs, for such a coil is defined as the integral of the 
squared magnitude of the magnetic vector potential, A, 
created by a unit current in the coil [58], multiplied by 
the sample conductivity, σ , and the squared radian 
frequency, ω , over the volume of the coil sensitivity 
[38], [56]  

Rsi = ω
2σ Ai ⋅ Ai∂v∫ .                   (2) 

 
 
Fig. 1.  Coil dimension and position definitions for a 

single and dual coil system positioned over the 
optimization sample space. 

 
For this equation, it is assumed that the conductivity 
tensor is isotropic and uniform over the sample volume, 
and that only a φ component of the magnetic vector 
potential exists in the sample [56]. This satisfies the 
boundary conditions for the electric field at the sample 
boundary. The coil ohmic losses for the rectangular loop 
are [59]  
 

Rci =
4(ai + bi )

πd
µo 2π f

2σ
,                      (3) 

 

where µ0 is the permeability of air, f is the frequency of 
the current in the conductor, and d is the diameter of the 
conductor.  This work does not include the amplifier or 
cable losses based on the assumption that these losses 
are already minimized and are the same for all coils in 
the optimization algorithm. For a single loop, the 
reactive terms include the distributed capacitance and 
the loop self inductance terms that generally cancel out 
at resonant frequencies. However, the self inductance 
terms are useful in the coil optimization process.  For a 
single rectangular loop coil of dimensions a × b, with a 
round wire diameter ρ, the self inductance is [60],  
 

Li = 0.004(ai log(2ai / ρ)+ bi log(2bi / ρ)+ 2 ai
2 + bi

2

−ai sinh−1(ai / bi )− bi sinh−1(bi / ai )− 2(ai + bi )+
µ
4

(ai + bi )).

(4) 
 

For the purposes of this work, the noise power, n, for a 
single coil is defined by equation (2) and equation (3) 
such that, 
 

ni = Re Zi( )≈ Rsi + Rci .                         (5) 

ACES JOURNAL, VOL. 22, NO. 2, JULY 2007278



  

The relative MR signal or coil sensitivity for a point in 
the sample space r is defined from the theory of 
reciprocity [58] as the transverse magnetic field 
produced by the coil with a unit current flowing in the 
conductor elements, 
 

  si (r) = B⊥ ≈ (Bx (r) + jBz (r)).                      (6) 
   

For a two coil system, the second rectangular loop 
has the dimensions of a2 × b2, with a position of (x + ∆x, 
y + ∆y) as depicted in Fig. 1. The second coil also has 
its own self inductance described by equation (4).  There 
is also a mutual inductance term that describes the flux 
linkage between the two coils. This term is largely 
dependant on the geometrical relationship between the 
two coils and is expressed by, 
 

  
Mik =

µ0

4π
∂si ⋅ ∂sk

ri − rk
∫∫ ,                         (7) 

 

where, si is a unit element of the conductor of coil i, and 

 
ri − rk  is the distance between the unit elements of the 

ith and kth coil. 
The second coil also has sample noise and ohmic 

noise described by equations (2) and (3), respectively.  
If the two coils are in close proximity, a portion of the 
sample noise can be correlated between coils. This 
correlated noise power or noise that is shared between 
the two coils, through the sample, is described by,  
 

  
Rsik = ω

2σ Ai ⋅ Ak∂v∫ ,                        (8) 
 

which is the general form of equation (2), including the 
inner vector product of the magnetic vector potential 
from both coils at each point in the sample space.  These 
additional noise terms from coil k affect the noise of the 
overall system and the resulting noise as seen by coil i 
is, 
 

  
nti = Rsi + Rci + Rik

i≠k
∑ +

ωMik

Zk

2

Re(Zk
* )

i≠k
∑ ,         (9) 

 

where the subscript t represents the total noise from the 
ith coil.  The net signal or coil sensitivity for coil i, in the 
presence of coil k, then become, 
 

  
si (r) = Bxi (r) + jBzi (r)( )+ Mik

Li

Bxk (r) + jBzk (r)( )
i≠k
∑ .

 
(10) 

 

The rSNR at any given point in the sample depends on 
combining the signals from coil i and coil k in the 
manner derived by Roemer [38]. Therefore, when the 
signals are combined to obtain maximized rSNR at 
every image point, the resulting maximum rSNR is, 

rSNR = STΨ−1S* ,                            (11) 
 

where S is the coil sensitivity vector, or the vector of 
coil sensitivities at the position for which the rSNR is 
being calculated. The T represents the matrix transpose, 
* represents the complex conjugate, and Ψ is the noise 
correlation matrix which includes the noise power terms 
from equation (2) as the diagonal elements, and the 
noise power terms from equation (8) as the off diagonal 
elements of its matrix. 

 
III.    METHODS 

 
Genetic Algorithm 

The GA chromosomes that describe the one and 
two coil systems consist of the geometrical parameters 
that express the sizes of the coils and their positions with 
respect to the sample being imaged (see Fig. 1).  The 
chromosome for the two coil system is:  
 

[a1,b1, x, y, a2 ,b2 ,∆x,∆y] .                     (12) 
 

For this work, these chromosome variables were 
continuous, although it would be equally valid to allow a 
fixed set of choices, which might speed up the GA 
convergence.  The ranges for a and b define limitations 
on the smallest and largest coil sizes allowed in the 
optimization, and the limits on x, and y determined the 
limits of the coil position.  The coils in this study are 
limited to a maximum a and b of 10 cm, and the center 
position of the search space is a 20 × 20 cm surface. 

An initial set of 16 to 48 random chromosomes 
were compared based on their cost function values.  The 
best half of the chromosomes were kept for mating 
(parents) and the rest of the chromosomes were 
discarded. The mating routine produced the same 
number of additional offspring chromosomes, which 
were sorted with the parent chromosomes according to 
their cost function values (their “fitness”). This iterative 
procedure was continued until convergence was 
achieved. 

The cost function for each chromosome was 
computed as the average rSNR for the sample points in 
the object of interest, 
 

cos t = 1
N

wi ⋅ rSNR(ri )
i=1

N

∑ .                        (13) 

 

For this equation, rSNR is defined by equation (11), 
ri defines the position of the sample, point, N is the total 
number of sample points that define the anatomic 
structure of interest, and wi is the weighting value of 
specific sample points (wi = 1 for this work). For each 
rSNR calculation, the coil sample and ohmic losses were 
interpolated from pre-computed look up tables, 
eliminating the computation of time consuming volume 

. 
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integrals over the sample space for each iteration.  The 
coil signal sensitivity at all sample points was also 
computed for each coil, or set of coils, and for each GA 
iteration. 

The original implementation of the two coil GA 
code used the equations as stated above to compute the 
cost functions of the chromosomes. However, the GA 
would quickly converge to local minimum solutions 
where the mutual inductance between coils was zero, 
but for which the coil shapes and positioning were not 
practical or intuitive for imaging the object of interest.  
Using continuous variables for the chromosome 
elements caused the solution space to be so large that it 
was difficult to find another local minima once the first 
set of M12 = 0 coils were determined.  Consequently, the 
first local minimum found was generally the final result 
for this algorithm.  These M12 = 0 solutions were very 
dominant over all other solutions and many such 
solutions (local minima) existed in the search space.  
Therefore, it was determined that the search space 
should be limited to solutions where the mutual 
inductance between coils was zero.  This is commonly 
done in coil design without the GA, and it is reasonable 
to assume that it is also ideal for GA-optimized coils.  
This work used a simple binary search algorithm to shift 
coil 2, along a specified angle with respect to coil 1, to 
determine the ∆x and ∆y chromosome elements that 
would result in M12 = 0 between the two coils.  
Consequently, ∆x and ∆y can quickly be determined.  
Once this algorithm is complete, the ∆x and ∆y 
components of the two coil chromosome were set, and 
the relative position of coil 2 with respect to coil 1 was 
fixed.  At that point, the correlated noise terms between 
the two coils were calculated, the individual coil sample 
noise terms were obtained from the lookup table, and the 
noise correlation matrix,  Ψ,  was defined for the two 
coil system. The binary search algorithm essentially 
eliminated two of the eight chromosome elements in the 
original 2 coil chromosomes.  The next step that aided in 
significantly speeding up the algorithm,  was the use of 
a nested GA to optimize the (x, y) position of coil 1 such 
that the average rSNR of the fixed two coil system was 
optimized for the object of interest.  This nested GA was 
fast, because the only calculations needed for each 
iteration were the magnetic field and rSNR calculations 
for the object points at each (x, y) coil pair position.  
This technique resulted in a 4 element GA in an outer 
loop and a two element GA in an inner loop, and 
significantly reduced the chromosome pool search space 
to include only chromosomes that were relevant and 
practical for imaging the object of interest. This 
technique provides significant improvements in the 
speed of convergence over a single GA for all eight 
elements of the chromosome. Other factors that speed 
up convergence of the GA were to restrict the relative 

sizes of the two coils so that non-probable coil pairs 
were eliminated and the use of predetermined coil pair 
data that wais used in a look up table as the initial pool 
of chromosomes. All that wais needed for these initial 
chromosomes wais the inside GA loop to optimally 
position the coil pairs for imaging the object of interest.  
Finally, the option to fine tune the top chromosome wais 
included in the algorithm. This consists of adding 
chromosomes with incremental adjustments in the coil 
sizes and positions into the pool and helped to keep the 
GA from stagnating on a single chromosome for 
multiple iterations. 

 
Coil Optimizations 

Single coil GA simulations used a reduced 
chromosome length of 4 elements including the coil 
dimensions a and b, and the coil position x and y.  Noise 
correlation and mutual inductance terms were not 
needed for these simulations, so convergence was quick.  
Single coil optimizations were performed to compare 
single and double coil rSNR results and to assess the 
relative improvements that can be gained by using two 
coils over a single coil for various vessel segments. 

Several case studies were evaluated [79] and are 
discussed here.  For each case a single and double coil 
GA optimization were performed. The case studies 
consisted of the following: case 1) a single sample point, 
representing a vessel segment of 1 cm length at a 3 cm 
depth, , case 2) a single sample point at 5 cm depth, case 
3) a single sample point at 8 cm depth, case 4) a longer 
vessel segment of 4 cm length at a continuous depth of 3 
cm, case 5) a longer vessel segment of 10 cm length at a 
5 cm depth, case 6) a long vessel structure with a linear 
depth profile, with a length of approximately 11 cm, a 
depth of 2.5 cm at one end, a depth of 5 cm at the center 
and a depth of 7.5 cm at the deepest end, and case 7) a 
heart model consisting of approximately 300 points 
distributed on a stretched spheroidal surface with a 
center depth of 9 cm, a length of 10 cm, and a diameter 
of 7 cm.  
 

IV. RESULTS 
 
The results for all the single and dual coil 

optimizations for the various cases are presented in 
Table 1.  This table shows that for a single vessel point 
at 3 cm depth, the optimal coil radius is approximately 
1.9 × 1.9 cm, and as a consequence of the vessel point 
being positioned at (x, y, z) = (0, 0, -3) cm, the coil is 
positioned at (x, y) = (0, 0) cm.  This is about 25 % 
different from the rule of thumb that the coil diameter 
should be 3 cm for a 3 cm deep voxel.  The rSNR for 
this single point using the optimal single coil is 81.6.   

For the same vessel point, using a two coil array, 
the dimensions of each coil were 1.6 × 2 cm with a 2.72 
cm x-directed, patient left/right, or transverse offset 
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between the two coils. This is similar to the designs 
presented by Hayes where the coils are offset in the 
transverse direction for optimal rSNR [22], [23], [61]. 
This configuration of coils provided a 14.8 % 
improvement in the rSNR (93.7) over the single coil.  
Hayes has described this phenomenon and attributes this 
to the phase of the coil sensitivity profile at the point of 
interest [62].  Similarly for cases 2 and 3, the dual coil 
array provides similar rSNR improvement with coil 
elements offset in the transverse direction.  These results 
also show the intrinsic rSNR loss that naturally occurs 
as the sample point increases in depth. For example, 
increasing the depth of the single sample point from 3 to 
5 cm decreases the available rSNR using the two coil 
array by 65 %, and increasing the depth from 5 to 8 cm 
decreases the available rSNR by an additional 65 %. 
 
Table 1. GA optimization results for case studies. 
 

Case 
# 

# 
coils depth length a/2 b/2 x y rSNR % 

chg 
1 3 1 1.9 1.9 0 0 81.6 

1.6 2 -1.37 0 1. 
point 2 3 1 1.6 2 1.37 0 93.7 14.8 

1 5 1 2.7 2.7 0 0 27.9 
2.3 3 1.9 0.2 2. 

point 2 5 1 2.3 3 -1.9 -0.17 32.1 15.1 

1 8 1 4 4 0 0 9.8 
3.4 4.5 -2.84 -0.283. 

point 2 8 1 3.4 4.5 2.87 0.28 11.3 15.3 

1 3 4 1.8 2.5 0 0 71.1 
1.6 2.6 1.29 -0.214. 

vessel 2 3 4 1.6 2.6 -1.31 0.23 83.5 17.4 

1 5 10 2.5 5 0 0 20.6 
2.7 3.1 0.15 2.69 5. 

vessel 2 5 10 2.7 3.1 -0.15 -2.68 26 26.2 

1 2.5 – 
7.5 11 2 3 0 2.7 29.7 

1.8 2 0 3.8 
6. 

vessel 2 2.5 – 
7.5 11 3 3.2 0 -0.6 37.5 

26.3 

1 9 10 4 6 0 0 6.7 
3.7 6.5 -3 0.29 7. 

heart 2 9 10 3.7 6.5 3 -0.29 8.3 23.9 

 
For case 4, the vessel object is again at a 3 cm 

depth, and the length is increased to 4 cm, typical for a 
carotid bifurcation. For this case, use of a dual coil array 
provides approximately 17.4 % rSNR improvement over 
the single coil (see Fig. 2). It is also interesting to note 
that by optimizing coils over a larger volume or vessel 
length, there is a nearly 11 % reduction in available 
rSNR compared to a single point at the same depth 
(compare with case 1). This coil design might be 
considered to be a good coil design for applications 
where the object of interest is a single point somewhere 
along the artificial design vessel, and the goal of the coil 
design is to have improved flexibility in coil positioning 
for a tradeoff of nearly 11 % in rSNR. 

 
Fig. 2.  Case 4 dual coil results show that the coils are 

still overlapped in the transverse direction and 
that there is a 17.4 % increase in rSNR 
compared to the single coil results. 

 
The GA solution for case 5 indicates that the 

optimal dual coil configuration consists of two coils that 
are nearly the same size as an optimal single element 
coil for a single point at the design depth (see Fig. 3).  
However, rather than positioning the coils such that they 
are overlapped in the transverse direction, they are 
overlapped in the longitudinal direction, or patient 
superior/inferior direction.  This configuration is known 
to have a subtle rSNR decrease under the overlap of the 
two coils as opposed to the known increase in rSNR 
under the overlap for coils overlapped in the transverse 
direction [62]. However, for the cost function used in 
this study, the net rSNR for the longitudinally 
overlapped pair is greater than for designs using the 
transverse overlapped pair. The GA technique can aid in 
determining where this break point might be found in 
determining the best approach for coil overlap for the 
imaging of specific structures. This case also 
demonstrates, as before, that designing a coil to cover 
such a long structure decreases the available rSNR of 
any one point on the structure by 19 % compared to a 
coil designed for a single point at the same depth 
(compare with case 2). However, this coil design is 
likely to be more flexible in positioning along the length 
of the structure. 

 
Fig. 3.  Case 5: dual coil results show that the optimal 

overlap for this case is in the longitudinal 
direction.  The dual coil provides a 26.2 % 
increase in rSNR over the single coil results. 
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The results for case 6 (see Fig. 4) give an indication 
of how the appropriate coil array should be designed to 
image structures that change in depth along the length of 
the structure.  It would be difficult to use intuition alone 
to design a coil for such a purpose, however, using the 
GA to optimize the coils for this vessel structure 
provides a result that is intuitive and gives relative 
estimates of the dimensions and positions of a dual coil 
array that might be used to image a structure such as 
this. It is interesting to note how much rSNR 
improvement (~26 %) the GA indicates can be achieved 
using two coils rather than a single coil for these long 
vessel cases. This result also indicates that it may be 
important to use coils of arbitrary shape for the imaging 
of specific structures rather than standard circular or 
rectangular shaped coils. 

 
 

Fig. 4.  Case 6: dual coil results show the benefit of 
using arbitrary shaped coils for imaging 
structures of this nature.  The dual coil for this 
case provides a 26.3 % increase in rSNR 
compared to the single coil for this case. 

 
The results for the heart model, case 7, provide 

insight into the optimal coil design for larger volumes 
and structures.  The sample points used to calculate the 
average rSNR over the surface of this structure range 
from 12.5 cm to 5.5 cm depth with a slightly larger 
sample point density at the superior and inferior ends of 
the model, near its central axis (see Fig. 5).   Because of 
the long length of this structure, it might be expected 
that coils overlapped in the longitudinal direction would 
again provide the highest rSNR over its surface.  
However, because the sample points nearest the surface 
have the largest intrinsic rSNR, their contribution to the 
overall cost function is great, and result in an optimal 
coil design where the coils are overlapped in a 
transverse manner with respect to B0.  Comparing case 7 
with case 3, it can be seen that the coil width radius, a/2 
= 3.7 cm, is just slightly larger than that for the single 
point at 8 cm depth, a/2 = 3.4 cm, accounting for the 
extra centimeter of the average heart depth.  However, 
in order to account for the length of the heart at such a 
depth, the coil radius for the longitudinal direction is 
considerably longer than for the result in case 3. Finally, 
these results indicate an rSNR increase of approximately 
24 % using a dual coil array compared to a single coil. 

 
Fig. 5.  Case 7:  dual coil results show that, for the 

average rSNR cost function, the coils are still 
overlapped in the transverse direction even 
though the structure is long.  The dual coil for 
this case provides a 23.9 % increase in rSNR 
over the single coil for this case. 

 
The results for the single coil optimizations are in 

line with intuition and with expected results.  Results for 
the single coil GA are achieved quickly, and can be 
performed on a standard PC in a matter of minutes.  
Using the techniques described above on a Dual AMD 
Opteron, dual core 270 with 4 GB of RAM, case 4 
converged in approximately 2.5 hours, and case 7 in 
approximately 9.55 hours, making these simulations 
practical to use for specific design applications. 

 
V.     DISCUSSION 

 
The purpose of this work was to develop a GA tool 

that could be used for finding coil geometries and 
positions that give the highest rSNR for a specific 
anatomy, and evaluate its usefulness.  Modifications 
were made to the standard GA methods that limit the 
coil parameter search space to solutions that are 
practical for imaging the object of interest.  Although 
these simulations were performed for only two coils, it 
would be natural to extend this work to multi-element 
arrays. There are challenges in obtaining minimum 
mutual inductance for three or more coil elements.  
However, with the use of passive decoupling circuits 
[28], [63 - 66] and appropriate image reconstruction 
techniques [65], [67], zero mutual inductance between 
all adjacent, coils may not be required.  With the ability 
to simulate and optimize multiple coil elements using 
the GA tool, the number of coil elements that might be 
used in an array for imaging a specific structure might 
also be optimized. 

In addition to optimizing the number of elements 
used in a coil array, many other interesting coil design 
characteristics might be optimized using the GA 
techniques such as individual coil sizes and relative 
positions for phased array coil elements, g-factors, and 
coil element spacing for parallel imaging applications, 
and any other coil dimension or relative coil position.  
Cost functions can also be modified to include other 
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anatomic structure specifications or image acquisition 
parameters.  Recently, Breuer and Griswold have shown 
that phased array designs may be optimized for specific 
parallel image acquisition schemes that use different 
data gridding techniques. [68], [69] Therefore, the 
results of this study indicate that the use of the GA for 
optimization of coil design parameters is useful and 
promising. 

The purpose simulating these different cases was to 
evaluate coil design trends and the effects on rSNR for 
different imaging applications, providing answers to 
fundamental coil design questions concerning coil size, 
position, direction of overlap, etc.  These different case 
studies were also designed to provide insight into the 
results of designing RF coils for various objects of 
interest and to better understand how the optimal coil 
should be configured for these different geometries. It 
can be seen that coils or arrays of coils that are 
optimized for a specific point in the sample can provide 
significantly more rSNR for that point than if the point 
is only a part of some greater volume or structure that is 
being imaged with a coil designed for the entire volume. 

There are several limitations to this study. First, 
particularly for complicated anatomies such as the 
carotid bifurcation, the simple vessel models may be 
insufficient.  More realistic models would include 
accurate representation of the head, neck and shoulders 
and full wave solutions to account for all the 
complicated boundaries of such a model. Such a model 
would also provide the appropriate sample and 
correlated loss terms, whereas the infinite half plane 
model used in these studies may represent a much more 
dominant load than that of the head, neck and shoulders. 

Second, these simulations are based on quasi-static 
electromagnetic field simulations where it is assumed 
that the electric and magnetic fields are not coupled and 
that the magnetic field in the sample is primarily due to 
the current in the coil conductor. Simulations using 
these equations combined with the effectively infinite 
slab model are subject to error, because they do not take 
into account important effects such as the boundary 
conditions of actual human anatomy, sample loading, 
conductive shielding of the fields from the sample, etc.  
Wright has computed the rSNR for several different 
coils at 64 MHz and has shown that the results using the 
quasi-static solutions tend to show all appropriate trends 
and features of the coils compared to actual 
measurements [44]. Many other authors have used 
quasi-static calculations to obtain reasonable estimates 
of real measurements [9], [20], [38], [56], [70-78]. 
These simulations seem to work well for situations 
where the current distributions around the coils are 
known to be relatively constant across the coil. As the 
coil dimensions or the frequency increases the changes 
in phase of the current in the coil become more 

significant, and these simulations may be inaccurate in 
predicting appropriate rSNR trends and characteristics. 

Finally, it is also important to note that these 
simulation results are based on a cost function that is 
computed as the average rSNR over all sample points 
that define the structure of interest. The cost function 
also assumes the use of Roemer’s full reconstruction 
algorithm (equation (11)) [38]. These results might be 
significantly different if the sample points were 
weighted to emphasize different sections of the structure 
or if different reconstruction algorithms were used to 
combine data from multiple coils.  
 

VI.     CONCLUSIONS 
 

This work demonstrates that the GA can be used as 
a coil design tool to study rSNR characteristics for 
imaging applications of specific anatomic structures, 
where relative trends and tradeoffs of various coil 
configurations can be understood. Although GAs 
typically require large amounts of computing power, 
modifications can be made to decrease the parameter 
search space and improve the speed of RF coil GA 
optimizations. Cost functions for the GA coil 
optimization can be modified to include larger numbers 
of array elements as well as other interesting coil 
parameters such as g-factor and array element spacing 
for parallel imaging applications, as well as size, shape, 
and total number of elements in an array for optimal 
rSNR imaging. 

The case studies presented in this work demonstrate 
important characteristics of various coil designs 
optimized to image specific anatomic structures, and 
provide answers to fundamental questions concerning 
the design of RF coils for MRI. 
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Abstract − The detection of buried targets with ground-
penetrating radars (GPRs) has been an issue of 
considerable attention during the last decades. In this 
paper, an efficient three-dimensional (3-D) time-domain 
numerical method is proposed for the simulation of GPR 
on dispersive soils. The soil is considered as an M-th 
order Debye medium with additional static conductivity 
and an unsplit-field perfectly matched layer (PML) is also 
presented to terminate such media. The radar unit is 
modeled with two transmitters and one receiver in order 
to eliminate undesired signals. The impact of radar 
frequency, soil parameters and object depth upon the 
ability to detect buried targets is investigated through 
several finite-difference time-domain (FDTD) 
simulations. The detection of multiple dielectric and 
conducting buried objects in stratified and 
inhomogeneous soils can be feasible through the tracing 
of the received energy of B-scan measurements in 
perpendicular linear paths. 
 
Index Terms − Finite difference time domain (FDTD) 
method, ground-penetrating radar, dispersive media, 
perfectly matched layer.  

I. INTRODUCTION 

There is a growing interest in the propagation of 
transient electromagnetic signals through the earth and 
subsurface radar techniques for the detection and location 
of buried artifacts and structures within the upper regions 
of the earth’s surface [1]-[6]. Ground-penetrating radar 
(GPR) has a wide range of applications such as geological 
mapping, object detection, and various archeological, 
civil and electrical engineering applications. The 
algorithm uses transmitting and receiving antennas placed 
near the earth’s surface to probe the shallow subsurface. 
It is well known that at the GPR operating range (50-1000  
 
This work was supported by IRAKLITOS – Fellowships for Research of 
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MHz) soil is dispersive. More specifically, the dielectric 
constant and conductivity of the earth are functions of the 
excitation frequency. 

The finite-difference time-domain (FDTD) method [7], 
[8] is inarguably one of the most successful second-order 
accurate schemes for electromagnetic time-domain 
simulations. Although the applicability of the original 
FDTD scheme is restricted to nondispersive media, a 
number of researchers have extended the conventional 
Yee’s scheme to incorporate dispersive media. There are 
several techniques, like the recursive convolution (RC) 
[7], the auxiliary differential equation (ADE) scheme [8], 
the Z-transform (ZT) [9] and some alternative techniques 
[10]-[12] for handling dispersive media. An extensive 
survey of the FDTD methods for dispersive media is 
found in [13] and in the introduction of [4]. Among the 
previous techniques, we select a competent modification 
of the ADE approach [10] and introduce an unsplit-field 
perfectly matched layer (PML) which is used to terminate 
the computational domain. 

Since the FDTD technique is very easy to implement, 
versatile and can handle any number and type of 
scatterers and soils, it has been extensively used to 
simulate GPR problems [2]-[6]. Usually, in the FDTD 
simulations, the soil is modeled as a dielectric with 
constant permittivity. In contrast, this paper presents a 
complete FDTD simulation with a practical radar 
configuration and introduces a number of simple 
techniques for the detection of dielectric and/or 
conducting buried targets in various realistic ground 
models. 

II. FDTD/PML METHOD FOR THE DEBYE 
MODEL 

Although the determination of the dielectric properties 
of earth materials remains largely experimental there is 
always the need of soil modeling. Experimental data 
indicate that dielectric behavior of wet snow, rocks, soils 
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and even dry sand follows the Debye relaxation [1], [14]. 
This good fit to the Debye model with multiple poles is 
explained by the natural occurring of moisture in varying 
proportions everywhere in earth. The relative complex 
dielectric permittivity ( )rε ω  for the case of the M-th 

order Debye medium ( j te ω  time variation is assumed) is 
described by the following equation  

 , ,
,

1

( )
1

M
r sp r

r r
p pj

ε ε
ε ω ε

ωτ
∞

∞
=

−
= +

+∑                    (1) 

where ,r spε , pτ  is the relative static permittivity and the 

relaxation time of the p pole, respectively, and ,rε ∞  is the 
infinite relative permittivity usually determined to fit 
experimental data. 

For the FDTD simulations we adopt the efficient 
technique of [10] and we propose a new PML formulation 
to terminate the simulation region. The modified 
Maxwell’s equations inside the PML are written as, 

0
0

( )rj T
j
σωε ε ω
ωε

 
∇× = + ⋅ 

 
H E ,                (2) 

0j Tωµ∇× = − ⋅E H ,                           (3) 
where the terminated medium is assumed to be dispersive 
with relative permittivity ( )rε ω  and additional static 
conductivity σ  and diag{ /( )x y zT ζ ζ ζ= , /( ),y z xζ ζ ζ  

/( )}z x yζ ζ ζ  is the diagonal “material” tensor of the PML 
conductivities. The tilde denotes that the fields are in the 
frequency domain. The stretching factors sζ  are defined 
as 1/[ /( )]s s s jζ κ σ ω= + , , ,s x y z=  where sκ  and sσ  
are spatially polynomial variables. 

 
Ampere's law, equation (2), is written as 
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where 0 ,rε ε ε∞ ∞= . The additional variable pQ  is defined 
as, 
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with 0 ,sp r spε ε ε= . We also introduce variables T= ⋅R E  
and equation (4) takes the following form 
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We next transform equations (5) and (6) into the time 
domain and get 
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Equations (7) and (8) are approximated using finite 
differences and the update equations for the variables pQ  
and R  are 
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where t∆  is the time step of the FDTD method and the 
coefficients ec  and mc  are given by 
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The x-component of the variable R  is 
/( )x x y z xR Eζ ζ ζ=  and the update equation for xE  is 

obtained following the methodology of [15]. The 
FDTD/PML equations for the other electric and magnetic 
components can be extracted in the same fashion. 

Since all explicit finite-difference schemes are 
conditionally stable, there is the need for the stability 
condition of the proposed formulation. The fields are 
expressed as [16] 

 

( )
0

x y zj I x k J y k K z kn nZ e ∆ + ∆ + ∆=F F                    (12) 
 

where 0F  is a complex amplitude, indexes , ,I J K  denote 
the positions of the nodes in the FDTD grid, 

, ( , , )x y zβ β∆ =  are the sizes of the FDTD cells, 

, ( , , )k x y zβ β =  is the numerical wavenumber in the β -
direction and Z  is a complex variable. Such solutions are 
substituted into the difference equations and the 
characteristic polynomial is yielded (for the case of the 
one-pole Debye medium is a third-order polynomial). The 
condition for stability can be written as 1iZ ≤ , where iZ  
are the roots of the characteristic polynomial in Z . Since 
the characteristic polynomial is generally dependent on 
the Debye parameters, the maximum value of the time 
step t∆  cannot be independently specified as it is with 
nondispersive media. Given the parameters of the 
medium and β∆ , the selection of t∆  is tested by 
numerically finding the roots of the characteristic 
polynomial. For the case of the one-pole Debye medium, 
the stability criterion of the proposed scheme can be 
expressed as 
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where 1/c µε∞ ∞= on condition that sε ε∞≥ . 

III. SOIL PARAMETERS AND RADAR UNIT 

In this paper, the radar unit consists of two identical 
transmitters ( 1T  and 2T ) and one receiver ( R ), called 
transmitter-receiver-transmitter (TRT) configuration [5], 
illustrated in Fig. 1. The two alike transmitters, modeled 
as small electric dipoles aligned at z-axis, are fed 180  
out of phase and the receiver is located equidistantly 
between them. The receiver is implemented as a small 
dipole which samples and stores the z-component of the 
electric field at a specific Yee cell. Due to this 
configuration, the two direct signals 1D  and 2D  are 
mutually cancelled at the receiver R . Similarly, the two 
reflected signals 1G  and 2G  are subtracted at the same 
symmetry plane and they do not contribute to the signal 
received by the receiver. Finally, the signal collected by 
the receiver is solely due to the scatterers buried in the 
ground. Using this configuration, we separate the desired 
scattered signal 1 2S S+ , which is generally weak, from the 
direct and the reflected from the ground signal, rendering 
thus, the buried-object detection procedure possible. 

An A-scan is performed when the radar unit is 

stationary and the receiver collects data for a time period. 
When the radar unit travels along a linear path performing 
repeated A-scan measurements at discrete points above 
the ground, this is called B-scan [5]. For our simulations 
the radar unit moves in a linear path performing B-scan 

simulations. The fields are excited using hard sources at 
the points of the two transmitters. The time variation of 
the source is given by 

2[( ) ]( ) cos(2 )a n b t
cf n e f n tπ− − ∆= ∆ , 

where 512b = , 216 /( )a tβ= ∆ , cf  the excitation 
frequency and n  denotes the time step. 

IV. NUMERICAL RESULTS 

In our FDTD simulations, the Yee cell sizes are 
selected to be 5cmx y z∆ = ∆ = ∆ = ∆ =  and the time 
step 38.516psect∆ = , in order to ensure the stability. The 
size of the computational domain is 60 60 30× ×  Yee 
cells and is truncated with an 8-cell PML described in 
previous section. The transmitting and receiving antennas 
are arranged as shown in Fig. 1 and are separated by two 
cells (10 cm). The radar unit is moving in straight lines 
and is located 10 cm above the ground surface. We 
assume three Puerto Rico clay loams modeled with Debye 
dispersion with parameters listed in Table I [4]. The soil 
occupies the first 20 cells of the vertical height of the 
simulation region. 

We assume two cubic scatterers: a perfectly electric 
conductor (PEC) and a dielectric one with permittivity 

08ε . The PEC and the dielectric targets of sizes 
5 5 5∆ × ∆ × ∆  and 4 4 4∆ × ∆ × ∆  are buried 4 ∆  and 5∆  
under the ground-air interface, respectively and are 
separated by 6∆ . In Fig. 2 the electric field at the 
receiver is depicted when one scatterer, both scatterers 
and no scatterers are present. The scatterers are buried in 
2.5 % moisture soil with parameters taken from Table I. It 
is obvious, as expected, that the received signal is solely 
due to buried objects. 

In the following, we show two FDTD snapshots of the 
x-component of the electric field for the TRT radar model 
above earth modeled with two different Debye media for 
the aforementioned scenario of the two scatterers. The 
central frequency of excitation is 200 MHz. In Fig. 3 (a) 
the earth is modeled with the Debye model of 2.5 % 
moisture while in Fig. 3 (b) with the 5 % moisture. We 
can observe the wave propagation in free space and 
dispersive soil and the scattering from the two targets. 

Since the detection of buried targets is performed 

 

 
 
Fig. 1. The TRT configuration of the radar unit with the 

direct ( 1D  and 2D ), the reflected ( 1G  and 2G ), and 
the scattered ( 1S  and 2S ) signals depicted. 

  

Table I. Model parameters for Puerto Rico clay loams. 
 

Moisture 
(%) ,rε ∞  (mS/m)σ  1 (nsec)τ  2 ( sec)nτ  , 1r sε  , 2r sε  

2.5 3.20 0.397 2.71 0.108 3.95 3.50 
5.0 4.15 1.110 3.79 0.151 5.95 4.75 
10.0 6.00 2.000 3.98 0.251 8.75 6.75 
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through the received energy due to the presence of the 
scatterers, we estimate the scattered energy collected by 
the receiver in an A-scan, as 2| |n

n
E= ∑E , where nE  is 

the n-th time sample of the corresponding electric field at 
that A-scan location. 

 

A. Effect of Frequency 
In order to investigate the effect of excitation 

frequency upon the operation of the GPR, we assume the 
aforementioned scenario with the Puerto Rico clay loam 
of 2.5 % moisture. We perform two simulations: (a) with 

200 MHzcf = and (b) with 400 MHzcf =  whereas the 
corresponding energy of the excitation functions is 
calculated as 1 80.212t =E  and 2 80.212t =E  (the energies 
are almost equal due to the value of the parameter b ). 
Each A-scan is normalized with its own maximum and 
individually plotted in Figs 4 (a) and 4 (b) and form the 
B-scan plot which is a function of the position of the 
radar unit (vertical axis) and time (horizontal axis). In 
Figs 4 (a) and 4 (b), the energies of the A-scans 
waveforms are depicted as a function of the radar position 
(vertical axis). The maximum energy collected by the 
receiver is 1 85.281r =E  and 2 102.123r =E . The ratios of 
the received to the transmitted energy for the two 
frequencies are 1.063 and 1.273, respectively. So, the 
PEC target is better detected if excitation frequency is 

400 MHzcf = , although the position of the dielectric 
target is not very clear for this case. We also remark that 
the energy peak for the conducting target is greater than 
that of the dielectric as expected. 

 

B. Effect of Soil Parameters and Object Depth 
Usually, there is great difficulty in accurate prediction 

of the electromagnetic propagation behavior of the 
ground due to the variability of the material parameters 
and local geological conditions encountered in real life. 
We now perform another set of numerical simulations in 
which the parameters of the ground are that of the Puerto 
Rico clay loam with 5 % moisture (Table I) which 
describes a wet earth, to investigate the effect of soil 
parameters. Fig. 5 (a) shows the same scenario as in the 
previous subsection but in another soil background (with 
5 % moisture) for 400 MHzcf = . The ratio of the 
collected to the transmitted energy is now 1.045. In Fig. 5 
(b), the excitation frequency is 200 MHz, while the ratio 
is 0.996. We observe that using a higher frequency (400 
MHz) we get 1.05 times more energy (Figs 5 (a) and 5 
(b)) for the 5 % moisture model, whereas for the 2.5 % 
moisture model we obtain 1.2 (Figs 4 (a) and 4 (b)). This 
is due to the fact that the 5 % moisture soil model 

                                       (a) 

                                 (b) 
Fig. 3. Snapshots of the amplitude of the x-component of 

the electric field. The ground is modeled with 
Debye medium of (a) 2.5 % and (b) 5 % moisture.
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Fig. 2. The electric field at the receiver of a TRT radar as 

a function of time for different subsurface 
scenarios (A-scan). 
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containing more moisture than the 2.5 % causes greater 
attenuation to the scattered energy collected by the 
receiver. At a given frequency, wet materials exhibit 
higher dielectric losses than dry ones. 

We next consider that the dielectric scatterer is smaller 
(of size 2 2 2∆ × ∆ × ∆ ) and is buried 7∆  under the 
surface. The corresponding B-scan results are depicted in 
Fig. 5 (c). One may note that the dielectric scatterer is, 
now, invisible to the radar, since the collected energy is 
practically zero. Obviously, the scattered energy from the 
dielectric target is very weak due to the attenuation of the 
wet soil. It is to be stressed that in many practical 
applications, the GPR results are inconclusive because of 
the significant attenuation caused by the dispersive soil. 
Such problems can usually be solved with a proper 
frequency selection. Additionally, it is not plain to 
predict, before the FDTD simulation, which frequency is 
suitable, leads to less dielectric losses and to clear 
subsurface image. 

 

C. Multiple Target Detection in Stratified Soil 
One of the important goals of the GPR applications is 

to image metallic, dielectric scatterers and cavities in the 
near subsurface. We now assume a scenario with two 
perfectly conducting scatterers of sizes 3 3 3∆ × ∆ × ∆  
buried 4∆  under the ground. The earth model is assumed 
to be inhomogeneous and consists of a 25 cm thick layer 
of Puerto Rico clay loam with 5 % moisture near the 
surface and the rest of a 10 % moisture soil (with 

parameters listed in Table I). The locations of the targets 
are illustrated in Fig. 6. Two linear, perpendicular paths 
(linear paths A and B in Fig. 6) are regarded. We perform 
B-scans upon the prementioned linear paths and the 
results are demonstrated in Figs 7 (a) and 7 (b). The 
maxima in the plots correspond to the energy scattered by 
the two targets, while the energy magnitudes are 
generally functions of the sizes, locations, depths and 
constitutive properties of the scatterers. Since in the 
examined scenario, the targets are the same in size and 
dielectric properties and are buried in the same depth, the 
energy peaks just indicate their locations. The prescribed 
procedure serves as a simple algorithm for the detection 
of buried targets and if combined with other 
measurements or calculations can provide an accurate 
subsurface image. 

 

D. Target Detection in Inhomogeneous Soil 
We now assume a more realistic scenario of earth 

model considering 50 small dielectric scatterers with 
permittivity 08ε  of sizes and positions selected randomly 
embedded in a 2.5 % moisture soil background. The 
maximum size of the dielectric scatterers is 5 5 5∆ × ∆ × ∆  
and the excitation frequency is 200 MHz. A PEC target of 
size 5 5 5∆ × ∆ × ∆  is buried 4∆  deep as shown in Fig. 8 
(a). The maximum of the collected energy in Fig 8 (b) is 
due to PEC scatterer (this can be extracted by 
comparisons with previous B-scan simulations where the 
PEC scatterer was in the same position) although the 
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Fig. 4. Simulations results (B-scan and collected energy) of two scatterers (one PEC and one dielectric) buried 20 cm 
and 25 cm, respectively, under the ground and separated by 30 cm with excitation frequency (a) 200 MHzcf = , 
(b) 400 MHzcf = . The earth is a Puerto Rico clay loam with 2.5 % moisture. 
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presence of soil inhomogeneity complicates the detection. 
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Fig. 5. Simulations results (B-scan and collected energy) of two scatterers (one PEC and one dielectric) (a), (b) buried 

20 cm and 25 cm, respectively, under the ground and separated by 30 cm and (c) buried 20 cm and 35 cm, 
respectively, under the ground and separated by 40 cm with excitation frequency (a) 400 MHzcf = and (b), (c) 

200 MHzcf = . The earth is a Puerto Rico clay loam with 5.0 % moisture. 
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Fig. 7. Simulations results (B-scan and collected energy) 

of two perfectly electric conducting scatterers 
buried 4 cells under the ground: (a) linear path 
A and (b) linear path B. 
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Fig. 6. Subsurface model with two perfectly electric 

conducting scatterers. 
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V. CONCLUSIONS 

The application and importance of the realistic ground 
model in the 3-D FDTD simulations of GPR scenarios are 
presented. The earth is modeled as a Debye medium with 
two poles and static conductivity and an efficient FDTD 
scheme is used to simulate the wave propagation inside 
stratified and inhomogeneous dispersive soils. An unsplit-
field PML is also proposed for the termination of the 
computational domain and its effectiveness and accuracy 
is proved in numerous GPR problems with different (PEC 
or dielectric) targets and soil parameters. The effect of the 
excitation frequency upon the ability to detect buried 
objects is studied and the difficulty to recognize dielectric 
targets is discussed. The simulation results show that the 
detection of metal and dielectric buried objects is possible 
through the collected energy at the receiver and a simple 
and efficient algorithm is also introduced for the detection 
of multiple targets. The FDTD/PML technique presented 
in this paper provides a vigorous and effortless method 
for accurate GPR simulations and facilitate the analysis 
and design of GPR systems. 
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Abstract − The inverse scattering of inhomogeneous 
dielectric cylinders buried in a slab medium by transverse 
electric (TE) wave illumination is investigated. Dielectric 
cylinders of unknown permittivities are buried in second 
space and scattered a group of unrelated waves incident 
from first space where the scattered field is recorded. By 
proper arrangement of the various unrelated incident 
fields, the difficulties of ill-posedness and nonlinearity 
are circumvented, and the permittivity distribution can be 
reconstructed through simple matrix operations. The 
algorithm is based on the moment method and the 
unrelated illumination method. Numerical results are 
given to demonstrate the capability of the inverse 
algorithm. Good reconstruction is obtained even in the 
presence of additive Gaussian random noise in measured 
data. In addition, the effect of noise on the 
reconstruction result is also investigated. 

 
I.    INTRODUCTION 

 
In the last few years, inverse scattering problems of 

objects buried in slab medium have been a growing 
importance in many different fields of applied science, 
with a large potential impact on geosciences and remote 
sensing applications. Typical examples are the detection 
of water pipes buried in the wall, power and 
communication cables buried in the wall, archaeological 
remains and so on. However, the solutions are 
considerably more difficult than those involving objects 
in free space or a half space. This is due to the interaction 
between the air-earth interface and the object, which 
leads to the complicated Green’s function for this three 
layer problem. Most microwave inverse scattering 
algorithms developed are for TM wave illuminations in 
which the vectorial problem can be simplified to a scalar 
one [1 - 10]. On the other hand, much fewer works have 
been reported on the more complicated TE case [11 - 17]. 
In the TE wave excitation case, the presence of 
polarization charges makes the inverse problem more 
nonlinear. As a result, the reconstruction becomes more 
difficult. However, the TE polarization case is useful 
because it provides additional information about the 
object. To the best of our knowledge, in TE case, there is 
still no investigation on the inverse scattering of 
inhomogeneous dielectric cylinders buried in a slab 

medium by unrelated illumination method. 
In this paper, the inverse scattering of 

inhomogeneous dielectric cylinders buried in a slab 
medium by TE wave illumination is investigated. An 
efficient algorithm is proposed to reconstruct the 
permittivity distribution of the objects by using only the 
scattered field measured outside. The algorithm is based 
on the unrelated illumination method [9], [13], [15 - 16]. 
In section II, the theoretical formulation for 
electromagnetic inverse scattering is presented. 
Numerical results for objects of different permittivity 
distributions are given in section III. Finally, conclusions 
are drawn in section IV.    
 

II.     THEORETICAL FORMULATION 
 

Let us consider dielectric cylinders buried in a 
lossless homogeneous half-space as shown in Fig. 1. 

 

 
Fig. 1. Geometry of problem in the x-y plane.  
 
 ( ii σε , ) ,3,2,1=i denote the permittivities and 
conductivities in each region. The permeability is µ0 for 
all material including the scatterers. The axis of the 
buried cylinder is the z-axis; that is, the properties of the 
scatterer may vary with the transverse coordinates only. 
A group of unrelated incident wave with magnetic field 
parallel to the z-axis (i.e., transverse electric, or TE, 
polarization) is illuminated upon the scatterers. 

Owing to the interface, the incident plane wave 
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generates three waves that would exist in the absence of 
the conducting object. Let the unperturbed field be 
represented by 
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Here, ik  denotes the wave number in region i and rε  
is the relative permittivity of the dielectric objects. 

)',';,( yxyxG  is the Green’s function, which can be 
obtained by the Fourier transform [18]. For numerical 
implementation of Green’s function, we might face some 
difficulties in calculating this function. This Green’s 
function is in the form of an improper integral, which 
must be evaluated numerically. However, the integral 
converges very slowly when ),( yx  and )','( yx  
approach the interface ay = . Fortunately we find that 
the integral in sG1 , sG2 , and sG3   may be rewritten as a 
closed-form term plus a rapidly converging integral [2]. 
Thus, the whole integral in the Green’s function can be 
calculated efficiently. 
    The direct scattering problem is to calculate the 
scattered field sE  in region 1, while the permittivity 
distribution of the buried objects is given. This can be 
achieved by first solving the total field E  in equations (2) 
and (3) as well as calculating sE  in equations (4) and (5). 
For numerical implementation of the direct problem, the 
dielectric objects are divided into N sufficient small cells. 
Thus the permittivity and the total field within each cell 
can be taken as constants. Then the moment method is 
used to solve equations (2) to (5) with a pulse basis 
function for expansion and point matching for testing 
[19]. Equations (2) to (5) can then be transformed into a 
matrix form 
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where ( i
xE ) and ( i

yE ) represent the N-element incident 

field column vectors and, ( xE ) and ( yE ) are the 

N-element total field column vectors. ( s
xE ) and ( s

yE ) 
denote the M-element scattered field column vectors. 
Here, M is the number of measurement points. The 
matrices [G1], [G2], and [G3] are NN ×  square matrices. 
[G4], [G5], and [G5] are NM ×  matrices. The element in 
matrices [Gi], i =1, 2, 3…6 can be obtained by tedious 
mathematic manipulation (see Appendix). [τ] is a NN ×  
diagonal matrix whose diagonal element are formed from 
the permittivities of each cell minus one. [I] is an identity 

NN ×  matrix. 
For the inverse scattering problem, the permittivity 

distribution of the dielectric objects is to be computed by 
the knowledge of the scattered field measured in region 1. 
In the inversion procedure, 2N different incident column 
vectors are used to illuminate the object, the follow 
equations are obtained, 
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Here, ][ i

tE  and ][ tE  are both NN 22 ×  matrices. 

][ s
tE  is an NM 2×  matrix. It is worth mentioning that 

other than matrix ][ 2tG , the matrix ][]][[ 1 ttt IG +τ  is 
always a well-posed one in any case, therefore we can 
first solve ][ i

tE  in equation (9) and substitute into 
equation (10), and then [τt] can be found by the following 
equation 

][]][[ ttt Φ=Ψ τ                              (11) 
where 

1]][[][ −−=Φ i
t

s
tt EE  

][][]][[][ 21
1

tt
i
t

s
tt GGEE +=Ψ −

 
From equation (11), all the diagonal elements in the 
matrix [τ] can be determined by comparing the element 
with the same subscripts which may be any row of both 

][ tΨ  and ][ tΦ , 

( ) ( )
( ) Nn

mnt

mnt
nn ≤

Ψ
Φ

= ,τ                            (12a) 

or 

( ) ( )
( ) 1,))(( +≥
Ψ
Φ

=−− Nn
mnt

mnt
NnNnτ .              (12b) 

Then the permittivities of each cell can be obtained as 
follow, 

( ) 1+= nnn τε .                              (13) 
Note that there are a total of 2M possible values for each 
element of τ. Therefore, the average value of these 2M 
data is computed and chosen as final reconstruction result 
in the simulation. 

In the above derivation, the key problem is that the 
incident matrices ][ i

tE  must not be a singular matrix, i.e., 

all the incident column vectors that form the ][ i
tE  

matrices, must be linearly unrelated. Thus, if the object is 
illuminated by a group of unrelated incident waves, it is 
possible to reconstruct the permittivity distribution of the 
objects. Note that when the number of cells becomes very 
large; it is difficult to make such a great number of 
independent measurements. In such a case, some 
regularization methods must be used to overcome the 
ill-posedness 
 

III.    NUMERICAL RESULTS 
 

In this section, we report some numerical results 
obtained by computer simulations using the method 
described in section II. Consider a lossless three- layer 
structure ( 0321 === σσσ ) and the width of the 
second layer is 0.2m. The permittivity in each region is 
characterized by 01 εε = , 02 25.2 εε =  and 03 εε = , 
respectively, as shown in Fig. 1. The frequency of the 
incident wave is chosen to be 3 GHz. The incident waves 
are generated by numerous groups of radiators operated 
simultaneously. 

Each group of radiators is restricted to transmit a 
narrow-bandwidth pattern that can be implemented by 
antenna array techniques. By changing the beam 
direction and tuning the phase of each group of radiators, 
one can focus all the incident beams in turn at each cell of 
the object. This procedure is known as Beam Focusing 
[9]. Note that this focusing should be set when the 
scatterer is absent. Clearly, an incident matrix formed in 
this way is diagonally dominant and its inverse matrix 
exists. The measurement is taken from 0.4 m to -0.4 m in 
region 1 at equal spacing. The number of measurement 
points is set to be 9 for each illumination. For avoiding 
trivial inversion of finite dimensional problems, the 
discretization number for the direct problem is four times 
that for the inverse problem in our numerical simulation. 

In the first example, the buried cylinder with a 70 × 

, , , 

, , 
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21 mm rectangular cross section is discretized into 20 × 6 
cells, and the corresponding dielectric permittivities are 
plotted in Fig. 2. The model is characterized by simple 
step distribution of permittivity. Each cell has 3.5 × 3.5 
mm cross-sections. The reconstructed permittivity 
distributions of the object are plotted in Fig. 3. The 
root-mean-square (RMS) error is about 0.9 %. It is 
apparent that the reconstruction is good. 

In the second example, the buried cylinder with a 36 
× 36 mm square cross section is discretized into 10 × 10 
cells, and the corresponding dielectric permittivities are 
plotted in Fig. 4. The model is characterized by a 
four-layer contrast of permittivity. Each cell has 3 × 3 
mm cross-sections. The reconstructed permittivity 
distributions of the object are plotted in Fig. 5. The 
root-mean-square (RMS) error is about 1.21 %. We can 
see the reconstruction is also good. 

For investigating the effect of noise, we add to each 
complex scattered field a quantity b+cj,      

        

 
 

Fig. 2. Original relative permittivity distribution for 
example 1. 
 
 

 
 

Fig. 3. Reconstructed relative permittivity distribution for 
example 1. 
 
where b and c are independent random numbers having a 
Gaussian distribution over 0 to the noise level times the 

RMS value of the scattered field. The noise levels applied 
include 10-5, 10-4, 10-3, 10-2, and 10-1 in the simulations. 
The numerical results for examples 1 and 2 are plotted in 
Figs. 6 and 7, respectively. They show the effect of noise 
is tolerable for noise levels below 1%. 
Our method depends on the condition number of ][ i

tE ; 
that is, on having 2N unrelated measurements. The 
procedure will generally not work when the number of 
unknowns gets very large. This is due to the fact that it is 
difficult to make such a great number of measurements 
and make them all unrelated. As a result, the condition 
number of ][ i

tE  will become large while the number of 
unknowns is very large. In such a case, the regularization 
method should be employed to overcome the ill- 
posedness. For instance, the pseudoinverse transform 
techniques [7] can be applied for the inversion of the 

][ i
tE  matrix. 

 
 

  
 

Fig. 4. Original relative permittivity distribution for 
example 2. 
 
 

 
 

Fig. 5. Reconstructed relative permittivity distribution for 
example 2. 
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Fig. 6. Reconstructed error as a function of noise level for 
example 1. 
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Fig. 7. Reconstructed error as a function of noise level for 
example 2. 
 

IV.     CONCLUSIONS 
 

Imaging algorithm for TE case is more complicated 
than that for the TM case, due to the added difficulties in 
the polarization charges. Nevertheless, the polarization 
charges cannot be ignored for this two-dimensional 
problem and all three-dimensional problems. In this 
paper, an efficient algorithm for reconstructing the 
permittivity distribution of inhomogeneous dielectric 
cylinders buried in a slab medium, illuminated by TE 
waves, has been proposed. By properly arranging the 
direction of various unrelated waves, the difficulty of 
ill-posedness and nonlinearity is avoided. Thus, the 
permittivity distribution can be obtained by simple 
matrix operations. The moment method has been used to 
transform a set of integral equations into matrix form. 
Then these matrix equations are solved by the unrelated 
illumination method. Numerical simulation for imaging 
the permittivity distribution of an inhomogeneous 
dielectric cylinder buried in a slab medium has been 
carried out and good reconstruction has been obtained 
even in the presence of Gaussian noise in measured data. 

This algorithm is very effective and efficient, since no 
iteration is required. 
 

APPENDIX 
 

The element in the matrix [G1] can be written as  
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m
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where (xm, ym) is the observation point located in the 
center of the mth cell. For a sufficient small cell, we can 
replace the cell by a circular cell with the same cross 
section [20]. Let the equivalent radius of the nth circular 
cell be na . The ( )mnG1 can be expressed in the following 
form  
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with ( ) ( )22
nmnmmn yyxx −+−=ρ , where 1J  is 

Bessel function of the first order and ( )nn yx ,  is the center 
of the cell n. nS∆  denotes the area of the nth cell.    
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Abstract − Maintaining the topology of an expanding 
wavefront surface allows for a simpler time-domain wave 
ray launching model that is free from the problems 
associated with ray catching. In addition to the usual ray 
location and direction information, the wavefront 
launching model stores which rays are adjacent in the 
advancing wavefront surface. The added information 
allows interpolation over this surface, so the model easily 
incorporates diffracted waves and power density changes 
from beam spreading.  
 

I.    INTRODUCTION 
 
Ray tracing and launching methods have become popular 
for predicting wave propagation in complex geometries. 
Ray tracing methods trace “dominant” paths from source 
to receiver [1]. This can result in a large number of 
redundant rays being traced if the model has many 
receiver points. Ray launching reduces this computational 
burden by tracing a fixed number of rays from the source, 
which are followed as they scatter around the geometry. If 
they pass sufficiently close to a receiver point, they 
contribute to that receiver’s response. This leads to the 
problem of “ray catching,” where rays can be “double 
counted” at a receiver [2]. 

This paper describes a method of ray launching that 
avoids double counting by respecting the topological 
structure of the moving wavefront. Unlike ray catching, in 
which the wavefront is extrapolated to the receiver point, 
this method interpolates the wavefront to the receiver 
point. This avoids causing errors associated with 
extending the wavefront beyond its true extent. The 
topological information also allows accurate wavefront 
power densities to be computed purely from geometric 
considerations. 
 

II.   TOPOLOGICAL ASPECTS OF WAVEFRONT 
PROPAGATION 

 
The aim of this paper is to present a method for computing 
the solution to the scalar wave equation in a region Ω, 
with a transmitted signal f, 

( ) ( )
2

2
2 2

1 , , ,uu f x t x t
c t

+∂
∇ − = ∈Ω×

∂
\          (1) 

where the parameter c describes the wave propagation 
speed, which depends on the medium in which the wave 
propagates [3]. This equation can be used to predict 
electromagnetic wave propagation where polarization is 
not expected to be an issue, or in small-amplitude acoustic 
settings. In the case of acoustic waves, u describes the 
pressure at a given point, while for electromagnetic waves, 
it describes a component of the electric field vector. 
Typical indoor or outdoor urban environments do not 
show marked differences in electromagnetic wave 
propagation due to polarization, so it is reasonable to 
choose a component of the electric field parallel to the 
radiating elements [4]. 
 
A.  Waves in Unbounded Media 
 

When the spatial domain Ω is of odd dimension, Huygen’s 
principle ensures that there are well-defined wavefronts 
[3]. In an unbounded spatial domain, where 3Ω = \ , this 
is apparent from the Green’s function of equation (1), 

( ) ( )( )
( )( ), , ,

4u

x c t
G x t

x c t
δ ξ τ

ξ τ
π ξ τ

− − −
=

− − −
.              (2) 

The locus of points where ( ), , , 0G x tξ τ ≠ is called 
a “wavefront”. In general, the “wavefront set” shall be 
defined as 

( ) ( ) ( ){ }, , , , , 0W x t G x tξ τ ξ τ+= ∈Ω× ≠\  (3) 

where G is the Green’s function relevant to the particular 
spatial geometry Ω. In unbounded media, the wavefront 
set does not change topologically with time; it is always 
spherical. 
 
B.  Reflecting Half-Space 
 

If an infinite, flat boundary is introduced, the method of 
images leads to a new Green’s function for equation (1), 

( ) ( ) ( )', , , , , , , , ,h u uG x t G x t G x tξ τ ξ τ ξ τ= −        (4) 

where 'ξ  is the image of ξ  reflected across the boundary. 
It is evident that the wavefront set of this Green’s function 
does not undergo topological change. Like the unbounded 
case, it is always topologically equivalent to a sphere. 
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C.  Diffraction and Topological Change 
 

Diffraction causes the topology of the wavefront set to 
change in the vicinity of convex boundary edges. The 
wavefront set is no longer confined to a thin surface once 
diffraction occurs, due to dispersion. The Uniform Theory 
of Diffraction (UTD) predicts that diffracted wave power 
falls off like t-3/2 at a given point (equation (16) of [5]). In 
light of this, it is reasonable to assume that the diffracted 
wave can be approximated by confining its power to the 
“leading edge” of the wavefront set. This removes the 
dispersive effects of diffraction, and makes diffracted 
waves easy to model with the wavefront approach. This 
approximation restricts the frequencies the model can 
accurately treat and introduces a small time delay error. 
Further, a scalar wave model ignores the polarization-
dependent effects of electromagnetic wave diffraction. To 
mitigate these concerns, frequency- and polarization-
specific diffraction coefficients must be chosen for the 
operating frequency and incident polarization. 
Alternatively, one may use empirical diffraction 
coefficients that explicitly ignore frequency, phase delay, 
and polarization [6]. 

Having motivated a non-dispersive scalar 
approximation for diffraction, we now look at how 
diffraction changes wavefront topology. Diffraction occurs 
when a wavefront crosses an edge in the boundary; 
wavefront points on one side of the edge are sent off at 
vastly different angles from those on the other side. The 
continuity of the wavefront is disrupted along such an 
edge, cutting the incident wavefront into two distinct 
pieces. This discontinuity is smoothed out by the 
introduction of a diffracted wave, as shown in Fig. 1. 
Using the UTD approximation, the edge begins to emit a 
diffracted wave when it is touched by an incident 
wavefront [5]. 

  

Fig. 1. An example of the topological changes of a 
wavefront: Waves near the left side of the room maintain 
their topology after being reflected at flat surfaces and 
concave corners. Waves at the convex corners (exit of the 
room) undergo a topology change as a distinct diffracted 
wave is created. 

III.  STORAGE OF TOPOLOGICAL 
INFORMATION 

 
In the wavefront launching model, the wavefront set is 
sampled both in space and in time, resulting in a collection 
of discrete points. A unit vector representing the motion of 
the wavefront is tied to each of these points and fills the 
same role as rays do in ray tracing or launching models. 
The topology of the wavefront is represented by 
maintaining links between adjacent points both in space 
and in time. This allows new points or rays to be 
interpolated anywhere in the wavefront set. 
 

A group of four wavefront points that form a link-
connected loop in space is called a “patch”. Two patches 
that are linked in the time dimension are called a “cube”. 
(See Fig. 2) It is often of interest to know if a wavefront 
crosses a particular point in space x over a given interval 
of time [t0, t1]: that is, if x belongs to the set 

( ) [ ]0 1, ,W t tξ τ ∩Ω× . This problem may be solved 
computationally by checking if the point of interest can be 
found in any of the wavefront’s cubes that are valid on the 
time interval of interest. This eliminates the problem of 
ray-catching, since the wavefront is interpolated rather 
than extrapolated to the point. Further, the incident power 
density at any point on the patch is easy to calculate: the 
wave power at the four points on the patch is smoothly 
distributed over the surface of the patch. 

 
  

Fig. 2.  Points, rays, and linkages of a “cube”. 
 
 

IV.  PROPAGATION OF THE WAVEFRONT 
 
The wavefront model generates the wavefront set by 
propagating snapshots of the wavefront at earlier times. It 
uses two previous snapshots (points, rays, and spatial 
linkages) Wi-1 and Wi to generate a new one Wi+1, where 
each Wn is valid over t ∈ [tn-1, tn]. Where rays do not cross 
a diffracting edge, they are propagated according to the 
usual rules of ray tracing. (See, for example, [1] or [2]) 

When a point on the wavefront comes near a 
diffracting edge, the wavefront model checks to see if any 
of the cubes containing that point intersect the edge. If so, 
then a new diffracted wavefront will be launched from that 
edge. The incident wavefront’s rays will be unaffected by 
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the diffracting edge, although the links of the incident 
wavefront will be broken along the edge. 

The structure of the diffracted wave is created from 
the incident wave by decomposing the patches incident on 
the edge. It is important to realize that a diffracted wave 
develops as different patches of the incident wavefront 
cross the edge at different times. It is important to allow 
these patches to duplicate points and rays along the edges 
if there is no explicit topological linkage between them. 
That way, the diffracted wave can form over several time 
steps. (This is not the most memory efficient approach, but 
it is simple and fast.) 

Once the patches for generating the diffracted wave 
are found, each one is used to create a family of diffracted 
wave patches. Since the diffracting edge generates the 
diffracted wave, the diffracted wave patches must be 
launched from that edge. The launch points are found by 
projecting each incident patch onto the edge. To simplify 
matters geometrically, the two points that are farthest apart 
are used as launch points for the diffracted patches. Then 
the rays are built by decomposing them into components. 
The ray component parallel to the edge is computed by 
projecting the incident ray onto the edge, 

2
e v
e
i

                          (5) 

where v is the incident ray, and e is parallel to the edge. 
The components normal to the edge are built by the 

following formula, 

( ) 1 2

1 2

t cos t sinF
t cos t sin

θ θθ
θ θ
+

=
+

             (6) 

where the parameter θ is controlled by 

1 1 1 2

2 2 1 2

, 2 if t t t t 0
2

and

0, otherwise t t t t 0
2

π π

θ
π

  + >  ∈
   + >   

i i

i i

 (7) 

and the vectors t1 and t2 are normal to e and contained in 
the faces adjacent to the edge. Then the ray directions can 
be computed as,  

( ) ( )2 2
e v e vD v e F e
e e

θ θ= − +
i i

.  (8) 

Observe that by sweeping θ over the range of values 
specified in equation (7), a family of diffracted patches is 
generated for the incident patch. The diffracted wave 
power levels are then assigned to each point using UTD 
[5] or a similar approximation [6], and the diffracted wave 
topology is assembled using the topology induced by 
D(θ). 

 

V.  INSTRUMENTATION 
 
One of the most attractive features of ray models is that 
the impulse response of the channel is easy to compute 
[1]. From this, useful parameters such as the RMS delay 
spread can be extracted to yield predictions of coverage. 
The ray tracing, ray launching, and the wavefront 
launching methods sample the impulse response at given 
locations in space. The impulse response data contains 
wavefront arrival time, direction, and power density. The 
arrival direction allows the user to explore the use of 
directional antennas to cure multipath problems. 
 

VI.   RESULTS 
 
A.  Discussion of Images 
 

Figure 3 shows the results of this model on a two room 
geometry. Despite appearances, the model is three 
dimensional. There is a single source, which appears near 
the center of the left room. This source emits a uniformly 
distributed spherical wavefront, and so is a simple model 
of an acoustic source or a electrically small antenna. Each 
of the walls is perfectly reflective, and there is a 3 dB 
attenuating window in the middle of the hallway. The 
plots on the left side of the figure are peak power density 
plots, and those on the right are RMS delay spread. The 
left plots indicate the signal strength of the dominant path. 
The RMS delay spread plots give an indication of 
multipath. 
 

  

Fig. 3. (a) Relative power density (dB) without diffraction, 
(b) RMS delay spread (s) without diffraction,  and (c) 
Relative power density (dB) with diffraction, (d) RMS 
delay spread (s) with diffraction. 

 

(a) (b)

(c) (d) 
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The simulation was stopped after most of the signal 
had entered the right room, but before it reflected too 
many times. One can still see the wavefront structure in 
the upper half of the right room. It is evident that the 
diffracted waves contribute strongly to the multipath 
situation in the shadowed region of the right room. A 
strong diffracted wave reaches into the shadowed region 
well before the specular components from the incident 
wave. This results in a large delay spread, and would be 
problematic for wideband digital communications. Near 
the transmitter, the coherence bandwidth is roughly 16 
MHz. In the shadowed region, the coherence bandwidth 
drops to 6 MHz, which represents a 266 % loss in 
available bandwidth. 
 
B.  Discretization Problems 
 

The wavefront method avoids most discretization 
problems associated with ray launching, since it 
interpolates the wavefront between points on the 
wavefront set. However, discretization becomes evident 
when using a diffraction model, since diffracting edges cut 
apart incident wavefronts. If the wavefront is not sampled 
with enough points, these cuts will become jagged. This 
leaves gaps between the diffracted wavefront and the 
incident wavefront, which result in lost impulse response 
data. Some of these gaps can be seen in the lower plots of 
Fig. 3, where they look a little like streaky noise. The best 
solution for this problem is to resample incident 
wavefronts along a diffracting edge so that the cuts do not 
become jagged. 
 

VII.   FUTURE WORK 
 
A.  Ray Resampling 
 

Like all numerical solvers for the wave equation, the 
wavefront model loses accuracy after a long period of 
simulation. This occurs when adjacent points become 
quite far apart. The wavefront set gradually becomes 
poorly sampled, and interpolating points on it is likely to 
be inaccurate. It seems that this problem could be 
alleviated by interpolating new points and rays onto the 
surface of the wavefront as time elapses. This would help 
avoid the discretization that appears in the diffraction 
results, and would also yield more accurate power density 
calculations. 
 
B.  Vector-Wave Models 
 

The model presented here is a scalar model, which is 
assumed to be a good approximation of electromagnetic 
phenomena even though electromagnetic waves are 
polarized. The reflection and diffraction coefficients of 
many materials respond differently to waves of different 
polarization, so a vector wave formulation would allow 
the wavefront model to handle these sorts of materials. 
 
 
 

VIII.   CONCLUSIONS 
 
Maintaining the topology of the wavefront allows for a 
simpler time-domain wave propagation model that is free 
from the problems associated with ray catching. Using 
interpolation over the surface of the wavefront, this model 
naturally incorporates diffracted waves and power density 
changes from beam spreading. The measurable quantities 
are automatically power densities, which do not need to be 
weighted by ray counts. It is also possible that this model 
can compensate for errors associated with discretization of 
the signal into rays, by carefully interpolating them over 
the wavefront. However, this particular aspect of the 
model has not been investigated. 
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