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Abstract � We present a frequency domain finite 
difference approach in curvilinear coordinates to 
the computation of the modes of circular ridged 
waveguides. The use of a polar mesh allows to 
avoid staircase approximations of the boundary, 
providing a very effective and accurate procedure. 
The proposed approach has been assessed, both in 
terms of accuracy and effectiveness, against 
general-purpose software, namely CST 
Microwave Studio and Ansys HFSS, showing a 
significant reduction of the computational burden. 

 
Index Terms – Finite difference frequency 
domain, ridged circular waveguides, and 
waveguide modes.  

 
I. INTRODUCTION 

Application of ridged circular waveguides 
(RCW) [1] can be found in many components like 
filters, matching networks, orthomode transducers, 
polarizers, and circulators that are widely used in 
satellite and terrestrial communication systems  [2-
6]. Low-cost design, small size, and optimum 
performance of these components are essential to 
satisfy today’s stringent payload requirements. In 
the design of these components it is therefore 
important to characterize accurately the transition 
between the empty circular waveguide and the 
RCW section, as well as the interaction between 
subsequent discontinuities.  

The most effective approach to such 
characterization is the use of the mode-matching 
(MM) [7], since its computational load is 
insensitive to the length of the waveguide sections. 
Moreover, MM accuracy is more or less constant 

as the discontinuities spacing becomes smaller. To 
implement an MM analysis of those components, 
the knowledge of both eigenvalues and field 
distribution of waveguides modes are required. 
For a circular waveguide, the analytic computation 
of modes is the simplest, and most accurate, 
approach since the mode distribution can be 
expressed in terms of Bessel functions [8, 9], and 
the eigenvalues are the well-known zeroes of these 
functions.  

For RCWs, various numerical techniques have 
been proposed in the past to compute the modes of 
single [3], double [1, 10-11], triple [12, 13], and 
quadruple-ridged [1, 14-16] circular waveguides 
with ridges of uniform thickness or ridges that are 
radially cut. All these methods require the ridges 
to be of equal radial and angular width, and 
equispaced along the guide circular boundary. The 
latter requirement cannot be easily relaxed, since 
those methods use a modal approach, and this 
limits their flexibility. There is also a technique 
that allows for the ridges to be of different radial 
and angular width [17, 18], but this method 
present one serious disadvantage. Actually, if the 
total angular width of the ridges becomes larger 
and larger, the final matrices become more and 
more ill-conditioned and a suitable adaptive 
process is required to find a compromise between 
accuracy and computational efficiency. 

Of course, also general purpose EM programs 
can be used, but, respective of the approach 
(FDTD, FEM, FIT) they require a very fine mesh 
to reach the accuracy needed for use in filter 
design. In principle, frequency-domain finite-
difference (FDFD) approach [19], i.e., the direct 
discretization of the eigenvalue problem, is the 
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simplest strategy, but, in its standard form, it is a 
very effective solution only for rectangular 
waveguides, since the boundary is perfectly fitted 
to the discretization grid. On the other hand, the 
standard FDFD requires, for generic curved 
structures, a staircase approximation of the 
boundary and its effectiveness (computational 
burden versus accuracy) is significantly lowered. 
A further drawback of the standard FDFD 
approach is the requirement of two different grids 
for TE and TM modes, justified with the different 
boundary conditions. This means that TE and TM 
modes are not known in the same sampling points. 
However, in many applications, e.g., mode 
matching or FDTD (using [20]), TE and TM 
modes needs to be considered together, and in the 
same points, which prevents standard FDFD 
results to be easily used. 

Aim of this work is to devise an FDFD 
approach for RCWs, tailored to the structure, but 
as simple as the standard one in the formulation. 
Use of a suitable polar grid (which perfectly fits 
the waveguide boundary) allows to evaluate the 
RCW modes with the required accuracy using 
order of magnitude less points than the standard 
approach. By generalizing a solution already used 
in [21] for elliptic regular waveguide, and in [22] 
for rounded-end waveguides, our approach is able 
also to compute both TE and TM modes on the 
same set of sampling points. This strategy leads to 
a very effective computation of the modes 
eigenvalues, since the matrices resulting from the 
FDFD procedure are highly sparse. Moreover, the 
proposed approach is insensitive to the ratio 
between the area occupied by the ridges and the 
total cross-sectional area. The presented technique 
has been validated through comparison with CST 
Microwave Studio and Ansys HFSS, showing to 
be significantly more efficient.     
 

II. DESCRIPTION OF THE FDFD 
PROCEDURE

Let us consider a ridged circular waveguide 
(see Fig. 1). Both TE and TM modes can be found 
[23] from a suitable scalar eigenfunction, solution 
of the Helmholtz equation, 
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at the boundary of the ridged waveguide.  Both 
equation (1) and the BC (2) can be replaced by a 
discretized version looking for the eigenfunction 
values at a suitable set of sampling points, and 
therefore replacing derivatives with finite 
approximations. This transforms equation (1) into 
a matrix eigenvalue problem  
 

2


 9' '� � ,                             (3) 

 

whose eigenvectors contain the samples of the 
potential ' at the discretization nodes. The 
resulting matrix is sparse so a very effective 
computation is possible [24].  

The set of sampling points forms a grid, whose 
geometry depends on the waveguide section, and 
which defines a set of cells partitioning the section 
itself. If the waveguide boundary consists of 
straight lines, parallel to the coordinate axes, the 
finite difference method can be applied on a 
cartesian grid [25, Fig. 28]. This grid defines also 
a partition of the waveguide surface into 
rectangular cells, which are rectangular and fill 
exactly the waveguide section. In this case, grid 
points are the vertices (or the centers, depending 
on the implementations) of a partition made of 
rectangular cells, which exactly fills the section. 
For every other waveguide, the section cannot be 
exactly partitioned using rectangular cells. Rather, 
a cartesian grid can only approximate this section 
[26, Fig. 3], and this leads to numerical errors 
(since an eigenvalue problem is quite ill-
conditioned [27]).  

In order to get an high accuracy, the best 
approach is to discretize the waveguide surface 
maintaining also the correct geometry of the 
boundary. So a discretization scheme based on a 
non-cartesian grid must be used, which matches 
exactly the waveguide boundary. Therefore, the 
discretization nodes must be at the intersections of 
a suitable framework, in which the waveguide 
boundary is a coordinate curve. In this way the 
waveguide section is exactly partitioned into 
discretization cells. In order to discretize the RCW 
we use a polar framework with coordinates (�, �), 
the same one for both TE and TM modes, with a 
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regular spacing on the coordinate lines with step 
0�, 0� (see Fig. 1). We have built this grid in such 
a way that furthest sampling points are not on the 
boundary, but at a distance 0�/2, 0�/2, and we let 
'�: = '�(�0�,:0�) as sample values of '�(�,�), so 
that the center is a sampling point.   

 

 
 
Fig. 1. An example of ridged circular waveguide 
with the curvilinear discretization grid.   
 

We need a discretized version of equation (1) 
for each sampling point. For an internal point, 
such as " in Fig. 2, we start from the Helmholtz 
equation in polar coordinates, 
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and express the ' around the cell central point " 
using a second-order Taylor expression as, 
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Adding and subtracting equations (5) and (6) we 
get the derivatives in the � direction, 
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and likely in � direction 
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Fig. 2. Internal sampling point. 
 

Now, inserting the derivatives of equations (7) and 
(8) into equation (4), we get its FD approximation,  
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whose left hand side is the corresponding row of 
the matrix 
  according to equation (3). However, 

equation (9) cannot be used: 
a) for the boundary points;  
b) for the center of the circle, which is a point of 

singularity for the polar frame;     
c) for the discretization points in the circle 

nearest to the center.  
Therefore, all the above cases are treated 
separately in the following subsections.  
 
A. Boundary points 

Equation (9) cannot be used for boundary 
points, where BC of equation (2) must be 
enforced. In the polar grid used for a RCW, we 
have two types of boundary points: the radial ones 
(" in Fig. 3) and the angular ones (" in Fig. 4). 
The TE boundary condition can be enforced in the 
same way for both types of boundary points, so we 
describe it only for a radial one (Fig. 3). The 
boundary point E in Fig. 3 is not a discretization 
point. Therefore, the use of Taylor expansion 
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would require an extrapolation of ' (�) outside the 
sampling region, using either 'E or '8 to enforce 
the boundary condition /'//� = 0. Actually, we 
can use two different FD approximations for the 
normal derivative on the waveguide boundary, 
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Fig. 3. Geometry pertinent to the first type of 
boundary point ". 
 

 
 
Fig. 4. Geometry pertinent to the second type of 
boundary point ". 
 
The �rst one avoids an extrapolation outside the 
waveguide region, but has an error � (0�/2), 
whereas the second one is more accurate, with an 
error � (0�2), but needs a ' value outside the 
waveguide. So we use the latter, to get " 8' '� .

 
As 

a consequence, equation (7) is replaced by,  
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and equation (9) is replaced by,  
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In the same way, for " in Fig. 4 we get, 
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For the TM modes, we consider again the radial 
external point " (Fig. 3). Since, in this case, the 
BC of equation (2) require 0E' � , we can express 

the potential in F and E using a Taylor 
approximation, 
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Then, using equation (15) we get 
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and, replacing the BC 0E' �  in equation (16), we 

obtain the required derivatives in ",  
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Finally, after substituting equations (17) and (8) into 
equation (4) we obtain,  
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In the same way, for the point " in Fig. 4, equation 
(8) becomes,  
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and, substituting equations (19) and (7) into 
equation (4), we get, 
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B. Center of the circle 

The center of the circle ("� in Fig. 5) is a point 
of singularity for the polar frame and no derivatives 
of ' can be computed there. As a consequence, it is 
not possible to use a Taylor expression using "� as 
initial point. The relevant equation is therefore 
obtained in a different way, by integrating equation 
(1) over a circle of radius 0�/4, 
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Then, using the Gauss theorem on equation (21) we 
obtain, 
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where in #D is the cell surface, and JD is the cell 
boundary (see Fig. 5). 

The left hand side of equation (22) is then 
computed using the rectangular rule, with � = 
2./0� steps. The relevant normal derivatives are 
computed using a first-order finite difference 

approximation. The left hand side of equation (22) 
is therefore approximated by, 
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Fig. 5. Central point of the polar framework 

1 0 2
 " �� 0 .  

 
The right hand side of equation (22) is likely 
computed as �9


2'"�.� (0�/4)2 and the discretized 
form of equation (1) in the center of the circle "� is 
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C. Points in the circle nearest to the center 

Finally, we are left to consider the internal 
points on the circle at distance 0�/2 from the 
center "� (see Fig. 6). For these points we can 
express the potential ' using a second order Taylor 
expression as, 
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Fig. 6. Internal point " on the circle at distance 
0�/2 from the center "�. 

 
Then, we obtain  
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and the derivative in " is approximated by, 
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After substituting equations (27) and (8) in to 
equation (4), we obtain  
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III. VALIDATION OF THE FDFD 

PROCEDURE
Since the cut-off frequencies scale as the 

inverse of the waveguide size, in all the 

simulations presented in this section we will 
consider all dimensions (and 0�, too) normalized 
to the radius 1 of the circular waveguide. The 
FDFD procedure has been assessed against a 
commercial FIT software (CST Microwave 
Studio) and a FEM software (Ansys HFSS) both in 
terms of accuracy and effectiveness.  

Since analytical eigenvalues are not available 
for RCWs with ridges of arbitrary dimension and 
position within the cross-sectional area, we have 
decided to test the accuracy and effectiveness of 
our procedure using a 270° sectorial waveguide, 
which is actually a limit case of the RCW 
described in Fig. 1 with a single ridge of 
dimension '�� ��1 , and -� = 90°. This example 
has been chosen since it retains the more critical 
ridge feature, namely the convex wedge, which 
could affect the accuracy of numerical techniques. 
Therefore, the eigenvalues of the first five modes, 
computed either with the FDFD procedure or with 
CST and HFSS, have been compared with the 
analytical eigenvalues [28]. Actually, the FDFD 
procedure is able to reach (with a suitable 
discretization) a very high accuracy (see Tables I 
and II), so the true point to assess is its 
effectiveness. To do this, we have required, for 
both our FDFD, CST, and HFSS, that the 
amplitude of the relative error with respect to 
analytical eigenvalues is less than 0.1% or 0.02%. 
Then, we have investigated the computational 
resources needed by these simulations, which are 
summarized in Tables I and II. It is worth noting 
that both CST and HFSS require a minimum 
computational time which, for the computation of 
the first five eigenvalues, is respectively 48 sec 
and 14 sec, since the initial mesh is set 
automatically by these programs (these values are 
reported in bold characters in Tables I and II). In 
Figs. 7 and 8 the convergence behavior of the 
eigenvalue of the first TE mode (TE1) and of the 
first TM mode (TM1) is also show. As apparent 
from Tables I and II, and Figs. 7 and 8, the 
computational time required by the FDFD 
procedure is significantly smaller than the one of 
CST Microwave Studio and Ansys HFSS (on a PC 
with 2 CPU Intel(R) Xeon(R) CPU E5504 @ 2.00 
GHz, 8 core, Ram 48 GB).  
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Table I: Computational resources required to achieve a relative error less than 0.1 % with respect to 
analytical values.  
Mode Analytical 

Eigenvalue 
FDFD CST HFSS  

T 
[sec] 

Sampling 
Points 

Step (0�, 0r) T 
[sec]

Tetrahedra T 
[sec]

Tetrahedra 

TE1 1.4012180 0.8 27000 1°, 0.00995 53 10767 22 1465 Fig. 7 
TE2 2.2577552 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
TE3 3.0542369 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
TM1 3.3756107 0.8 27000 1°, 0.00995 48 6143 26 1612 Fig. 8 
TE4 3.8232239 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
 

Table II: Computational resources required to achieve a relative error less than 0.02 % with respect to 
analytical values. 
Mode Analytical 

Eigenvalue 
FDFD CST HFSS  

T 
[sec] 

Sampling 
Points 

Step (0�, 0r) T 
[sec]

Tetrahedra T [sec] Tetrahedra 

TE1 1.4012180 3.3 94500 1°, 0.00285 65 15584 163 5492 Fig. 7 
TE2 2.2577552 0.2 9450 1°, 0.02817 48 6143 14 1206 Not shown
TE3 3.0542369 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
TM1 3.3756107 3.8 108000 1°, 0.00250 53 10767 > 1000 > 20000 Fig. 8 
TE4 3.8232239 0.1 5400 1°, 0.04878 48 6143 14 1206 Not shown
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Fig. 7. Convergence behavior of the eigenvalue of 
the first TE mode. The dashed line represents the 
analytical value, and the relative error on the right 
is computed with  respect to this value. 

 
A further test to demonstrate the accuracy  and 

effectiveness of the proposed FDFD procedure has 
been made using a circular waveguide with four 
ridges (see Fig. 9 and Table III). In this case, both 
a large ridge and very close and small ridges has 
been considered in order to assess the robustness 
of our procedure against a very dense mesh. 
Analytical results are not available for the 
structure in Fig. 9, therefore, in this case, our  
FDFD procedure has been assessed by comparison 
with the results of CST and HFSS. Due to the 

particular geometry and relative position of the 
ridges #1, #2, and #3 in Fig. 9, a dense mesh is 
required and, therefore, the angular step of the 
FDFD grid has been selected equal to 0� = 0.25°, 
whereas the radial step 0� of FDFD and the mesh 
density of CST and HFSS have been varied to 
study the convergence. 

In Fig. 10 the convergence behavior of FDFD 
compared to CST and HFSS is reported for a 
number of selected modes. Since all those 
programs use different discretization strategies, we 
have set the computational & time as independent 
variable. As apparent, the FDFD procedure is 
significantly faster than CST and HFSS, both for 
lower or higher order modes, either TE or TM. 
Further comments on Fig. 10 are in order. As a 
matter of fact, all programs considered have a 
hardware limit on the discretization size. This limit 
on CST (and also FDFD) depends on the required 
number of modes to be computed. For the 
structure in Fig. 9, we decided to solve the 
eigenvalue problem for the first 100 modes (61 TE 
and 39 TM). On the other hand, HFSS does not 
allow to compute more than 25 modes, so that its 
limit has been evaluated in this case. Moreover, 
both CST and HFSS have also a (quite large) 
minimum computational time since they set 
automatically the initial mesh. Table IV reports 
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both the minimum computational times and the 
computational times at the hardware limit, 
together with the corresponding meshes.  
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Fig. 8. Convergence behavior of the eigenvalue of 
the first TM mode. The dashed line represents the 
analytical value, and the relative error on the right 
is computed with respect to this value. 
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Fig. 9. Circular waveguide with four ridges. The 
geometry of the ridges is reported in Table III. 
Waveguide radius 1 = 1 (in normalized units). The 
angular spacing between ridge #1 and ridge #2 is 
7°, between ridge #2 and ridge #3 is 1°, and 
between ridge #3 and ridge #4 is 20°.  
 
Table III: Geometry of the ridges in Fig. 9.  

Ridge Radial width Di Angular width -i

#1 0.5  1° 
#2 0.8  2° 
#3 0.5  1° 
#4 0.4  30° 
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Fig. 10. Convergence behavior of the eigenvalues 
of selected TE and TM modes. The selected 
modes are reported with black dots in the curves in 
Fig. 11. 
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Table IV: Computational time (T) limits and mesh 
limits for the computation of the first 100 
eigenvalues (either TE or TM) on a PC with 2 
CPU Intel(R) Xeon(R) CPU E5504 @ 2.00 GHz, 
8 core, Ram 48 GB. 

 FDFD CST HFSS 
Sampling Points 
at hardware limit 

10.3*106 - - 

Tetrahedra at 
hardware limit 

- 501409 894798

 T  [sec] at 
hardware limit 

5018 8760 43393 

Initial mesh 
(Tetrahedra) 

- 17701 9111 

Minimum T [sec] 
(initial mesh) 

- 1275 552 

 

In Fig. 11, the relative difference of the 
eigenvalues computed with CST and HFSS with 
respect to those computed with the FDFD 
procedure is shown, using the densest available 
mesh (the one at the hardware limit, see Table IV). 
The comparison with HFSS is not complete 
because this software allows to compute a 
maximum of 25 modes (in this case 18 TE and 7 
TM, since TE and TM are computed together). 
The results presented in Fig. 11, demonstrate the 
accuracy of our FDFD procedure both for TE and 
TM modes. Actually, the difference of the FDFD 
results with respect to HFSS is lower than 0.14 % 
(for the first 25 modes), whereas the difference 
with respect to CST results is lower than 0.05 % 
(for all the computed 100 modes).  
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Fig. 11. Relative difference between the eigenvalues computed with the FDFD procedure and those 
computed with CST or HFSS, computed with the meshes reported in Table IV. 

IV. CONCLUSION 
We have proposed a finite difference approach  

to the computation of the modes of circular ridged 
waveguides. A polar mesh has been used in order 
to avoid staircase approximations of the boundary. 
The presented procedure allows to analyze a 
RCW, with an arbitrary number of ridges of 
arbitrary dimensions, with a computational burden 
and accuracy, which is independent both of the 
total cross-sectional area occupied by the ridges 

and of the number of ridges. The proposed 
approach has been validated by comparison with 
the results of CST Microwave Studio and Ansys 
HFSS, showing a significant reduction of the 
computational time. 
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