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Abstract─ This paper describes an efficient 
parallelization of the multi-level fast multi-
pole algorithm (MLFMA) for fast solution of 
very large scale electromagnetic scattering 
problems. Computation in the MLFMA can be 
divided into several stages. To accomplish 
load balance at any time, load partition criteria 
are adjusted according to different features of 
every phase. Meanwhile, an asynchronous 
communication method is designed to overlap 
the communication with computation and thus 
the communication cost in parallelization is 
reduced. Numerical results show that good 
parallel efficiency is obtained in the presented 
parallelization of MLFMA. With our parallel 
MLFMA, a scattering problem with nearly 5, 
300, 000 unknowns is solved in about six 
hours using 8 CPUs on SGI O350 server.  
  
Index Terms─Large scale scattering problem, 
Parallel multi-level fast multi-pole algorithm. 

 
I. INTRODUCTION 

The multi-level fast multi-pole algorithm 
(MLFMA) [1] obtains computational and 
storing complexity of O (N log (N)), where N 
is the number of unknowns. The low 
complexity of MLFMA makes it possible to 
solve large scale scattering problems on a 
single PC. The challenges in integral equation 
methods are to further improve the efficiency 
and solve very large scale problems quickly. 
Therefore, optimizing techniques for MLFMA 
were designed, and variants of MLFMA were 
developed as well. These improved the 

performance of MLFMA greatly and were 
well documented in [2]–[6]. However, before 
the application of parallel technique, the 
solution of very large scale problems was still 
a challenge due to its requirement for huge 
computing resource. Offering strong 
computing ability and huge storing space, 
parallel technique is widely used for efficient 
solution of large scale electromagnetic 
problems [7]–[11]. With a parallel MLFMA 
(PMLFMA), Chew et al. [7] solved problems 
with ten millions unknowns, and they reported 
performance analysis of their parallelization in 
[8]. 

As several different computing stages are 
involved in MLFMA, it’s hard to obtain a high 
parallel efficiency without careful design of 
load partition. This paper presents a composite 
load partition method, where load distributing 
criteria are adjusted according to the features 
of every computation stage. In that way, the 
computing and storing load balance is ensured 
at any time. To reduce the communication cost, 
an asynchronous communication method is 
designed so that the communication is 
overlapped with computation and time spent 
on communication is reduced. Numerical 
results show that the proposed parallel method 
can achieve good parallel efficiency and has 
strong ability to solve very large scale 
problems quickly and accurately. With our 
PMLFMA, a scattering problem with nearly 5, 
300, 000 unknowns was solved on SGI O350 
supercomputer. 

The rest of this paper is organized as 
follows. A brief review of MLFMA is given in 
Section II. After that, load partition criteria 
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and communication management in our 
parallelization method are described in Section 
III. Numerical results are given in Section IV 
and finally conclusions are made in Section V. 

 
II. BRIEF REVIEW OF MLFMA 

Consider the electric field integral equation 
(EFIE) for conducting objects: 
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where S is the surface of the object, and r  and 

 are the observing and source points on S, 
respectively. 

'r
G  is the dyadic Green’s function 

and represents the current density.  is 
the unit vector tangential to S at r and 

J )(ˆ rt
η  is the 

free space characteristic impedance. E is the 
incident electric field. Adopting proper 
expansion basis and invoking some kind of 
matching process [12], equation (1) can be 
discretized into a matrix equation 
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where is the interaction impedance 

between the jth and the lth bases,  is the lth 
unknown expansion coefficient for the current 
density, and  is computed from . In our 
PMLFMA, the curvilinear RWG basis [13] 
and Galerkin’s matching process are used. 
Applying vector addition theorem, the dyadic 
Green’s function in equation (1) can be 
expanded as 
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    (3) 
where and  are position vectors of the 
observing point and source point,  and  
are position vectors of the field group and 
source group centers, respectively.  is the 
vector connecting and , and the same 
definition applies for , , and r . 
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mm ′α  is termed as the translator, whose 
definition and expression can be found in [1]. 
In fast multi-pole method (FMM), the left 
hand side of equation (2) is expressed as the 

sum of two terms, which are 
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where  and  are named as the 
aggregation and disaggregation, respectively, 
whose expressions can be found in [1]. NG 
and FG represent the near region groups and 
far region groups, respectively, and  is the 
mth group. For convenience, equation (4) is 
written in matrix form as 
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where nearA , U , T  and V  represent the near 
group interaction matrix, aggregation matrix, 
translation matrix and disaggregation matrix, 
respectively, and a is the vector consisting of 
the unknown current expansion coefficients. 
The MLFMA is generalization of FMM in a 
multi-level structure, where equation (5) can 
be rewritten as 
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where lV , lT , and lU  are the aggregation 
matrix, translation matrix and disaggregation 
matrix in the lth level, respectively. NL is the 
total number of levels used in MLFMA. lV  
and lU  are computed by interpolation for l < 
NL. lT  can be obtained either by real-time 
computation or from the pre-filled matrix [5]. 
Given a problem with N unknowns, MLFMA 
obtains the computing and storing complexity 
of O(N logN).  
 

III. PARALLEL MLFMA 
To solve scattering problems using 

MLFMA, the following steps are involved: (1). 
Filling of nearA ; (2). Computation of NLU  and 

NLV ; (3). Implementation of matrix vector 
multiplication using equation (6), including 
upward pass, translation stage, downward pass 
and direct matrix vector multiplication. For 
convenience, terms defined in [8] have been 
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followed in our paper and more details about 
these terms can be found in [8]. To achieve 
good load balance at any time, the load 
partition criteria should be adjusted according 
to features of the above computing stages. 
Section III-A describes the load partition 
criteria at every computation stage. For some 
stages, load partition will introduce 
indispensable communication, which is 
managed with an asynchronous 
communication method described in section 
III-B. 
 
A. Load Partition Criteria 

This section mainly discusses the problem 
of load balance. The total number of processes 
is assumed to be p. 

 
a) Filling of nearA : As long as numbers of 

interaction elements are equal on all processes, 
the computation and storage load will be 
balanced at this stage. The matrix nearA  is 
constituted by the self group and near group 
interaction elements, which are computed 
group by group and list by list, respectively. 
Assume the total number of interaction 
elements is Zcount, the number of self group 
interaction elements assigned on process l is 

 and the number of non-self group 

interaction elements to be allotted is . 
Since the non-empty groups are distributed 
uniformly among the p processes, s on all 

processes are fixed. However, s on p 
process are different from each other, because 
numbers of basis functions enclosed by 
different groups are different. To ensure total 
numbers of interaction elements are equal on 
all processes, the near group lists are 
distributed from process 1 to p  abiding by 
the criteria that  approximately 

equals 

l
selfZ

l
nselfZ

l
selfZ

l
selfZ

1−
l
nself

l
self ZZ +

pZcount  ( 11 ). Then the rest 
near group lists are assigned to process p and 

will approximately equal 

−≤≤ pl

p
nselfZ+p
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pZcount  automatically. 
b) Computation of NLU and NLV : 

NLU  are the receiving and radio 

patte  the

ase: A 
sim

puting unit 
at 

Multiplication: 
As

rns of  basis functions. A simple and 
effective partition method is to distribute the 
basis functions equally among p processes. 
However, this may make the basis functions 
belonging to the same group be distributed on 
different processes, which will introduce a 
mass of communications in the aggregation 
and disaggregation phase. Therefore, 
according to [14], the basis functions are first 
ordered by their Morton Key values and then 
distributed equally to the p processes, so that 
the communication cost is minimized. 

c) Upward and Downward ph
ple parallelizing method for these two 

stages is to construct an independent tree 
structure on every process according to 
distribution of basis functions. This method 
introduces no communication, but load on the 
p processes may be unequal, because numbers 
of boxes on all processes may be different. 
Another disadvantage of this partition method 
is that the inner and outer waves of one group 
may be repeatedly stored on two or more 
processes, which obviously wastes the 
memory. 

Since computation is conducted group by 
group in every level during these two stages, 
groups in all levels should be distributed 
equally among the p processes, and then the 
load on all processes will be equal. Since a 
parent group and its child groups may be 
distributed on different processes, this 
partition method will introduce indispensable 
communication, which will be approached 
with the asynchronous communication method 
described in Section III-B. 

d) Translation Phase: The com
this phase is the far group list. The load 

balance is easily implemented by distributing 
all the far group lists equally among the p 
processes. However, two boxes belonging to a 
far list may be stored on different processes. 
Communication is therefore needed to 
accomplish the translation phase, which will 
be discussed in Section III-B. 

e) Direct Matrix Vector 
 long as the numbers of near group 

interaction elements on all the processes are 
equal, the computing load in this stage is 
balanced. Therefore, load balance for this and NLV
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stage is realized at the stage of filling nearA . 
 
B. Communication Management 

munication 

Assuming in one communication, 

as follows: process m sends a request to 

IV. NUMERICAL RESULTS 
In , the 

gr

As discussed in Section III-A, com
is required in upward, downward and 
translation phases. The boxes and far lists 
which need communication are defined as 
non-local boxes and lists, while those need no 
communication are defined as local boxes and 
lists. To reduce the communication cost, an 
asynchronous communication method is 
designed. Asynchronous communication is 
non-block communication. The term non-
block means the communication doesn’t block 
the  
computation. 
process m needs the information on process n, 
communication in our PMLFMA is conducted 

communication method. 
Fig. 1. Flow chart of the asynchronous 

process n and then continues the computation 
requiring no nonlocal information. Once 
process n detects the request from process m, 
it sends the requested information by starting 

an asynchronous communication and then 
continues its own computation. The above 
communication method can be demonstrated 
using Fig. 1, which shows that the 
communication is overlapped with 
computation. This flow chart is applicable to 
all the stages discussed in section III-A, just 
by substituting the corresponding computation 
module into the flow chart. Specific flow chart 
for every phase is hence omitted here for 
simplicity. For the detection, send and request 
actions in Fig. 1, one can implement them 
with corresponding message passing interface 
functions. 
 

all the simulations of this section
oup size of the finest level is set to be λ3.0 . 

To investigate the parallel efficiency o  
proposed parallel scheme, two simulations are 
conducted on SGI O350 server. The parallel 
efficiency 

f the

η  is computed as 
             %101 0×= pTT pη ,      (7) 

wh he number   of  processes, T1ere p is t   is the 
solving time using one process and Tp is the 
solving time using p processes.  

Fig. 2. Normalized bistatic RCS of a λ20  
diameter conducting sphere. 
 

First, the bistatic radar cross section (RCS) 
of a λ20  diameter conducting sphere is 
solved. The number of unknowns is about 0.2 
million. A six-level MLFMA is used. The 
numerical result and parallel efficiency are 
shown in Fig. 2 and Fig. 3, respectively. In Fig. 
3, it is seen that the parallel efficiency with 
eight processes is more than 80%. It is also 
shown that the parallel efficiency decreases as 
the number of processes increases. This is 
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because more communication is introduced as 
the number of processes increases. However, 
the proposed parallel scheme can still obtain a 
parallel efficiency of 70% when the number of 
processes increases to 10. 

 

 
Fig. 3. Parallel efficiency for solving bistatic 
RCS of a λ20  diameter conducting sphere. 

0 20 40 60 80 100 120 140 160 180

-30

-20

-10

0

10

20

30

40

50

 MIE
 PMLFMA

N
or

m
al

iz
ed

 B
is

ta
tic

 R
C

S 
(d

B)

Theta(deg.)

Fig. 4. Normalized bistatic RCS of a λ40  
diameter conducting sphere. 

Fig. 5. Parallel efficiency for solving bistatic 
RCS of λ40  diameter conducting sphere. 
 

Second, the problem scale is enlarged. The 

object is a λ40 diameter conducting sphere. 
The number of unknowns is about 1.8 million, 
and a six-level MLFMA is used. Fig. 4 and 
Fig. 5 show the numerical result and parallel 
efficiency, respectively. Compared with Fig. 3, 
Fig. 5 shows a higher parallel efficiency, 
which means that the parallel efficiency 
increases as the problem scale increases. 
Therefore, the proposed parallel scheme is 
scalable. 

The reported parallel efficiency is not as 
high as that of Chew’s group [8] for the 

most 
wel

zation. In the 
translation phase, Chew’s group achieved load 
balance by partitioning the far-field patterns 
equally among all processors for coarse levels, 
communication is therefore totally avoided in 
the translation phase for coarse levels. 
However, in our parallelization, mass 
communication is introduced in the translation 
phase to ensure load balance, especially for 
the coarse levels. Nevertheless, with the 
designed asynchronous communication 
method, our parallelization still obtains good 
parallel efficiency, which justifies the  

following two reasons. First and 
important, the translation phase is not l 
managed in our paralleli

Fig. 6. Normalized bistatic RCS of a λ100  
dia

0 20 40 60 80 100 120 140 160 180

meter conducting sphere. 
 
effectiveness of our communication method. 
The second reason might be differences 
between platforms. In the SGI Origin 2000 
supercomputer adopted in [8], each processor 
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has a clock speed of 250 MHz. In our 
supercomputer, the clock speed of each
processor is of 1 GHz. If communication cost
is given, parallel efficiency will be higher in 
systems with lower clock speed. 

Finally, using the proposed PMLFMA, the 
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bistatic RCS of a λ100  diameter conducting 
sphere is solved with 5,287,752 unknowns on 
SGI O350 supercomputer. For this simulation, 
a nine-level MLFMA is used. It takes 8 CPUs 
22147 seconds to solve this problem. This 
simulation demonstrates the ability of our 
PMLFMA in solving very large scale 
problems. 

 
V. CONCLUSIONS 

This paper presented an efficient parallel 
scheme for MLFMA. Composite load p

[

artition 
 load

een developed to 
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