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Abstract – In this work plasmonic resonance of 
highly irregular aluminum nanostructures on a 
silicon photovoltaic substrate is investigated. 
These structures are inspired by natural surface 
structuring that occurs during the top-down 
aluminum induced crystallization of amorphous 
silicon. The computer simulations are obtained 
using the Ansys® HFSS allowing studying the 
enhanced fields transmitted into the silicon layer. 
The obtained results show significant light 
trapping and enhancement of the transmitted fields 
when these nanostructures are composed of high 
aluminum and low silicon concentration. These 
effects decrease for lower aluminum and high 
silicon concentrations cases nanostructures. 
 
Index Terms – Aluminum nanostructures, 
enhanced electromagnetic fields, plasmons, and 
solar energy. 
 

I. INTRODUCTION 
Solar energy is one of the most promising 

sources of clean, renewable energy. Silicon (Si) 
thin-film technology holds potential to greatly 
reduce solar cell production costs, thus decreasing 
the cost-per-watt of solar energy enough to make it 
competitive against the non-renewable fossil fuels 
that dominate the market today [1-3]. However, a 
major issue of poor light absorption prevents thin-
film technology from being competitive with 
traditional wafer based solar cells [4-8]. Due to the 
greatly reduced thickness of the absorbing layer, 
much of the incident light in a Si thin-film 
photovoltaic will pass through or be reflected from 
the interface back out before it is absorbed, thus 

greatly decreasing the efficiency of thin-films 
compared to thicker wafer based solar cells [9]. As 
such, novel methods for trapping light within thin-
film photovoltaic are needed to make this 
technology advantageous over existing traditional 
solar cell technologies [10-12].  

Recently, nanoplasmonics offer a promising 
method for solving some of the issues with thin-
film Si technology [13-22]. By taking advantage 
of the plasmonic properties of the metallic 
nanostructures, it is possible to improve light 
trapping and hence photon absorption in Si thin-
films. When exposed to an external 
electromagnetic wave (e.g., light), sub-wavelength 
scale metallic nanoparticles will undergo strong 
electrons oscillations if the frequency of the 
electromagnetic wave matches the plasmon 
frequency of the nanoparticle. First, this can lead 
to strong localization and enhancement of the near 
electric fields at the surface of the photovoltaic 
(PV) absorbing layer [23-25]. Second, this can 
cause scattering of transmitted electromagnetic 
waves into lateral modes, which effectively 
increases the path length of the transmitted wave 
traveling in the Si thin-film layer [10-12]. These 
mechanisms can improve the absorption of the 
light, thus increasing PV device efficiency. 

Extensive work by various groups has been 
put forth to investigate the various parameters that 
influence the frequency and strength of particles 
plasmon resonance [26-33]. Size, shape, material 
properties, local dielectric environment, and local 
interactions with nearby particles have all 
illustrated strong influence on the plasmon 
resonance of metallic nanoparticles [13-22], and 
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[26-33]. Some examples; Cao et al. investigated 
the plasmon resonance of cylindrical, triangular, 
and square shaped silver nanoparticles through 
numerical simulation of single nanoparticles and 
dark-field optical microscopy of fabricated 
nanoparticle arrays. Their work demonstrated 
strong shifts in the resonant wavelength between 
various nanoparticle shapes and inter-particle 
spacing [26]. Sundar studied the effects of focused 
beam interactions of single metallic nanoparticles 
[27]. Langhammer et al. investigated the nanodisk 
geometry made of aluminum (Al) showing a 
strong shift in plasmon resonance from infrared to 
ultraviolet using varying disk aspect ratios [28]. 
El-Shenawee et al. studied, through the use of 
method of moments, the plasmonic interactions of 
single pairs of closely spaced gold nanotoroidsin 
[29] and finite gold nanotoroid arrays, both 
uniform and non-uniform in [30]. Additionally, 
Large et al. illustrated the strong shift in plasmon 
resonance by alteration of minor details in the 
nanoparticle geometry, such as rounding of 
nanoparticle edges that are ideally sharp 90 degree 
corners [31].   

In addition to plasmonic resonance behavior, 
previous works have investigated the absorption 
enhancing effects for plasmonic nanoparticles 
located on PV devices for a wide range of cases 
[3, 18, 19, 34-37]. Early experimental work by 
Derkacs et al. illustrated this potential application 
by investigating gold spherical nanoparticles 
deposited on a Si thin-film, observing 8.3 % 
enhancement in conversion efficiency [3]. The 
spectral behavior of the photocurrent enhancement 
of gold nanospheres deposited on a Si thin-film 
solar cell was investigated experimentally by Lim 
et al., with numerical simulations being performed 
to verify and explain the mechanisms for this 
enhancement [18]. Nakayama et al. 
experimentally studied this photocurrent 
enhancement by gold nanospheres, but for GaAs 
thin-films, instead of Si. In addition, it is noted 
that these surface localized nanoparticles reduce 
the surface sheet resistance of the cell, thus 
improving the device fill factor and providing an 
additional mechanism for improving the 
conversion efficiency [34]. Akimovet al. 
compared silver and Al nanospheres located on 
Sithin-films, demonstrating stronger absorption of 
electromagnetic energy in the Si layer by the Al 
nanoparticles, as well as significantly less 

detrimental effects by the addition of an oxide 
layer in the Al nanoparticles, as opposed to silver 
[35]. This work is continued by Akimovet al. to 
investigate the tuning of the nanoparticle 
geometries from the idealistic perfect sphere to 
elliptical nanospheroids, with the results showing 
optimal performance by nanoparticles of non-
perfect sphere geometry [19]. Al nanospheres are 
also investigated and compared to gold and silver 
by Kocherginet al., only for organic thin-film solar 
cells. Both experimental and theoretical results of 
this work show significantly higher improvement 
in absorption enhancement by the Al nanoparticles 
over gold and silver [36]. All of these works show 
that while plasmonic nanoparticles can indeed 
provide enhanced light absorption in PV devices, 
the performance is highly dependent on the design 
of the plasmonic structure. The majority of these 
works encompass simple, ideal geometries of 
plasmonic nanostructures, with less work 
investigating more complex irregular structures. 

The current work does not deal with 
engineered nanostructures but it deals with 
irregular Al nano-patches produced during the 
fabrication process of the thin-film photovoltaic 
technology [37]. Inspiration for the structure 
geometry comes from an unintentional byproduct 
of the top-down Al induced crystallization (TAIC) 
of amorphous silicon (a-Si) as discussed in [37]. In 
traditional metal induce crystallization an a-Si thin 
film is deposited over a substrate, followed by the 
deposition of a thin metallic layer, typically on the 
order of tens to several hundred nanometers [38]. 
The bonding energy of the a-Si is much lower at 
the a-Si/metal interface. As such, the 
crystallization energy is greatly reduced. Low 
temperature annealing causes layer exchange 
between the a-Si and metallic layers and 
crystallizes the s-Si into polycrystalline Si [38, 
39]. TAIC is a variant of metal induced 
crystallization in which layer exchange is 
minimized. Layer exchange that does occur can be 
controlled and result in engineered texturing [37, 
39]. Movement of a-Si:H is limited by Al 
thickness in this case [39]. 

The paper is organized as follows: the 
computational model is presented in section II, 
including key analysis techniques and the full 
range of parameters to be investigated. In section 
III, the numerical results along with an 
interpretation of their significance are presented, 

ACES JOURNAL, VOL. 28, NO. 5, MAY 2013360



and finally concluding remarks are discussed in 
section IV.  

 
II. COMPUTATIONAL 

METHODOLOGY 
In this work, we utilize the commercially 

available electromagnetic simulation software 
Ansys® HFSSto investigate the plasmonic 
enhancement properties of the highly shape 
irregular Al/Si composite nano-patches inspired by 
thin film photovoltaic (see Fig. 1 in [39]). All 
results are obtained using the University of 
Arkansas Razor High Performance Computing 
cluster. Each node of this computing cluster 
contains two hex-core Xeon X5670 processors 
operating at 2.93 GHz and 2x12MB cache. Four 
nodes of this cluster contain 96 GB of memory 
and these nodes specifically were the ones used in 
this work. Each of the single nano-patch 
simulations consist of approximately 680,000 
mesh cells, requiring 51.2 GB of memory and 15.5 
hours of computational time per frequency. Using 
HFSS’s multiprocessing licensing this was solved 
using 10 processing cores, which provided a 
significantly reduced time of approximately 1.7 
hours per frequency point. 

 
A. Validation 

The computational study of plasmonic 
nanostructures offers unique challenges, as 
different methods can generate vastly different 
results if care is not taken to validate results [40]. 
To ensure that HFSS is being utilized correctly, 
specifically that an appropriate mesh cell density 
is used, a comparison of a single gold torus shaped 
nanoparticle is conducted using HFSS and a 
custom parallelized method of moments code 
(MoM) [22].  A single gold nanotoroid immersed 
in air is considered, since the geometry is simple 
yet shares a resemblance to certain features of the 
model of interest in this work. The toroid of 
interest has an outer radius of 42 nm, while the 
radius of the central air circle is 27 nm. 
Additionally, previous validation of the MoM 
code was performed with the Mie solution for gold 
nanospheres [32]. 

Figure 1 illustrates the results of this 
validation. These results are normalized scattering 
coefficients for each method, which allows for 
comparison of the resonant peak location. The 
observed spectral location of the peak using the 

HFSS is 833 nm and using the MoM is 820 nm, 
indicating a 1.6 % difference in the spectral 
locations of the peaks. The agreement between the 
HFSS and MoM results confirm that the mesh 
density utilized here provides accurate results 
when applied to the other simulations presented in 
this work. These results are also consistent with 
previous studies of gold nanotoroids reported in 
[33].  

 
B. Model development 

The parameters for the simulations are as 
follows. The computational domain extends 2000 
nm in the x and y directions and 1000 nm in the z 
direction. The top portion (z = 0 to 500 nm) is 
modeled as air and the bottom portion (z = 0 to 
500 nm) is modeled as the thin film Si 
photovoltaic layer. The simulation domain is 
excited via plane wave incident at z = 500, 
propagating in the −z direction and polarized along 
the x-axis. Two boundary cases are considered; (i) 
a single structure and (ii) an infinite array of 
structures. For the case of the single structure, all 
external surfaces of the domain are set to radiating 
boundary conditions. This allows scattered waves 
to propagate out of the simulation domain with no 
back reflections. Often, perfectly matched layer 
(PML) boundaries are used in place of radiation 
boundaries, as they generally provide more 
accurate results. However, PML boundaries 
require the addition of artificial layers at the 
external surfaces, which must be solved inside as 
well, increasing the computational burden of the 
simulation. In section III, results comparing and 
justifying the use of radiation boundaries as 

Fig. 1. Normalized scattering coefficient by a 
single gold toroid in air, calculated using HFSS 
(solid blue line) and MoM (dashed red line). 

k 
E0 
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opposed to PML boundaries are presented. The 
excitation for the single structure case is that of an 
incident plane wave propagating through the finite 
radiation boundary on the x-y face at z = 500 nm.  

In the simulation of the infinite arrays, only 
the external surfaces at ±z = 500 nm are set to 
radiating boundary conditions. The opposing x-z 
faces at y = 0 and 2000 nm and the opposing y-z 
faces at x = 0 and 2000 nm are both set to 
master/slave boundary condition pairs, so as to 
emulate an infinite array of nano-patches in the x 
and y directions by matching the fields at the slave 
boundary to the corresponding master boundary. 
This effectively mirrors the unit cell depicted in 
Fig. 2 (c) infinitely in the x and y directions, 
generating an infinite 2D square array of the 
nanostructures and Si substrate. The most basic 
method for simulating infinite arrays is to utilize 
perfect electric and perfect magnetic symmetry 
boundaries. This also effectively mirrors the 
computational domain infinitely in two 
dimensions, but requires that the excitation have 
electric and magnetic field components normal to 
the electric and magnetic symmetry planes, 
respectively. Master/slave boundaries allow for 
excitations where this requirement of normal 
electric and magnetic field components is not met 
by introducing an appropriate phase shift in the 
slave boundary as compared to the reference field 
of the corresponding master boundary. For normal 
angles of incidence as described in this work the 
phase shift between the master and slave 
boundaries is zero, which is effectively identical to 
using traditional perfect electric and perfect 
magnetic symmetry boundaries. However, using 
the master/slave boundaries allows for possible 
future studies of non-normal angles of incidence. 
In this case, the center to center separation 
between the nano-patch elements is 2000 nm. For 
the infinite arrays, these boundary conditions 
enforce that the plane wave excitation will be 
modeled as infinitely uniform in the x and y 
directions. Figure 2 (c), then, illustrates for the 
infinite 2D square array case a single unit cell of 
the array, with x-y size of 2000 nm by 2000 nm. 

The HFSS 3D model of these highly irregular 
nanostructures is based on the Matlab model 
described by Hassan and El-Shenawee, in which 
2D irregular malignancy shapes are randomly 
generated [41]. This model is utilized to produce a 
random 2D shape that resembles the SEM images 

of the nanostructures (see Fig. 2 in [37]). The 
output data of the model is in the form of an array 
of coordinates for each of the individual square 
sheets that together form the entire nano-patch 
structure. The coordinates are then scaled to a 
typical nanostructure size and from here the 
coordinate data is used as a guide for placing 27 
nm by 27 nm square sheets in the x-y plane at z = 0 
nm in the HFSS model. These separate squares 
collectively form the basis of the entire irregular 
nano-patch structure, as shown in Fig. 2 (a). This 
is a time consuming process, as this model is 
based on approximately 535 of these individual 
square sheets, each of which must be manually 
placed in its appropriate location. Once all unit 
cells are in place, they are combined using the 
Boolean add feature and extruded 50 nm along the 

Fig. 2. HFSS model of the nano-patch to be 
investigated, all units in nm. (a) Top view of 2D 
nano-patch pattern constructed using 27 nm by 
27 nm unit cells, (b) initial 3D model, produced 
by Boolean addition of unit cells and 50 nm 
extrusion along the z-direction, (c) final 
computational model, 10 nm radius rounding of 
all sharp edges and placement a top 500 nm thick 
silicon layer, (d) top view of finalized 3D model.

(a) (b) 

(c) (d) 

x 

y z 

0 
0 

0 

0 

1000 nm 
1000 nm 

1000 nm 

500 nm 

Each cell is 27 nm × 27 nm 
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z-direction, thus producing a 3D object from the 
2D sheet, illustrated in Fig. 2 (b). Finally, all edges 
of the structure are rounded to a 10 nm radius 
curvature, so as to reduce unrealistic edge effects 
that can arise from the presence of sharp corners. 
This final 3D model of the nanostructure is 
illustrated in Fig. 2 (c), with a top view of the final 
structure shown in Fig. 2 (d).  

As known, purely noble metallic particles 
exhibit plasmonic resonance. However, the surface 
structures observed during the TAIC process are 
not purely Al, but instead some mixture of Al and 
Si. As such, we consider not only cases of purely 
Al nano-patches, but also nano-patches of 30 % 
and 5 % Al, with the remainder being Si. For these 
mixture cases, the electrical properties for the 
nano-patch are calculated by taking a weighted 
average of the Al and Si properties. Both the Si 
and Al are frequency dependent in this band. We 
approximated the nanostructure to be a function of 
Al percentage, comprising the material (%Al); we 
used effective permittivity calculated using 
associated weights, of material percentage, of the 
electrical properties of pure Al and pure Si given 
by, 

 

ሻ݈ܣ%ሺߝ ൌ ݈ܣ% ߝ   ௌሺ1ߝ  െ   ሻ.     (1)݈ܣ%
 

Here, ߝ represents the permittivity of pure Al and 
 ௌ is the permittivity of pure Si. The frequencyߝ
dependent values for the electrical properties of Si 
and Al are taken from Palik [42]. Figures 3 and 4 
illustrate the frequency dependent real and 
imaginary parts of the electrical permittivity for 
pure Si and pure Al, as well as the effective 
permittivity of the nanostructure at 30 % and 70 % 
Si and 5 % Al and 95 % Si, respectively. 

The results are quantitatively compared by 
calculating the frequency dependent enhancement 
factor, EF(λ) for each of the cases. Inside the Si 
layer the only field that exists is either the fields 
scattered by the Si surface alone (reference case) 
or the fields scattered by both the Si surface and 
the nano-patch (enhanced case). The EF(λ) is 
calculated as the ratio of the average scattered 
field intensity absorbed in the Si layer with and 
without the nanostructure presented in [18], 

 

EFሺλሻ ൌ  
S౭౪ቚࡱቚ

మ
ୢV

S౭౪౫౪ቚࡱቚ
మ

ୢV
.                (2) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
In addition to the calculation of EF(λ), visual 

comparisons of wave interaction with the surface 
structure will be shown in section III. 

 
III. NUMERICAL RESULTS AND 

DISCUSSION 
In this section, the enhancement factor, 

EF(λ),will be shown for single and infinite arrays 
of the nano-patch geometry defined in Figs. 2 (c) 
and 2 (d) where the computational domain is 2000 
nm × 2000 nm × 1000 nm. Three cases of Al 
composite material will be considered for the 
nano-patch positioned on top of Si as 100 %, 30 % 
and 5 %. 

 
 

Fig. 4. Imaginary part of the relative permittivity 
pure Al (solid line), pure a-Si (dotted line) and 
30%, 5% Al weighted averages calculated using
equation (1). 

Im(εr) – 100% Al 
Im(εr) – 5% Al 

Im(εr) – 30% Al 
Im(εr) –0% Al 

Re(εr) – 100% Al 
Re(εr) – 5% Al 

Re(εr) – 30% Al 
Re(εr) –0% Al 

Fig. 3. Real part of the relative permittivity pure
Al (solid line), pure a-Si (dotted line) and 30%,
5% Al weighted averages calculated using
equation (1). 
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A. Enhancemnet factor EF(λ) 
The results of Fig. 5 show the enhancement 

factor, EF(λ), for six cases versus the wavelength 
from 500 nm to 1200 nm. The plot of diamond 
symbols (red color) represents the 100 % Al nano-
patches, the plot in of square symbols represents 
the 30 % Al and 70 % Si (green color), and the 
plot of triangular symbols represents (blue color) 
represent nano-patches made of 5 % Al and 95 % 
Si. The nano-patch structure, depicted in Fig. 2, 
has highly irregular shape with several air gaps in 
the structure that could contribute to the observed 
multiple resonances. Consider Fig. 2 (d), the top 
view of the nano-patch, the light blue coloring 
represents the nano-patch and the dark gray 
represents the Si substrate. The incident wave is 
propagating down into the structure with 
horizontal polarization across the nano-patch. It is 
observed that there are several different locations 
on the nano-patch where the electric field is 
applied across air gap locations. When the nano-
patch is considered made of 100 % Al, this will 
cause capacitive coupling with the incident light at 
certain frequencies. Due to the variance of sizes 
and shapes of the air gap locations there is a 
variance in the capacitive resonances as well, 
which could explain why multiple peaks are 
observed in the EF(λ) plots in Fig. 5. 

 

 
The results show a maximum peak at a 

wavelength of 674 nm for the single nano-patch as 
shown in Fig. 5 (a) and at a wavelength of 952 nm 
for the array as shown in Fig. 5 (b). As anticipated, 
when the material of the nano-patches are assumed 
made of 30 % and 70 % Si or 5 % Al and 95 % Si, 

the resonance peak is much smaller and occurs at a 
wavelength 810 nm for both the single and infinite 
array cases. As reported in El-Shenawee et al. in 
[30], the resonance of an array of nanotoroids of 
the far fields occurs at the same wavelength of a 
single nanotoroid when the separation distance 
between elements is in the order of a wavelength. 
Therefore, the results reported in [30] show 
accumulative behavior in the extinction coefficient 
in the case of such array. However, the results of 
Fig. 5 show distinct differences between the 
resonances and peaks of the single nano-patch and 
the infinite array cases. Note that the results of 
Fig. 5 are for fields at 500 nm away from the 
interface, which is considered near fields. The 
wave propagation inside the Si layer exhibit a 
strong likelihood inter-particle coupling that can 
also explain the observed differences in the 
plasmons in Figs. 5 (a) and 5 (b), as will be shown 
in wave propagation graphs of Figs. (8) to (15). 
 Note that the enhancement factor (EF) of 
equation (2) is the wave absorption in Si with the 
presence of the nano-patch compared with that 
without it. The results of Fig. 5 show slight 
increase in the EF for both of the 5 % Al cases, 
with slight improvement in the 30 % Al cases. For 
these cases, the majority of the electrical 
properties of the structures come from Si, which 
has low electrical permittivity in the frequency 
range considered. As such, plasmonic effects that 
arise from the presence of the Al are reduced. The 
enhancement that does take place increases 
slightly as the wavelength decreases. At shorter 
wavelengths the many smaller features and holes 
in the structure of Fig. 2 contribute to slight 
scattering of the transmitted fields, which yield a 
small increase of the transmitted energy into the Si 
layer. At the longer wavelengths these small 
features become negligible due to the low Al 
composition. The features produce little effect on 
the transmitted fields and as such there is little 
difference between the case with the nano-patch 
and the reference case making the EF close to 1 as 
shown in Fig. 5.  
 
B. Comparison of boundary conditions 
 A particular concern in HFSS is the 
application of proper boundary conditions, in 
particular the external absorbing boundaries. 
HFSS provides several options for absorbing 
boundaries, of particular interest here are the 

Fig. 5. Enhancement factor EF(λ) for nano-patch
surface structures composed of 100 %, 30 %, and 
5% aluminum for (a) single nano-patch and (b) 
infinite array of nano-patches. 

(a) (b) 
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radiation boundary condition and the perfectly 
matched layer (PML) boundaries. In Fig. 6, a 
comparison of the radiation boundaries and the 
PML boundaries is shown for the EF(λ). In this 
case a single 100 % Al nano-patch is investigated; 
once using the radiation boundaries as external 
boundaries and again using the PML boundaries. 
The results show good agreement between the two 
cases, with some minor deviation. The radiation 
boundaries are recommended for situations where 
scattering bodies are more than λ/4 away from the 
boundary, which is the case for this work. Using 
the radiation boundary requires approximately 
0.68 million mesh cells and 51.2 GB of memory, 
while using the PML boundaries requires 
approximately 1.12 million mesh cells and 131 GB 
of memory. This is due to the addition of the 
artificial absorbing layer around the simulation 
domain, which must be accurately meshed as well. 
Although this absorbing layer does theoretically 
represent a more accurate solution, the radiation 
boundaries give nearly as good results at less than 
half the computational resources. As such, the 
radiation boundaries are adopted for this work. 

 

C. Two irregular nano-patches 
 The infinite uniform array approximation is 

used here to manage the computational 
requirement, but it would be more practical to 
investigate the coupling between non-identical 
nanostructures. Here, two different irregular 
structures are generated using the same method 

described in section II. Both structures are 
approximately 450 nm and 600 nm across, 
respectively, 50 nm thick in the z direction and 
900 nm center to center spacing with the incident 
excitation polarization oriented across the gap (see 
Fig. 7 (a)). The electrical properties used for the 
nano-patch structures are 100 % Al, with electrical 
properties depicted by the solid black line in Figs. 
3 and 4. The Si layer is 1800 nm by 2600 nm by 
500 nm, the air region above the Si is 500 nm 
thick in the z direction. For consistency in this 
work, the external boundaries are set to absorbing 
radiation boundaries. The configuration is 
illustrated in Fig. 7 (a). The high computational 
cost of this model restricts the overall size and 
number of different nano-patches that can be 
modeled, however, by implementing more 
efficient solvers it may be possible to increase the 
complexity of these models [43]. 

 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Enhancement factor for a single 100 %
aluminum nano-patch using radiation boundaries
and PML boundaries. 
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Fig. 7. (a) Computational configuration of a finite
dual 100 % Al nano-patch simulation and (b)
EF(λ) results of Fig. 7 (a). 
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In this case, the enhancement factor is 
calculated using equation (2) and the results are 
illustrated in Fig. 7 (b). Between λ = 770 nm and λ 
= 833 nm EF(λ) falls below 1, indicating to 
deterioration in efficiency, reaching its lowest 
value of 0.84 at λ = 833 nm. Aside from this 
range, the EF(λ) is above 1, indicating 
enhancement of the electromagnetic fields in the 
Si layer for most of the considered spectrum. On 
the other hand, between wavelengths of 845 nm 
and 992 nm a varying level of enhancement is 
observed. Upon comparison with Fig. 6, the EF(λ) 
levels of the single 100 % Al nano-patch occurs 
between 909 nm and 980 nm.  

 
D. Wave propagation  in silicon due to a  single 

nano-patch 
Figures 8 and 9 illustrate 2D plots of the 

magnitude of the real part of the electric fields for 
single nano-patch made of 100 % and 30 % Al, 
respectively. Due to space limitations, all 2D 
electric field plots for the 5 % Al cases are 
excluded, as in these cases the structure minimally 
affects the transmitted electromagnetic wave. The 
plots are shown in the x-z plane at y = 0 nm. The 
results shown in Figs. 8 and 9 are obtained at 
wavelengths of 682 nm and 810 nm, respectively. 
A sweep over the phase of the incident plane wave 
is conducted in steps of 60 degrees in the range 
from 0 to 120 degrees. This sweep shows the wave 
propagation in the computational domain. Due to 
the difference in the values of the electric fields in 
air and in Si, two different scales are shown in the 
figures, one for air and one for Si. The fields 
inside the nano-patch itself is not shown here. 
Figure 8 shows the 100 % single Al nano-patch 
case at a wavelength of 682 nm and Fig. 9 shows 
the 30 % single Al nano-patch at a wavelength of 
810 nm. The observed wavelengths are at peaks in 
the enhancement factor for each of the cases.  

Figure 8 illustrates the fields at the plasmonic 
resonance of the single 100 % Al nano-patch at λ 
= 682 nm, which is associated with the largest 
peak in the enhancement factor (EF) in Fig. 5 (a) 
(red color curve). The graph of Fig. 8 provides 
insight to the propagation behavior of the 
electromagnetic waves transmitted into the Si 
layer. Notice the oblique angle of the wave 
propagation into the Si when the nano-patch is 
present (see the arrow in Fig. 8 (a)). This 
observation can indicate the increase of light path 

in the Si and hence more absorption of the photon 
energy and increase in photocurrent generation.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A significantly reduced scattering in the 30 % 

Al nano-patch is shown in Fig. 9 (3.1V/m) 
compared with the 100 % Al shown in Fig. 8 
(41V/m). This is supported by the EF(λ) plot of 
Fig. 5, where no distinct resonant peaks observed 
for the 30 % Al. 

The phase sweep for the 30 % Al single nano-
patch cases is shown in Fig. 9. For this 30 % Al 
case, lateral propagation of the transmitted wave is 
still observed, although not nearly as prominent as 
the 100% Al case. Similarly, the 5 % Al case (not 
shown for space limits) demonstrates even more 
reduction in the scattering in the x-z directions 
(i.e., lateral scattering). Additionally, the minimal 
scattering and enhancement for both cases that 
does take place does not extend far away from the 
structure, returning to plane wave propagation 
further away from the nanostructure; unlike in the 
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Fig. 8. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the phase at λ = 682 
nm. Single nano-patch of 100 % aluminum 
composition. 
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single 100 % Al nano-patch case. As such, it is 
expected that scattering for the 30 % and 5 % Al 
cases will not have drastic differences between the 
single and infinite array cases.  
 

 
E. Wave propagation in silicon due to 

infinitearray of nano-patches 
The graphs of wave propagation (phase 

sweep) in Si of the single nano-patch are repeated 
here for the infinite array. The results of Figs.10 
and 11 illustrate similar 2D plots of the magnitude 
of the real part of the electric fields, for the same 
three composite material cases. All graphs are 
confined under one element of the array for 
comparison reasons. Figure 10 shows the 100 % 
Al nano-patch case at a wavelength of 697 nm and 
Fig. 11 shows the 30 % Al nano-patch at a 
wavelength of 810 nm. These wavelengths are the 
observed peaks in the enhancement factor for each 
of the cases shown in Fig. 5 (b). 

 

 
 Just as with the single nano-patch cases, in the 
infinite array cases strongest lateral propagation is 
observed for the 100 % with reduced scattering for 
the 30 % case and 5 % case (not shown). Consider 
Fig. 10, which illustrates the 2D fields for the 100 
% Al infinite array case at the peak in the EF(λ) 
plot. This peak is shifted by approximately 15 nm 
as compared to the single nano-patch case. In 
addition, note that the pattern of the transmitted 
fields is somewhat different.The scattering of the 
transmitted waves in the single 100 % Al nano-
patch case appears to be slightly more in the 
lateral directions as compared to the infinite array 
case of Fig. 10. Additionally, the peak magnitudes 
of the electric fields are significantly different; 41 
V/m for the single 100 % Al nano-patch case 
versus 136 V/m for the infinite array case, as 
expected.  
 In the 30% Al nano-patch array illustrated in 
Fig. 11, there again is greatly reduces scattering 
for the 30 % case as compared to the 100 % case 
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Fig. 9. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the phase at λ =
810 nm. Single nano-patch of 30 % aluminum
composition. 
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Fig. 10. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the phase at λ =
697 nm. Infinite nano-patch array of 100 %
aluminum composition. 
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and even more reduction in the 5 % case. As 
compared to the single nano-patch counter part of 
the 30 % Al nano-patch array from Fig. 9, the 
infinite array field graphs of the 30 % Al nano-
patches have some distinct similarities as well as 
some differences. In both cases the maximum field 
values are the similar, 4.0 (V/m) and 3.1 (V/m) for 
the 30 % Al infinite array and single nano-patch 
cases, respectively and 0.87 (V/m) and 0.83 (V/m) 
for the 5 % Al infinite array and single nano-patch 
cases, respectively. Differences do exist in the 
field patterns for the two cases. In the 30 % Al 
single nano-patch case (Fig. 9) note that the fields 
decay at the x = 0 nm and x = 2000 nm faces, as 
opposed to the infinite array cases (Fig. 11) where 
the fields continue uniformly at these faces. The 
same is observed in the 5 % Al nano-patch cases.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

F. Field in silicon due to single nano-patch 
versus wavelength 
In this sub-section, we show the magnitude of 

the fields versus the wavelength as shown in Figs. 
12 and 13 for the single nano-patch cases of 100 % 
and 30 % Al, respectively. For each of the two 
cases, three different incident wavelengths are 
observed. The electric field graphs for these 
various material composites of the nano-patches 
provide insights into the various mechanisms of 
field enhancement in the Si layer.   

In Fig. 12, the 100 % single Al nano-patch, the 
2D electric field plots are observed for incident 
wavelength values of 682 nm, 750 nm, and 952 
nm. The plots at 682 nm and 952 nm associated 
with select enhancement peaks in Fig. 5 (a), while 
the 750 nm plot is a non-resonant value for the 
sake of comparison. Visually, these field plots 
match well with what would be expected after 
considering the enhancement factor in Fig. 5 (a). 
The strong EF(λ) peak observed at 682 nm in Fig. 
5 (a) is visual confirmed in Fig. 12 (a). Here, we 
observe not only strong enhancements of the near 
fields at the nano-patch/silicon interface but also 
significant enhancement of the propagating waves 
transmitted into the Si layer. The second observed 
peak is shown in Fig. 12 (c) for 952 nm. This 
shows significant enhancement of the transmitted 
propagating waves, though reduced in magnitude 
from that, which occurs at λ = 682 nm. At λ = 
1111 nm there is another slight peak in EF(λ) 
observed in Fig. 5 (a). In the field plot of this 
wavelength (not shown) the enhancement seems to 
be localized more closely to the structures than in 
the other three observed peaks, which show strong 
enhancement of the waves transmitted deeper in 
the Si layer.  

Figure 13 shows similar 2D field graphs for 
the 30 % Al single nano-patch case. In the 100 % 
Al single nano-patch case the highest values of the 
electric field is approximately 41 V/m while for 
the 30 % Al single nano-patch case it is around 9 
V/m. From Fig. 5 (a), the main peak in EF(λ) for 
the 30 % Al case occurs at λ = 833 nm. This is 
supported by Fig. 13 (b), where we see slightly 
higher magnitudes in the fields transmitted into the 
Si layer as opposed to the other observed 
wavelengths. Compared to the 100 % Al case, 
there is not nearly as dramatic differences between 
the observed wavelengths in the 30 % Al single 
nano-patch case. This can be attributed to the 
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Fig. 11. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the phase at λ =
810 nm. Infinite nano-patch array of 30 % 
aluminum composition. 
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greatly reduced magnitude of resonance of the 
structure as shown in Fig. 5 (a). From the 2D 
electric field graphs for various wavelengths in the 
5 % Al single nano-patch case (not shown), we see 
a significant decrease in the maximum electric 
field value in the Si layer for this case, 0.8 V/m, as 
compared to 9 V/m for the 30 % Al case, 9 V/m. 
This trend indicates that for Al-Si mixed 
nanostructures, plasmonic enhancement is strongly 
dependent on the concentration of Al within the 
nano-structure. 

 
G. Field in silicon due to infinite array versus 

wavelength 
The magnitude of the electric field is plotted 

in Figs. 14 and 15 associated with infinite nano-
patch array of the 100 % and 30 % Al nano-patch 
compositions. The fields are obtained at various 
wavelengths of the incident plane wave. A key 
difference between the field graphs and the single 

nano-patch graphs in Figs. 12 and 13 is the 
possibility of electromagnetic coupling between 
adjacent nanostructures in the infinite array 
configuration as discussed earlier. Interactions 
such as these can have significant effects on the 
spectral location and magnitude of plasmonic 
resonances. Consider the EF(λ) plots in Fig. 5 for 
the two 100 % Al nano-patch for single and array 
cases. The major peak in the single element of 100 
% Al nano-patch occurs at λ = 674, with other 
peaks at λ = 833, 923, and 1111 nm (see Fig. 5 
(a)). By comparison, the infinite array results from 
Fig. 5 (b) illustrate peaks at locations λ = 697, 833, 
952, and 1090 nm, which are close, but not the 
same, to those of the single nano-patch peaks of 
Fig. 5 (a). The peaks occurring at λ = 833 nm and 
λ = 952 nm show considerably increased 
magnitude as compared to the comparative peaks 
in the single nano-patch case, as anticipated. The 
peak in the single nano-patch case occurring at λ = 
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Fig. 12. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the wavelength at
constant phase. Single nano-patch of 100 % 
aluminum composition. 
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Fig. 13. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the wavelength at
constant phase. Single nano-patch of 30 %
aluminum composition. 
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674 nm is slightly shifted in the infinite array case 
to λ = 697 nm. Additional peaks are observed in 
the infinite array case at λ = 659 and 508 nm. The 
shift in the resonance peaks between the single and 
array cases are consistent with El-Shenawee et al 
[29]. 

 

 

Figure 14 (b) illustrates an incident 
wavelength of 750 nm. This wavelength represents 
a non-resonant point in the EF(λ) of Fig. 5. Note at 
these wavelengths that although the structure does 
cause some scattering of the incident plane wave, 
this scattering seems to be located close to the 
nanostructure surface and does not extend to the 
periodic boundaries at the x = 0 and 2000 nm and 
y = 0 and 2000 nm extremities. Figures 14 (a) and 
14 (c) are associated with the incident wavelengths 
of 697 and 1000 nm, respectively, where peaks in 
the EF(λ) in Fig. 5 (b) plot occur. At these 
wavelengths, the nano-patch structure exhibits 
strong scattering of the incident plane wave. This 

scattering clearly extends to the periodic 
boundaries, thus indicating that coupling between 
adjacent particles is possible in the nano-patch 
array case. Consider this infinite array case 
compared to the single nano-patch case depicted in 
Fig. 12. In both cases we see very similar patterns 
in the scattering of the transmitted field in the Si 
layer. The major difference between the two lies in 
the peak values of the electric fields in both cases. 
In the single nano-patch case, the peak electric 
field in the Si layer is ~41 V/m, while the peak 
value in the infinite array case is approximately 
122.5 V/m. The observed wavelengths are not 
exactly the same, 682 nm for the single nano-patch 
and 697 for the array. 
 Similar plots are shown in Fig. 15 for the 30 % 
Al nano-patches infinite array. Upon comparing 
the maximum transmitted fields in Si between the 
three infinite nano-patch array cases, the 
maximum field value occurs in Fig. 14 as 122 
V/m, in Fig. 15 as 4 V/m and in the 5 % Al nano-
patch array case as 0.888 V/m (not shown). Note 
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Fig. 14. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the wavelength at
constant phase. Infinite nano-patch array of 100 %
aluminum composition. 
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Fig. 15. Real part of the electric field on the x-z
plane at y = 0 nm. Sweep over the wavelength at 
constant phase. Infinite nano-patch array of 30 % 
aluminum composition. 
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that in Fig. 15 the scattering of the transmitted 
wave caused by the nanostructure does not extend 
to the periodic boundaries located at the x = 0 and 
2000 nm and y = 0 and 2000 nm extremities for all 
observed wavelengths, with a similar observation 
made for the 5 % Al nano-patch array. As such, 
the coupling between adjacent structures is not 
present in the 30 % Al case compared with the 100 
% Al case. This explains the similarities observed 
between Figs. 13 and 15 and also the similar plots 
of EF(λ) for both the single and infinite array of 30 
% Al nano-patch cases.   

Figure 14 also illustrates the mechanism by 
which this irregular geometry has multiple 
resonance peaks. Consider Fig. 14 (a), which 
shows excitation at λ = 697 nm. Here, the 
strongest field enhancements are located just left 
of the center point of the nano-patch at 
approximately x = 900 nm, y = 0 nm. This 
indicates that the local nano-patch geometry at this 
location resonates strongly at 697 nm, much 
stronger than other locations on the nano-patch. 
Now consider Fig. 14 (c) associated with incident 
wavelength of 1000 nm, which is another strong 
resonant peak in the 100 % Al infinite array case. 
Here, the strongest resonance occurs are the far 
right of the nanostructure at approximately x = 
1400, y = 0 nm. This change in the physical 
location of the plasmon resonance indicates that in 
highly irregular nanostructure geometries, where 
holes can represent cavity-like structure, can 
support localized enhanced fields at various 
locations on the structure.  

 
IV. CONCLUSION 

In this work, we have investigated the 
enhancement of electromagnetic energy 
transmission into an Si thin-film layer due to 
highly irregular surface nanostrucutres. These 
structures, inspired by naturally occurring 
structuring formed during the thin film fabrication 
technology process, show localized field 
enhancement in the Si layer when the 
nanostructure composite includes more Al than Si. 
The enhanced field magnitude being the highest 
observed for nano-patches of 100 % Al 
composition and is reduced greatly as the Al/Si 
ratio of the nano-patch is decreased. Since the 
experimentally observed structures forming from 
the TAIC process are predicted to have a low Al 
concentration (< 5 %) the results of this work 

indicate that the presence of these structures would 
cause neither significant enhancement nor 
degradation of energy absorption in a Si thin film 
[39]. However, pure Al irregular nanostructures 
hold promising potential for providing absorption 
enhancement in thin-film Si solar cells, 
particularly in the development of multi and wide-
band resonating nanostructures.  
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Abstract ─ In this paper, a novel time domain 
method by using a modified time domain 
reflectometry is presented for high accuracy 
modeling of microstrip discontinuities. The 
ordinary stimulus signals used in the TDR 
technique are voltage step or voltage impulse. In 
this paper, we propose an alternative technique, 
whereby a modified excitation pulse based on 
Barker-Code orthogonal pulses is employed as 
the stimulus signal in TDR. The advantage 
conferred by “Barker codes TDR” is that more 
energy is available at higher frequencies in 
contrast with conventional step or impulse TDR, 
and so a higher bandwidth and higher accuracy of 
the line impedance is achieved. It can also be 
advantageous when the user is looking for 
precision in spatial localization, say in a 
connector or similar in-line structure, as the 
increased energy at higher frequencies can help. 
Simulated results are presented to validate the 
usefulness of the proposed method for calculating 
the precise amount of time-dependent equivalent 
circuit of microstrip discontinuity. 
 
Index Terms ─ Finite difference time domain 
(FDTD), microstrip discontinuity, time domain 
reflectometry (TDR), and time domain modeling. 
 

I. INTRODUCTION 
Time domain reflectometry (TDR) is a well 

known technique that is typically used to measure 
the impedance of discontinuities as a function of 
time (or distance) in electronic systems [1-3]. A 
TDR instrument consists primarily of an 
oscilloscope and a test signal generator, where the 
test signal is traditionally a voltage step. As a 

consequence of the Fourier transform, the energy 
in the spectrum of a step falls as the frequency 
increases. On the other hand, an ideal impulse 
(Dirac delta) test signal has a theoretically flat 
bandwidth. Recent studies have demonstrated that 
step TDR can successfully be used to characterize 
the reflection scattering parameter S11 of antennas 
[4-6]. 

Several factors affect a TDR system's ability 
to resolve closely-spaced discontinuities. If a TDR 
system has insufficient resolution, small or 
closely-spaced discontinuities may be smoothed 
together into a single aberration in the waveform. 
This effect may not only obscure some 
discontinuities, but it also may lead to inaccurate 
impedance readings. Rise time, settling time, and 
pulse aberrations of the stimulus signal can also 
significantly affect a TDR system's resolution. 
Two neighboring discontinuities may be 
indistinguishable to the measurement instrument if 
the distance between them amounts to less than 
half the system rise time [2, 3]. Also, many factors 
contribute to the accuracy of a TDR results. These 
include the TDR system’s step response, probe 
and interconnect reflections and DUT losses, step 
amplitude accuracy, baseline correction, and the 
accuracy of the reference impedance (ZO) used in 
the measurements. All TDR measurements are 
relative; they are made by comparing reflected 
amplitudes to incident amplitude. 

In this paper, we explore the advantages of 
making modified impulse TDR results, similar to a 
traditional step TDR but employing a modified 
signal by using orthogonal codes instead of a step 
like or impulse like (Gaussian) signal. This allows 
us to compare theory with simulation. The 
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motivation behind this work is driven by the fact 
that a TDR is less expensive than a vector network 
analyzer (VNA), but more importantly the time 
localization of the energy in the transient test 
signal means that the user can dispense with the 
anechoic chamber that is required for antenna 
measurements with a sine wave exciting signal. 
The advantage conferred by “Barker codes TDR” 
is that more energy is available at higher 
frequencies than with conventional step or impulse 
TDR, and so a higher bandwidth and higher 
accuracy of the line impedance is achieved. 
Simulated results are presented to validate the 
usefulness of the proposed method for calculating 
precise amount of time-dependent equivalent 
circuit of microstrip discontinuity. 
 

II. FREQUENCY DOMAIN 
COMPARISON OF THE STIMULUS 

SIGNALS SPECTRUM 
The unit impulse (Dirac delta) function is 

defined as having zero amplitude for all time 
except at t = 0, where it has infinite amplitude, 
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The Fourier transform for the unit impulse is, 
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In general the unit impulse is a theoretical 
construct and cannot physically exist [7], it is used 
as a limiting case for when the width of a pulse 
approaches zero. Derived from the convolution of 
two rectangular (“rect”) functions, the trapezoid 
function provides an approximation of a realistic 
impulse with finite rise and fall times [7], 
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in which A is the trapezoid amplitude, T is the full 
width at half maximum (FWHM), and  is the 
rise/fall time from 0 % to 100 % of the amplitude. 
The Fourier transform of  th is given by, 
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The second order of the Barker-code functions is 
defined as, 
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The Fourier transform of  tB2 is given by, 
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Generally, we can write the i th order of the 
Barker-code stimulus signal as [8],          
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where,  and  are the amplitude and the order of 
shifting in the Barker-codes sequence, 
respectively. Generally, Barker-codes are subsets 
of pseudo-noise (PN) sequences [8]. The origin of 
the name pseudo-noise is that the digital signal has 
an autocorrelation function, which is very similar 
to that of a white noise signal: Impulse like. PN 
sequence may also be periodic. Such sequences 
are known as Barker sequences. Barker-codes are 
commonly used for frame synchronization in 
digital communication systems. Barker-codes have 
a length of at most 13 and have low correlation 
side lobes. Barker sequences are too short to be of 
practical use for spectrum spreading. A correlation 
side lobe is the correlation of a code word with a 
time-shifted version of itself. The correlation side 
lobe, Ck for a k-symbol shift of an N-bit code 
sequence, {Xj} is given by, 
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where, Xj is an individual code symbol taking 
values +1 and -1, for 0 < j < N, and the adjacent 
symbols are assumed to be zero. The Barker-code 
generator block provides the codes with various 
order listed in Table 1. 
    
Table 1: Barker-codes for various orders. 

Order (i) Barker-Code  i  

1 [-1] 
2 [-1 1] 
3 [-1 -1 1] 
4 [-1 -1 1 -1] 
5 [-1 -1 -1 1 -1] 
7 [-1 -1 -1 1 1 -1 1] 
11 [-1 -1 -1 1 1 1 -1 1 1 -1 1] 
13 [-1 -1 -1 -1 -1 1 1 -1 -1 1 -1 1 -1] 

 
Figure 1 presents a number of stimulus signals 

with their spectra that will be compared with the 
spectrum of Barker-codes.  It can be seen that even 
the realistic, limited Barker signal contains more 
energy than an ideal rectangular pulse. When the 
step waveform is not ideal, but similar to what is 
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practically available today, the comparison 
becomes even more favorable, as can be seen in 
the same figure in [9]. Finally, as shown in Fig. 1, 
the Barker-codes with higher orders have a flat 
frequency response with integrated side-lobes 
[10]. 
 

 
 
Fig. 1. An ideal unit impulse, rectangular pulse, 
and some practical Barker-codes of unit amplitude 
and its Fourier transform. 
 

III. RESULTS AND SISCUSSIONS  
This section describes the simulated line 

impedance of the microstrip discontinuity using 
the proposed Barker-codes TDR and compares it 
with the simulated line impedance obtained using 
the conventional step TDR and the equivalent 
circuit methods. In order to illustrate the proposed 
method performance, a step-like microstrip 
discontinuity with mentioned design parameters 
were simulated, and the TDR results of the input 
impedance for them in equivalent circuit and full-
wave analysis cases are presented and discussed. 
The simulated full-wave TDR results are obtained 
using the Ansoft simulation software high-
frequency structure simulator (HFSS) [11].  

The proposed microstrip transmission line 
with step like discontinuity is shown in Fig. 2 (a), 
which is printed on an FR4 substrate of thickness 
0.8 mm, permittivity 4.4, and loss tangent 0.018. 
This defected structure on the 50-Ω microstrip line 
will perturb the incident and return currents and 

induce a voltage difference on the microstrip line. 
These two effects can be modelled as a T-shaped 
LC circuit, as shown in Fig. 2 (b) [12]. The 
equivalent circuit parameters are defined as, 
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where LWi for i =1, 2 are the inductances per unit 
length of the appropriate microstrips, having 
widths W1 and, W2, respectively. Zc and εreff denote 
the characteristic impedance and effective 
dielectric constant corresponding to width, and h is 
the substrate thickness in micrometres [12]. The 
optimal dimensions of the equivalent circuit model 
parameters for the proposed microstrip 
transmission line with step-like discontinuity are 
specified in Table 2. 
 

    
(a) 

 
(b) 

 

Fig. 2. (a) Geometry of the proposed microstrip 
transmission line with step-like discontinuity and 
(b) step-like microstrip discontinuity and its 
equivalent circuit model [12]. 
 
Table 2: The dimensions of proposed microstrip 
transmission line with step-like discontinuity.  

Param. mm Param. mm Param. mm 
WSub 12 SubL  18 Wf 1.5 

h 0.8 WS 4 LS 2 
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The equivalent circuit model parameters are listed 
in Table 3. 
 
Table 3: Equivalent circuit model parameters. 

Element DGS 
L1 1.131 (nH) 
C 1.181 (pF) 
L2 0.858 (nH) 

 
The simulated TDR curves with different 

values of rise time and discontinuity distance from 
reference port (d) are plotted in Fig. 3. As shown 
in Fig. 3, when the distance between the reference 
port and the discontinuity location increases from 
10 mm to 50 mm, the amount of the line 
impedance is varied from 33 Ω to 37.5 Ω. Also, as 
the rise time of the excitation signal increases from 
20 psec to 30 psec, the port reflection over shoot is 
varied from 4 % to 7 %. From these results, we 
can conclude that the accuracy of discontinuity is 
varied by changing d and rise time [13]. Therefore, 
due to variation of the results in various conditions 
of distance and Trise, to have an accurate judgment 
for the proposed method performance we need to 
plot TDR curves in a stable and constant condition 
for all of scenarios, as shown in Figs. 4 and 5. 

 

 
 
Fig. 3. Simulated TDR characteristic with different 
values of rise time (Trise) and discontinuity 
distance from reference port (d). 

 
Figure 4 shows the effects of Trise with 

different values on the line impedance (TDR) in 
comparison with the ideal step for the proposed 
microstrip transmission line with step-like 
discontinuity. As shown in Fig. 4, these reports 
start, for t = 0.5 nsec, with an impedance just 
under 50 Ω. This is indeed the characteristic 

impedance of the microstrip line. At impedance 
discontinuities, part of the input signal is reflected. 
These reflections, after traveling back, reach 
terminal port 1 and are observed there [9]. From 
these observations, the characteristic impedances 
along the transmission line can be computed. As 
shown in Fig. 4, when the Trise increases from zero 
in ideal step case to 30 psec, the line impedance in 
the center location of the step discontinuity is 
varied from 35 GHz to 38 GHz. From these 
results, we can conclude that the line impedance in 
the discontinuity location is controllable by 
changing the Trise. In order to decrease the 
discrepancy between the simulated TDR data and 
the ideal step result and also to achieve the 
accurate impedance characteristics for the 
designed discontinuity, we need a stimulus signal 
with lower Trise. 
 

 
 
Fig. 4. Time dependent impedance with incident 
pulse having different rise time when a 1 mm step 
is inserted. 
 

To improve the accuracy of the TDR results, 
without decreasing Trise, Fig. 5 shows the 
simulated reflection waveform observed at port 1 
of the defected structures, with a 50 Ω termination 
at port 2. The excitation source is a step wave with 
amplitude of 1 V and rise time of 20 psec. The 
TDR results for the equivalent circuit with C = 
1.181 pF, L1 = 1.131 nH, and L2 = 0.858 nH based 
on the method described in [4] and specified in 
Table 1 are also shown for comparison. The 
corresponding results generated by Barker-codes 
TDR are also shown in this figure. Two cases are 
studied for Barker-codes TDR, with different code 
length. It is clearly shown that our TDR results 
with modified excitation signal by Barker-codes 
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gives a very good accuracy, and the error is less 
than 1 % in this case in our simulation. It is 
apparent from this figure that the energy in the 
modified TDR reflection exceeds the energy in the 
step TDR reflection. Therefore, the modified 
Barker-codes TDR results follows the 
transmission line reference more closely than does 
the ordinary step TDR results. 
 

 
 

Fig. 5. The reflected waveforms comparison for 
simulated results by HFSS, equivalent circuit 
model, and two cases of Barker-codes for the 
proposed defected microstrip structure shown in 
Fig. 2 (a). 
 

IV. CONCLUSION 
Time domain reflectometry (TDR) with finite 

difference time domain (FDTD) method analysis 
is a novel technique that is typically used to 
calculate the time modeling of a microstrip 
structure. To improve the accuracy of the TDR 
results, without decreasing Trise, we proposed an 
alternative technique, whereby a modified 
excitation pulse based on Barker-code orthogonal 
pulses is employed instead of the stimulus signal 
in TDR. It can also be advantageous when the user 
is looking for precision in spatial localization, say 
in a connector or similar in-line structure, as the 
increased energy at higher frequencies can help. 
The simulated results showed good agreement 
with the numerical prediction. 
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Abstract ─ In this paper, the stability, dispersion, 
and convergence of the high-order FDTD (HO-
FDTD), the multi-resolution time-domain 
(MRTD), and the Runge-Kutta multi-resolution 
time-domain (RK-MRTD) schemes are derived, 
analyzed, and compared. The computational cost 
and memory requirements of the three methods are 
also investigated. It is found that the RK-MRTD 
method is of considerable potential due to its 
dispersion properties and computational abilities.  
  
Index Terms ─ Convergence, dispersion, HO-
FDTD, MRTD, RK-MRTD, and stability.  

 
I. INTRODUCTION 

The classical Yee FDTD [1] method has 
become the most important numerical technique in 
the computational electromagnetics time domain 
over the past few decades, and has been applied 
widely to simulate electromagnetic wave 
propagation, scattering, radiation, and various 
microwave geometries, owing to its simple 
implementation and versatility. However, the 
technique suffers from serious limitations due to 
the substantial computer resources required when 
it involves modeling a complex problem, which 
has large stencil size at least 10 cells or more per 
wavelength. It is well known that the FDTD 
method has a second order accuracy in spatial-
temporal and brought significant computational 
errors. In order to improve the limitations of the 
FDTD method, a mass of methods are proposed, 
including the HO-FDTD [2-4], the MRTD [5], the 
RK-MRTD method [6] have been raised. The HO-
FDTD approach, firstly presented by Fang [2], 
using the Taylor series instead of the spatial and 

temporal derivatives to reducing the dispersion 
error. It is noted that the HO-FDTD method 
adopted a second-order approximation in time, 
fourth-order accurate in space-domain called HO-
FDTD (2, 4) scheme, and the HO-FDTD (2, 6) 
with sixth-order in space and second-order in time 
was developed to deal with the electric large size 
problem [3]. Zhang and Chen [7] put forward to 
the general updated equations and dispersion 
relations for the arbitrary HO-FDTD (2N, 2M). 
The fourth-order accurate FDFD scheme is 
proposed and applied in the waveguide structures. 
The results demonstrate that the proposed method 
can save more time and memory than MRFD and 
the traditional FDFD methods [8]. The MRTD 
method, introduced by Krumpholz and Katehi, are 
based mainly on the filed expansions of different 
basis scaling and wavelet function, such as the 
Battle-Lemarie [9-10] basis, the Daubechies basis 
[11], Cohen - Daubechies - Feauveau (CDF) bi-
orthogonal functions [12, 13] basis, and Coifman 
function basis [14, 15]. In [16], Cao and Tamma 
discussed the MRTD method based on different 
scaling function expansions, and computed the 
reflected and transmission coefficients for 
stratified slab media, and the results show that the 
cubic spline Battle-Lemarie, Daubechies D4 and 
Coiflet bases are in excellent agreement with the 
analytic solutions. Cao and Tamma also applied 
the MRTD methods based on different basis 
functions to study the scattering of planar stratified 
medium and rectangular dielectric cylinder [17]. 
In [18] the MRTD method has been discussed in 
detail, especially a non-uniform Cartesian grid and 
a uniaxial perfectly matched layer implementation 
for arbitrary levels of wavelet resolution. A 
procedure to implement the PML absorbing 
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boundary conditions into the MRTD method based 
on the discrete wavelet transform has been 
developed in [19]. The strong stability Runge-
Kutta (SSP-RK) method was first introduced and 
extended in [20] and [21]. Compactly supported 
nth-order wavelets and mth-order, mth-stage Runge- 
Kutta are applied in spatial discretization and time 
integration, respectively. Numerical experiments 
have shown that much better numerical dispersion 
properties are obtained by employing the RK-
MRTD scheme. 

In summary, the HO-FDTD, the MRTD, and 
the RK-MRTD methods are the high order 
accuracy time domain methods and have 
extremely low numerical dispersion errors. In 
section II, the update equations of the HO-FDTD, 
the MRTD, and the RK-MRTD schemes are 
discussed. The numerical properties of the HO-
FDTD, the MRTD, and the RK-MRTD methods 
are derived including stability conditions, 
dispersion relation, and convergence in section III. 
The computational cost and memory requirements  
of the three schemes are investigated in section IV. 
In section V, a numerical example will be 
simulated for different methods. Conclusions are 
summarized in section VI. 
 

II. THEORY AND ALGORITHM 
A. HO-FDTD method 

For simplicity (σ = 0) and without loss of 
generality, in three-dimensional (3D), one update 
equation of the arbitrary HO-FDTD (2N, 2M) [7] 
can be written as, 
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where ∆t, ∆y, and ∆z are the time step size and the 
spatial step size in the y- and z-directions, 2N 
means the (2N)th-order central difference 
approximation in time domain, 2M is the (2M)th-
order in space time, ε is the permittivity, and the 
coefficients a(v) [7] are listed in Table 1.We note 
that the HO-FDTD (2, 2M) equations are similar 

to the MRTD method. Here in this paper, we 
mainly discuss the HO-FDTD (2, 2M) scheme. 

 
B. MRTD method 

Similarly, considering the same electromagnetic 
condition as the HO-FDTD method, one update 
equation of the MRTD scheme based on 
Daubechies scaling functions [6] can be written as 
follows, 
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where ∆x, ∆y ,∆z, and ∆t represent the space and 
time discretization intervals in x-, y-, z- and t-
directions, respectively, and  refers to the 
Daubechies or Coifman scaling functions, ε is the 
permittivity, and the coefficients a(ν) are listed in 
Table 2 for Daubecies (D2), (D3), and (D4) 
schemes [6] and Coifman scheme [14], and the 
coefficients a(v) have the symmetric relations, 
namely, a(v) = a(v1). 
 
C. RK-MRTD method 

For the same conditions above, one update 
equation of the RK-MRTD scheme [6], which is 
based on the same convergence rate for the time 
and space, can be written as, 

1/ 2, ,

1/ 2, 1/ 2, 1/ 2, , 1/ 2

( ) 1
( )

1 1
( ) ( )

x i j k

v

z i j v k y i j k v

E t
a v

t

H t H t
y z



 




     


 



 
   



(3) 
where the coefficients a(v) is the same as the 
MRTD method listed in Table 2. 

The general form for equation (3) as in [6], can 
be written as 

                     ( ),
F

uF S t
t


 


                      (4) 

where F = {E, H}T, E and H are expressed as E = 
{Ex, Ey, Ez}

T, H = {Hx, Hy, Hz}
T, where T is the 

transpose of the vector, u is a operator and defined 

as 
0

0
H

E

u
u

u

 
  
 

, S(t) is a source, the form of the 

m′th-order m′ stage strong stability preserving 
Rung-Kutta (SSP-RK) [6] schemes are shown as, 
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Now, we use the Fourier method [22] to 
analyze the stability of the RK-MRTD, following 
the [23], we solve the update equations of RK-
MRTD and obtain,   
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Table 1: Coefficients a(v) for the HO-FDTD (2N, 2M) method. 

 (2, 6) (2, 10) (2, 14) (2, 16) 
a (1) 1.171875 1.211242676 1.228606224 1.23409107 
a (2) -0.0651041667 -0.0897216797 -0.102383852 -0.106649846 
a (3) 0.0046875000 0.0138427734 0.0204767704 0.0230363667 
a (4)  -0.00176565988 -0.00417893273 -0.0053423856 
a (5)  0.000118679470 0.000689453549 0.00107727117 
a (6)   -0.0000769225034 -0.000166418878 
a (7)   0.00000423651475 0.0000170217111 
a (8)    -0.000000852346421 

 

Table 2: Coefficients a(v) for the MRTD method. 

 D2 D3 D4 Coifman 
a (1) 1.2291666667 1.2918129281 1.3110340773 1.31103179882954 
a (2) -0.0937500000 -0.1371343465 -0.1560100710 -0.15600971692384 
a (3) 0.0104166667 0.0287617723 0.0419957460 0.04199608161407 
a (4)  -0.0034701413 -0.0086543236 -0.00865439622799 
a (5)  0.0000080265 0.0008308695 8.30874303205e-04 
a (6)   0.0000108999 1.09002750582e-05 
a (7)   -0.0000000041 -4.10840975298e-09 
a (8)    -7.977050410221e-13 
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the component 0 is a 3 by 3 zero matrix, and uE1, 
uE2, uE3, uE4, uE5, uE6, uH1, uH2, uH3, uH4, uH5, uH6 are 
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We use the characteristic equation to solve u for 
equation (7) and be obtained as follows, 
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where i 1  , τ = x, y, z, the positive part of the 
Eigen value for u can be derived as, 

2 2 2i2 ( ) ( ) ( )  =i '  x y zc          (11) 

where c is the speed of light in vacuum in this 
paper, λ′ is the imaginary part of λ. 
 

III. NUMERICAL PROPERTIES 
A. Stability 

Based on the stability condition of the Yee’s 
FDTD with the uniform discretization size ∆x = ∆y 
= ∆z = ∆l, the HO-FDTD (2N, 2M) stability 
condition can be derived as, 
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We only discuss the HO-FDTD (2, 2M) case, 
so the stability condition relation above can be 
modified as, 
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The stability condition for MRTD scheme is 
derived, as in [11], 
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where a(v) are listed in Table 2, and d is the 
number of dimensions (1, 2, or 3). 

The RK-MRTD method is based on the SSP-
RK algorithm and the MRTD scheme, so the 
stability condition of the scheme should be 
considered as the combination of the two 
algorithms. In reference [20], equation (5) can take 
the general forms as, 
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where m′ is the order of the SSP-RK, L is the 
spatial amplification matrix of the Eigen value λ, 
and G is the general growth factor, so the absolute 
value of G is lower or equal to 1, from equation 
(15) we can define the growth factor σ [23] as, 
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If m′ = 4, then the stability condition of the 
RK4-MRTD-D4 method, which RKm′-MRTD-Dm′ 
refers to the m′th-order m′ stage SSP-RK method 
based on Daubechies m′ scaling function [24], is 
obtained as, 
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substituting equations (11) into (17)， then the 
RK4-MRTD-D4 stability condition can be derived 
as,  
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The stability conditions of the other order 
RKm′-MRTD-Dm′ algorithm are derived as the 
same procedure of the RK4-MRTD-D4, which was 
not described here for simplicity. 

The maximum Courant-Friedrichs-Lewy (CFL) 
number of the HO-FDTD (2, 2M), MRTD, and 
RK-MRTD methods are listed in Table 3, and the 
Dubechies Dm′ (m′ = 2, 3, 4) and Coifman basis are 
used in the MRTD and RK-MRTD methods. It is 
found that the higher order in the spatial and 
temporal discretizations, the more strict stability 
condition required, but the RK4-MRTD-D4 is less 
restrictive than any other method, and the RK2-
MRTD-D2 is unconditionally unstable.    

 
Table 3: The maximum CFL number for the HO-
FDTD, MRTD, and RK-MRTD method. 

 HO-FDTD MRTD RK-MRTD 
(2,6) / D2 0.4650 0.4330 - 

(2,10) / D3 0.4385 0.3951 0.3422 
(2,14)/ D4 0.4256 0.3802 0.5377 
(2,16)/ coif 0.4213 0.3802 0.53770 
 

B. Dispersion 
The dispersion characteristics are typically 

derived by assuming a time harmonic plane wave 
solution in an isotropic, linear, and lossless 
medium. The dispersion relation for the arbitrary 
HO-FDTD (2N, 2M) [7] method can be written as, 
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where k is the numerical wave number vector, λn 
is the numerical wavelength, its components are kx 

= ksinθcos , ky = ksinθsin , kz = kcosθ. (θ,  ) is 
the wave propagation angle in the spherical 
coordinate, the uniform spatial step size is 
assumed as ∆x = ∆y = ∆z = ∆. Defining the CFL 
number q = (c∆t) /∆ and the number of cells per 
wavelength p = λc /∆. The ratio of the theoretic 
wavelength value λc to the numerical wavelength 
λn is defined as u= λc/λn. Therefore, the dispersion 
relationship can be written as,  
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With the same procedure above, the dispersion 
relation for the MRTD [11] method can be 
obtained as follows,         
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The dispersion of the RK-MRTD needs to use 
the theory of the SSP-RK [24], take RK3-MRTD-
D3 for example, and according to [25], by 
substituting equations (11) and (16) in to equation 
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(22), then the dispersion relation can be derived in 
equation (23) as, 
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With the wave propagation angle θ=90° and =0°, 
CFL number q = 0.25. Figures (1) to (3) show the 
dispersion error Vn/c versus the number of cells 
per wavelength p for different methods in 3D. A 
summarized performance of the three methods is 
presented in Fig. 4.         
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Fig. 1. Dispersion error of the HO-FDTD method.  
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Fig. 2. Dispersion error of the MRTD methods. 

 
 Figure 1 shows the dispersion error Vn/c, 
where Vn refers to the numerical phase velocity, 
for the HO-FDTD (2, 6), (2, 10), (2, 14), (2, 16). 

With increasing p, the HO-FDTD (2, 16) is 
obviously superior to the other three low order 
schemes (2, 6), (2, 10), and (2, 14), especially 
when p is larger than 17.  
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Fig. 3. Dispersion error of the RK-MRTD method. 
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Fig. 4. Dispersion error of the different methods. 
 

 
Figures 5 to 9 show the dispersion error versus 

the wave propagation angle for θ = 90° and ∆x = 
∆y = ∆z = ∆=λ /5. From the figures, we can see 
that: (i) the larger the stencil spatial size the 
minimum is the dispersion error for the same 
method; (ii) for different methods and with the 
same spatial stencil size, the HO-FDTD and RK-
MRTD method both provide the better dispersion 
characteristics than their corresponding MRTD 
counterparts. 
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Fig. 5. Dispersion error versus for the MRTD 
methods. 
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Fig. 6. Dispersion error versus of the HO-FDTD 
method. 
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Fig. 7. Dispersion error versus   of the MRTD 
and HO-FDTD methods. 
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Fig. 8. Dispersion error versus of the RK-MRTD 
methods. 
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Fig. 9. Dispersion error versus  of the different 
methods. 
 
C. Convergence 

Because the HO-FDTD method uses Taylor 
series to expand the Maxwell’s equations, the 
arbitrary HO-FDTD (2N, 2M) schemes employ the 
2Nth-order Taylor series expansion in time and the 
2Mth-order Taylor series expansion in space, 
therefore,  
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where equation (26) is the Taylor series remainder, 

nC  , mC  and 'rC are the coefficients, so the error is a 

convergence relation that can be written as the 
RK-MRTD in [6], 

HO-FDTD (2N, 2M)-error ' 'n mA t B x    . (27)   

Thus, the convergence relation of HO-FDTD (2, 
2M) scheme can be derived as, 

HO-FDTD (2, 2M) -error 2 '' ' mC t B x   (28)              

where A΄, B΄, and C΄ are the constant coefficients. 
Take the Daubechies N′ scaling functions, for 
example, and the CFL stability condition ∆t = q∆x 
/c (q≤1), then the convergence relation of the 
MRTD schemes [6] can be derived as, 

MRTD-error ' 2NA x B t     

' 2 2( )N x
A x B C x

c
 

     . (29) 

The RK-MRTD method based on the MRTD 
uses the m′th-order m′ stage SSP-RK method in 
temporal discretization. It is known in [6] that 

RK-MRTD error ' 'm N
t xC t C x    ,      (30) 

simplified and summarized as, 

RK-MRTD -error '
'

N
NC x  .            (31) 

 
From Fig. 10, it is easily to find the RK-MRTD 
scheme based on Daubechies basis functions that 
have the higher temporal and spatial convergence 
than other cases. 
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Fig. 10. Convergence of the MRTD, HO-FDTD, 
and RK-MRTD methods.  

 

IV. COMPUTATIONAL COST AND 
MEMORY REQUIREMENTS 

Here, we analyze and discuss the 
computational cost and memory requirements of 
the HO-FDTD (2, 2M), MRTD and RK-MRTD 
method. As in [6], for 3D case, the fields at a final 
time for the HO-FDTD (2, 2M) and MRTD 
methods only En and Hn-1/2  need to be stored at 
each time step, while the RK-MRTD method 
demand to store the values of F(i) and Fn+1, so the 
memory requirements of the RK-MRTD method 
are twice that of the other two methods.  

The computational cost of the MRTD method 
[6] for a single time step is,  

Cost MRTD = 2 ( n1 ) ³ × ( 4 N′ - 2 )          (32) 

where N′ is the order of the scaling function DN′, n1 

is the number of cells in a single direction. If the 
domain is the unit size, then n1=1/∆x1, and ∆x1 is 
the grid spacing. Similarly, the computational cost 
of the HO-FDTD (2, 2M ) method is, 

Cost HO-FDTD = 2 ( n2 ) ³ × 2 M          (33) 

where n2 is the number of the cells in a single 
direction, n2 = 1/∆x2 for unit size and ∆x2 is the 
grid spacing for the HO-FDTD (2, 2M) method. 
We know that the RK-MRTD method base on the 
m′ stage m′th-order SSP-RK algorithm (cf. (5)), for 
a single time step, the computational cost [6] is,  

Cost RK-MRTD = 2 ( nm′ ) ³ × m′ × (4 N′ -1)   (34) 

where nm′ is the number of the cells in a single 
direction, nm′ = 1/∆xm′ for unit size and ∆xm′ is the 
grid spacing for the RK-MRTD method.  

From equations (32) and (33), we found that 
the MRTD and HO-FDTD (2, 2M) methods have 
the same computational cost if they have the same 
number of the cells in a single direction and the 
spatial stencil size. If the computational domain is 
unit size, and ∆t1 is the maximal stable time step 
for the MRTD method and m′= N′, the time step 
∆tN′ for the RK-MRTD must be chosen as ∆tN′ = 
2∆t1 / N′, the same as the HO-FDTD method, ∆t2 is 
the maximal stable time step for the HO-FDTD (2, 
2M) method and the time step must be chosen as 
∆tN′ = 2∆t2 / N′. If the total computational time is 1, 
then the cost of the three methods are, 

 Cost MRTD= 3
1

1

1
2( ) (4 '-2)n N
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            (35) 
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For a given accuracy, and using the above 
equations, the computational cost relations among 
the MRTD, HO-FDTD, and RK-MRTD methods 
can be derived as, 
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where η1 and η2 are constants dependent on nm′, n1, 
N′, n2, and M. From equations (38) and (39), we 
know that the computational time of the RK-
MRTD method is η1 times of the MRTD and η2 

times of the HO-FDTD method, and η1, η2 can be 
controllable. 
 

V. NUMERICAL EXAMPLE  
In this section, the three above methods will 

be validated via a simple classical metal sphere 
scattering example. The radius of the sphere is 1 m, 
and illuminated by a Gaussian pulse at a Gaussian 
pulse at θ = 0°, φ = 90°, and the polarization of the 
electric field along x-direction with increasing 
centre frequencies from 1 MHz to 300 MHz. The 
CFL number is 0.3, the cell size ∆ = 0.05 m, the 
time step size ∆t = 0.3 ∆ / c, and the total 
computational time is 2000 steps. Backward 
scattering RCS for different methods of the metal 
sphere are shown in Fig. 11, including the Mie 
series solution, HO-FDTD (2, 14), MRTD-D4 and 
RK4-MRTD-D4. From the Fig. 11, we can see that 
errors are increased with increasing the centre 
frequency because the number of per wavelength 
decreases with increasing the centre frequency for 
fixed cell size. But in the lower frequency part, the 
RK4-MRTD-D4 method is better in comparison 
with the Mie series solution than other methods. 
The results also agree with those shown in Figs. 4 
and 9. 
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Fig. 11. Backward scattering RCS of the metal 
sphere. 

 
Figure 12 shows the convergence of the metal 

sphere scattering in a 3D case. From the figure, we 
can see that the convergence rate of the RK4-
MRTD-D4, MRTD-D4, and HO-FDTD (2, 14) are 
4, 2, 2, respectively, and the RK4-MRTD-D4 is 
faster than the other two methods, which are in 
accordance with the conclusion in Fig. 10.   
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Fig. 12. Convergence of different methods for the 
scattering of a metal sphere in a 3D case. 
 

VI. CONCLUSION 
In this paper, the stability, numerical 

dispersion, and convergence of the HO-FDTD, 
MRTD, and RK-MRTD schemes have been 
investigated, respectively. Analytical stability 
condition expression for the arbitrary HO-FDTD 
(2N, 2M) method has been derived. It is proved 
that the HO-FDTD schemes have less restrictive 
conditions of the stability than those of the MRTD 
method. The dispersion relation for the RK-
MRTD schemes also has been derived. It is found, 
that for the same scheme, for example the HO-
FDTD schemes, finer discretizations in time and 
space domains can decrease the numerical 
dispersion; among  different methods the RK-
MRTD schemes demonstrate better dispersion 
than the HO-FDTD and MRTD methods. The 
computational cost and memory requirements are 
discussed in this paper. In section V, a simple and 
classical example has been used to prove that these 
methods have certain research value, especially 
the RK-MRTD method, which has both the better 
numerical properties and controllable 
computational time. The conclusions demonstrate 
that the RK-MRTD method has the potential 
ability and research significance in computational 
electromagnetics. 
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Abstract ─ The robustness of the microwave 
tomography method based on frequency 
dependent finite difference time domain numerical 
method and hybrid genetic algorithm for breast 
cancer imaging for different levels of noise are 
investigated in this paper. These results indicate 
the algorithm performs well in the case of data 
contaminated by various levels of additive white 
Gaussian noise (up to 15 % of signal strength). 
Noise levels above this value inhibit the efficacy 
of the method. 

 
Index Terms ─ Breast cancer imaging, 
heterogeneous and dispersive breast tissue, inverse 
scattering problem, microwave tomography, and 
penetration depth for different breast types. 

 
I. INTRODUCTION 

Microwave tomography (MWT) is the process 
of creating an image based on dielectric 
properties’ map from measured electric field 
qualities. The dielectric properties and measured 
field are related by a non-linear relationship that is 
modeled by Maxwell’s equations. Inverse 
scattering problem, is the process to determine the 
physical quantities of the media from the 
knowledge of the electric field at a set of receiver 
points outside the scatterer, and knowledge of the 
source. Applications include non-destructive 
testing and medical imaging. In spite of the efforts 
and research in the field of inverse scattering 
problem, still many important analytical and 
computational challenges have remained 

untouched. Therefore, further efforts are necessary 
to allow their massive employment in real 
applications. From a computational point of view, 
the heterogeneous and dispersive media cause a 
high computational load. Most of the existing 
algorithms are very effective when the object 
under the test is simple. But for applications with 
complicated structures (such as biomedical 
imaging, which has a high degree of heterogeneity 
and high dielectric properties contrast), they may 
lead to non-real solutions. To deal with these 
complicated objects, we chose to make no 
simplification in the non-linear Maxwell’s 
equations. Recently, the authors developed the 
numerical simulation method based on frequency 
dependent finite difference time domain 
((FD)2TD) and genetic algorithm (GA) for 
detecting breast cancer [1]. In this paper, the 
effectiveness of the proposed MWT approach is 
assessed by means of a numerical example (for 
breast cancer application) concerning a realistic 
cross-section of a phantom exposed to an 
electromagnetic illumination. In MWT imaging 
technique, the penetration depth plays an 
important role. Hence, we first analyze the 
penetration depth of the microwave signal in the 
breast tissue using anatomically realistic numerical 
breast phantoms. Then, the proposed microwave 
tomography technique is applied to a numerical 
breast phantom with an inhomogeneous scatterer 
profile, and the map of dielectric properties inside 
the breast phantom is reconstructed. The presence 
of noise in the synthetic data is also considered
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Fig. 1. Block diagram of the proposed MWT method. 

 
and the dependence of the reconstruction accuracy 
on the signal-to-noise ratio (SNR) is investigated. 
The paper is organized as follows. In section II, 
the methodology for the proposed MWT system is 
explained. In section III we discuss MWT for 
breast cancer detection and penetration depth for 
different types of breast phantom is calculated. 
Section IV discusses the inversion results for the 
synthetic data and in section V we discuss the 
inversion results where noise is present. 

 
II. METHODOLOGY  

Figure 1 shows the block diagram of the 
proposed MWT method in [1]. The proposed 
MWT technique requires a priori information 
about object of interest (OI), imaging domain, 
background medium, and measured scattered field 
from an OI as well as a reference object. As can be 
seen in this figure, the quality of the images 
depends on the accuracy of a priori information, 
accuracy in measured fields, and forward and 
inverse algorithms. A priori information include 
information about scatterer, background medium, 
positions of the transmitter and receiver antennas, 

and scattered field of a known object for 
calibration purpose. 

 
III. MICROWAVE IMAGING FOR 
BREAST CANCER DETECTION 

In recent years, microwave imaging has 
attracted significant interest for biomedical 
applications in general and as an alternative or 
complementary method to X-ray mammography 
for breast imaging in particular. This method relies 
on the contrast between the electrical properties of 
tumor and those of normal tissue. Microwave 
breast imaging techniques can be divided into 
three main categories: passive [2], hybrid [3], and 
active methods [1]. In active imaging approaches, 
the patient lies in the prone position and the 
transmitter and receiver antennas are located 
around the breast. A transmitter antenna is fixed at 
the specific radius from the breast and transmits a 
signal; the scattered field is collected by receiver 
antennas around the breast at a specific radius 
while they are at the same plane of transmitter 
antenna. This imaging method uses energy at 
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Fig. 2. 3D map of relative permittivity at 5 GHz for (a) mostly fatty, (b) scattered fibro-glandular, (c) 
heterogeneously dense, and (d) very dense breast type (generated from MRI data in [4]). 

 
microwave frequency range to penetrate into the 
body and retrieve structural and functional 
information about the tissues via the scattered 
waves. Due to the difference between the 
dielectric properties of the normal and malignant 
tissues, a scattered electromagnetic field, 
corresponding to each incident field, will arise 
which is then measured outside the breast and used 
to find the shape, location, and dielectric 
properties of the normal and malignant tissue. 

 
A. Numerical breast phantom 

For simulating the breast, in this paper, we 
used a numerical breast phantom derived from 
magnetic resonance images (MRI). Figure 2 
depicts maps of dielectric properties for the spatial 
distribution of media numbers for different breast 
types in terms of X-ray mammography 
descriptors: mostly fatty, scattered fibro-glandular, 
heterogeneously dense, and very dense. These 
were derived from a series of T1-weighted MRIs 
of the patient in a prone position, provided by the 
University of Wisconsin-Madison [4]. Figure 2 
(a), (b), (c), and (d) show the corresponding 

dielectric map. Each phantom contains three 
variations of both fibro-glandular and a adipose 
tissues, as well as transitional tissues. Dimensions 
within the 3D region of the breast are described 
according to each axis. The z-axis signifies the 
depth, and the x and y-axes represent the span and 
breadth of the breast, respectively. In order to 
create the dielectric properties map from the MRI, 
the range of MRI pixel densities in the breast 
interior have been linearly mapped to the range of 
the percentage of water content and to tissue type, 
such as skin, muscle, fatty, fibro-glandular, and 
transitional, for each voxel. Figure 3 shows the 
cross-sectional view in the x-y plane of tissue 
types for different breast phantoms in terms of X-
ray descriptors. The color bar in this figure 
indicates the different tissue types; the red color 
shows the fatty tissue, the orange color shows the 
transitional tissue, the yellow color shows the 
fibro-glandular tissue, and the dark blue represents 
the skin, while the medium blue color represents 
the immersion medium. Figure 4 shows the cross-
sectional view in the x-y plane in terms of water 
content for four types of breast phantoms. The 
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breast phantoms and how the amount of fibro-
glandular tissue changes in these four types of 
breast tissue, we performed a data analysis. In an 
image of permittivity, each pixel of image has a 
value of permittivity ranging from 0 to 70. To 
calculate histograms of permittivity, the total 
number of pixel that fall into each value of 
permittivity, divided by the total number of pixels. 
Figure 5 shows the histogram of the permittivity 
for different numerical breast phantoms at 5 GHz. 
 

 
 

(a) 
 

 
 

(b) 
 

 
 

(c) 

 
 

(d) 
 

Fig. 5. The histogram of the permittivity for 
different numerical breast phantoms at 5 GHz (a) 
mostly fatty, (b) scattered fibro-glandular, (c) 
heterogeneously dense, and (d) very dense. 

 
All the analysis is conducted at the cross-

section 4 cm away from the nipple. Several 
observations can be drawn from these graphs. 
First, as we move from mostly fatty to the very 
dense breast phantom, the percentage of fatty 
tissue decreases, and the percentage of fibro-
glandular tissue increases. Second, each breast 
phantom almost covers the entire range of 
dielectric constants from 0 to 70, and furthermore, 
the distribution of dielectric constants is not 
uniform. 

 
B. Penetration depth 

The principal limiting factor in penetration 
depth of the microwave is attenuation of the 
electromagnetic wave in the breast tissues. The 
attenuation predominantly results from the 
conversion of electromagnetic energy to thermal 
energy due to the high conductivities of the skin 
and breast tissue at high frequencies. Figure 6 
illustrates that the conductivities of the skin, the 
fibro-glandular tissue, and the malignant tumor 
increase by increasing the frequency with a 
constant amount of water. In this section, we focus 
on the investigation of the penetration depth of the 
microwave pulse into the numerical breast 
phantom, and we compare the scattered fields for 
each case of Fig. 2. The penetration depth is the 
distance that the propagation wave will travel 
before the power density is decreased by a factor 
of 1/e. The absorbed power density is given by, 
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2

totalAbsorb power density E
2

average
     (1) 

where σaverage is the average of conductivity for 
breast tissues and Etotal is the total field. In order to 
calculate the penetration depth, we used 2D 
(FD)2TD that includes the water content [5, 6]. 
The (FD)2TD is an extended version of the 
conventional finite difference time domain 
(FDTD) that incorporates the Debye model into 
the difference equations and can handle dispersive 
materials more accurately [7]. The breast model is 
based on an MRI data taken from the breast 
phantom repository [4] as explained in section III-
A. Each cell of the (FD)2TD contains its own 
tissue type and percentage of water content. For 
the study of the penetration depth, the breast is 
surrounded by free space. Figure 7 shows the 
depth of penetration as a function of frequency for 
different types of numerical breast phantoms. 
 
 

 
 

Fig. 6. Frequency variation of conductivity for 
different breast tissues with 50 percent water 
content based on Debye model. 
 
 

As can be seen in this graph, the 1/e depth of 
penetration is different for each case. This is due 
to different tissue compositions in different types 
of numerical breast phantoms. The penetration 
depth inside the dispersive lossy biological media 
decreases as the frequency increases. Therefore, 
employing higher frequencies to obtain better 
resolutions and improved imaging accuracy 
remains a challenge. 
 

 
 

Fig. 7. The 1/e penetration depth versus frequency 
for different breast phantoms. 

 
 

IV. INVERSION RESULTS FOR BREAST 
CANCER DETECTION 

In order to show the ability of the proposed 
method in terms of resolution, the breast phantom 
derived from MRI [4] data with a 7 mm resolution 
has been selected. Cross-sectional maps of the 
dielectric constant and effective conductivity 
distribution at 5 GHz for a “heterogeneously 
dense” breast phantom are shown in Fig. 8. The 
physical diameter of the breast phantom is 
approximately 8 cm. The phantom contains 
different tissue types ranging from the highest 
water content (fibro-glandular) tissue to lowest 
water content (fatty) tissue, and also a transitional 
region with various water content levels. 
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(b) 
 

Fig. 8. Map of (a) permittivity and (b) conductivity 
of the heterogeneously dense breast phantom. 

 
Figure 9 shows the map of the dielectric 

properties at 7 mm resolution of the numerical 
breast phantom shown in Fig. 8. A 7 mm square-
shaped tumor was inserted inside the fibro-
glandular tissue for the phantom used in the FDTD 
model. The tumor is placed at a x = 60 cm and y = 
80 cm position. The breast is surrounded by the 
free space. In the examples considered herein, the 
following parameters have been used. 100 
observation points are uniformly distributed 
around the investigation domain. A (Transverse 
Magnetic) TMz Gaussian plane wave successively 
illuminates the breast and penetrates in the 
investigation domain, and the scattered fields are 
measured at the observation points around it. To 
enhance the accuracy of the image and reduce the 
ill-posedness of the inverse problem, the 
procedure is repeated for four different incident 
angles (0o, 90o, 180o, and 270o). In these examples 
the measurement data is replaced by hypothetical 
simulated data obtained by running a forward 
simulation using (FD)2TD with a 0.1 mm 
resolution. To prevent the inverse crime, a 0.5 mm 
resolution mesh has been used for the inverse 
solver. Equation 2 shows the fitness-function used 
in the GA optimization, 
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The tmeasuremen
fiE ,,  is the measured scattered 

electric field, simulation
fiE ,,  is the estimated scattered 

field obtained by performing a forward simulation, 
M is the number of observation points, T is the 
total number of illumination angles, and ϕ is an 
index to angle of the observation point from the 
axis of the incident wave. f refers to different 
sampling frequencies within f1 and f2.  

 

 
 

(a) 
 

 
 

(b) 
 

Fig. 9. Map of the (a) permittivity and (b) 
conductivity of the heterogeneously dense breast 
with 7 mm resolution. 
 

Note that the data at each frequency are 
equally weighted in the inversion process. As a 
proof of concept, we have considered the noise-
less scenario for the first example and in the 
second example the effect of the noise in inversion 
results is investigated. 

 
A. Optimization procedure 

In the GA program, the enclosed scattering 
region (inside the breast) is discretized into a 
number of small patches (7×7mm2). We assumed 
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that the location of the skin is known and can be 
found using skin detection technique [8]. Then the 
GA optimization starts from a homogeneous fatty 
tissue background and fills in some patches of 
possible materials inside the area and try to find a 
set of dielectric properties of the material for those 
patches that can generate the same scattered fields 
as the hypothetical simulated data.  

The reconstruction algorithm consists of a 
combination of a binary and areal GA [9]. The GA 
optimization is divided into two steps. At the first 
step, the binary genetic algorithm (BGA) is 
employed in order to determine the type of the 
tissue for each patch. In the second step, by using 
real genetic algorithm (RGA) for the candidate 
solutions the search is performed for the right 
amount of water content. In the BGA, the look-up 
table consists of first order Debye parameters for 
four different tissue types: fibro-glandular, fatty, 
transitional, and malignant tissues with 50 percent 
water content given in Table 1 [10, 11].  

 
Table 1: Look-up table of the Debye parameters 
for the BGA. 

Medium  Fat Transitional  Fibro-
glandular  

Malignant 
Tumour  

ε∞ 4.33 22.46  52.020 76.170 

εs 2.98 8.488  14.000 25.520 

σs(S/m) 0.02 0.230 0.780 1.200 
τ

0
(ps) 13.0 13.00 13.00 13.00 

 
For each patch, a two bit identifier can 

designate it as one of four types of tissue. In BGA 
the chromosome is expressed as a binary string. 
Therefore, the search space of the considered 
problem is mapped into a binary space. After 
reproducing an offspring, a decoder mapping is 
applied to the look up table to map them back to 
real space in order to compute their fitness-
function values. The optimizing parameter here is 
the type of breast tissue for each patch of search 
space. The BGA program stops when the average 
quality of the population does not improve after a 
number of generations. The best individuals of the 
last generation of BGA are passed to the second 
step, which is RGA. For the RGA, the look-up 
table consists of first order Debye parameters from 
the upper to lower end of the range for four the 
same types of breast tissue with various water 
content levels (Table 2) [10, 11].  

Table 2: Look-up table of the Debye parameters 
for the RGA. 

Medium  Fat Transitional  Fibro-
glandular  

Malignant 
Tumour  

∞u 3.987 12.990  23.200  9.058 

su 7.535 37.190  69.250  60.360 

σsu(S/m) 0.080 0.397  1.306  0.899 

∞l 2.309 3.987  12.990  23.200 

sl 2.401 7.535  37.190 69.250 

σsl(S/m) 0.005 0.080  0.397  1.306 

τ0(ps)  13.00 13.00 13.00 13.00 
 
RGA optimizes the percentage of water 

content. Including the percentage of water content 
into the Debye model has been discussed in 
reference [5]. The result of BGA is a map of the 
dielectric properties inside the breast phantom 
(assuming 50 % water content) and for the RGA is 
the water content of that tissue. It is worth 
mentioning that the GA programs are not 
guaranteed to converge to the optimal solution, but 
by using RGA and looking at the behavior of the 
best fitness values at different generations for each 
individual of those possible solutions obtained by 
BGA, one can choose a population that is adequate 
to the problem and thus increase the chance of 
success. Figure 10 shows the reconstructed image 
of permittivity and conductivity. Transects of the 
reconstructed permittivity and conductivity at 5 
GHz in the horizontal direction at line y = 80 cell 
and x = 64 cell, compared with the actual 
distribution, are shown in Fig. 11.  

 
 

 
 

(a) 
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(b) 
 

Fig. 10. Reconstructed image of (a) permittivity, 
and (b) conductivity for the breast phantom of Fig. 
9. 

 

 
 

(a) 
 

 
 

(b) 
 

Fig. 11. Transects of the reconstructed permittivity 
image at (a) y = 80 cell horizontal direction and (b) 
x = 64 cell vertical direction profiles compared 
with the actual distribution. 

 
One observation apparent in these images is 

the small degree of inaccuracy in the recovered 

permittivity and conductivity compared with the 
actual profile, since the percentage of water 
content, which affects dielectric properties, is not 
precisely known. However, the estimated 
percentage of water content is within the range for 
each tissue type to recognize the right tissue 
composition. 

 
V. HGA/FDTD IN THE PRESENCE OF 

NOISE 
Background noise is always present in any 

measurement and it must be taken into account. 
This is particularly important in biomedical 
applications, since for safety reasons, it is not 
possible to increase the energy of the incident field 
to overshadow the background noise. It is shown 
in this section that the proposed method is efficient 
and provides adequate accuracy even when the 
signal to noise ratio (SNR) is low. SNR is defined 
by [12] 

S 10log ,s

n

P
NR

P

 
  

 
                    (3) 

in which Ps is the total power of the scattered field 
and is proportional to 


2

1

f

f

2

z .E 
2

1
sP                       (4)              

The symbol Ez is the scattered field at the different 
frequencies within f1 - f2 range, and Pn is the noise 
power. Figure 12 shows the tumor response for 1 
cm tumor (Fig. 12 (a)) and 5 mm tumor (Fig. 12 
(b)) while the data is contaminated with different 
levels of noise (SNR = 10, 20, 30, and 40 dB) for 
different types of breasts such as scattered fibro-
glandular breast, heterogeneously dense breast, 
and very dense breast at 5 GHz. As can be seen in 
this figure the strength of tumor response for the 
scattered fibro-glandular breast is quite high 
compared to the heterogeneously dense breast and 
very dense breast. Because, the amount of the 
fibro-glandular tissue (which is a lossy material) in 
heterogeneously dense breast and very dense 
breast is significantly large. We artificially added 
some noise to the signal to mimic the existing 
noise in measurement setup. Figure 12 shows that 
for the scattered fibro-glandular breast by adding 
different level of noise the signal intensity is still 
well above the noise floor. However, for the very 
dense breast, due to small signal strength, it will 

399SABOUNI, NOGHANIAN: STUDY OF PENETRATION DEPTH AND NOISE IN MICROWAVE TOMOGRAPHY TECHNIQUE



be difficult to distinguish between the signal and 
noise. We did not provide the results of mostly 
fatty breast here. Generally the tumor response for 
this type is stronger than all other breast. 
 
 

 
 

(a) 
 

 
 

(b) 
 

Fig. 12. Tumor response for diverse SNR and 
different breast types and tumor size with diameter 
(a) 1 cm and (b) 5 mm. 
 
 
 The 2 mm tumor response without noise for 
the heterogeneously dense breast and very dense 
breast are compared with the response of 1 cm and 
5 mm tumors and are shown in Fig. 13. Table 3 
also shows the maximum tumor response for the 
heterogeneously dense breast and very dense 
breast. As can be seen, the tumor response for the 
2 mm tumor in heterogeneously dense breast is 
even higher than the response from 1 cm tumor in 
very dense breast. 
 

 
 

Fig. 13. Tumor response for 1 cm, 5 mm and, 2 
mm diameter tumor sizes for the heterogeneously 
dense breast and very dense breast. 

 
Table 3: Maximum tumor response. 

Tumour size 1cm 5mm 2mm 
Heterogeneously 

dense breast 
0.199 0.108 0.128 

Very dense 
breast 

0.063 0.041 0.009 

 
Therefore, detecting the small tumor becomes 

difficult as the amount of the fibro-glandular tissue 
increases in the breast. Therefore, the detectable 
tumor size depends on the breast type and SNR. 
Here, we investigated the performance of the 
proposed method at different SNR levels. Figure 
14 shows the block diagram of the process of 
adding the noise to the measurement signal. 

 
 
 
 
 
 
 
 

 
 
 
 
Fig. 14. Block diagram of adding noise in the 
proposed tomography method. 

 
After recording the scattered fields at the 

observation points by using the (FD)2TD solver, 
an additive white Gaussian noise was added to 
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simulate the instrument noise, which can present 
in real measurements. The HGA optimization 
technique was then used to reconstruct the 
dielectric property map of the breast tissue inside 
the numerical breast phantom. Background noise 
generally considered as white noise, due to having 
an almost a constant power spectral density [12]. 
Figure 15 (a) shows the histogram of white noise. 
Figure 15 (b) shows the amplitude of white noise 
for each antenna at the observation point at 5 GHz. 
Figure 15 (c) presents the power spectral density 
of the white Gaussian noise for each antenna. The 
white noise was artificially added to all 
measurements of the scattered field at different 
frequencies in such a way that the power of noise 
was constant at all frequencies, but the power of 
the noise changed randomly with Gaussian 
distribution at each observation point.  
 
 

 
 

(a) 
 
 

 
 

(b) 

 
 

(c) 
 

Fig. 15. (a) Histogram plot of the added white 
noise, (b) amplitude of white noise for each 
antenna at the observation point, and (c) power 
spectral density of the white Gaussian noise. 
 

To illustrate the ability and robustness of the 
proposed HGA method, we added different levels 
of noise to the scattered field of the breast 
phantom of Fig. 9 by using the process shown in 
Fig. 14. Figures 16 (a) and (b) show the average 
error of the dielectric constant and conductivity 
versus SNR, respectively. These errors are 
averaged over the differences between the actual 
and the reconstructed permittivity and 
conductivity shown in equations (5) and (6), 
respectively, 
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(6) 

 

where f1 and f2 refer to different frequencies of 
reconstruction and i and j are the cell numbers in 
the x and y directions, respectively. These figures 
demonstrate that as the SNR decreases (noise level 
increases), the average error increases. It was 
observed that the proposed method still can find 
the tissue types of the heterogeneous structure 
even when the SNR is 23 dB, which is equivalent 
to 15 % background noise. When the background 
noise is greater than 15 %, the optimization 
program did not converge.  
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(a) 
 

 
 

(b) 
 

Fig. 16. The average error in (a) dielectric constant 
and (b) conductivity versus SNR. 

 
 

 It was also noticed that by increasing the noise 
level, the optimization time for convergence was 
significantly increased. The same procedure of 
adding noise was repeated for the mostly fatty 
breast. As indicated in Fig. 16, the average error of 
permittivity and conductivity are less, compared to 
heterogeneously dense breast with the same SNR. 

 
VI. CONCLUSION 

In this paper we studied the noise effects on 
(FD)2TD/GA algorithm for solving the inverse 
scattering problem for heterogeneous and 
dispersive objects. We presented an accurate 
simulation model for the breast cancer detection 
that considers the heterogeneity, dispersive 
characteristics, and the water content of the breast. 
Further, we calculated the penetration depth for 
different tissue compositions of breast phantoms 
categorized as: mostly fatty, scattered fibro-
glandular, heterogeneously dense and very dense. 

We have presented the results of inversion and the 
effect of noise on the accuracy of proposed 
microwave tomography method. The simulation 
results illustrate that the proposed method is 
capable of detecting lesions in environments 
where they are surrounded by fibro-glandular 
tissue, which happens in most cases of breast 
cancer. We used 7 mm resolution for GA. Higher 
resolution images of the realistic phantom can be 
obtained by reducing the discretization unit size, 
which result in a longer run time. In this paper the 
breast cancer detection is chosen as a primary 
application to investigate the capabilities of the 
proposed technique due to the heterogeneous 
structure and dispersive characteristic of the 
breast. However, the proposed technique can be 
applied to many other applications. 
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Abstract − In this paper, an efficient combination 
of the near field to far field (NF-FF) transforma-
tion and the genetic algorithm (GA) is suggested 
for investigating of a microstrip trace on an infi-
nite ground plane. Parameters of a set of ideal 
electric and magnetic dipoles are estimated by GA 
based on finite samples of near field data in the 
radiation region. Then, the far field pattern is de-
termined, using the electromagnetic (EM) fields of 
equivalent ideal dipoles. The commercial software 
Ansoft High Frequency Structure Simulator 
(HFSS) is used for both, computing the near field 
data and validation of the proposed method. In 
addition, the influence of number of dipoles on the 
convergence rate is studied. 

 
Index Terms − Genetic algorithm, microstrip, and 
near field to far field transformation. 
 

I.  INTRODUCTION 
Open area test site (OATS) measurement is 

the most direct and universally accepted standard 
approach for measuring radiated emissions (RE) 
and radiation susceptibility (RS) of equipments. 
However, OATS is not always possible, due to 
space limitations. Therefore, number of measure-
ment facilities and procedures have been devel-
oped to carry out such measurements in laborato-
ries; e.g., microwave anechoic chamber, transverse 
electromagnetic cell (TEM cell), and reverberation 
chamber (RVC) [1]. These methods are costly and 
require complex processes such as calibration. The 
near field to far field (NF-FF) transformation is a 
low-cost and flexible alternative method for ra-
diated emissions (RE) in electromagnetic interfe-
rence (EMI) [2]. This method is often combined 
with an optimization strategy to properly estimate 

the FF. The large number of optimization parame-
ters suggests application of stochastic optimization 
methods such as GA [3-9]. A comprehensive in-
troduction to GA and its relation to traditional op-
timization methods can be found in [10]. 
 In [11], the FF pattern of a printed circuit 
board (PCB) modem is determined based on the 
amplitude of the NF data, only. In 2007, Fan dem-
onstrated the capability of GA in estimating the FF 
pattern by the NF-FF method [6]. He has also ap-
plied this combination to a grounded microstrip 
trace [3], using the uniqueness theorem.  
 In this paper, it is shown that the convergence 
rate can be increased by eliminating the need for 
applying the uniqueness theorem. Consequently, 
the CPU time is decreased while the accuracy is 
preserved in an acceptable level. To do this, radia-
tion fields of the trace in NF radiation region are 
sampled. Then, employing only the magnitude 
data, parameters of ideal electric and magnetic 
dipoles are optimized by GA. Finally, the FF pat-
tern is estimated based on analytic expressions of 
dipoles’ EM fields. 

 
II. SETTING UP THE OPTIMIZATION 

 
A. Hybrid-coding 

GA is used to optimally produce the parame-
ters of N ideal dipoles for reconstructing the NF 
data at M observation points. Each individual in-
cludes N infinitesimal ideal dipole. The qth dipole, 
DRqR, has the following parameters [2, 4, 7, 12, 13]: 

• Dipole type: KRqR, which is zero for magnetic 
and one for electric type, and thus, is a binary 
parameter. 

• Dipole position: (xRqR, yRqR, zRqR). 
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• Dipole complex moment: mq.ejβq, where mq

• Dipole direction: (θ

 
and β are real dipole moment and initial phase, 
respectively. 

q, ϕq
 

). 

Therefore, each individual SK = {Dq}N
q=1, in-

cludes N dipoles, and each dipole Dq

Dq = �Kq,  mq, βq,xq , yq,zq , θq ,φq�. 

 has a binary 
gen and seven real-coded gens, i.e., 

(1) 

 To simplify the software implementation and 
increase the convergence rate, the binary parame-
ter can be eliminated by considering half of the 
dipoles to be magnetic and the rest being electric; 
leading to seven gens for each dipole. For more 
than two dipoles this simplifying assumption con-
siderably decreases the computational cost. 
 As in [3], a 210 mm × 2.5 mm × 0.017 mm 
grounded microstrip is studied in this work, which 
is depicted in Fig. 1. The conductivity and relative 
permittivity of the substrate medium are σ = 
0.0046 S/m and εRrR = 4.7, respectively. The struc-
ture is located above an infinite ground plane. Fol-
lowing [3] and for the purpose of comparison, the 
applied voltage to one end of the strip is 1.78 V, 
while the other end is terminated to a 22 pF capa-
citor. 
 

 

Fig. 1. Microstrip layout. 
 
The variation ranges of gens are given by, 

⎩
⎪⎪
⎨

⎪⎪
⎧
−135 𝑚𝑚𝑚𝑚 ≤ 𝑥𝑥 ≤ 135 𝑚𝑚𝑚𝑚
−30 𝑚𝑚𝑚𝑚 ≤ 𝑦𝑦 ≤ 30 𝑚𝑚𝑚𝑚

0 𝑚𝑚𝑚𝑚 ≤ 𝑧𝑧 ≤ 5 𝑚𝑚𝑚𝑚

0 ≤ 𝜃𝜃𝑞𝑞 ≤
𝜋𝜋
2

0 ≤ 𝜑𝜑𝑞𝑞,𝛽𝛽𝑞𝑞 ≤ 2𝜋𝜋
𝐾𝐾𝑞𝑞 = 0, 1

. � 

 
 

(2) 
 
 

 
B.  Fitness function  

The fitness function of each individual, which 
is minimized by the GA is defined as,  

(3) 𝑇𝑇𝑚𝑚𝑁𝑁𝑁𝑁(Sk) =
20
M
��log E𝑚𝑚𝑁𝑁𝑁𝑁 − log f𝑚𝑚 ,𝑘𝑘

𝑁𝑁𝑁𝑁 �
M

m=1

 , 

where f𝑚𝑚 ,𝑘𝑘
𝑁𝑁𝑁𝑁  is the NF intensity of kP

th 
Pindividual at 

mP

th
P observation point and E𝑚𝑚𝑁𝑁𝑁𝑁  is the magnitude of 

the corresponding NF. These field values can be 
calculated by analytical relations and proper coor-
dinate transformations[14-15]. The unknown pa-
rameters are determined by running the optimiza-
tion process until the averaged value of the fitness 
function over all points becomes less than 1.5 dB. 
It is worth mentioning that such a criteria is se-
lected based on the most recognized electromag-
netic compatibility (EMC) standards, e.g., CISPR 
16 [16].  

Since the fitness function does not include the 
phase information, it is not possible to make use of 
the uniqueness theorem. Therefore, there will be 
no unique dipole arrangements. Such a definition, 
also, leads to a smooth optimization space with 
less local minima compared to what introduced in 
[3]. Consequently, the convergence rate increased. 

 
C.  Estimating the FF pattern  

Whenever unknown parameters of equivalent 
dipoles are determined, the FF pattern of the 
grounded microstrip can be simply estimated 
based on well-known analytical expressions [14]. 
The tolerance can be estimated by [3] 

𝑇𝑇𝑁𝑁𝑁𝑁(𝑆𝑆𝑘𝑘) = 20
𝑀𝑀
∑ �log E𝑚𝑚𝑁𝑁𝑁𝑁 − log 𝑓𝑓𝑚𝑚 ,𝑘𝑘

𝑁𝑁𝑁𝑁 �𝑀𝑀
𝑚𝑚=1  ,      (4) 

in which E𝑚𝑚𝑁𝑁𝑁𝑁 's are the FF simulated data, and 𝑓𝑓𝑚𝑚 ,𝑘𝑘
𝑁𝑁𝑁𝑁 's 

are data predicted from FF pattern. In this study, 
simulated data are generated by Ansoft HFSS. 
𝑇𝑇𝑁𝑁𝑁𝑁 's are the tolerances between the simulated and 
predicted data. Lower values of𝑇𝑇𝑁𝑁𝑁𝑁  means better 
predictions. 

III. CALCULATING EM FIELDS OF 
THE STRUCTURE 

The EM fields of the structure can be com-
puted by the infinite ground assumption and direct 
application of the image theorem [3]. This simpli-
fication is valid because the ground size is consi-
derably greater than the microstrip transmission 
line. The parameters corresponding to the image of 
the qP

th
P dipole is given in Table 1. As before, EM  

fields of ideal dipoles and their images are calcu-
lated based on an analytical expressions [14]. 

The input impedance of the structure is de-
picted in Fig. 2, which shows two pseudo-resonant 
frequencies in the range of 30 MHz to 1000 MHz. 
Ensuring proper matching condition, fR1R = 100 

405RAJABZADEH, MORADI: NEAR FIELD TO FAR FIELD FOR INFINITE GROUND MICRO-STRIP TRACE USING GENETIC ALGORITHM



MHz, f2 = 300 MHz, and f3

 

 = 700 MHz are se-
lected as test frequencies. 

Table 1: Parameters of diploes' images. 
Main dipole Image dipole 

𝑲𝑲𝒒𝒒 1 0 
𝒎𝒎𝒒𝒒𝐞𝐞𝒋𝒋𝜷𝜷𝒒𝒒  𝒎𝒎𝒒𝒒𝐞𝐞𝒋𝒋𝜷𝜷𝒒𝒒  𝒎𝒎𝒒𝒒𝐞𝐞𝒋𝒋𝜷𝜷𝒒𝒒  

(𝒙𝒙𝒒𝒒,𝒚𝒚𝒒𝒒, 𝒛𝒛𝒒𝒒) (𝒙𝒙𝒒𝒒,𝒚𝒚𝒒𝒒,−𝒛𝒛𝒒𝒒) (𝒙𝒙𝒒𝒒,𝒚𝒚𝒒𝒒,−𝒛𝒛𝒒𝒒) 
𝜽𝜽𝒒𝒒 𝜽𝜽𝒒𝒒 𝝅𝝅 − 𝜽𝜽𝒒𝒒 
𝝋𝝋𝒒𝒒 𝝋𝝋𝒒𝒒 + 𝝅𝝅 𝝋𝝋𝒒𝒒 

 

 
 
Fig. 2. Input impedance of the grounded 
microstrip. 
 
 The number of ideal dipoles is an impor-
tant factor in estimating of the FF pattern and 
depends on the ratio of the largest antenna 
dimension (D) to the operating wavelength 
(λ) [3, 5]. In this study, D = 254 mm. Thus, at 
fR1R, the condition of D << λ is satisfied and the 
PCB can be properly approximated by an 
ideal dipole. In this case, N = 2 leads to ac-
ceptable result. However, at fR2R and fR3R, the 
PCB has a moderate size, λ/10 ≤ D < λ. In 
these cases, it is observed that N = 8 is a suit-
able choice. It should be noted that this me-
thod, is practical when D < λ. Furthermore, it 
is observed that the speed of the optimization 
process can be considerably increased by as-
suming equal number of electric and magnet-
ic dipoles. For the problem at hand, this can 
be achieved by dividing PCB into four equal 
sections and considering two dipole, one 
electric and one magnetic, in each section. 

 

IV. NF SAMPLING 
For extracting amplitude and phase in-

formation of NF two planes are employed, 
which are positioned at zR1R = ± 200 mm and zR2R 
= ± 300 mm. These planes with their images 
are depicted in Fig. 3. It can be easily verified 
that at fR1R, both of zR1R and zR2R are placed in the 
NF reactive range. At the second test fre-
quency, zR1R and zR2R are located in reactive and 
radiation regions, respectively. Finally, at fR3R, 
both planes are placed in the radiation NF. 
Based on [17], the dimension of each plane is 
selected to be 774 mm × 774 mm.  

It should be noted that, the number of observa-
tion points depends on the number of dipoles and 
the number of dipoles depends on the electrical 
size of PCB. Thus, as mentioned earlier, when D < 
λ/10, it is sufficient to use two dipoles, which cor-
responds to 14 unknowns. When λ/10 ≤ D < λ, 
employing eight diploes suffice, which leads to 56 
unknowns. In addition, for properly handling of 
the optimization process, the number of observa-
tion points is selected to be more than twice the 
number of unknowns. 

 
V.  COMPARISON OF SIMULATED DA-

TA WITH GA ESTIMATION 
NF data on observation planes, computed by 

Ansoft HFSS, are used as reference values. These 
data are compared to NF data of the optimized 
equivalent dipoles. Figure 4 shows the NF data of 
the main source and those of the equivalent dipole 
at fR1R. The NF and FF tolerances for this case at fR1R 
are 0.8 dB and 0.81 dB, respectively. It should be 
noted that in the most EMC standards, the limit for 
this tolerance is ±1.5 dB [16]. 
 Figure 5 shows the radiation pattern of the 
original sources and the equivalent dipoles in 3 m 
range at fR1R. At fR2R, four dipoles are used. In this 
case, NF and FF tolerances are 0.45 dB and 1.04 
dB, respectively. Reducing the number of dipoles 
from 8 to 4; halves the number of unknowns and 
consequently, multiplies the speed of the optimiza-
tion process. Figures 6 and 7 show the FF radia-
tion pattern of the original sources and the equiva-
lent dipoles in 3 m range at fR2R and fR3R, respectively. 
Table 2 presents T P

NF
Pand T P

FF
P for test frequencies 

and parameters of equivalent dipoles are reported 
in Table 3. 
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Fig. 3. HFSS simulation setup. 

 

 
(a) Reference data at z1

 

. 

 
(b) GA data at z1

 

. 

(c) Reference data at z2

 

. 

(d) GA data at z2

Fig. 4. Magnitude of the NF on the observation 
planes at f

. 

1 with N = 2 and TNF

 
 = 0.8 dB. 

 

Fig. 5. FF radiation pattern at f = 100 MHz, ϕ = 0o, 
90o with N = 2 and TFF

 
 = 0.81 dB. 

 
Fig. 6. FF radiation pattern at f = 300 MHz, ϕ = 0o, 
90o with N = 4 and TFF = 1.04 dB. 
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Fig. 7. FF radiation pattern at f =700 MHz, ϕ = 0o, 
90o with N = 8 and TFF

 

 =1 dB. 

Table 2: NF and FF tolerances. 
 
 

 

 

 

 
Finally, Table 4 compares the results of the present 
work with those of [3], which properly validate the 
proposed method.  
 

 

VI. INFLUENCE OF NUMBER OF DI-
POLES ON CONVERGENCE RATE 
The effect of number of dipoles, on CPU time 

and tolerance, is studied by considering the mi-
crostrip PCB at f1. Figure 8 shows the required 
CPU time. Clearly, doubling of the N leads to 
considerable increase in the CPU time. Table 5 
shows the influence of N on the simulation time 
and NF/FF tolerances. In all cases, number of 
generation is 400. Simulations are carried out on 
an Intel CoreTM

 

2 Duo processor with CPU 2.8 
GHz and 4 GB RAM. 

  0.005

  0.01

  0.015

30

210

60

240

90

270

120

300

150

330

180 0

| |     p  

 

 
GA at φ=0
GA at φ=90
HFSS at φ=0
HFSS at φ=90

𝑻𝑻𝑭𝑭𝑭𝑭 (dB) 𝑻𝑻𝑵𝑵𝑭𝑭 (dB) N Frequency 

0.81 0.79 2 fR1 

1.04 0.45 4 fR2 

1 0.45 8 fR3 

Table 3: Parameters of the ideal dipoles in GA model. 

φ (rad) θ (rad) z (m) y (m) x (m) β (rad) m K Frequency N 

1.96 0.014 0.004 -0.02 0.031 0.19 7.7 × 10−6(m. A) 1 
fR1 2 

0.7 1.57 0.0015 -0.002 0.005 0.57 2.19 × 10−5(m2.𝐴𝐴) 0 
1.71 0.63 0.003 -0.03 -0.134 0.86 1 × 10−6(m. A) 1 

 
 

fR2 

 
 
4 

1.47 1.64 0.004 -0.012 -0.109 0.9 3.1 × 10−7(m2. A) 0 
0.187 2.77 0.005 0.03 0.028 0.92 9.95 × 10−6(m. A) 1 
0.015 0.85 0.004 -0.001 0.05 0.42 5 × 10−6(m2. A) 0 
2.87 0.045 0.0029 0.018 -0.11 1.41 1.49 × 10−5(m. A) 1 

 
 
 
 

fR3 
 

 
 
 
 
8 

1.099 1.93 0.004 0.023 -0.12 0.68 5.4 × 10−7(m2. A) 0 
0.213 0.019 0.0003 0.0005 -0.018 1.74 1.2 × 10−5(m. A) 1 
0.199 0.466 0.0014 0.018 -0.066 0.629 1.17 × 10−6(m2. A) 0 
0.04 1.6 0.0028 0.027 0.05 0.63 1.8 × 10−5(m. A) 1 
0.004 1.62 0.0026 -0.03 0.033 0.614 1.5 × 10−7(m2. A) 0 
0.005 0.031 0.005 0.002 0.092 1.22 1.3 × 10−5(m. A) 1 

Table 4: Comparison of the proposed method with 
[3]. 

T P

FF
P (dB) T P

NF
P (dB) N f (MHz) 

0.81  0.79  2 100 
1.04 0.45 4 300  

1  0.45  8 700  
0.12 0.11 8 300 
0.48 0.34 8 600 
0.80 0.77 8 900 
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Fig. 8. Influence of N on the CPU time. 
 

VII. CONCLUSION 

A new combination of NF-FF transformation 
and GA is proposed for efficient FF pattern esti-
mation of a grounded microstrip PCB. The method 
is independent of the uniqueness theorem and is 
just based on the magnitude information of the 
observation points, which has led to substantial 
decrease in the simulation time. 
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Abstract ─ In this paper, a new experimental 
system for through wall gap detection and 
concealed vacancies behind wall is introduced. 
The ultra wide band (UWB) system is based on 
the principles of time domain reflectometry (TDR) 
and ground-penetrating radar (GPR) for through 
wall imaging to detect hidden gaps and/or hiding 
persons behind walls. The system uses a very short 
pulse generated by the vector network analyzer 
(VNA) to illuminate the wall under investigation 
through an UWB antenna probe. The detection 
process is achieved using time domain 
measurements of the probe reflection coefficient 
S11

 

. Some numerical analyses have been carried 
out for verifying the principle of operation. The 
experimental results show a great ability not only 
for the gap detection between walls but also for 
estimation of the gap width with a very good 
accuracy (6.25 % in the worst case) for different 
types of walls. 

Index Terms ─ GPR, monostatic radar, TDR, 
tunnels detection, time domain measurements, 
UWB antenna, and UWB pulse. 
 

I. INTRODUCTION 
Recently, many research efforts have been 

exerted for developing modern microwave 
imaging systems to work in home land security 
and other applications. UWB technology has been 
used for some time in ground penetrating radar 
(GPR) applications [1-3] and early breast cancer 
detection [4-6]. Recently, as a new trend, it is used 
in through wall imaging applications to help police 

to detect the existence of any hidden rooms or 
hidden people behind walls [7-9]. Many numerical 
analysis techniques have been employed for 
through wall imaging including geometrical optics 
(GO), ray tracing [10-11], and 2D method of 
moments (MoM) [12]. 

In this paper, a time domain reflectometry 
(TDR) UWB through wall gap detection system 
based on the operation principle of the UWB 
imaging system proposed by Chang et al [13] is 
presented. It is based on sending a short duration 
pulse that is synthesized by transmitting 
continuous wave (CW) signals at equidistant 
frequencies covering the entire UWB range from 
3.1 GHz to 10.6 GHz. The signal is produced by a 
vector network analyzer (VNA) after proper 
calibration over the pre-stated frequency range. 
The time domain representation of the pulse can 
be obtained by performing inverse fast Fourier 
transform (IFFT) on both transmitted and received 
signals. The principle is used in [13] for building a 
complete UWB imaging system for breast cancer 
detection. Multiple numerical simulations have 
been carried out using a finite integration 
technique (FIT) simulator, CSTMWS [14], to 
address the possible multiple reflections due to the 
wall construction. These simulations are used to 
ensure the negligible effect of the higher order 
reflection on the gap detection accuracy.   

The proposed UWB imaging system has an 
advantage over some of the available systems 
since it adopts the monostatic radar principle, i.e., 
it uses just one antenna for both transmission and 
reception. The UWB sensor is also another critical 
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design parameter regarding the cost, weight, and 
size. In the proposed system the heavy metallic 
UWB horn sensor is replaced by a low profile 
UWB microstrip antenna to maintain a high 
accuracy detection level. 
 
II. THE PROPOSED THROUGH WALL 

GAP DETECTION SYSTEM  
The proposed UWB imaging system for 

through wall gap detection is shown in Fig. 1. The 
system includes a fixed support to mount an UWB 
probe antenna. The probe antenna is connected to 
channel (1) of the VNA. An absorber is mounted 
vertically behind the antenna to prevent any 
undesired back reflections. The antenna is 
centered to face the first wall in the y-z plane, 
whereas the separation distance between the 
antenna and the first wall should be chosen 
carefully to ensure working in the far-field region 
of the antenna. Undesired reflections in UWB 
imaging systems considered as a great obstacle. To 
overcome this problem we focus on a prototype, 
which images the target using a synthesized pulse 
realized by sending continuous signals at 
equidistant frequencies over the required 
microwave band [13]. In order to check the 
imaging system capabilities for detecting hidden 
gaps behind walls, we made some practical tests 
using the setup shown in Fig. 1. The proper choice 
of the UWB antenna sensor is very critical issue 
for the system. In [15] three different UWB 
antenna prototypes were presented and maybe 
used as antenna probes covering the frequency 
band from 3 GHz to 10 GHz. The first prototype, 
shown in Fig. 2, consists of an elliptical aperture 
etched out from the ground plane of a PCB and a 
microstrip line with half circular shaped ring stub 
for excitation, which is chosen to work as an 
antenna probe in this system to satisfy the 
impedance bandwidth of the UWB range, as 
shown in Fig. 3, it relatively has a constant gain 
and stable radiation patterns over the UWB 
frequency range. The optimized antenna 
parameters in [15] are chosen according to 
multiple parametrical studies and optimizations 
carried out using CSTMWS. The final design 
antenna parameters are shown in Table 1. 

Two different wall materials were studied. The 
first type with thickness equal 3 cm, length equals 
to 22 cm, and width equal to 30 cm is made of a 
reinforced papers with a lower attenuation 

coefficient (0.26 dB/cm) than the second one. The 
second material (5.5 cm thickness, 23 cm length, 
and 15 cm width) is made of sandy brick and has a 
very high attenuation coefficient (3.6 dB/cm). 
Figures 4 and 5 show different reflections from 
two walls separated by an air gap and from a solid 
wall, respectively. As shown in Fig. 3, we expect 
four reflection coefficients (Γ1, ….., Γ4

 

) in case of 
having a gap between the two walls.   

 
 
Fig. 1. The proposed UWB imaging system for 
through wall gap detection. 

 
 

Table 1: Optimized dimensions for the UWB 
antenna (in mm) [15]. 

Parameter Value 
W 45 
L 45 

W 3 1 
L 12.4 1 
S 1.4 
R 4.5 1 
R 11 2 
A 9.6 
B 19 

 
 

 

 
(a)                              (b) 

 

Fig. 2. Geometry of the UWB antenna [15] (a) 
front view and (b) back view. 

412 ACES JOURNAL, VOL. 28, NO. 5, MAY 2013



 
Fig. 3. Simulated and experimental return loss S11 

 
of the UWB antenna [15]. 

 
 
Fig. 4. Reflections from the 1st and the 2nd

 

 wall 
with a gap in between. 

 

 
 

Fig. 5. Reflections from a solid wall without gaps. 
 

The gap detection algorism begins by reading 
the reflection coefficient (S11) from the VNA to 
obtain a frequency domain representation for the 
wall(s) reflections G(f). Using inverse fast Fourier 

transform (IFFT) embedded code in the VNA, a 
time domain representation of the reflection can be 
obtained g(t). In order to cancel the antenna, 
cables and connectors effect, the received 
reflections g(t) are subtracted from the antenna 
response in front of an absorber a(t). The resulted 
signal s(t) contains only the reflection information 
from the wall(s) under study. By monitoring the 
peaks and their locations, the detection algorism 
will provide enough information to make a 
decision in regard to the structure with either a 
solid wall or two walls separated by a gap (d).  
The gap ‘tunnel’ width (d) separating the two 
walls can be evaluated using the separation time 
(t) between the second reflection Γ2 and the third 
reflection Γ3

 
 from the following equation, 

𝑑𝑑 = (𝑡𝑡 ∗ 𝑐𝑐)/2          (1) 
 

where c is the speed of light in free space. The 
flow chart of the gap detection algorism is shown 
in Fig. 6.  
 
III. NUMERICAL INVESTIGATION OF 
THROUGH WALL GAP DETECTION 

USING CSTMWS  
In order to verify the proposed system 

performance and study the possible sources of 
errors, especially from higher order reflections, 
some numerical simulations have been carried out 
using CSTMWS [14] simulator. Two different 
cases have been investigated to determine the 
expected time domain reflections. The first one is 
the single wall, while the second is two walls 
separated by an air gap (d). An UWB plane wave 
Gaussian pulse (3 GHz to 10 GHz), shown in Fig. 
7, is used as a source of an incident wave, while 
the reflected back signals are monitored on the 
surface of the first wall. Two different scenarios 
for the internal construction of the walls under 
study are assumed. The first is for a lossless case 
with zero conductivity as an extreme case with no 
attenuation. While the other one assumes an actual 
sandy brick walls with finite conductivity (εr

Figure 8 shows a comparison between the time 
domain reflection from the single wall and the 
reflections of the two walls separated by an air gap 
of 5 cm assuming the worst case of lossless walls 
with zero conductivity. It can be concluded that 
the first and second reflections for both cases are 
coincident with each other. However, the multiple 

 = 
5.84 and the conductivity δ = 89 mS/m).   
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reflections (i.e., higher order reflections inside the 
single wall) are responsible for the lower 
amplitude reflections around 2.3 ns (solid red 
curve). The amplitudes of these reflections are 
much smaller compared with Γ3. Figure 9 shows 
the reflections according to the second scenario of 
using sandy bricks walls. The effect of the higher 
order reflections decreased dramatically so that it 
cannot interfere with Γ3. In the case of the two 
walls reflections, the air gap separation (d) is 
responsible for the time difference between Γ2 and 
Γ3

 

. Some parametrical studies for different values 
of (d), shown in Fig. 10, illustrate that effect. 

 
Fig. 6. Gap detection algorithm. 

 
Fig. 7. UWB plane wave pulse used by CSTMWS. 

 

Fig. 8. Time domain reflection comparison using 
no attenuation walls. 
 

Fig. 9. Time domain reflection comparison using 
sandy bricks walls. 

 

  
 
Fig. 10. Time domain reflections of two walls for 
different values of the air gap separation (d). 
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A. 1D Time domain results using one wall 
After constructing the system shown in Fig. 1 

and calibrating the VNA using standard calibration 
procedure in the frequency range of 3 GHz to 10 
GHz, we measure the reflection coefficient in the 
frequency domain and then using the time domain 
conversion tool embedded in the VNA, we convert 
the response into time domain. Figure 11 shows 
the antenna response in front of an absorber and 
without any walls, where we can notice two large 
reflection peaks and some small reflections at a 
later time. The first peak accounts for the 
reflection from the interface between the 
microstrip feed line and the antenna, while the 
second peak results from reflection of the 
electromagnetic wave radiated by the antenna into 
free space. The minor reflections at later time can 
be accounted to multipath effects and scattering 
waves from the surrounding objects. Figure 12 
shows a comparison between the time domain 
antenna response in front of an absorber and the 
esponse in front of a single low attenuation wall, 
19 cm apart, where two huge peaks appeared as a 
result of the air/wall reflection (Γ1) and wall/air 
reflection (Γ2

 

). Figure 13 (a) and 13 (b) shows a 
photo for the measurement setup. 

B. 1D Time domain results using two walls of 
low attenuation coefficient with a gap 
between them 
Figure 14 (a) to 14 (e) shows the multiple 

reflections due to two walls separated by a 
distance d. Table 2 shows a comparison between 
the actual gap dimensions and the calculated ones 
using equation (1). There is a good agreement 
between the actual and the calculated separation d, 
where the percentage error does not exceed 6.25 % 
for the considered cases. The error pattern here 
does not follow a certain pattern because of errors 
in antenna location adjustment, minor errors in the 
actual distance measurements and some errors due 
to multipath effect from the surrounding objects. 
 
C. 1D Time domain results using two walls of 

high attenuation coefficient with a gap 
between them 
The nature of the wall material has a great 

effect on the reflected back signals from the walls, 
for example, using a high attenuation walls (sandy 
bricks) will results in much lower reflection levels 
(Γ2, Γ3, Γ4) after the first reflection. Time domain 

representation is shown in Fig. 15 for the 
reflections occur from a solid wall in front of the 
transreceiving antenna. The distance from the 
antenna probe to the first wall is reduced to 10 cm 
for reducing the round trip path loss. Two major 
peaks can be noticed; the first one is due to the 
air/wall reflection and the second is due to the 
wall/air reflection whose magnitude is very low 
(less than -60 dB) mainly due to the wave high 
attenuation inside the wall. Figure 16 illustrates 
the effect of 5.5 cm gap between the two walls, 
where just three reflections (Γ1, Γ2, Γ3) can be 
detected while the forth one (Γ4 

 

) cannot be 
detected because of the interference with the noise 
floor due to its small value. The calculated 
distance between the two walls is 5.25 cm, which 
is compared to the actual distance (5.5 cm) with a 
percentage error of 4.54 %. 

 

Fig. 11. Antenna response in front of an absorber. 
 
 

 

Fig. 12. Reflections from a solid low attenuation 
wall without gaps. 
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Table 2: Comparison between the actual and the 
calculated gap length between walls. 

 
 

 
(a) 

 

   
(b) 

 
Fig. 13. Practical measurement arrangements (a) 
solid sandy brick wall and (b) two walls separated 
by a distance d. 

 
 

IV. CONCLUSION 
In this work, an accurate and easy to built 

UWB through wall gap detection system based on 
TDR approach is presented. Some numerical and 
practical UWB imaging experiments have been 
carried out for gap detection between walls made 
of different materials using time domain 
measurements. The proposed system shows a 
remarkable performance in both gap detection and 
gap width determination with a very high 
precision with an error percentage not more than 
6.25 % in the worst case. 

 

 
 
 
 
 
 
 

 

Fig. 14. Reflections from two low attenuation 
walls separated by an air gap (d). 
 
 

Fig. 15. Reflections from a solid single high 
attenuation wall without gaps. 
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Fig. 16. Reflections from two high attenuation 
walls separated by an air gap of 5.5 cm. 
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Abstract ─ A short-ended resonator with open 
stub loaded is presented in this paper. Resonance 
property is analyzed based on the transmission line 
theory. Analysis reveals that the odd/even-mode 
resonance frequency of the proposed resonator can 
be conveniently controlled. To realize two 
controllable bandwidths, two different coupling 
paths are introduced in the filter design. 
Furthermore, to improve the filter selectivity, the 
source-load coupling is adopted to create four 
transmission zeros (TZs) near the edges of the two 
passbands. Thus, a dual-band bandpass filter (BPF) 
with high selectivity can be achieved. One filter 
with two passband frequencies at 1.01 GHz and 
2.4 GHz is designed and fabricated to provide an 
experimental verification on the design method. 
 
Index Terms ─ Bandwidth, dual-band bandpass 

filter, passband frequency, and transmission zero. 

 

I. INTRODUCTION 
With the increasing demands for multi-band 

application in modern wireless system, it is 
popular for researches on the design of multi-band 
filters recently [1-9], especially dual-band filters 
[4-9]. In the past years, three design methods are 
introduced. The first one is to combine two sets of 
resonators with common input and output ports [3]. 
The passband frequencies can be independently 
controlled by using the proper configuration. 
However, the control of passband bandwidths is 

not discussed. The second one is to use 
stepped-impedance resonators (SIR) [5-7] and 
shorted-end resonators [8] to create two passbands. 
Although the passband frequencies can be tuned to 
the desire values, it is difficult to control the 
bandwidths. The last one is to use two coupling 
paths to realize the dual-band filters with 
controllable bandwidths, and the passband 
frequencies can be controlled by impedance ratio 
[9]. However, it is not convenient to realize the 
control of passband frequencies and bandwidth. To 
solve this problem, dual-band inverters are utilized 
to obtain the desired frequency and bandwidth at 
each passband [10]. 

In this paper, a short-ended resonator with 
open stub loaded for designing a dual-band filter 
with the flexible passband frequencies and 
bandwidths is proposed. The passband frequencies 
can be flexibly controlled by selecting the proper 
structure parameters of the open stubs and shorted 
ends. The bandwidths of the two passbands can be 
conveniently controlled by two coupling paths. By 
properly controlling the coupling coefficients of 
the coupling paths, the bandwidths can be 
controlled. As a result, both the passband 
frequencies and bandwidths can be easily adjusted. 
In addition, source-load coupling scheme (the 
third coupling path) is also introduced to create 
two TZs near the edges of each passband, resulting 
in high skirt selectivity. 
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II. ANALYSIS AND DESIGN OF 
PROPOSED BPF 

Figure 1 shows the configuration of the 
proposed microstrip BPF, which is composed of 
two resonators and two feed lines. The resonator 
is constructed by a short-ended resonator with an 
open-circuited stub at the center. The resonators 
are folded to reduce the circuit area. As can be 
seen from Fig. 1, there are two coupling paths 
between the two resonators, i.e., Path 1 and Path 
2. Path 1 indicates the coupling near the ends of 
the short-ended resonators, while Path 2 is the 
coupling between the two open stubs. Furthermore, 
the source-load coupling between the two feed 
lines does exist, causing improvement of the 
selectivity, which is donated as Path 3 in Fig. 1. 

 

 
 

Fig. 1. Configuration of the proposed BPF. 
 

A. Control of passband frequencies 
Figure 2 (a) shows the structure of the 

proposed resonator, which is composed of 

short-circuited resonator at both ends and an 

open-circuited stub at the midpoint. If the 

odd-mode excitation is applied to Feed 1 and 2, 

there is a voltage null at the symmetric plane (T-T) 

of the resonator. Therefore, the equivalent circuit 

can be attained, as shown in Fig. 2 (b). The input 

admittance for the odd mode is given by, 

1 2tan tan
ino

Y Y
Y j j

 
   .         (1) 

Where θ1 = βl1, θ2 = βl2，β is the propagation 
constant of the fundamental frequency. Y donates 
the characteristic admittance of the transmission 
line with shorted ends. Thus, the resonance 
condition is that the imaginary part of Yino is equal 
to zero, the odd-mode fundamental resonance 
frequencies can be deduced as, 

 1 22
o

e

nc
f

l l 



.           (2) 

Where l = 2 (l1 + l2), n = 1, 2, 3 …, c is the speed 

of light in free space, and εe denotes the effective 

dielectric constant. 

 

         
 
 

 
 (c) 

 

Fig. 2. (a) Structure of the proposed resonator, (b) 
equivalent circuit of the odd mode, and (c) 
equivalent circuit of the even mode. 

 

If the even-mode excitation is applied to Feed 

1 and 2 shown in Fig. 2 (a), there is no current 

flowing through the symmetric plane (T-T) of the 

transmission line. Therefore, the equivalent circuit 

can be attained by symmetrically bisecting the 

resonator, as shown in Fig. 2 (c). The input 

admittance for the even mode is expressed as 

2 3

1 2 3

tan tan

tan 1 tan tan
ine

Y
Y j jY

 

  


  


,     (3) 

where θ3 = βl3. The resulted even-mode 
fundamental resonance frequencies can be 
attained as follow, 

(a) (b) 
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A full-wave EM eigenmode simulation is also 

used to study the resonance properties of the 

proposed resonator. The electric field pattern at 

the odd-mode resonance frequency is illustrated in 

Fig. 3 (a). It can be seen that the minimum fields 

are near the region of via hoes and stub. 

Furthermore, the field exhibits an anti-symmetric 

property along the symmetric line T-T´. As for the 

electric field pattern at the even-mode resonance 

frequency that is illustrated in Fig. 3 (b), the 

minimum fields are only near the region of via 

holes together with a symmetric property along 

the symmetric line T-T´. 

  

     (a)                   (b) 

Fig. 3. Simulated electric field patterns for the 

proposed resonator for (a) odd mode and (b) even 

mode. 

 

It can be observed from equations (2) and (4) 

and Fig. 3 that the relation fo ＞  2fe can be 

attained. Furthermore, the odd-mode resonance 

frequencies are determined by the length of the 

shorted ends and the even-mode resonance 

frequencies are determined by the lengths of the 

shorted ends and open stub, i.e., changing the 

even-mode resonance frequencies may not affect 

the odd-mode resonance frequencies. With this 

property, dual-band filters with the flexible 

passband frequencies can be designed. Using the 

configuration in Fig. 1, the passband frequencies 

can be conveniently controlled. For validation, 

full-wave simulation is carried out using HFSS. 

Other parameters of the filter in Fig. 1 are kept 

fixed and only the lengths of L4 and L7 are 

changed, respectively. The simulated responses of 

the passband frequencies versus the lengths of L4 

and L7 are shown in Fig. 4 (a) and 4 (b), 

respectively. It can be seen that both passband 

frequencies are shifted down by changing the 

length of L4. Moreover, the lower passband 

frequency (fL) is shifted down by changing the 

length of L7, while the upper one (fH) is preserved. 

Besides, fH is larger than twice of fL. 

 

 
(a) 

 
(b) 

Fig. 4. Simulated responses of the passband 

frequencies versus length of (a) L4 and (b) L7. 

B. Control of passband bandwidths 
The coupling paths of the proposed filter are 

shown in Fig. 1. The coupling scheme for the two 
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bands is shown in Fig. 5. According to the above 

discussions, the lower passband is decided by the 

shorted ends and open stubs while the upper 

passband is only decided by the shorted ends. 

Thus, the two passband bandwidths are affected 

by the first two coupling paths and the upper 

passband bandwidth is only determined by the 

first coupling path. To determine the coupling 

bandwidths, two feed lines are weakly coupled to 

the two resonators, respectively. From the S21 

plotted in Fig. 6, it is observed that the odd and 

even resonance modes are split into four 

transmission poles termed as fo1, fo2, fe1, and fe2. 

The coupling coefficients and absolute 

bandwidths (ABWs) for the two passbands are 

mainly determined by the coupling gaps and can 

be calculated as, 

   
1 2

2 2 2 2
1 2 2 1 1 2( , )

L path L path L eL mL

e e e e

k k k k k

x S S f f f f
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2 2 2 2
2 1 1 2
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,
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        1 2 2 1( , )L e ey S S f f    ,        (7) 

1 2 1( )H o oy S f f    .         (8) 

 

  
(a)                (b) 

 

Fig. 5. Coupling mechanism, (a) for the lower 

resonance frequency and (b) for the upper 

resonance frequency. 
 

It can be seen from equations (6) and (8) that 

the coupling coefficients and ABWs of the upper 

passband (|kH| and △H) are only affected by the 

gap of S1 (Path 1), which can be confirmed from 

Figs. 7 and 8. It can be observed from equations 

(5) and (7) that |kL| and △L are affected by the 

gaps of S1 and S2 (Path 1 and Path 2). As 

discussed in [11], Path 1 is the magnetic coupling 

and Path 2 is the electric coupling, so kpath1L = kmL 

＜ 0 and kpath2L = keL ＞ 0 can be achieved. 

Furthermore, |kpath1L| (= |kmL|) is decreased with the 

increase of S1 while kpath2L (= keL ＞ 0) keeps 

unchanged. In addition, |kL| is decreased with the 

increase of S1, as shown in Fig. 7 (a). According 

to equation (5), |kpath1L| = |kmL|＞|kpath2L| = |keL| can 

be achieved. Thus, |kL| and △L are increased with 

the increase of S2, which can be seen from Figs. 7 

(b) and 8 (b). 
 

 

Fig. 6. Resonance frequency of the proposed BPF 

for S3 = 1.0 mm. 

 
Besides the coupling coefficients, the external 

quality factors (Qes) also affects the bandwidths. 

In this design, Qes for the two passbands may be 

determined by k´ and L8. Here k´ (=(ZE-ZO) / 

(ZE+ZO)) is the coupling coefficient between the 

feeder and the resonator, and ZE, ZO are the even 

and odd characteristic impedances. The simulated 

Qes for the two passbands against k´ and L8 are 

shown in Fig. 9. Here, Qe1 and Qe2 are the external 

quality factors for the lower and upper passbands, 

respectively. It can be observed that Qes for the 

two passbands are increased with the increase of 

k´ and slightly affected by L8. Hence, Qes for the 

two bandwidths can be tuned to the desired values 

by adjusting k´ within a certain range. Therefore, 
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there are sufficient degrees of freedom to control 

the bandwidths at the two passbands. 

 
 

(a)    
 

 
  

(b) 
 
Fig. 7. k and △ versus gap of (a) S1 and (b) S2. 

 

 

(a) 

 

(b) 

Fig. 8. Simulated responses of the passband 

bandwidths versus gap of (a) S1 and (b) S2. 

 

 

Fig. 9. Simulated Qes for the passbands against k´ 

and L8. 

 

C. Design methodology 
To design the proposed filter, the first step is 

to obtain desirable passband frequencies. As 

stated above, the open stub will not affect fH. 

Therefore, we first tune fH to the desirable value 

by changing the length of the short-circuited line. 

After that, the open-stub length is adjusted to 

obtain desirable fL without affecting fH. 

The second step is to obtain the required 

bandwidths at fL and fH. As stated previously, the 

coupling Path 2 has no impact on the upper 
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passband. Hence, we first meet the requirement of 

|kH| and △H by changing the dimensions of Path 1 

and then obtain desirable |kL| and △L by altering 

the dimensions of Path 2. As for the Qes, we can 

tune k´ to control it. Finally, a fine tuning is 

performed to fulfill the requirements of both 

passbands. 
 

III. MEASURED RESULTS AND 
DISCUSSIONS 

To demonstrate our design, one prototype of 

the proposed dual-band BPF is implemented on a 

substrate with r = 3.38 and h = 0.813 mm. The 

dimensions are determined as follows: W0 = 1.9 

mm, W1 = 0.4 mm, W2 = 0.4 mm, W3 = 0.8 mm, S1 

= 1.1 mm, S2 = 0.9 mm, S3 = 0.15 mm, S4 = 0.4 

mm, L1 = 5.7 mm, L2 = 3.5 mm, L3 = 10.1 mm, L4 

= 11.0 mm, L5 = 9.2 mm, L6 = 8.0 mm, L7 = 1.2 

mm, L8 = 9.2 mm, L9 = 12.3 mm, L10 = 1.1 mm, r 

= 0.3 mm, and a = 1.4 mm. Figure 10 shows the 

photograph and measured results of the proposed 

dual-band filter. The measured passband 

frequencies of the two passbands are 1.01 GHz 

and 2.4 GHz, and the measured minimum 

insertion loss (IL) of the two passbands are 0.9 dB 

and 1.0 dB, with the 3 dB fractional bandwidth 

(FBW) of 5.92 % and 5.86 %. Inside the 

passbands, the return loss is greater than 15.5 dB. 

Four TZs are created by the source-load coupling 

at 0.79 GHz, 1.34 GHz, 2.06 GHz, and 2.64 GHz 

near the edges of the two passbands, improving 

the selectivity of the filter. Furthermore, the 

rejection level between adjacent bands is better 

than -30 dB. Besides, a wide upper stopband with 

a good suppression of greater than 15 dB from 

2.56 GHz to 4.8 GHz has been realized. Table 1 

summarizes the comparisons of the proposed filter 

with previous reports. The proposed dual-band 

BPF has the advantages of compact size, wide 

upper stopband, high selectivity, and independent 

control of center frequencies and bandwidths. 

 
Fig. 10. Results and photograph of the proposed 

dual-band BPF. 

 

Table 1: Comparisons of dual-band BPFs. 

Ref. Effective 
circuit size TZs IL (dB) 

3-dB 
FBW 
(%)

[4] 0.10λ0×0.25λ0 5 0.85/0.9 10/9.3

[5] 0.21λ0×0.25λ0 1 1.8/2.9 7.0/4.0

[6] 0.14λ0×0.14λ0 2 0.8/1.0 54/20 

[7] 0.25λ0×0.25λ0 6 1.58/1.54 2.0/3.3

[8] 0.29λ0×0.37λ0 4 1.8/ 1.6 7.3/ 9.8

[9] 0.22λ0×0.21λ0 2 1.46/1.16 5.5/4.5
Proposed 

filter 0.14λ0×0.19λ0 6 0.9/1.0 5.9/5.8

 
λ0 is the guided wavelength of the lower passband. 
 

IV. CONCLUSION 
This paper has proposed a resonator for the 

design of a dual-band BPF. The passband 

frequencies and bandwidths of the proposed filter 

can be conveniently controlled by adjusting the 

corresponding resonator structure parameters and 

the coupling coefficients properly. Four TZs near 

the edges of the passbands can be realized by 

source-load coupling. The filter has the 

advantages of flexible passband frequencies and 

bandwidths, compact size, high selectivity, and 

wide upper stopband. With all these properties, 

the proposed filter is applicable for dual-band 

wireless communication systems. 
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Abstract ─ In this paper, a novel coplanar 
waveguide (CPW) fed ultra wideband (UWB) 
antenna with reconfigurable functions and notch 
band characteristics is proposed for wireless 
communication applications. The proposed UWB 
antenna has two stop bands that are achieved by 
using the stepped impedance stub (SIS) loaded 
stepped impedance resonators (SIRs). The 
reconfigurable functions are obtained by means of 
two ideal switches that are implemented on the 
proposed two SIRs. By controlling the status of 
the ideal switches ON/OFF, the proposed antenna 
can work in UWB operation band with both 
switches OFF and the antenna can be used as a 
dual notch band UWB antenna when the status of 
both switches is ON. The frequency domain 
characteristics are investigated, and the time 
domain characteristics, such as group delay, have 
been studied in details as well. The simulation and 
experiment results demonstrate that the proposed 
reconfigurable antenna can well meet the 
requirement for the UWB communication, notch 
band UWB, and multiband communication.  

  
Index Terms ─ Multiband antenna, notch band 
antenna, reconfigurable antenna, time domain 
characteristic, and UWB antenna. 

I. INTRODUCTION 
With the rapid development of wireless 

communication, low power and high data rate 
communication systems have been becoming the 
key technologies in wireless communications. 
Especially, after the federal communications 
commission (FCC) has released the bandwidth 
ranging from 3.1 GHz to 10.6 GHz for indoor 
UWB communication applications in 2002 [1]. 
The UWB systems and radio frequency front-end 
based on ultra wideband technology operated in 
short distance has attracted more attention in both 
academic and industrial fields. Nevertheless, the 
ultra wideband antenna that is used as a 
transmitting and receiving component plays a 
critical role in the UWB systems. For the indoor 
communication applications, the UWB antenna 
should be small, low cost, and omni-directional for 
practical applications. In addition, the UWB 
antenna should also have a wide impedance 
bandwidth covering the entire bandwidth ranging 
from 3.1 GHz to 10.6 GHz. For the reasons above, 
a lot of printed UWB antennas have been 
developed to meet the requirements [2-8]. 
However, several narrow band communication 
systems, C-band at 4.4 GHz - 5 GHz for C-band 
satellite communication, HIPER-LAN/2 bands at 
5.15 GHz - 5.35 GHz and 5.47 GHz - 5.725 GHz 
in Europe, and IEEE 802.11a/h/j/n bands at 4.9 
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GHz - 5.0 GHz, 5.035 GHz - 5.055 GHz, and 5.25 
GHz - 5.725 GHz in Japan; 5.15 GHz - 5.35 GHz 
and 5.725 GHz - 5.825 GHz in US and X-band at 
8.5 GHz - 9.5GHz for deep space communication, 
have been used for a long time [9]. For reducing or 
avoiding the potential interference between UWB 
systems and the narrow systems, the band-stop 
filters should be added at the end of the antenna or 
equipment. Thereby, both the cost and weight of 
the equipment will increase. Recently, printed 
UWB antennas with band notch functions have 
been proposed for reducing the potential 
interferences [10-24]. Though, these antennas can 
reduce the interference, most of the notch band 
antennas in the literatures have a complex 
structure, which would be difficult to redesign and 
the notch band is not tunable either. Furthermore, 
those notch band UWB antennas usually use 
various slots on either radiation patch or ground 
plane. These slots may result in the leaking of 
electromagnetic wave, which in turn, deteriorates 
the radiation patterns. To overcome the 
drawbacks, the most effective method is to insert 
open circuited stubs [17-18] into the UWB 
antenna, and integrate filters [24] in the fed line 
and active region. M. Ojaroudi et al. have also 
proposed a method by using tuning stubs to 
perturb matching impedance and create an open 
circuit to form a notch band at the undesired 
frequencies [25]. Some antennas using SRRs in 
the fed structures [19-20] are also utilized to 
improve the band limitation. However, those 
antennas are just used as UWB antennas or notch 
band UWB antennas. It is difficult to use the UWB 
antenna for two modes. Moreover, a lot of 
switchable antennas have been used for multimode 
communication applications [26-36]. In addition, 
most UWB antennas in the literatures are only 
investigated in the frequency characteristics. In 
this paper, a CPW feed wide slot UWB antenna 
with reconfigurable functions and notched band 
characteristics is presented and investigated 
numerically and experimentally. The proposed 
UWB antenna has two stop bands that are realized 
by using SIRs. Two ideal switches are used to 
control the mode of the proposed reconfigurable 
antenna. In this paper, the proposed reconfigurable 
UWB antenna consists of a dual-notch band UWB 
antenna and two ideal switches. The two notch 
band obtained using SIRs, which can be designed 
using SIRs theory. So, the notch can be designed 

flexibly and easily by means of the method 
proposed in [37]. Both, the frequency domain and 
time domain characteristics are investigated and 
discussed. The proposed antenna was designed, 
fabricated, and analyzed in details. The antenna 
parameters such as reflection coefficient, radiation 
pattern and group delay are discussed in this 
paper. 

  
II. ANTENNA DESIGN 

Figure 1 illustrates the geometry of the 
proposed UWB antenna with reconfigurable 
functions and dual notch band characteristics. The 
proposed reconfigurable UWB antennas are 
printed on a thin substrate plate with a relative 
permittivity of 2.65, a loss tangent of 0.002 and a 
thickness of h = 1.6 mm. The dimensions of the 
antenna structure are 32 mm in length, 24 mm in 
width, and 1.6 mm in height. The proposed UWB 
antenna consists of a circular slot on a rectangular 
PEC plate, a circular radiation patch inside the 
slot, two SIRs (upper and lower SIR), two ideal 
switches, and a 50 Ω CPW-fed structure. The 
black and blue parts indicate the PEC structure in 
Fig. 1. The 50 Ω CPW fed structure consists of the 
CPW transmission signal strip line with a signal 
strip width W7 = 3.6 mm, and a gap between the 
CPW ground plane and the transmission signal 
strip with width 0.2 mm. The 50 Ω CPW structure 
of the proposed UWB antenna is designed by 
using the formulas in [38]. The configuration of 
the proposed reconfigurable UWB antenna is 
shown in Fig. 1 (e). The detailed design procedure 
is illustrated in Figs. 1 (a) to 1 (f). First, a circular 
slot UWB antenna with a circular radiation patch 
has been proposed in Fig. 1 (a), which is referred 
as antenna1. In order to design a notch band UWB 
antenna, a SIR denoted as an upper SIR is etched 
on the circular radiation patch to reduce un-
required signal from IEEE 802.11a and C-band. 
The upper SIR works at 5.5 GHz, and the 
proposed UWB antenna with an upper SIR is 
shown in Fig. 1 (b). Furthermore, a lower SIR is 
embedded inside the CPW excitation signal line to 
produce another notch band, which works in the 
X-band. The proposed UWB antenna with a lower 
SIR is shown in Fig. 1 (c). Figure 1 (d) is an UWB 
antenna with a dual notch band integrated with an 
upper and lower SIR. In order to make the 
proposed dual notch band UWB antenna for 
multiple modes, two ideal switches are employed 
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in this design, for example, the two ideal switches 
are cooperated into the two SIRs and denoted as 
switch 1 (SW1) and switch 2 (SW2). The 
reconfigurable UWB antenna is shown in Fig. 1 
(e). Figure 1 (f) indicates the positions of the two 
ideal switches. In this design, SW1 and SW2 
control the status of the proposed reconfigurable 
antenna. By adjusting the status of the proposed 
switches, the antenna can work as an UWB 
antenna or a dual notch UWB antenna/tri-band 
antenna. In this paper, the designed reconfigurable 
UWB antenna is denoted as antenna5 and shown 
in Fig. (e). The position of the ideal switches are 
shown in Fig. 1 (f). The proposed reconfigurable 
UWB antenna without the two ideal switches is a 
dual-notch band UWB antenna with two notch 
bands at 5.5 GHz and 9.2 GHz, respectively. This 
dual-notch band UWB antenna integrated with 
both SIRs is named antenna4 and is shown in Fig. 
1 (d). Antenna4 with only upper SIR denoted as 
antenna2 has a notch band at 5.5 GHz. Antenna4 
with only lower SIR denoted as antenna3 also has 
a notch band at 9.2 GHz. Antenna with neither 
lower SIR nor upper SIR is an UWB antenna and 
is denoted as antenna1. 

 

 
(a)                              (b) 

 

 
(c)                              (d) 

 
 

(e)                                         (f) 
 

Fig. 1. Design flowchart of the proposed 
reconfigurable antenna for the (a) proposed UWB 
antenna (antenna1), (b) UWB antenna with an 
upper SIR (antenna2), (c) UWB antenna with a 
lower SIR (antenna3), (d) UWB antenna with both 
the upper and lower SIR (antenna4), (e) 
reconfigurable antenna (antenna5), and (f) position 
of ideal switches. 
 

III. RESULTS AND DISCUSSES 
The proposed reconfigurable antenna is 

formed using the dual-notch band antenna4 and 
the two ideal switches. The center frequency of the 
notch band can be tunable by adjusting the 
dimensions of the two SIRs. In this section, we 
will discuss the simulation and measurement 
results for the proposed antenna structures. We 
begin with the notch band antenna. 

  
A.  Notch characteristics of proposed antennas 

Figure 2 illustrates the notch characteristics of 
the proposed antennas. The results are obtained by 
using the finite element method (FEM) [39-41] 
and the finite difference time domain (FDTD) 
method [42-45]. Antenna4 without the two SIRs is 
an UWB antenna covering the entire UWB band 
ranging from 3.1 GHz to 10.6 GHz. This is also 
denoted as antenna1 in this paper. Antenna4 with 
only an upper SIR (antenna2) is an UWB antenna 
with a notch band near 5.5 GHz. This antenna can 
reduce the potential interference between the 
UWB systems and WLAN. Antenna4 with only a 
lower SIR is also an UWB antenna with a notch 
band at 9.2 GHz, which can suppress the un-
required signal in the X-band. Antenna4 including 
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two SIRs is an UWB antenna with two stop bands. 
It is observed from Fig. 2 that the notch band near 
5.5 GHz is generated by the upper SIR and the 
notch band near 9.2 GHz is given by the lower 
SIR. The impedance characteristics of antenna4 
without SIRs, with one upper SIR and one lower 
SIR and two SIRs are obtained using the FEM 
method [32-34] and compared in Fig. 3. It is 
obvious from Fig. 3 that the real curves of the 
proposed antennas are around 50  except the 
notch bands, which indicates the good impedance 
matching across the entire operating frequency 
band. It can be observed from Fig. 3 that the real 
parts of the impedance for the notch band antennas 
reach nearly zero at the lower notch band near 5.5 
GHz and reach 100  at the higher notch band 
near 8.7 GHz. The imaginary parts of the notched 
antennas also change sharply. The results illustrate 
that the inclusion of the SIRs causes the antennas 
non-responsive at the rejection bands. 

 
B. Reconfigurable characteristics of proposed 
antenna 
 The proposed reconfigurable antenna with 
two ideal switches is shown in Fig. 1 (e). The 
reconfigurable antenna referred as antenna5 is 
based on antenna4 using two ideal switches, which 
are shown in Fig. 1 (f). The two ideal switches, 
switch 1 (SW1) and switch 2 (SW2), are metal 
bridges. In this paper, the ideal switch using the 
metallic copper strip is to approximate the 
switching devices [34]. During the simulation, the 
metal bridges with dimensions of 0.9 mm  0.7 
mm are used to approximate the SW1. SW2 is 
replaced by a microstrip line with a length of 0.8 
mm and width 0.4 mm. The presence of the metal 
bridge represents that the switch status is ON; in 
contrast, the absence of the metal bridge represents 
that the switch status is OFF [29-30]. The 
simulated results for antenna5 are shown in Fig. 4. 
It can be observed from Fig. 4 that antenna5 with 
two switches OFF is an UWB antenna, which 
covers the entire UWB band with below -10 dB 
reflection. Antenna5 with SW1 OFF and SW2 ON 
is also an UWB antenna having a bandwidth of 7.8 
GHz. Antenna5 with SW1 ON and SW2 OFF is a 
notch band UWB antenna or a dual band antenna. 
The notch band is near 5.5 GHz. Antenna5 with 
both switches ON is an UWB antenna with two 
rejection filter bands at 5.5 GHz and 9.2 GHz, 
respectively. This is also antenna4. Antenna5 with 

both switches ON can also be used as a tri-band 
antenna covering 2.8 GHz-5.0 GHz, 5.9 GHz-8.9 
GHz, and 9.6 GHz-10.7 GHz. It is worth noticing 
that the proposed antenna without the two ideal 
switches is a dual band-notch UWB antenna and is 
denoted as antenna4 in this paper. The notch band 
of the proposed antenna is tuneable by adjusting 
the parameters of the SIRs. 

 

 
(a) 

 
(b) 

Fig. 2. Notch band characteristics of the proposed 
antennas (antenna4) using (a) the FDTD and (b) 
FEM methods. 

 
 The impedance versus frequency of the 
proposed antenna5 in the different status including, 
both switches OFF, with SW1 ON and SW2 OFF 
and with SW1 OFF and SW2 ON are plotted in 
Fig. 5 by using the FEM method. The antenna5 
with both switches ON is also a dual notch band 
antenna, which is referred as antenna4. We can 
observe from Fig. 5 that the real part of the 
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impedance of antenna5 with switches OFF 
fluctuates around 50 ,which implies a good 
match over the UWB band. The reconfigurable 
antenna5 with SW1 ON and SW2 OFF is a notch 
band antenna and has a notch near 5.5 GHz. The 
real part of antenna5 with SW1 ON and SW2 OFF 
reaches zero near 5.5 GHz and the imaginary part 
of the impedance changes to 60 . This results in 
no-responsive at 5.5 GHz. The reconfigurable 
antenna5 with SW1 OFF and SW2 ON is also an 
UWB antenna and the real part of the impedance 
is around 50 , which coincides with the S-
parameter results illustrated in Fig. 4.  

 

  

Fig. 3. Impedance characteristics of proposed 
notch band antennas. 

 

 

 
 

(a) 

 

(b) 
 

Fig. 4. Switchable characteristics of the proposed 
reconfigurable antenna (antenna5) using (a) FDTD 
and (b) FEM methods. 
 
C.  Measurement result analysis 

To validate the simulation results above, the 
proposed antenna5 with both switch ON and OFF 
are optimized and the optimized parameters are as 
follows: W = 24 mm, L = 32 mm, D = 23.2 mm, 
D1 = 13 mm, W2 = L6 = 8 mm, L1 = 1.9 mm, L7 
= 3 mm, W3 = 4 mm, L8 = 2 mm, W4 = 0.4 mm, 
W5 = 1.4 mm, W6 = 2.7 mm, L2 = 3 mm, L3 = 
1.8 mm, L4 = 1.5 mm, L5 = 2.5 mm, W7 = 3.6 
mm, and s1 = 0.7 mm. In order to verify the 
simulation results, two modes of the proposed 
reconfigurable antenna is fabricated and measured. 
The two fabricated antennas are just two states of 
the reconfigurable antenna. Here, we fabricate two 
antennas represented by two states. We believe 
that this approximation is acceptable and suitable 
to demonstrate the basic switching concept. In the 
practical application, the copper strip can be 
replaced by PINs and real RF switching circuits 
[34]. The optimized antennas, as shown in Fig. 6, 
are also fabricated and measured using HP8757D 
scalar network analyzer. The measurement results 
are illustrated in Fig. 7. 

It can be seen from Fig. 7 that antenna5 with 
both switches ON is a dual notch band UWB 
antenna, and antenna5 with both switches OFF is 
an UWB antenna. The measurement results agree 
well with the simulated ones, which help to verify 
the accuracy of the simulation. The differences 
between the simulated and measured curves may 
be due to the errors of manufactured antennas. 
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Thereby, we can control the switches ON and OFF 
to let the proposed antenna work in an UWB mode,  
dual notch UWB mode/tri-band antenna mode, 
and a notch UWB/dual band antenna mode. The 
measured radiation patterns at 3.5 GHz, 7.0 GHz, 
and 10.0 GHz are shown in Fig. 8. 

It is worthwhile to know from the radiation 
patterns that the radiation patterns of the 
reconfigurable antennas are omni-directional in 
the H-plane, which is also denoted as xz-plane and 
dipole-like in the E-plane, which is also denoted as 
yz-plane when both switches are turned ON or 
OFF, respectively. The E-plane radiation patterns 
of antenna5 with both switches ON have a little 
distortion, which is caused by the power leaking of 
two excited SIRs. In this paper, two SIRs etched 
on the radiation patch and the CPW-fed line will 
also leak electromagnetic wave, which deteriorates 
the radiation patterns a little. It is evident from the 
measurement and simulation results that the 
proposed reconfigurable antennas using the ideal 
switches well satisfy the requirement of the 
wideband communication applications. The peak 
gains of antenna5 with both switches ON and OFF 
are obtained by comparing with a double ridged 
horn antenna.  

 

 
 

Fig. 5. Impedance characteristics of the proposed 
reconfigurable antennas. 

 
 
The measured peak gains of the fabricated 

antennas are illustrated in Fig. 9. It is obvious 
from Fig. 9 that the stable gains of the fabricated 
antenna have been obtained throughout the 
operation band except the notched frequencies. As 
expected, antenna5 with both switches ON has two 

sharp gains, which decrease in the vicinity of 5.5 
GHz and 9.2 GHz, namely, the gains drop deeply 
to 6.1 dBi and 4.6 dBi, respectively. The gain in 
this paper is little lower because of the two SIRs, 
which also leak energy. However, the antenna5 
with both switches OFF has stable gains over the 
UWB band. The increased gains in the high 
frequency may be attributed to the deteriorated  E-
plane radiation patterns. 

 

 
 

(a) 

 

 

(b) 
 

Fig. 6. Prototypes of the fabricated antennas 
(antenna5) used in the measurement when both 
switches are turned (a) ON and (b) OFF.  

432 ACES JOURNAL, VOL. 28, NO. 5, MAY 2013



 
 

Fig. 7. Reflection coefficients of the fabricated 
antenna5 when switches are turned ON or OFF. 
       

  

  
(a)                                     (b) 

  
(c)                                     (d) 

  
(e)                                     (f) 

 

Fig. 8. Radiation patterns of antenna5 at different 
switch status and frequencies for (a) both switches 
ON at 3.5 GHz, (b) both switches ON at 7.0 GHz, 
(c) both switches ON at 10.0 GHz, (d) both 
switches OFF at 3.5 GHz, (e) both switches OFF 
at 7.0 GHz and (f) both switches OFF at 10.0 GHz. 

 
 

Fig. 9. Gains of the fabricated antennas when the 
status of the switches is ON or OFF, respectively. 
 

D.  Efficiency 
 The efficiency of the proposed reconfigurable 
antennas with both switches ON and OFF is 
obtained by using the FDTD method [37] and 
shown in Fig. 10. The antenna5 with both switches 
ON has an efficiency over 90 % during the UWB 
band except the two notch bands. In the notch 
band, the efficiency is reduced very quickly. The 
efficiency is 35 % in the lower notch band, which 
is near 5.5 GHz and the efficiency is 55 % in the 
higher notch band at 9 GHz. The antenna5 with 
both switches OFF has a stable efficiency in UWB 
band. In the operation band, the antenna5 with 
both switches OFF has a high efficiency, which is 
greater than 90 %. 
 

  
 

Fig. 10. Efficiency of the proposed antennas when 
the status of the switches is ON or OFF, 
respectively. 
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E.  Group delay 
 As well-known fact, an UWB antenna should 
cover a wide band from 3.1 GHz to 10.6 GHz. 
Therefore, the analysis of the group delay is very 
important. An UWB antenna can be regarded as a 
filter by means of magnitude and phase responses 
[46]. When a signal goes through a filter, the 
signal will distort in both amplitude and phase. 
This distortion depends on the characteristics of 
the designed filter, which can determine the 
communication quality. By representing the 
transmitting and receiving antennas as a filter, the 
phase linearity and group delay at the operation 
band are very important for designing UWB 
antennas. The phase of the proposed notch band 
antennas and the reconfigurable antennas are 
shown in Fig. 11. It is interesting to notice that the 
inductance property abruptly changes to the 
capacitance property in the notch band of the 
proposed notch band antennas and the 
reconfigurable antenan5 with both switches ON, 
SW1 ON and SW2 OFF. The antenna1 and the 
reconfigurable antenna5 with both switches OFF, 
SW1 OFF and SW2 ON have a good linearity. The 
group delay is defined as the measurement of the 
signal transition time though a device. For the 
notched UWB antennas, the altered inductance 
properties result in a group delay of UWB 
antennas. We use the definition of the group delay 
[46] through the derivative of phase, which is 
expressed as, 

( )   = 
( ) 






,                        (1) 

where () and  are the phase and angular 
frequencies, respectively. The group delay 
characteristic of the proposed notch band antennas 
and the reconfigurable antenna5 with switches ON 
and OFF are shown in Fig. 12. It is observed form 
Fig. 12 (a) that the group delay of antenna1 is less 
than 2 ns. The group delays of the notch band 
UWB antennas are less than 2 ns except the notch 
band. For the lower notch band near 5.5 GHz, the 
group delay is about 7 ns. For the higher notch 
band at 9 GHz, the group delay is about 6 ns. This 
also implies that the two notch band can reduce to 
void the potential interference from the narrow 
band, such as C-band and IEEE 802.11a. 

 
  (a) 

 
(b) 

Fig. 11. Phase behaviour of the proposed antennas 
when the switches are in the different status for (a) 
the notch band UWB antennas and (b) the 
reconfigurable UWB antennas. 
 

 
(a) 
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(b) 

Fig. 12. Group delay characteristic of the proposed 
antennas when the switches are in the different 
status for (a) the notch band UWB antennas and (b) 
the reconfigurable UWB antennas. 

 

 For the reconfigurable antennas, the notched 
UWB antennas also have a high group delay at the 
notch band. The reconfigurable antenna5 with 
both switches OFF and antenna5 with SW1 OFF 
and SW2 ON are UWB antennas and the group 
delays are less than 2 ns over the operation band. 
For the UWB antenna1, the group is about 1 ns. 
The group of other antennas may be affected by 
the two SIRs in the UWB operation band. The 
group delay is caused by the SIRs, which change 
the inductance and capacitance of the antennas at 
the notch bands.  
 
F. UWB system with two UWB antennas  

To investigate the performance of the 
proposed antennas as a transmitter and a receiver 
in an UWB system [47], two identical antennas are 
mounted on the surface of the dielectric surface 
with 100 mm shift of their center points, and the 
antenna orientations are arranged in the four cases, 
as shown in Fig. 13. One of them works in the 
transmitting mode, and another one works in the 
receiving mode. The antenna in the transmitting 
mode is excited by using a modulated Gaussian 
pulse as shown in Fig. 14 (a). The received signal 
at the notch antennas and the reconfigurable 
antennas with different orientations are shown in 
Figs. 14 (b) and 14 (c). 

It is observed from Fig. 14 that the received 
signals have been dispersed and distorted 
compared with the excitation pulse, which is 
caused by the free space attenuation [47-49]. The 

signal amplitudes of the received signals are also 
decreased due to the attenuation. The received 
signal of antenna5 with both switches ON 
deteriorates quickly than both switches are OFF. 
The distortion signal may be also attributed to the 
excited SIRs that result in the power leaking. This 
can also be assessed using fidelity and given as 
follows [47], 

2 2

( ) ( )

max

( ) ( )

t r

t r

s t s t d

F

s t dt s t dt

 



 

 

 
 

 
 
 
  



 
            (2) 

where St(t) is the source pulse and Sr(t) is  a 
received signal in the far field zone. The fidelity (F) 
is the maximum correlation coefficient of the two 
signals by varying the time delay . In fact, the 
fidelity reflects the similarity between the 
transmitted and received signals. The group delay 
of antenna1, antenna5 with both switches OFF and 
antenna5 with both switches ON are also 
investigated herein and illustrated in Fig. 15. 
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(c) head to tail                      (d) tail to tail 

Fig. 13. Relative positions of the two antennas for 
evaluating group delay. 

 
(a) 
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(b) 

 

(c) 

Fig. 14. Time domain characteristic of the 
proposed reconfigurable antennas for the different 
switch status: (a) excitation pulse used in the 
transmitting antenna, (b) Transmitted time domain 
signal measured at the antenna 5 with both 
switches ON, and (c) Transmitted time domain 
signal measured at the antenna5 both switches 
OFF. 

 
(a) 

 
(b) 

 

 
(c) 

 

Fig. 15. Group delay characteristic of two antenna 
systems for the different relative locations for (a) 
antenna1, (b) antenna5 with both switches OFF, 
and (c) the antenna5 with both switches ON.  

 

 It can be seen from Fig. 15 (a) that antenna1 
has a small group delay except the tail to tail case. 
When the antennas are placed in the tail to tail 
position, the signal has a longer path than other 
positions, which results in a larger group delay. 
For the proposed reconfigurable antennas, the 
antenna5 with both switches OFF has a small 
group delay, and however, the antenna5 with both 
switches ON has a large group delay at the notch 
bands. The group delays of antenna5 are similar to 
antenna1 expect in the notch bands.  
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IV. CONCLUSION 
In this paper, a compact reconfigurable 

antenna for UWB and multi-band communication 
applications has been investigated numerically and 
experimentally. The reconfigurable functions are 
obtained using two ideal switches on SIRs. By 
switching ON and OFF status of the two switches, 
the proposed reconfigurable antenna can work in 
three modes, namely, UWB mode, notch band 
UWB mode/dual band antenna mode and dual 
notch band UWB mode/tri-band antenna mode. 
The switchable characteristic and notch functions 
are numerically investigated. The proposed 
switchable antenna with both switches ON and 
OFF are fabricated and measured. The impedance, 
group delay, and phase of the proposed antenna 
are also analyzed in this paper. We believe that 
PIN diodes or MEMS switches can be used to 
replace ideal switches to realize reconfigurable 
characteristics in the practical engineering. As a 
result, the proposed antenna can well meet the 
UWB communication requirement and effectively 
reduce the potential interference between UWB 
systems and existing narrow band systems.  
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Abstract  A novel monopole antenna is presented 
for ultra-wideband (UWB) applications. 
Enhancement in the antenna’s bandwidth was 
obtained by using a new radiating patch structure 
that includes a q-shaped slots in the ground plane. 
UWB performance is achieved without increasing 
the overall size of the antenna’s structure. The 
antenna operates between 2.4 GHz  13.9 GHz for 
S11 ≤ -10 dB. The antenna radiates omni-
directionally over its operating band. The antenna 
occupies an area of about 25 × 25 mm2 when 
fabricated on FR4 substrate with thickness of 1 
mm and relative permittivity of r = 4.4. 
 
Index Terms  Microstrip antenna, monopole 
antenna, and ultra-wide band antenna. 

 
I. INTRODUCTION 

 Nowadays there is a great demand for 
antennas that are capable of operating over an 
ultra-wideband frequency range. Over the past few 
years many broadband monopole antennas have 
been proposed consisting of various geometries [1-
21]. This type of antenna is the most widely used 
in the architecture of mobile communications 
systems as it provides the desired radiation 
patterns and can be easily integrated within mobile 
handsets. Wide band technology is becoming 
increasingly attractive in wireless communication 
as it allows greater system capacity and data 
exchange. Since the U.S Federal Communication 
Commission (FCC) has specified 3.1 GHz  10.6 

GHz frequency band for ultra-wideband usage, the 
UWB technology has become the preferred 
candidate for future short range and high rate 
indoor data communication systems. 
 Research on printed planar antennas is 
growing because this type of antenna 
implementation offers desirable characteristic like 
ease in fabrication, low cost, and integration [7-
10]. Due to these features the planar antenna is 
considered the best choice for the use in UWB 
systems. However, one serious disadvantage of 
patch antennas is their narrow bandwidth. 
Therefore researchers are investigating the 
utilization of different methods and techniques for 
designing wideband patch antennas. Various 
techniques have been used in order to increase the 
bandwidth of the monopole antenna, for instance, 
fractal structures [7-9], embedding a dielectric slot 
in the radiating patch or in the ground surface [9], 
employing several  radiating elements to form an 
array antenna [10-11], employing capacitive 
coupling between the radiating element and the 
ground plane [12], addition of slots in the radiating 
element [13-14], using a tapered feed line [15], 
notching the ground plane and/or the patch [16-
17], modifying the shape of the radiating element 
and adding a shorting pin [18], and modifying the 
top side of the ground plane [19-20].  

In this paper, an UWB antenna is described as 
compact in size and exhibits good radiation 
characteristics. It is shown that by increasing the 
number of dielectric slots and by finely tuning the 
dimensions of slots, additional resonance 
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responses can be generated to realize enhanced 
impedance matching. The performance of the 
UWB antenna was simulated and optimized using 
HFSS ver. 11.1 [21]. 

 
II. ANTENNA STRUCTURE 

 The geometry and dimensions of the proposed 
monopole antenna are shown in Fig. 1. The 
antenna is created from a hollowed rectangular 
patch structure that forms a loop, and within this is 
embedded another loop structure. The antenna’s 
ground plane is defected to enhance its impedance 
bandwidth. The actual size of the antenna is 25  
25  1 mm3, which was constructed on an 
inexpensive FR4 substrate with relative 
permittivity of 4.4 and loss of tangent of 0.024. 
The antenna is fed through a microstrip line of 
width Wf = 1.875 mm corresponding to a 50 Ω 
characteristic impedance. The optimized 
dimensions (in mm) of the antenna, which were 
obtained through parametric study using HFSS, 
are: W1 = 1, L1 = 1.5 ,W5 = 1.5, W4 = 1, L4 = 
2.2, Lp = 11.4, Wp = 9, W2 = 1.6, W3 = 1, L2 = 2, 
L3 = 3.5, L5 = 0.4, L6 = 1, W7 = 1.5, and W8 = 
0.5, while the ground plane parameters are: Lg = 
5.5, W6 = 2.5, W9 = 2.5, and feed-line parameters 
are: Wf = 1.875 and Lf = 6.6. The antenna is made 
using two steps: firstly, the ground plane is 
essentially a rectangle containing two q-shaped 
slots, which are rotated by ± 90o and located at the 
two sides of the ground plane, as shown in Fig. 1. 
 The q-shape slots increase the surface currents 
on the ground plane. This phenomenon occurs 
because the slots perturb the current distribution 
over the ground plane structure. Ground plane 
parameters were fine tuned to optimize the 
antenna’s impedance bandwidth. The second step 
involves the creation of the patch, which is 
essentially a rectangular loop that envelopes an 
inner ring that is connected to the outer rectangular 
loop at the top and bottom, as shown in Fig. 1.The 
dimensions of the outer rectangular loop are: Lp = 
11.4 mm and Wp = 9 mm. The inner ring 
resembles a rectangle with the top half being 
narrower than the bottom half. Inside the inner 
ring is an inverted T-shaped stub. The resulting 
antenna structure enables omni-directional 
radiation and enhanced impedance bandwidth. In 
addition, the structure provides an effective 
impedance match and return-loss characteristics 
with linear phase variation for transmission and 

reception of narrow pulses used UWB systems [7-
9]. 
 

 
 

Fig. 1. Structure of the proposed monopole 
antenna with optimized dimensions. 

 
III. SIMULATION AND 

MEASUERMENT RESULTS 
 The proposed antenna was designed using 
Ansoft HFSS [21]. The optimized design was then 
realized on printed circuit board. The proposed 
antenna was fabricated on a common FR4 
substrate. Figure 2 shows a photograph of the 
antenna. The width (Wf) and length (Lf) of the 
microstrip feed-line are 1.875 mm and 6.6 mm, 
respectively. The impedance bandwidth of the 
antenna was measured using Agilent 8722ES 
vector network analyzer. It is observed from Fig. 
3, that the impedance bandwidth is tightly related 
to W6. The bandwidth decreases when the length 
of W6 is varied from its optimum value (W6 = 2.5 
mm) in either direction. Moreover, as depicted in 
Fig. 4, the bandwidth is also affected by parameter 
W5. By increasing W5, the frequency of the upper 
band edge decreases. Parametric study also 
showed the operating frequency band of the 
antenna is affected by the space between the patch 
and ground plane (Lf). Other parameters such as 
L3 and W7, have negligible influence on the 
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return-loss (S11) of the antenna. The proposed 
antenna structure is shown to fulfill the 
requirements for UWB systems.  

The effect of the inner and outer ring 
parameters on the prototype antenna’s response 
are shown in Fig. 5. It shows five absorption 
resonances within the antenna’s bandwidth at 
different frequencies. There is good agreement 
between the measured and simulated results. The 
antenna’s gain between 2 GHz to 11 GHz is 
plotted in Fig. 6. The antenna’s gain figure varies 
between 1 dBi and 4 dBi over the UWB 
bandwidth, and the variation is approximately 
linear. The far field radiation characteristics were 
also studied. Figure 7 show the co-polarization and 
cross-polarization radiation patterns in the E- and 
H-planes at three different spot frequencies 3 GHz, 
6 GHz, and 10 GHz. The H-plane pattern is omni-
directional over the entire UWB operating band. 
This antenna performs similarly to conventional 
printed monopole antennas with the advantage of 
being significantly smaller in size and possessing 
enhanced bandwidth. 

 

 

Fig. 2. Photograph of the printed monopole 
antenna. 

 

 
 
Fig. 3. Simulated return-loss (S11) frequency 
response as a function of parameter W6. 

 

Fig. 4. Return-loss (S11) frequency response as a 
function of parameter W5 (in mm). 

 

 

Fig. 5. Measured and simulated return-loss of the 
antenna using optimized values with embedded 
slots (inner and outer rings). 
 

 
 
Fig. 6. Measured and simulated antenna gain 
response of the prototype antenna. 
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            6 GHz        6 GHz 

 

 
 
Fig. 7. Measured E- and H-plane patterns at spot 
frequencies of 3 GHz, 6 GHz, and 10 GHz. 

 
IV. CONCLUSION 

 A compact and novel monopole antenna was 
proposed and fabricated for ultra-wideband 
applications. The antenna’s bandwidth 
performance was enhanced by embedding slots 
inside the antenna’s ground-plane structure. 
Impedance matching was optimized over the ultra-
wideband frequency range by optimizing the 
current density distribution over the antenna’s 
ground structure. The antenna operated over a 
frequency range 2.4 GHz to 13.9 GHz, which 
complies with the UWB specification. The 
antenna was fed through a microstrip-line. The 
simulation and measurement results are in good 

agreement. These results confirm the proposed 
antenna as a good candidate for UWB wireless 
technology.   
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Abstract ─ A novel band-notched ultra- 
wideband monopole antenna is presented. The 
proposed antenna consists of a swallow shape 
radiating patch, two novel 90 degree rotation 
angle complementary splitring resonator (CSRR) 
structures for generating band-notched function 
instead of changing the patchor feeding shapes, 
and a trapezoidal ground plane that provides a 
wide usable bandwidth of more than 143 % (2 
GHz – 11.2 GHz). With two novel 90 degree 
rotation angle complementary SRR structures, 
band-stop frequency performance is realized, 
and some key characteristics such as 
band-notched frequency and bandwidth can be 
controlled easily. The designed antenna has a 
small size of 25 × 27.9 mm2，showing the 
band-rejection performance in the frequency 
band of 3.9 GHz / 5.9GHz. The antenna 
demonstrates omni-directional and stable 
radiation patterns across all the relevant bands. 
Moreover, a prototype of the proposed antenna 
is fabricated, and the measured results are shown 
to be in good agreement with the simulated 
results. 
 
Index Terms ─ Complementary split ring 
resonator (CSRR), multiband, notch bands, and 
ultra-wideband (UWB). 
 

I. INTRODUCTION 
 Wideband antennas with band-notched 
characteristics will play an important role in 
future wideband communication systems. In 
2002 the FCC designated the area of the 
frequency spectrum, which can be occupied by 
unlicensed ultra-wideband (UWB) 

communication systems. Unfortunately, this 
overlaps various narrow band communication 
systems such as C-band (3.7 GHz – 4.2 GHz) 
satellite communication systems and WLAN. 
The front-end receiver for an UWB system 
incorporates a high gain LNA, which could be 
saturated by interference from a narrow band 
system in the vicinity [1]. One of the more 
attractive solutions to this problem is to integrate 
a band notch filter performance into a wideband 
omni-directional antenna [2].  
 In this paper, we present a compact printed 
antenna with novel 90 degree rotation angle 
complementary split ring resonator (CSRR) 
structures, which has an UWB operating 
bandwidth with a tunable dual-notched 
frequency at 3.9 GHz and 5.9GHz is presented. 
Band-notched operation is achieved by novel 90 
degree rotation angle CSRR slots on swallow 
shape radiated patch [3]. The CSRR has been 
implemented in designing left-hand material, the 
90 degree rotation angle CSRR is promising for 
UWB antennas to ensure multiple notched bands 
[4]. Both dual-band-notched characteristics and 
compact size are achieved in our design. The 
antenna has promising features, including good 
impedance matching performance over the 
whole operating frequency band, stable radiation 
patterns, and flexible frequency notched function 
[5]. 
 

II. ANTENNA DESIGN 
Compared with microstrip, coplanar 

waveguides (CPW) have several advantages, 
including low loss, high integration, low 
dispersion, weak coupling, and compact size. 
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Moreover, it enjoys low complexity since the 
CPW-fed is coplanar with the ground. In 
addition, it can be integrated with other 
components straight forwardly. Therefore, it is 
considered as a milestone in the development of 
the monolithic microwave integrated circuit. 
These characteristics enable the CPW to be used 
in the application of high frequency microwave 
integrated circuits. Especially, when applied in 
the antenna feeding, it broadens the bandwidth 
of the antenna obviously. Therefore, the 
CPW-fed is widely used in the printed antenna. 
Antenna feeding based on CPW, in fact, is a 
kind of electromagnetic coupling. The 
electromagnetic coupling can be easily 
controlled by the distance between CPW-fed and 
the radiating patch since they are in the same 
layer. If the radiating patch has gradient shape, 
wide bandwidth can be achieved.  

To fabricate swallow-shaped antenna 
mentioned in this paper, a half ellipse is cut from 
a rectangle radiating patch firstly and then 
moved into the bottom side of the radiating 
patch. This new shape with a gradient structure 
has the same area as the rectangle one. In 
addition, the ground of the antenna has a 
chamber-like shape so that ground also has a 
gradient structure. Since both the radiating patch 
and the ground have a gradient structure, the 
antenna can ensure a smooth transition from one 
mode to another. In this case, the antenna will 
have a good impedance matching within a broad 
bandwidth.  

The performance of this antenna depends on 
the distance between the ground and the 
CPW-fed as well as the shape of the ground. As 
illustrated in Fig. 1, the distance between the 
CPW-fed and the ground (S1) will influence the 
voltage standing wave ratio (VSWR), resulting 
in the drift of band-notched at the high 
frequency. 

As shown in Fig. 2, the width of the ground 
(W1) has a relatively small effect on the 
band-notched at the low frequency. However, its 
impact on the high frequency is very obvious. As 
shown in Fig. 3, the VSWR of the proposed 
antenna have little change with the height of the 
ground layer (H). 
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According to earlier research, the 

band-notched can realized by the complementary 
splitring resonator (CSRR) structures in the 
radiating patch. If the length of the CSRR is 
roughly the same as the half wavelength of the 
corresponding central band-notched frequency, 
the currency is restricted around the CSRR, 
resulting antenna cannot radiate. This is due to 
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band-notched. In order to achieve two notched 
bands, two complementary split ring resonators, 
which are perpendicular to each other, are 
introduced into the radiating patch in the 
antenna. This can be expressed by, 

2 notch r

C
L

f 
  

C represents the light speed, f central 
frequency of the band-notched, r effectively 
dielectric constant. 

The size of inner-square (R1, R2) should be 
adjusted to determine the dual-band-notched 
frequency of the antenna. If other parameters are 
fixed, the dual-band-notched frequency will 
increase with the decrease of R1 and R2. 
Moreover, if R1 and R2 are fixed, the resonance 
frequency could be also enhanced by increasing 
slit width of squares (g). For the convenience of 
optimization, the width of squares (d1, d2) and 
distance between squares are set to be the same 
as (g). After that, the distance (C1,C2) between 
these two CSRRs should be also optimized. 
These optimization works were managed by 
using commercial 3-D electromagnetic software 
HFSS. 

The geometry of the proposed novel 90 
degree rotation angle CSRR slot UWB antenna 
with band-notched function is depicted in Fig. 4. 
The antenna is located on the xz - plane and the 
normal direction is parallel to the y-axis [6, 7]. 
The radiating ring is fed via the 50 Ω coplanar 
waveguide (CPW) feed-line of width 2.55 mm, 
as illustrated in Fig. 5. The proposed antenna 
was fabricated on a dielectric substrate RT5880 
with a relative permittivity (r) of 2.2 and 
thickness of 0.508 mm. A novel 90 degree 
rotation angle complementary SRR slot are used 
and fabricated on the swallow shape radiation 
patch. To achieve good impedance matching for 
the ultra-wideband operation, the swallow 
radiator is feed by coplanar waveguide (CPW) 
transmission line with trapezoidal ground-plane, 
which is terminated with a sub miniature A 
(SMA) connector for the measurement purpose 
[8-15]. Since the antenna and the feeding are 
fabricated on the same side of the plane, only 
one layer of the substrate with single-sided 
metallization is used, and the manufacturing of 

antenna is very easy and extremely low cost. 
Good performance of multiple band-notched 
characteristic is simply accomplished by 
embedding 90 degree rotation angle 
complementary split ring resonators to the 
swallow shape radiation patch. The novel 90 
degree rotation angle complementary SRR can 
show distinct double band gaps due to the 
weaker mutual coupling between the inner and 
outer rings even the two band gaps are adjacent. 
Thus, 90 degree rotation angle complementary 
SRR is selected to obtain adjacent dual notched- 
bands for C-band (3.7 GHz – 4.2 GHz) satellite 
communication systems and upper WLAN 
[16-21]. Figure 5 shows the photograph of the 
dual band-notched UWB antenna. It is noted that 
the inner and outer openings are just 90 degrees. 

 

 
 

Fig. 4. Geometry of the antenna, with 
dimensions R1 = 3.65 mm, R2 = 4.85 mm, C1 = 2 
mm, C2 = 3 mm, d1 = 0.3 mm, d2 = 0.6 mm, S = 
2.55 mm, S1 = 0.12 mm, H = 9.8 mm, W = 25 
mm, W1 = 7.105 mm, L = 27.9 mm, L1 = 16.5 
mm, L2 = 16 mm, L3 = 11.34 mm, and L4 = 6.61 
mm. 

 

(a) 

(1) 
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(b) 

Fig. 5. Photograph of the proposed antenna; (a) 

top view and (b) bottom view. 

 
 Figure 6 shows the current distributions at 
dual center notched bands. The dimensions of 
two 90 degree rotation angle complementary 
SRRs are corresponding to the dual notched 
bands. When the antenna is working at the center 
of lower notched band near 3.9 GHz, the outer 
complementary SRR behaves as a separator as 
shown in Fig. 6 (a), which almost has no relation 
to the other band-notched. Similarly, from Fig. 6 
(b), the upper notched band near 5.9 GHz is 
ensured by the inner complementary SRR. 
 

III. RESULTS AND DISCUSSION 
The VSWR performance of the fabricated 

prototype was measured with an Agilent 85052C 
vector network analyzer. Figure 7 shows the 
simulated and measured VSWRs for the 
proposed antenna. By introducing the novel 90 
degree rotation angle complementary SRR, 
band-notched function is obtained. The designed 
antenna has an impedance bandwidth of 2 GHz – 
11.2 GHz for VSWR less than 2, except the 
frequency-notched-band of 3.68 GHz – 4.20 
GHz and 5.72 GHz – 6.12 GHz, respectively. 
Obviously, this measured frequency range 
covers commercial UWB band (3.1 GHz – 10.6 
GHz) and rejects the frequency band of C-band 
satellite communication systems and 
IEEE802.11a to overcome the electromagnetic 
interference (EMI) problems among UWB 
[22-25]. As shown in Fig. 7, it is also observed 
the measured notched-band width is slightly 
wider than the simulated result. This may have 
been caused by the use of an SMA connector 
and fabrication error. 

The measured far-field radiation patterns of 
the proposed antenna in the H-plane (xy-plane) 
and E-plane (yz-plane) at frequencies 4.75 GHz 
and 7.5 GHz are plotted in Fig. 8, respectively. 
Like the behavior of conventional wide slot 
antennas, the proposed antenna has relatively 
omni-directional xy-plane radiation patterns with 
non circularity of about 5–8 dB over the 
operating frequency band [26-28]. The radiation 
patterns in the yz-plane (E-plane) are monopole 
alike. All the obtained radiation patterns accord 
with those of the conventional printed UWB 
monopole antennas. The proposed antenna has 
proved to be capable of providing favorable 
spatial-independent band-notched 
characteristics. 

The gain patterns (total realized gain) of the 
antenna are measured in an anechoic chamber. A 
fiber-optic link connected to the antenna under 
test has been used in order to measure the 
radiation pattern of our proposed compact 
antenna. This technique aims at limiting 
alterations of measurement coaxial cable on 
omni-directional radiation antennas. Figure 9 
reveals that the antenna gain ranges from 1.9 dBi 
to 7 dBi within the 2 GHz – 12 GHz frequency 
band. Of course, this is except for the notched 
band decreases significantly to about -8 dBi and 
-1.5 dBi. This confirms that the proposed 
antenna provides a high level of rejection to 
signal frequencies within the notched band. 
Figure 10 shows the measured radiation 
efficiency of the antenna. The proposed antenna 
features an efficiency between 50 % and 70 % 
over the whole UWB frequency and lower than 
5 % in the notch band. The features of about 60 
% average radiation efficiency is good enough to 
satisfy an acceptable variation for practical 
power transmission. 

 
(a) 
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(b) 

Fig. 6. The current distribution at (a) 3.9 GHz 

and (b) 5.9 GHz. 
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measured VSWR of the proposed antenna. 
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Fig. 8. Measured radiation patterns at (a) yz 

-plane and (b) xy-plane. 
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Fig. 9. Measured gain of the proposed antenna. 
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Fig.10. Measured radiation efficiency of the 

proposed antenna. 

 

IV. CONCLUSION 
A very compact CPW-fed UWB printed 

monopole antenna with dual band-notched 
characteristics was proposed, fabricated, and 
discussed. The two designed notched bands were 
realized by etching 90 degree rotation angle 
complementary SRRs slots in the radiating 
patch. The effects of the width and position of 
the slot in the radiating patch were analyzed to 
find the optimized configuration of the slot to get 
a good level of band rejection even at high 
frequencies. Surface current distributions were 
used to show the effect of these slots in getting 
the notched bands. The fabricated antenna 
showed good agreement between measured and 
simulated results within a wide bandwidth from 
2 GHz to 11.2 GHz and two intended notched 
bands in asmall size. 
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Abstract ─ We present an ultra-wide extended K-
band (18 GHz – 30 GHz) planar linear tapered slot 
antenna (LTSA) design. From a parametric study 
involving eight designs, the best compromise LTSA 
is selected in terms of flattest gain and beam width 
and most symmetric beam width. The design is 
antipodal with alumina (εr = 10) substrate and fed 
with substrate integrated waveguide (SIW). Regular 
corrugations improve cross-polarization, input 
return loss, and gain. Numerical simulations use 
finite element analysis and time domain finite 
integration technique field solvers. The resulting 
design has half power beam widths (HPBW) of 
only ± 3.2° and ± 2.5° variation in frequency in the 
E- and H-planes, respectively. Cross-polarization 
levels at boresight are 35.7 dB at 18 GHz and 17.4 
dB at 30 GHz, return loss is better than -11.7 dB 
and gain is 9.23 dB with ± 0.40 dB variation with 
frequency. Alternatively, for imaging systems 
requiring efficient illumination of a reflector or 
focusing elements, a second resulting design shows 
near-perfect beam symmetry with HPBWE/HPBWH 

= 0.91. These two LTSAs are good candidates for 
dual-polarization focal plane array feed applications 
in astronomy imaging. 

 
Index Terms ─ Antipodal tapered slot antenna, 
beam width, gain, polarization, substrate integrated 
waveguide, and ultra-wideband.  

 
I. INTRODUCTION 

Microwave and millimeter wave astronomy 
telescopes with mature low noise single pixel 
receivers are being upgraded with focal plane arrays 

for faster survey speeds at lower manufacturing 
costs. This step in instrumentation requires a low-
profile, compact, and easily-fabricated antenna 
element to incorporate into a dual-polarized array, 
which has been accomplished for general phased 
arrays [1] and more recently for radio astronomy in 
the L Band (1 GHz - 2 GHz) [2, 3]. Looking ahead 
to higher frequencies, it is required to determine a 
suitable antenna element and array architecture to 
allow for a two dimensional densely packed array, 
having a feeding structure with appropriate 
impedance match, with the capability to work at 
millimeter wavelengths and active component 
integration. A planar imaging array in the ultra-wide 
extended K-band (18 GHz – 30 GHz) will 
demonstrate suitable antenna architecture and 
feeding type for use in conjunction with reflectors 
for an astronomy millimeter wave focal plane array.  

An ideal antenna element for this application is 
the tapered slot antenna (TSA) because it is highly 
directive and compact. Gibson’s TSA antenna [4], 
termed “Vivaldi” is a planar end fire antenna with 
an exponential taper. The electromagnetic wave 
propagates along the increasingly separated 
metalized tapers until the distance between the 
edges is large enough to allow wave separation 
from the antenna structure and thus radiation 
occurs. An early comprehensive study [5] of the 
TSA element illustrates the beam width and the 
impedance effects of various dielectric substrates 
and taper shapes. A follow-up investigation of the 
arrays of the TSA elements [6] introduces the 
important concept of effective dielectric thickness, 
teff, and the recommended range of teff to ensure the 
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main beam integrity. Due to its planar nature and 
narrow width, the TSA elements can be placed with 
minimal transverse spacing without adversely 
affecting the performance.  

Due to its popularity and ease of planar circuit 
integration, there are other variations beside the 
linear TSA and the Vivaldi antenna, which include 
the continuous width slot antenna (CWSA), bunny-
ear or balanced antipodal Vivaldi antenna (BAVA) 
[7], and the Fermi antenna [8]. Moreover, number 
of different feed structures for TSAs are presented. 
For the antipodal TSA, a microstrip feed is an easy 
and obvious choice. In the millimeter wave range, 
however, microstrip technology is increasingly 
lossy and, therefore, such designs do not lend 
themselves to be scaled to 100 GHz applications. 
Thus, they are usually used in the lower Gigahertz 
frequency range [9, 10]. A uniplanar TSA can be 
fed by a coplanar waveguide (CPW) circuit. 
However, such a feed is narrowband and requires a 
number of tuning slots [11], whose sizes and 
configurations are not well suited for in line feeding 
techniques at millimeter wave frequencies. The 
wire model of the TSA presented in [12] is 
interesting, especially including the use of reflector 
elements, but this technique, in a millimeter wave 
printed circuit version, will experience the same 
high losses as the microstrip technology. 

Therefore, our proposed feed structure is a 
substrate integrated waveguide (SIW) [13], an 
innovative planar transmission line paradigm that 
allows for waveguide like transmission and offers a 
compromise between bulky expensive waveguide 
and lossy planar microstrip. The SIW performs as a 
planar waveguide, with substrate metalized on both 
top and bottom surfaces and is flanked by two 
parallel arrays of circular via holes, which allows 
for a contained propagating wave. Short SIW 
transitions to microstrip [14] or coplanar waveguide 
[15] are provided for integration with MMICs. The 
combination of planar antipodal LTSA elements 
and SIW feeding structure is ideally suited for array 
imaging systems due to its compact nature, high 
gain, and excellent beam symmetry and frequency 
scalability above 100 GHz. 

The antipodal LTSA with SIW feed, as shown 
in Fig. 1, has flared metallic faces on opposite sides 
of the alumina substrate matching the two 
conductor SIW feed perfectly. In the SIW, the 
electric field is oriented perpendicular to the 
substrate as shown in the bottom view of Fig. 1. 

This is similar to the fundamental mode in an all-
dielectric waveguide. As the top and bottom 
metallization begin to flare, the electric field, due to 
the changing boundary conditions, is slowly rotated 
to be parallel with the substrate in the antenna 
aperture. Note that this transition is extremely 
wideband and covers the entire fundamental mode 
range of the feeding substrate integrated waveguide. 

 

 
 
Fig. 1. Antipodal LTSA with SIW feed with a cross 
sectional view showing top copper metal layer, 
substrate, bottom copper metal layer, and metal 
filled via holes that electrically connect top and 
bottom layers. A Plan view is presented with 
slightly transparent substrate, and a perspective 
view. The antenna is sensitive to the horizontal E-
fields across the aperture; the antipodal flares rotate 
the E-vector to a vertical E-field at the SIW feed. 

 

 
Antipodal LTSAs have poor cross-polarization 

performance [16] due to the non-zero transverse 
distance between the metal faces allowing the small 
unwanted perpendicular (cross-polar) component to 
the co-polar field. To remedy this, comb-like 
corrugations are cut out of the metalized layers 
along the antenna’s outside length to improve the 
main beam shape and reduce sidelobe levels [17].  

In this paper, we propose additional benefits of 
corrugations, which includes improved cross-
polarization, reduced VSWR ,and increased on-axis 
gain. We demonstrate over the extended K-band 
frequency range of 18 GHz - 30 GHz a constant 
beam width, constant gain TSA utilizing side 
corrugations that significantly improve the cross-
polarization performance and the input return loss. 
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II. DESIGN 
The antipodal TSA with SIW feed input is 

shown in Fig. 1. The alumina substrate has copper 
top and bottom faces and a triangular cut at the 
aperture end to reduce the discontinuity between the 
substrate and the free space, thus improving the 
input return loss. Along the outside edges of the 
antenna regular comb-like corrugations are cut into 
the metallized top and bottom layers. 

The substrate, 0.381 mm alumina ceramic 
(Al2O3), has excellent thermal conductivity; 31 
W/mK at 20°C for active component heat 
dissipation and a high mechanical strength. The 
high relative permittivity εr = 10 is needed to reduce 
the total width of the SIW feed by sqrt(εr). Since a 
focal plane array is intended, the distance between 
each antenna should be Wsub  ≤  λ0/2 to avoid grating 
lobes [6]. The integrated antipodal antenna and feed 
structure is displayed in Fig. 1 and the dimensions 
are listed in Table 1. 

 
Table 1: LTSA and feed parameters. 

Wsiw 
Via hole center-to-center 

spacing in y-direction 
3.6 mm 

Dsiw Via hole diameter 0.6 mm 

Psiw 
Via hole center-to-center 

spacing in z-direction 
0.9 mm 

Lsiw 
Length of SIW feeding 

section 
3.7 mm 

Bw 
Distance from center to 
start of metalized flare 

1.3 mm 

Comb-
width 

Corrugation width in z-
direction 

0.28 mm 

t Thickness of substrate 0.381 mm 

εr 
Relative permittivity of 

ceramic alumina (Al2O3) 
10 

Wsiweff 
Equivalent waveguide 

width 
3.138mm 

 
Yngvesson in [6] provides a general formula 

for the effective substrate thickness, teff  = t*sqrt(εr – 
1) and the optimum range is normalized to free 
space wavelength λ0 for main lobe integrity and low 
sidelobes, 

 0.005 < teff / λ0 < 0.03.                    (1) 
 

Despite being above this range, at teff /λ0 = 
0.049, 0.082 for 18 GHz and 30 GHz, respectively, 
the main beam and sidelobes are acceptable. For 

future arrays at higher frequencies, the inequality 
will be more difficult to satisfy and will largely 
determine the type of dielectric required. Figure 2 
plots the upper and lower bounds of equation (1) as 
a function of frequency for two dielectrics, Rogers 
RT/Duroid 5880 and alumina, εr = 2.94 and 10, 
respectively. 

 

 
 
Fig. 2. Upper and lower bounds to Yngvesson's 
recommended range for a substrate thickness teff  of 
εr = 10 (alumina) and 2.94 (Rogers RT/Duroid 
6002). Points are marked for 18 GHz (A) and 30 
GHz (B) for a 0.381 mm alumina substrate. 

 
A. SIW parameters 

Using standard waveguide equations [18], the 
cut-off frequency of the SIW circuit with εr = 10 
and Wsiw = 3.6 mm can be analyzed by computing 
Wsiweff = 3.138 mm, the width of an equivalent 
waveguide section with the same εr. For a cut-off 
frequency of 15.1 GHz in alumina, the equivalent 
TE10 waveguide has a width a = 3.141 mm. This 
allows for single-mode operation up to 30.2 GHz.  
 
B. Taper 

The taper is basically linear, with opening rate 
R = 0.05 and shape determined by z = c1e

Ry + c2 
where c1 and c2 are the coordinates of the first and 
last points of the exponential.  

 
C.  Simulation setup 

The coordinate system is oriented so that the 
substrate is in the y-z plane with x being the 
transverse direction (height), z is the propagation 
direction. As per convention, φ is measured from x 
in the x-y plane and θ is measured from z. Because 
the electric field vector is perpendicular to the metal 
faces, it is oriented in the x direction in the SIW 
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region and in the y-direction at the aperture as the 
tapers transition to free space (c.f. Fig. 1, bottom). 
Thus the E-plane is y-z at φ = 90° and the H-plane 
is x-z at φ = 0°. Table 2 outlines eight designs 
varying substrate width Wsub, aperture width Waper, 
total length Lant, metal crossover point zmet, and 
substrate cut length zsub, defined in Fig. 1 and 
depicted in Fig. 3. 

 
 

Table 2: Antenna dimensions in mm for designs 1 
through 8 as defined in Fig. 1. λ0 = 12.5 mm, the 
free space wavelength at mid-band, i.e., 24 GHz. λer 

= 4.0 mm, the wavelength in alumina dielectric.  

 
Designs 1 to 4 vary based on the aperture 

opening Waper and the antenna width Wsub (c.f. Fig. 
1) while keeping the antenna length Lant constant at 
89.7 mm. Designs 5 to 8 vary based on the Lant from 
89.7 mm to 21.5 mm, with the widths Waper = 8 mm 
and Wsub = 11.6 mm held constant. Design 1 was 
modeled after Dousset [19]. In all designs, the goal 
is to achieve constant gain, constant beam width, 
and symmetric beams, along with keeping the input 
return loss and the cross-polarization as good as 
possible. 

Ansoft HFSS finite-element solver (FEM) and 
CST microwave studio time domain finite 
integration technique solver (FIT) are used to 
calculate the S-parameters, far-field gain, HPBW, 
and cross-polar levels. The spherical coordinate 
system with Ludwig 3 polarization definition is 
used [20]. Comparing field solvers results in similar 
input return loss characteristics are shown in Fig. 4. 

 
 
Fig. 3. LTSA dimensions for designs 1 through 8.  
Wsub: the antenna width is the upper number (mm). 
Waper: the opening aperture width is the lower 
number (mm). 
 

 
 
Fig. 4. Field solver comparison for design 7. 
 
 

 Wsub 
 

Waper 

(λ0) 

Lant 

(λer) 

zmet 

 

zsub 

 

1 10.2 5.8 (.46) 89.7 (22.7) 27.6 51.2 

2 11.2 6.8 (.54) 89.7 (22.7) 27.6 51.2 

3 12.4 8.0 (.64) 89.7 (22.7) 27.6 51.2 

4 11.6 8.0 (.64) 89.7 (22.7) 27.6 51.2 

5 11.6 8.0 (.64) 62.8 (15.9) 19.3 35.9 

6 11.6 8.0 (.64) 44.0 (11.1) 13.5 25.1 

7 11.6 8.0 (.64) 30.8 (7.8) 9.5 17.6 

8 11.6 8.0 (.64) 21.5 (5.4) 6.6 12.3 
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III. RESULTS 
A. Input return loss 

The input return loss is measured at the 
waveguide port, and the results incorporate both the 
feed and the antenna element. As seen in Fig. 5, the 
input return loss values for designs 1 to 4 are very 
similar, trending from -12 dB to -25 dB at the band 
edges. 

  
 

       (a)                                     (b) 
 

Fig. 5. Input return loss versus frequency, designs 
(a) 1 to 4 and (b) 5 to 8. 

 
For the shorter length designs 5 to 8, the return 

loss stays below -15 dB from 21 GHz  to 30 GHz 
except for the shortest; design 8 rises to -14 dB at 
the upper edge of the band. Over 18 GHz to 30 
GHz, designs 1 to 5 have input return loss values 
better than -15 dB for 20 GHz to 30 GHz.  

 
B. Gain 

The first design goal is a flat co-polar gain 
response throughout the 18 GHz to 30 GHz band. 
Figure 6 shows designs 1 to 4 having gains varying 
at least 3 dB with a positive gain slope. Varying the 
width produces minimal change to the gain 
response. However, the shorter lengths in designs 6 
to 8 show an increased gain at low frequencies and 
remarkably flat gain curves. The least variation with 
frequency is achieved by design 7 with only 0.8 dB 
(9 % of mean value, 9.23 dB) followed closely by 
design 8 with 1.1 dB (12 % of mean value 9.00 dB) 
variation. Decreasing the length beyond that of 
design 8 reduces the gain significantly, which is not 
recommended. 

 
C. Beam width 

The second goal is a constant beam width in E- 
and H-planes versus frequency. Gazit in [21] 
indicates that the radiation mechanism, aperture or 
travelling wave, is dependent on the opening 
aperture width, Waper. When Waper > 2λ, the antenna 

operates as a travelling wave antenna. For Waper < 
2λ the antenna operates as an aperture antenna and 
the E- and H-plane beam widths decrease with 
frequency. All designs from 1 to 8 are within the 
aperture antenna region and, as expected, the half-
power beam widths generally decrease with 
frequency.  

 

        

                   (a)                                     (b) 
 

Fig. 6. Co-polar gain versus frequency for designs 
(a) 1 to 4 and (b) 5 to 8 at θ = 0°. Flattest gain is 
design 7 with 0.8 dB variation across the band. 
 
 

 For each design, the E-plane (φ = 90°, θ = 0°) 
HPBW is shown in Fig. 7 and H-plane (φ = 0°, θ = 
0°) HPBW is shown in Fig. 8. The flattest beam 
width versus frequency is achieved by design 7. 
The average HPBW over frequency and percent 
variation is: E-plane 49° ± 3.2°, 13 %, and H-plane 
69° ± 2.5°, 7 %. However, the most symmetric is 
design 1: E-plane 41.3° ± 7.5° and H-plane 45.1° ± 
10.6°. E- to H-plane HPBW ratios as a function of 
design number are shown in Fig. 9. A ratio of 1.0 
represents a perfectly symmetric beam with equal 
E- and H- beam widths. Design 1 has the most 
symmetric beam at HPBWE/HPBWH = 0.91 and the 
least symmetric beam is for design 8 at 0.65. 
 
 

                    

                   (a)                                   (b) 
 

Fig. 7. E-plane HPBW for designs (a) 1 to 4 and (b) 
5 to 8. 
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                  (a)                                     (b) 
 
Fig. 8. H-plane HPBW for designs (a) 1 to 4 and (b) 
5 to 8. 

 

 
 
Fig. 9. A measure of the beam symmetry for the E- 
to H-plane HPBW ratio. 

 
D. Effect of corrugations 

The metal top and bottom faces have 
corrugated cuts placed axially along the outside 
length of the antenna. The mid-band far field gain 
patterns versus  for the three principle planes E (φ 
= 90°), D (φ = 45°) and H (φ = 0°), with and 
without corrugations are shown in Fig. 10 for 
design 1 and Fig. 11 for design 7; summarized 
results are in Table 3.  

As with Sato’s Fermi antenna with corrugations 
[22], a parallel mode is seen in the current phase 
distribution along the taper and on the outer edges 
of the antenna. This mode is reduced when using 
corrugations, leading to improved input return loss 
and cross-polarization levels. 

Although the corrugation effects on radiation 
patterns are only shown for designs 1 and 7, in 
every design the presence of corrugations increases 
the bore sight gain, improved cross-polarization 
response and reduced S11 are shown in Fig. 12. The 
combination of the increased on-axis gain and the 
reduced D-plane cross-polarization values off-axis 

significantly widens the useable beam width, which 
are free of cross-polarization, up to scan angles of ± 
30°. Comparing the performances of designs 1 to 8, 
it is concluded that design 7 provides the best 
compromise towards an ultra-wideband, flat beam 
width, flat gain, and low return loss performance. 
However, it should be noted that design 1 presents 
an alternative solution with the most symmetric 
beam, ideal for imaging systems requiring efficient 
illumination of a reflector or lens. Cross-
polarization levels of 28.2 dB at 18 GHz, 14.7 dB at 
30 GHz and a maximum return loss of -12.0 dB are 
on par with design 7. The small positive gain slope 
(6.2 dB to 9.7 dB) of this antenna design can be 
cancelled out in the receiver chain. 

 
 
 

 
   (a) 

 
 

  

 

(b) 
 
Fig. 10. Far field gain patterns versus  in degrees, 
24 GHz, design, for (a) with corrugations and (b) 
without corrugations; showing both co- (Co) and 
cross- (X) polarizations. 
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(a) 

 

 
(b) 

 
Fig. 11. Far field gain patterns versus  in degrees, 
24 GHz, design 7, for (a) with corrugations and (b) 
without corrugations; showing both co- (Co) and 
cross- (X) polarizations. 
 
 

 

 
 
Fig. 12. Corrugation effect on the input return loss 
versus frequency in GHz for design 7. All designs 
show similar improvement with corrugations. 
 

Table 3: Radiation pattern data from Figs. 10 and 
11, with and without corrugations. The cross-
polarization free beam width in the D-plane: Co-
pol–X-pol ≥ 10°. 

 
 

IV. CONCLUSION 
A planar antipodal TSA element for use in the 

ultra-wide extended K Band, 18 GHz - 30 GHz 
with SIW input feed network is selected from a 
parametric study. The design uses ceramic alumina 
substrate and takes advantage of regular 
corrugations along the outside axial length of the 
antenna. Simulation results of design 7 show a 12 
% gain variation, 13 % and 7 % HPBW variations 
in the E- and H-planes, respectively, over the band. 
Cross-polarization levels at the bore sight vary from 
35.7 dB at 18 GHz to 17.4 dB at 30 GHz, and the 
return loss stays below -11.7 dB. Alternatively, 
design 1 has excellent beam symmetry 
(HPBWE/HPBWH = 0.91) and cross-polarization 
(19.6 dB at 24 GHz) and would be ideal for 
efficiently illuminating a focusing element such as a 
reflector or lens. Thus both LTSA designs 1 and 7 
presented show excellent performance for ultra-
wideband dual-polarization focal plane array feed 
applications. 
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  Design 1 Design 7 

Corrugations? Yes No Yes No 

Cross-pol (dB) at 
boresight 

19.6 13.5 33.4 16.7 

Peak Gain (dB) 1.0 0.3 6.7 9.2 

HPBW E-plane 43° 33° 51° 51° 

HPBW H-plane 42° 33° 57° 54° 

HPBW D-plane 45° 36° 71° 66° 

HPBW symmetry 
HPBWE/HPBWH 

0.92 0.91 0.71 0.70 

Cross-pol free 
Beam width 

<1° 60° 40° 72° 
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Abstract ─ An L-band spatial variable radial 
waveguide power combiner with broad bandwidth 
and high power capacity is proposed. By adopting 
several techniques simultaneously, including 
multi-section impedance matching probes, 
grounded disc, and axial slots, the performance of 
the power combiner is improved. The parameters 
of the combiner are calculated, simulated and 
tested. It has a measured operation bandwidth 
ranging from 1.2 GHz to 2 GHz with VSWRs less 
than 1.4 at all ports. The extra insertion losses 
between the input ports and output port are less 
than 0.3 dB and the isolation between the input 
ports is better than 15 dB. The power capacity can 
reach 600 W and the combining efficiency 
achieves 90 %. The results from calculation, 
simulation, and measurement reasonably agree 
with each other. 
 
Index Terms ─ Broadband power combiner, 
microwave components, multi-section impedance 
matching, spatial power combiner, and variable 
radial waveguide. 

 
I. INTRODUCTION 

The power combiner/divider has been used 
extensively in wireless communications and Radar 
systems [1-4]. Recently, a lot of attention has been 
paid to the power combiner/divider with high 
efficiency, high power capacity and broadband 
characteristics. However, some traditional power 
combiner/divider, such as Wilkinson power divider, 
Lange coupler, and branch line coupler are limited 
by their low combining efficiency [1], while the 
rectangular waveguide circuits [3-5] are restricted 

by the difficulty of achieving wide bandwidth due 
to the cut-off frequency. Besides, quasi-optical 
cavity [6] and oversized coaxial waveguide power 
combiner/divider suffer from large insertion loss, 
although they can achieve wide bandwidth [7, 8]. 
Compared with the aforementioned ones, radial 
waveguide combiner/divider has advantages of 
easy fabrication, wide bandwidth, and high 
combining efficiency [9-11]. However, there still 
exist some shortcomings, such as excess insertion 
losses and poor isolation performance between 
ports.  

In this paper, a three-way spatial power 
combiner is proposed based on the variable radial 
waveguide. The developed combiner exhibits good 
insertion losses between input and output ports, as 
well as enhanced port-to-port isolation between 
input ports. Besides, good return losses are given 
at all ports. In order to improve the port-to-port 
isolation between input ports, three axial slots are 
etched on the cavity sidewall. Furthermore, a 
grounded disc on the wall of the cavity is used to 
improve the port-to-port isolation performance, as 
well as the impedance matching. Besides, 
multi-section matching technology is adopted to 
improve the impedance matching of the combiner 
[12]. The paper is organized as follows, section II 
introduces the design of the power combiner. 
Section III gives the calculation, simulation, and 
measurement results. Conclusion is provided in 
section IV. 

 
II. DESIGN OF THE POWER 

COMBINER 
The proposed three-way spatial power 

combiner is shown in Fig. 1. The combiner 
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consists of a radial waveguide with three 
peripheral coaxial probes, used as input ports, and 
one center coaxial probe, used as output port. Each 
coaxial probe has a cylindrical shape, including 
three stepped matching sections. The multi-section 
impedance transformer probe is advantageous to 
improve the impedance matching of each port [13]. 
A grounded disc with diameter dt, located on the 
wall of the waveguide at the center of the 
peripheral probes side, is introduced to improve 
the port-to-port isolation, as well as improve the 
impedance matching [12]. Furthermore, three axial 
slots etched on the cylinder sidewall of the radial 
waveguide, are used to improve the isolation 
performance between the input ports [14]. 
According to the perturbation theory, the grounded 
disc opposite to the output probe weakens the 
coherent electric field on the output probe, while 
the axial slots on the sidewall weaken the coherent 
electric field on the input probes. Consequently, 
the isolation performance is improved by adopting 
these two structures substantially. The interaction 
between probes (including coupling and 
interference) can be analyzed based on the 
generalized balance theory [15, 16]. 

The three peripheral probes are identical and 
radially distributed at one side of the radial 
waveguide. Consequently, one of the input coaxial 
probes can be taken for analysis because of the 
structural symmetry. The longitudinal section 
including the output port and one input port is 
shown in Fig. 1 (b). The probes are fixed in the 
cavity with the use of poly-tetra-fluorethylene 
(PTFE). The three matching sections of the output 
probe are named Matching Sections -1, -2, and -3, 
and those of the input probe are named Matching 
Sections -4, -5, and -6, respectively. The lengths 
and diameters of Matching Sections -1 to -6 are l1 
to l6 and d1 to d6, respectively, as shown in Fig. 1 
(b). In order to design the combiner, the distance 
Rg between the axes of the input and output probes, 
as shown in Fig. 1 (b), should be calculated. This 
can be done based on the theory of parallel 
coupled transmission lines. After that, the output 
probe and one input probe are analyzed as a 
two-port network. By this way, the equivalent 
impedance of each probe can be calculated. 
According to the multi-section impedance 
matching theory, the structural parameters of the 
input and output probes can be obtained, as 
formulated below. 

left side view

input ports
front view

output ports
right side view

  

(a) Outside view. 
 

W

P

L3 L2 L1

L4L5L6
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C

Central coaxial probe

PTFE

PTFE

Ground disk

 

 (b) Cross-section view and longitudinal-section 
view. 

 
Fig. 1. Structure of the three-way variable 
radial-waveguide power combiner. 

 
For the sake of analysis, each matching section 

of the probe can be viewed as a virtual coaxial line 
(inner diameter of di and outer diameter of Di). 
The inner diameter of the virtual coaxial line is 
actually the diameter of the matching section. Due 
to the interaction between the input and output 
probes, the outer conductor diameter Di is an 
equivalent value or calculated value, which is 
given by the following expressions [10] 

= ( 2 ) ( =1,2)

=2 ( =3,4) ,

= ( 2 -2 ) ( =5,6)

i i

i g

i i g

D k B T i

D R i

D k B T R i

 


 

    (1) 

where B is the diameter of the cavity, T is the 
thickness of the cavity wall, Rg is the distance 
between input and output probes, and ki is the 
weighting factor, which is given as 

2
( 1, 2,5,6).

2
i

i
g

B T d
k i

R

 
     (2) 

The equivalent impedance of each matching 
section of each probe can be expressed as, 

( 1, 2,...,6)i i iZ R jX i        (3) 

where Ri and Xi are the real and imaginary parts of 
the equivalent impedance, respectively. 
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The real part of the equivalent impedance of 
the probe is actually the characteristic impedance 
of the coaxial line, which can be obtained by 

0

60
( 1, 2, , 6),i

i
i

d
R i

D
        (4) 

where di is the inner conductor diameter, and ε0  
is the vacuum dielectric constant. 

According to the parallel lines coupling theory, 
the mutual coupling between input and output 
probes can be taken as mutual impedance, and is 
further equivalent to the imaginary part of the 
input impedance of the probe. Since Matching 
Sectoin-1 is more independent, the imaginary part 
of its input impedance can be calculated as [10] 

0 1
1 ,

8

l
X




               (5) 

where μ0 is the vacuum permeability. 
Since the spacing between Matching 

Sections-2, -3, and Section-4 are small, there 
exists strong coupling between them and then 
electrical coupling plays a major role. The 
imaginary part of the input impedance is given as 
[10]  

0

3 4

1 1
2 ( ) ( 2, 3, 4),

ln ln
i i

i i

X P i
D D

d d

    (6) 

where Pi is the length of the common part of two 
parallel sections.  
 The radii of Matching Sections-5 and -6 are 
much smaller than the distance between two input 
probes. As a result, the magnetic coupling plays a 
major role and the imaginary part of the input 
impedance can be calculated as [10] 

4
0

3/2
2 2

( 5, 6).

32 ( ) ( )
2 2

i
i

i i

d
X i

D d

 
 

   

  (7) 

According to the multi-section impedance 
matching theory [17], the reflection coefficient of 
each matching section can be expressed as, 

1

1

( 2, 3)i i
si
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Z Z
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      (10) 

where Zi is the equivalent impedance of Matching 
Section-i and Z0 is 50 ohm. 

In order to describe the combiner more clearly, 
the output port is named Port-1, and the three input 
ports are named Ports-2, -3, and -4, respectively. 
The reflection coefficient of the port can be 
calculated by, 

 1 1 1 2 1 2 3= +(1- ) + 1- 1-p s s s s s s          (11) 

   
6 6 5

6 5 4

= +(1- ) +

        1- 1-  =2, 3, 4 ,

pj s s s

s s s j

   

    
   (12) 

where si  is the reflection coefficient of the 

Matching Sections-i (i=1,2,…,6), and pj  is the 

total reflection coefficient of port j (j = 1, 2, 3 and 
4), when the reflection coefficient of each 
Matching Section is independent. 

Then, the VSWR and input impedance of each 
port can be calculated by,  

 
1+

= =1, 2, 3, 4 .
1-

pj

j

pj

VSWR j



   (13) 

Consequently, with the given VSWR, the 
dimensions of the probes can be calculated 
conversely. 

 
III. PERFORMANCE OF THE 

COMBINER 
A. Impedance matching, insertion loss, and 
isolation 

A combiner is designed and fabricated with 
the structural parameters listed in Table 1. The 
performance of the combiner is simulated by using 
Ansoft’s HFSS. The fabricated combiner, as 
shown in Fig. 2, is measured with the use of an HP 
vector network analyzer HP8753C. The simulated 
and measured parameters are shown in Fig. 3.  

Basically, performances of the three input 
ports are the same, thus only one input port VSWR 
is given. As shown in Fig. 3 (a), the simulated 
VSWRs of both Port-1 and Port-2 are less than 
1.22 (|S11| = -20 dB) within the bandwidth from 
1.2 GHz to 2 GHz, while the measured ones are 
less than 1.4 (|S11| = -15.5 dB), indicating good 
impedance matching at both input and output ports. 
The phase imbalance of the three input ports is 
better than 1 degree, which is shown in Fig. 3 (b), 
where the phase of S41 is taken as a reference.  
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Fig. 2. Fabricated combiner. 
 

Table 1: Dimensions of the power combiner (unit: 
mm). 

l1 l2 l3 l4 l5 l6 
26 13 6 25 14 10
d1 d2 d3 d4 d5 d6 
8 16 36 24 8 4 
B T din dout Rg dt 

150 7.5 9.2 18 46 12
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(d) S-parameters between the input ports. 

 
Fig. 3. Simulated and measured results. 

 
Figure 3 (c) presents the power dividing 

performance of the three ways. The simulation 
results show that the insertion loss of each way is 
very close to the theoretical value of 4.78 dB 
(10log(1/3) = -4.78), while the test curves range 
between 4.9 dB and 5.05 dB, revealing a 
maximum in-band additional insertion losses 
being less than 0.3 dB. Figure 3 (d) shows both the 
simulated and the measured isolation between any 
two input ports. The values are better than 15 dB, 
which meet the design requirements.  

From Figure 3, it is clear that the three-way 
power combiner show a good equalization of 
power division among three input ports while 
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maintaining relatively low return loss at each port 
over a wide bandwidth. 

Based on the structural parameters of the 
combiner, the S-parameters can be calculated, as 
listed in Table 2. It can be found that the calculated 
results are consistent with the simulated and 
measured ones. 

 
Table 2: Calculated S-parameters. 

VSWR 
S21 

(dB) 
S31 

(dB) 
S41 

(dB) 
S23 

(dB)
S24 

(dB)input 
port 

output 
port 

1.2 1.25 - 4.8 - 4.8 - 4.9 - 15 - 15 

 
B. Efficiency and power capacity 

Since the power capacity of the combiner is 
determined by the heat breakdown voltage of 
PTFE [18], according to the theorem of energy 
storage capacitor, the total capacity of the 
combiner is calculated by 

23
= ,

2
r

e

D
W

 
          (14) 

where εr is the dielectric constant of PTFE and D 
is the electric displacement vector. The calculated 
power capacity We is higher than 600 Watt 
according to the simulation. 

The combining efficiency can be calculated 
by,  

out

in

p

P
                 (15) 

where Pout and Pin are the output power and input 
power, respectively. The measured output and 
input powers are 540 Watt and 600 Watt, 
respectively. Consequently, the combining 
efficiency of this combiner reaches 90 %. 

 
IV. CONCLUSION 

In this article, an L-band broadband power 
combiner has been designed based on variable 
radial waveguide spatial power combining 
technology. The developed combiner exhibits 
good insertion losses between the input and output 
ports, as well as enhanced port-to-port isolation 
between input ports. Three axial slots on the cavity 
sidewall and a grounded disc on the wall of cavity 
have improved the port-to-port isolation between 
input ports. Moreover, good VSWR has been 

obtained with the use of multi-section impedance 
matching. The tested operating bandwidth ranges 
from 1.2 GHz to 2 GHz with VSWRs less than 1.4 
at all ports. The extra insertion losses between the 
input and output ports are less than 0.3 dB and the 
isolation between the input ports is better than 15 
dB. The power capacity has reached 600 W and 
the combining efficiency has achieved 90 %. 
Results from experiments have validated the 
design expectation with good agreement. 
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