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Abstract─ Advances in computational resources 
facilitate anechoic chamber modeling and analysis 
at VHF/UHF frequencies using full-wave solvers 
available in commercial software such as FEKO.  
The measurement community has a substantial and 
increasing interest in utilizing computational 
electromagnetic (CEM) tools to minimize the 
financial and real estate resources required to 
design and construct a custom anechoic chamber 
without sacrificing performance. A full-wave 
simulation analysis such as the finite element 
method (FEM) provides a more accurate solution 
than the approximations inherent to asymptotic 
ray-tracing techniques such as physical optics 
(PO), which have traditionally been exploited to 
overcome computational resource limitations. An 
anechoic chamber is simulated with a rectangular 
down-range cross-section (in contrast with the 
traditional square cross-section) to utilize the 
software’s capability to assess polarization 
performance. The absorber layout within the 
anechoic chamber can be optimized using FEKO 
for minimal reflections and an acceptable axial 
ratio in the quiet zone. Numerical results of quiet 
zone disturbances and axial ratios are included for 
both low- and medium-gain source antennas over 
a broad frequency range. 
 
Index Terms - Anechoic chamber, axial ratio, 
computational electromagnetics, FEKO, finite 
element method, and physicaloptics. 
 

I. INTRODUCTION 
The optimum choice of anechoic chamber 

dimensions is crucial to ensure the minimum 
performance level of the quiet zone and to 
minimize the system cost. In many cases, 
however, the dimensions are predetermined (e.g., 
rectangular rather than square cross-section). The 
chamber geometry is not the only parameter 
limiting quiet zone performance. The quiet zone 
behavior depends on several factors such as 
absorbing material performance, layout and 
grades, source antenna/device under test (DUT) 
separation, source antenna beamwidth, DUT 
positioning equipment geometry and material, etc.  
A full 3D electromagnetic analysis must be 
performed to correctly account for all of these 
parameters. 

To date, the industry most often analyzes 
anechoic chambers with a method similar to “ray 
tracing”, which suffers from poor accuracy. The 
inaccuracy is especially prevalent in scenarios 
where the room characteristic dimensions are only 
a few wavelengths (i.e., a typical situation at 
VHF/UHF frequency bands). A few components 
contributing to the inaccuracy are detailed below: 

 Limited data is available on the reflectivity of 
absorbing materials at VHF/UHF, especially 
at off-normal incidence.Historically, the 
reflection coefficient is only described by 
magnitude and the phase is not provided. As a 
result, only approximate information can be 
extracted from the RMS fields in the quiet 
zone. In some cases, assumptions were made 
on the reflectivity at off-normal incidence 
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angles at VHF/UHF frequencies based on 
similarities to better established reflectivity 
curves at higher frequencies (e.g.,>2.0GHz). 
However, the extrapolation has been proven 
inaccurate for a number of VHF/UHF 
chambers.In other cases, the off-normal 
incidence data is retrieved from normal 
incidence reflectivity using Fresnel formulas, 
which are accurate for planar absorbing multi-
layered structures only. 

 Specular area characteristic dimensions 
include a few wavelengths of surface covered 
by absorbing material (e.g., pyramids, wedges, 
etc.), which at VHF/UHF may exceed side 
wall characteristic dimensions and may, 
therefore, span a large range of incidence 
angles of the illuminating rays on the specular 
area. Choosing the correct incidence angle and 
corresponding reflection coefficient at each 
consecutive specular point then becomes a 
difficult process. Upgrading the “ray-tracing” 
method to the “aperture integration” method is 
a better fit for the analysis. However, accuracy 
is limited by the data available for the 
reflectivity of absorbing materials.   

Thus, the need for a more rigorous and 
comprehensive analysis such as a full 3D 
electromagnetic simulation is obvious, especially 
at VHF/UHF bands [1, 2].Insufficient accuracy in 
the chamber design has resulted in some poor 
chamber implementations in the past. Even 
identifying improper chamber performance with 
the VSWR test procedure is a difficult process at 
VHF/UHF bands. The test may show uniform field 
distribution in the quiet zone, while the overall 
chamber performance is far from optimal. 

Some factors limiting the effectiveness and 
accuracy of the VSWR tests for chamber 
certification at the VHF/UHF bands are: 

 Often the test zone dimensions are comparable 
to or less than 1λ at the lowest operating 
frequency. Thus, visually retrieving and/or 
distinguishing the ripples (period and ripple 
amplitude) associated with multiple reflections 
in the chamber interior to the fullest extent 
from the measured data are part of a difficult 
process. The chamber may even appear to 
achieve acceptable performance in scenarios 
where the reflected signal is stronger than the 
direct (desired) one. 

 Due to geometry constraints the field probe 
antenna used in the free-space, VSWR 
procedure is typically a low- or medium-gain 
antenna. In cases with relatively high 
reflections in the shielded room, the reference 
measurement results may be in error. An 
uncertainty is then added through the entire 
VSWR data processing. Consequently, there 
could be a situation at VHF/UHF bands where 
the VSWR tests optimistically report the quiet 
zone reflectivity performance. 

 The VSWR procedure is often inapplicable 
without modifications (e.g.,transversal cuts in 
elongated chambers such as tapered ones). As 
a result, the procedure is frequently 
“engineered” to exclude conflicting/confusing 
measurement data. 

The primary manifestation of a poor elongated 
chamber performance includes: 
 Inconsistent longitudinal trace behavior in the 

quiet zone over a broad frequency range. 
 Significant signal level variation over a broad 

frequency range with the source and probe 
antennas rotated simultaneously (clocked) 
around their boresight (the chamber line of 
sight). 

In order to assure that the chamber performs 
well, a significant amount of extra testing is 
required to be performed on the quiet zone, which 
might be costly or often impossible to execute.  
Effort has previously demonstrated an efficient 
method for modeling the reflectivity of absorber, 
while saving computational resources as compared 
to a full 3D EM solver [3]. 

A full 3D anechoic chamber simulation at 
VHF/UHF frequencies is a helpful tool that may 
be used to predict/estimate some test results and 
assure optimal performance. In particular, 3D 
anechoic chamber simulations can estimate the 
axial ratio accuracy, which can be achieved in the 
chamber with a non-square cross-section. 

II. NUMERICAL METHODS 
As computational resources such as memory 

and processors continue to experience reductions 
in price, state of the art CEM techniques available 
in commercial software packages such as FEKO 
[4] are becoming a more attractive option for 
engineers during the design phase of anechoic 
chambers. Full-wave techniques, such as finite-
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difference time-domain (FDTD), method of 
moments (MoM), multi-level fast multipole 
method (MLFMM), and finite element method 
(FEM) accurately solve Maxwell’s equations 
without approximations and are therefore 
becoming a popular choice with the availability of 
cheaper memory and CPU power. To demonstrate 
feasibility of anechoic chamber design at 
VHF/UHF frequencies using a full-wavetechnique 
such as FEM, we chose the commercial EM 
simulation tool FEKO. 

FEKO is a comprehensive electromagnetic 
software suite that includes asymptotic solvers 
such as physical optics (PO), geometrical optics 
(GO), and uniform theory of diffraction (UTD) 
together with the full-wave solvers including 
MoM, MLFMM, and FEM. The asymptotic 
methods and FEM have been hybridized with 
MoM to assist with solving large and complex 
problems [5-7]. Asymptotic methods are well 
suited for the analysis of electrically large 
anechoic chambers. Apart from providing a 
solution with limited resources, asymptotic 
methods operate with underlying approximations 
wherein vigilance is required to model the 
problem well within those approximations. 

In this paper, the analysis and design process 
for an anechoic chamber is presented. The design 
process utilizes both the full-wave FEM and 
asymptotic PO techniques, which are ideal for this 
electrically large, non-radiating dielectric model.  
FEM utilizes a volume meshing technique that 
employs tetrahedral elements to accurately mesh 
arbitrarily shaped volumes where the dielectric 
properties may vary between neighboring 
tetrahedral elements. The outer shell is meshed 
with triangular elements and does not require a 
radiation boundary. In contrast, PO utilizes a 
surface meshing technique that employs triangular 
elements to accurately mesh arbitrarily shaped 
surfaces where the dielectric properties are 
homogeneous. 

III. CHAMBER AND ANTENNA 
MODELING 

A custom anechoic chamber with a 
rectangular down-range cross-section (i.e., W × H) 
is modeled to fit within a physically limited 
volume. FEM was used to analyze an anechoic 
chamber model with a perfectly conducting outer 
 

shell. The chamber dimensions are 17 H × 24 W 
× 32.5 L as shown in Fig. 1, where the orange 
color represents the outer shell modeled as PEC 
and the blue represents the inner absorbing 
material. 

 
 

 
 

Fig. 1. Anechoic chamber model dimensions. 
 

The center of the quiet zone is 10 from the 
receiving wall and measures 6 H × 6 W × 6 L.  
The source antenna is modeled at a 10 separation 
from the center of the quiet zone (i.e., 20 from the 
receiving wall) and visible left of center in Fig. 1. 
PO was employed to analyze an anechoic chamber 
model with a dielectric shell as shown in Fig. 2, 
because FEKO limits the analysis with PO to a 
single material within a given model. 

 

Fig. 2. Anechoic chamber analyzed with PO. 
 

Both low- and medium-gain source antennas 
are modeled for vertical and horizontal 
polarizations with a directive gain of ~6 and 10 
dBi, respectively. Any type of source antenna can 
be included in the model. For practical reasons, we 

L 

H 

W 



have chosen to generate a source antenna, similar 
to Fig. 3, with 25 current sources measuring /15 
in length and arranged on a plane to achieve the 
desired beam widths in both the E- and H-planes, 
where  is the operating wavelength. A realistic 
pattern is emulated by minimizing the energy 
radiating toward the rear of the chamber with a 
PEC reflector separated by /4 (represented by 
orange). 

 

Fig. 3. Source antenna model used for analysis. 

The 3dB beam widths (BW) of the source 
antennas are summarized below in Table II. 

Table I: Source antenna of 3 dB BW. 
Gain E-Plane 3dB BW H-Plane 3dB BW 
Low 68º 111º 

Medium 65º 67º 

A center patch region of the two side walls, 
the receiving wall, the floor and ceiling were 
modeled with large pyramidal absorber and 
surrounded by small pyramidal absorber as 
illustrated in Fig. 4. 

 

Fig. 4. Large absorber was used in center patch 
region of several walls. 

The large pyramidal absorber is modeled with 
a 12 H × 12 W × 6 L cuboid base below a 36 
long pyramid. The small pyramidal absorber in the 
surrounding area is modeled with an 8 H × 8 W 
× 4 L cuboid base below a 24 long pyramid as 
shown in Fig. 5. 

 

Fig. 5. Large and small pyramidal absorber 
models. 

The real and imaginary dielectric constant for 
the absorbing material is illustrated in Fig. 6 and 7, 
respectively. The upper line indicates the 
maximum value, the lower line indicates the 
minimum value and the middle solid line indicates 
the average dielectric constant resulting from the 
manufacturing tolerances. 

 

 

Fig. 6. Real dielectric constant for the absorber. 

 

 

Fig. 7. Imaginary dielectric constant for the 
absorber. 

We have elected to use the average dielectric 
constant and loss tangent for the absorber as 
summarized below in Table II for the frequencies 
analyzed. 

 

Table II: Absorber material properties. 
Frequency r r Tan 
150 MHz 4.758 4.467 0.93884 
250 MHz 3.5 3.0 0.85714 
500 MHz 2.4 1.95 0.81250 
1000 MHz 1.95 1.4 0.71795 
2000 MHz 1.95 1.4 0.71795 
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The computer memory required depends on 
the size of the mesh (i.e., number of tetrahedra 
and/or triangles), dielectric constant, and 
frequency as summarized in Table III and IV. 

Table III: FEM mesh characterization. 
Frequency Tetrahedra Triangles Memory
150 MHz 1181640 43508 14 GB 
250 MHz 3265760 86404 43 GB 
500 MHz 12 583 444 234 684 196 GB 

Table IV: PO mesh characterization. 
Frequency Triangles Memory
500 MHz 2 364 916 10 GB 
1000 MHz 7 615 698 31 GB 
2000 MHz 30 035 292 123 GB 

The respective run times required for this model 
are listed inTableV. 

Table V: Simulation runtime. 
Frequency Method Run Time 
150 MHz FEM 3 min 
250 MHz FEM 12 min 
500 MHz FEM 81 min 
500 MHz PO 27 min 

1000 MHz PO 77 min 
2000 MHz PO 271 min 

Simulations were performed on a workstation 
with an Intel Xeon E5-2650 CPU with a total of 8 
processors operating at 2.0 GHz. The workstation 
had 256 GB of shared memory available. 

IV. ERROR ANALYSIS 
Numerical results are computed for both the 
down-range cross-section of the fields in the 
center of the quiet zone and the down-range axial 
ratio. The quiet zone fields were then normalized 
with fields produced by an identical antenna 
radiating into free space. This process was 
repeated for two distinct frequencies (i.e., 150 
MHz and 250 MHz). The normalized fields 
represent an error termproduced by energy 
reflecting off of the absorber, 

ߝ ൌ ቤ20 logට
∑|஼௛௔௠௕௘௥	ி௜௘௟ௗ	஼௢௠௣௢௡௘௡௧௦|మ

∑|஼௟௘௔௥	ௌ௜௧௘	ி௜௘௟ௗ	஼௢௠௣௢௡௘௡௧௦|మ
ቤ. (1) 

The down-range axial ratio,quantifies the 
polarization performance of an anechoic chamber 
by comparing the results from a simulation using a 

horizontally polarized antenna to the results from a 
simulation using a vertically polarized antenna, 

ܴܣ ൌ ቤ20 logට
∑|ு	௉௢௟	ி௜௘௟ௗ	஼௢௠௣௢௡௘௡௧௦|మ

∑|௏	௉௢௟	ி௜௘௟ௗ	஼௢௠௣௢௡௘௡௧௦|మ
ቤ. (2) 

These two equations help quantitatively validate 
the performance of a custom anechoic chamber 
configuration. 

V. RESULTS 
The errors produced in the central cross-

section of the quiet zone have been analyzed with 
equation (1) for both low- and medium-gain 
source antennas for horizontal and vertical 
polarizations.  

Fig. 8, 9, and 10 illustrate the results for a 
horizontally polarized, low-gain source antenna 
operating at 150 MHz, 250 MHz,and 500 MHz, 
respectively. The vertically polarized data sets 
were omitted for brevity. Fig. 11 and 12 depict 
the error produced when operating at 150 MHz 
and 250 MHz, respectively, for a vertically 
polarized, medium-gain source antenna. The 
horizontally polarized data sets were omitted for 
brevity. 

Note the collection of plots in Fig. 8 through 
Fig. 12 illustrates a quiet zone error generally 
below 1 dB. Fig. 13 illustrates the axial ratio error 
from equation (2) along the length of the anechoic 
chamber through the center of the quiet zone for 
low- and medium-gain source antennas operating 
at 150 MHz and 250 MHz. 

 
 

 
 

Fig. 8. Error when operating an H-polarizedlow-
gain source antenna at 150 MHz. 
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Fig. 9. Error when operating an H-polarizedlow-
gain source antenna at 250 MHz. 

 

Fig. 10. Error when operating an H-polarized low-
gain source antenna at 500 MHz. 

 
Fig. 11. Error when operating a V-polarized 
medium-gain source antenna at 150 MHz. 

 

Fig. 12. Error when operating a V-
polarizedmedium-gain source antenna at 250 
MHz. 

 

Fig. 13. Axial ratio for low- and medium-gain 
source antennas operating at 150 and 250 MHz. 

Note the behavior of the curves in Fig. 13 is 
largely explained by the rectangular cross-section 
of the chamber resulting in: 
 Different reflectivity exhibited by the side 

walls, the floor, and the ceiling. 
 Different free space attenuation associated 

with different propagation distance of the 
reflected waves from the side walls and the 
floor and ceiling to the center of the quiet 
zone. 

In theory, the axial ratio does not exist in a 
symmetrical chamber with a squared cross-section.  
If detected in a practical squared cross-section 
chamber, the axial ratio error is associated only 
with the manufacturing tolerances contributing to 
the error. 
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In addition to analyzing the anechoic chamber 
with FEM, the PO technique was also validated by 
comparing near fields in the quiet zone when 
operating at 500 MHz. The difference between the 
FEM and PO results is illustrated in Fig.14. 

 
Fig.14. The difference between FEM and PO 
analysis results when operating at 500 MHz. 

The PO technique is shown to have a 
maximum error of 1.0 dB when computing near 
fields in the quiet zone of an anechoic chamber.  
The additional error introduced by the physical 
optics method is limited, which facilitates 
simulating the anechoic chamber at much higher 
frequencies. As shown in Table IV and V, we 
simulated the anechoic chamber up to 2 GHz.  
Further increases in frequency are possible. 

VI. CONCLUSION 
Both full-wave and asymptotic analyses have 

been performed on the quiet zone of a rectangular 
cross-section anechoic chamber at VHF/UHF 
frequencies using a 3D solver within the FEKO 
simulation software. The results demonstrate 
meaningful and expected performance in the 
chamber with rectangular cross-section, which 
indicate that: 
 Quiet zone performance (reflectivity) is 

improving as operating frequency increases. 
 Quiet zone performance degrades with the 

increasing separation between the source 
antenna and quiet zone. 

 A higher gain source antenna provides better 
quiet zone performance. 

 The linear rotating polarization axial ratio is 
getting worse with longer separation between 
the source antenna and the quiet zone. 

 Axial ratio is improving at higher frequencies. 
 Axial ratio is improving for a higher gain 

source antenna. 

FEKO is an effective tool for performing 
computational analyses of anechoic chambers at 
VHF/UHF frequency bands. Of particular value is 
the fact that one can switch from a rigorous 
method like FEM to an asymptotic method like PO 
within the same environment. Future applications 
of the FEKO simulation software to assist with 
analyzing anechoic chambers are expected. 
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Abstract─ The full wave simulation of 
reverberation chamber in time domain usually 
takes large computational time because of its 
resonant characteristic. This contribution makes 
the pioneer exploration of accelerating this kind of 
simulation by time-domain signal prediction. The 
prediction technique is based on the well known 
matrix pencil method (MPM). An approximation 
to the existing MPM is proposed to obtain a new 
kind of MPM, which is more computationally 
efficient. To conduct the prediction effectively, the 
signal’s oversampling should be avoided and the 
singular values appeared in MPM should be 
judged appropriately. The signal can be re-
sampled according to Nyquist sampling law while 
the singular values can be selected by the newly 
proposed criterion based on cavity theory. For 
wideband time-domain responses, it is suggested 
to apply digital band-pass filter before prediction 
to get higher precision. Using the proposed 
methods, the computational time can be reduced 
almost 50 % for the reverberation chamber’s 
FDTD simulation. 

  
Index Terms – Digital band-pass filter, FDTD, 
matrix pencil method, reverberation chamber, and 
signal prediction. 

 
I. INTRODUCTION 

The reverberation chamber (RC) is an 
essentially electrically large cavity made of highly 
reflective metallic walls and excited by a source. 
Acting as a lower cost alternative to anechoic 
chambers or open area test sites, RC has become 
an attractive electromagnetic compatibility test 
facility recently [1]. It has the advantages of 
producing a statistically uniform field within a 

relatively large volume, generating high-peak 
fields from comparatively modest input powers, 
and isolating the test environment from a 
potentially noisy ambient environment. 

Numerical modeling plays an important role in 
the process of RC design and analysis, and there is 
a variety of modeling methods as reviewed in [2]. 
Recently, some hybrid methods both in time-
domain [3] and frequency-domain [4] have 
attracted much attention in the field of RC’s 
proper simulation. To sum up, a large proportion 
of the correlation studies adopted the time-domain 
methods to take advantage of wideband analysis. 
The finite-difference time-domain (FDTD) method 
[5] is the typical one because of its explicit scheme 
and wide applicability. However, there exists a 
well known problem that it is hard to reach 
convergence in RC’s time-domain simulation 
because of its strong high-Q resonances [6, 7]. 
Using the advanced computational techniques, 
such as domain decomposition and parallel 
computation, could alleviate this contradiction to a 
certain degree. But a more general solution to this 
problem seems to be time-domain signal 
prediction, i.e., using the early signal records to 
predict the late signal response for accurate 
frequency domain parameter estimation. Although 
the RC’s numerical modeling has attracted many 
attentions, its accelerated simulation by this way is 
rare to be seen. 

In time-domain simulation, a Gaussian pulse 
excitation is usually applied whose pulse width is 
much shorter than the whole simulation time. 
Therefore, the electric field (E-field) response 
within the RC is almost determined by the RC’s 
geometry. What’s more, because the excitation 
signal has a specific frequency range, the E-field 
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response could be regarded as the sum of 
exponentially damped sinusoids with the damping 
rate related to RC’s losses. Therefore, it is feasible 
to predict the remaining response using the 
complex exponentials extracted from the truncated 
response. 

The matrix pencil method (MPM) is proposed 
to estimate parameters of exponentially damped 
/undamped sinusoids in noise [8], which is more 
computationally efficient than the polynomial 
method. Several modified versions of MPM have 
been studied since it is firstly introduced. B. Lu 
proposed the improved MPM using low-rank 
Hankel approximation [9]. Recently, MPM has 
attracted many attentions [10, 11] and has 
contributed to solving several computational 
electromagnetic problems [11-13].  

In this contribution, the time-domain response 
of RC is fitted to a model of sum of complex 
exponentials and a new kind of matrix pencil 
method is proposed based on an approximation to 
the existing modified matrix pencil method 
(MMP). Through comparison, this method is 
demonstrated to be more computationally efficient 
and to retain the same precision. Before obtaining 
acceptable predicting results, special attention 
should be paid to signal’s proper sampling and 
singular values’ appropriate judgment. Fortunately, 
in the case for RC’s time-domain response’s 
prediction, the required major singular values for 
MPM could be estimated effectively according to 
cavity theory. Since the computing time for 
prediction can be neglected compared to that of 
RC’s numerical simulation, the proposed hybrid 
method combing simulation and prediction can 
accelerate the time-domain simulation of an RC 
considerably. 

 
II. MODELING RC’S TIME-DOMAIN 

RESPONSE  
In this section, the RC’s time-domain response 

is analysed theoretically ending up with the linear 
fitting model, i.e., sum of exponentially damped 
complex exponentials. On the one hand, the RC’s 
stored energy U meets, 

 t d t

dU
P P U

dt Q
P


   (1) 

where tp  is the net power delivered into RC, dp is 

RC’s total dissipated power,  is the angular 
frequency, and Q is the quality factor embodying 
the overall losses of a real RC. The equation is 

expanded using the definition of Q  [14]. Solving 
this differential equation leads to,  

 0e 0,
t

U U t


  (2) 

where 0U corresponds to the stored energy when 

the excitation pulse is terminated and /Q  is 
the time constant of RC [14]. According to the 
cavity theory, the amplitude of E-field strength is 
directly proportional to the square root of U . 
Moreover, the E-fields are assumed to be 
statistically uniform. Therefore, 

 / 2|,| | and| | |
t

t
x y z eE eE E  

   (3) 

where |,| |, and| | |x y zE E E correspond to the 

amplitude of E-field in the , , and x y z orthogonal 
directions, respectively. In short, the E-fields 
within the RC decay exponentially. 

On the other hand, there exist limited resonant 
frequency components for a settled RC within the 
investigated frequency band. To sum up, the time-
domain response ( ), 1, 2,...,s k k N  of an RC 
excited by a pulse can be modeled as the sum of 
exponentially damped complex exponentials, 

 
1

( ) , 1, 2,3
M

i

k
i is k c z k N



    (4) 

where  N  is the signal’s length, M is the number 
of major exponentials, , 1, 2,...,ic i M are fitting 

coefficients, and , 1, 2,...,i ij
iz e i M     are 

complex exponentials with i  being the damping 

factors and 2i if   the angular frequencies.  

Once iz  and M  are determined from the 
truncated early response of an RC, then 

, 1, 2,...,ic i M  can be derived by solving a least-
squares problem [8]. Consequently, the late 
response can be predicted by increasing N  to be 
large enough. 

 
III. DERIVATION OF A NEW KIND OF 

MPM 
In this section, a new kind of MPM is 

proposed based on an approximation to the 
existing modified MPM. 

A. Recalling the conventional MPM 
The observed data (probably contaminated by 

noise ( )n k ) is expressed as, 

 ( )= ( ) ( ), 1, 2,...,y k s k n k k N  . (5) 

In order to extract , 1,2,...,iz i M  from ( )y k , the 
Hankel data matrix Y is constructed as, 
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 1 2 1, , ,[ ]Ly yY y  +=  (6) 

where /L N �  is called pencil rate parameter 

satisfying M L N M< < -  and the column vector, 
 T[ ( ), ( 1), , ( 1)]l y Ny ll y l Ly  - += -+  (7) 

where the superscript T  denotes the transpose 
operator. The matrices 1Y  and 2Y  (with the same 
size) are obtained by removing the last and first 
column of Y , respectively.  

The matrix pencil for 1Y  and 2Y  is defined 

as 2 1Y Yl- , with l  a complex parameter. If 

( )=0, 1,2,...,n k k N , 2 1Y Yl-  can be rewritten as,  

 2 1 1 0 2= [ ]Y Z C ZY ZIl l- -  (8) 
where  

 

1 2

2 2 2
1 2

1

1 2

M

M

N L N L N L
M

z z z

z z z

z z z  

 
 
   
 
  

Z





  



, (9) 
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1

1
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1

1

1

1

1

L

L

L
M M

z z

z z

z z







 
 
   
 
  

Z





  



, (10) 

 0 1 2,diag{ },..., Mzz zZ , (11) 

 1 2, ,...ag{ ,di }Mcc cC . (12) 

Because izl=  is the rank-reducing number of 

this matrix pencil, the eigenvalues of 1 2Y Y+  can be 

regarded as , 1, 2,...,iz i M , where + denotes the 

Moore-Penrose pseudo inverse operator. If ( )y k is 

contaminated by noises, the rank of 2 1Y Yl-  is 
probably larger than M , and the low-rank 
approximation to Y is proposed to suppress the 
noises before adopting the same procedure to 
derive , 1,2,...,iz i M [15]. In the first step, the 
SVD of Y  is carried out, 

 HY = U V
é ù
ê ú
ê úë û

S O
O O

 (13) 

where the superscript H denotes the conjugate 
transpose, U and V are made up of the 
eigenvectors of HYY and HY Y , respectively and 

1 2,d ,iag( , )qs s s= S  is composed of the nonzero 

singular values i arranged in a descending 
sequence. In the second step, M major singular 
values are selected to make up, 

1 2diag( , ), min ), , ( ,M M N L Ls s s¢ = < -S . (14) 

Then the reduced-rank approximation (its operator 
L ) of Y  is derived as, 

 H( )Y Y U V¢ ¢ ¢ ¢= =L S  (15) 

where ¢U and V ¢ are obtained by choosing the 
front M columns of U and V , respectively. It is 
proved that among all the matrices with the same 
size of Y , ¢Y is the one, which has the minimum 
Frobenius norm deviation to Y , and this deviation 
decreases as M increases [11].  

The simple criterion to determine M would be 
checking whether , 

 1/ 10 p
Ms s -<=  (16) 

where p  is an appropriately chosen value 
according to the specific predicting data. These 
selected singular values can be regarded as the 
weight coefficients corresponding to the major 
resonant components. In contrast, those discarded 
ones having trivial values corresponds to the noisy 
components. 

The same method as used in the noiseless case 
could be utilized to get iz  from ¢Y , while an 
equivalent but more computationally efficient 
technique is to calculate the front M eigenvalues 
of , 

 H
21

H{ ' } 'V V+  (17) 

directly to estimate iz  [15], where (in Matlab 
notation), 

 1 2' (1: ,:), ' (2 : 1,:)L L¢ ¢= = +V V V V . 
The computation burden can be alleviated in this 
way because the operation to obtain 'Y  is avoided. 
This conventional method is named mp. 

B. Derivation of the new kind of MPM 
While ( )YL  does not remain the Hankel 

structure, the reduced-rank Hankel approximation 
(its operator J ) is introduced to derive ( )YJ , 
which possesses both the Hankel structure and 
rank-deficient properties. This modification is 
helpful in suppressing noises. By the aid of H  
known as the Hankel approximation operator. An 
iterative algorithm of J  is available where each 
iteration executes H  and L , successively. For a 
given matrix X , the iterative algorithm of J  is 

 ( ) ( ) ( ) lim( ( ( )) )
G

G




 


 X X XJ HL HL HL . (18) 

For more details about J , the reader can refer 
to [16]. The modified MPM using J  is stated as 
below, which is named mmp1. 
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1 2

2

1. ( ),

2. ( :,1: ), (:, 2 : +1),

ˆ3. = ( ), 1, 2,

ˆ ˆ4. Calculating the front  eigenvalues of { } .

i i

L L

i

M 







   



= =
Y Y

Y Y Y Y

Y Y

Y Y

J

L
 

The main difference from mp occurred in step 1, 
i.e., the pre-treatment of the original master matrix 
Y , which retains the Hankel structure in the 
process of filtering noise represented by operator 
L . The subsequent steps resemble that of mp. 
Analyzing the computational burden of mmp1, L  
is the key factor because it is more time-
consuming than H  considering the SVD. In 
order to avoid L , the approximation to step 3 is 
proposed to reduce the executions of L  from two 
times to one time. That is 

 1 2
ˆ ˆ ˆ ˆ ˆ= ( ), (:,1: ), (:, 2 : 1)L LY Y Y Y Y YL = = + ,  (19) 

in the case when Lɛ1.  
What is more, recalling the equivalent 

procedure mentioned above equation (17), it is 
preferred to derive the required M eigenvalues 
from matrix V  directly, rather than rely on matrix 
Ŷ  needing additional multiply operation between 
matrixes. To sum up, a new kind of MPM, named 
mmp2, is proposed as below, 

1 2

H H
1 2

1. ( ),

2. obtain ( ),

3. (1: ,:), (2 : 1,:),

4. Calculating the front  eigenvalues of { } .

from 

L L

M 







 

   

 

= =

Y Y

V Y

V V V V

V V

J

L
 

Because the condition Lɛ1 is usually satisfied, the 
method mmp2 is assumed to get the almost 
identical results with mmp1 with less computation 
burden. 

C. Validation of the proposed method 
The advantage of mmp1 had been shown in [9] 

compared to mp. As mmp2 is proposed based on 
mmp1, its feasibility and effectiveness is validated 
by comparing the simulation result from mmp1 
and mmp2. The similar example as in [16] is 
employed. M = 10, N = 1000, and  = 0.60. The 
symbol , 1,2,...i i M   are randomly chosen from 

1.0 / N  to 1.5 / N . In Matlab notation, this is  

 rand(1,
1

2

1
)*M

NN
  . 

Similarly, ic  are randomly chosen within [1, 2], 

and i within [0.35*2, 0.5*2]. Once these 
parameters are determined, series ( )s k are built 
according to equation (4).  

As we focus on the real-time signal prediction 
for RC’s response, only the real parts of ( )s k  are 
considered. Both the methods mmp1 and mmp2 are 
used to extract iz  under different signal-to-noise 
ratio (SNR), which is defined as 

 
var( )

SNR=10 log10
var( )

s

n





 
 

. (20) 

Then, ci are derived using the least-square 
method. Because the complex exponentials are 
used to fit the real-time series, setting the number 
of the selected major singular values to be 20 is 
optimal meaning 10 pairs of conjugate complex 
exponentials. The original and fitted signals are 
named yo and ys, respectively. The prediction is 
achieved through lengthening ys by enlarging N. 
Here, both yo and ys are lengthened to 2000. That 
is to say only 1000 data are used to determine the 
unknown parameters, such as zi and ci. The second 
half signal is obtained through prediction. Their 
relative error  

 s o 2

o 2

|| ||

|| ||

y y

y



 , (21) 

is regarded as the indicator for evaluating the 
performance of the two methods. As shown in Fig. 
1,   is exactly the same for both methods and it 
decreases as the SNR increases. This coincidence 
demonstrates the effectiveness of the 
approximation presented by equation (19). In fact, 
ɛ	 is a severe indicator, because the agreement is 
already quite acceptable when   is below 0.15. In 
detail, the fitting and predicting performance 
under 0.10   are shown in Fig. 2 and 3. As we 
can see, satisfactory agreement is reached. 

What is more, the consumed time 1t  and 2t  of 
mmp1 and mmp2,  respectively, on a PC with a 3.0 
GHz CPU is compared in Table I. Obviously, the 
proposed method mmp2 is more computationally 
efficient than mmp1 with the same precision. This 
is because J  can reach convergence within 
several iterations and mmp2 reduces the operation 
time of L  effectively. Besides, the computation 
time increases as the SNR decreases, because 
lower SNRs usually correspond to more iterations 
in J . 
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Fig. 1.   from mmp1 and mmp2 versus SNR. 
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Fig. 2. Local performance of fitting. 
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Fig. 3. Local performance of predicting. 

Table. I. Comparison of 1t (mmp1) and 2t (mmp2). 

SNR 1t / s 2t / s 

5  dB 17.4 13.6 
10dB 14.7 11.8 
15dB 10.5   8.9 
25dB   7.9   6.2 
40dB   6.4   5.3 

IV. APPLICATION TO ACCELERATING 
RC’S FDTD SIMULATION 

Through predicting the RC’s time-domain 
response from the truncated simulated signal, the 
RC’s simulation is accelerated. Here, we focus on 
RC’s FDTD simulation, but the prediction 
methodology is also applicable to the results from 
other time-domain simulation methods. 

A. Configurations 
The investigated RC’s dimension is 10.5 m  

8.0 m  4.3 m with the lowest usable frequency 
about 80 MHz. It is equipped with two different 
stirrers rotating in step-by-step mode, i.e., 
mechanical stirring. With the aid of the published 
codes in [5], it is simulated by FDTD with the 
spatial meshing step dx = dy = dz = 0.1 m and time 
step dt = 1.73  10-10s. The transmitting antenna is 
a 1.6 m long dipole antenna modeled using the 
thin-wire technique [5]. A modulated Gaussian 
pulse with the specified frequency band (80~120) 
MHz is applied to the antenna. 

On the disposal of RC’s losses, treating the 
conductivity of the materials in numerical model 
as the real values is found to generate much higher 
electric field strength than measurement data [7] 
because the real RC includes many kinds of losses 
and they can hardly be reproduced by RC’s 
numerical model. Alternatively, drawing on the 
proposition from [7], the approximation method is 
introduced by regarding the material of the RC as 
PEC and setting the air’s conductivity air to be 
about 5 51.5 10 ~2 10   S/m [17]. That is to say the 
overall losses of the RC approximately equals to 
the losses on the RC’s inner air volume. This value 
is higher than 510 S/m in [7] because our RC’s 
material is mainly galvanized steel rather than 
aluminum and its reflection coefficient is lower 
than aluminum [17]. It is worth noting that we 
emphasize on the prediction on the time-domain 
response rather than the details about RC’s 
numerical modeling.  

The simulation runs for a number of time steps 
Nts until the amplitude of the E-field strength is 
attenuated to nearly 1 % of the peak value. Eight 
sampling points within the RC’s working volume 
are selected for E-field output at x, y, and z 
directions. The proposed method mmp2 is adopted 
for the prediction.  

 
 

WANG, WU, DU, WEI, CUI: STUDY ON THE MATRIX PENCIL METHOD 767



B. Implementation issues 
The RC’s time-domain response from FDTD 

simulation is believed to possess a relatively high 
SNR. Acceptable agreement can be reached 
between the predicted response and the simulated 
signal for RC providing both the following issues 
are taken into accounts, i.e., signal re-sampling 
and appropriate choice of M (the number of the 
major singular values). 

The signal re-sampling refers to ensuring the 
signal is sampled appropriately before prediction 
according to the Nyquist sampling law. Under this 
configuration, as the sampled frequency 1/dt is 
much higher than the ceiling of the investigated 
frequency band, these E-field signals are re-
sampled at 1/20 times 1/dt with the Nyquist 
sampling law still satisfied. In fact, the re-
sampling is crucial for good prediction results 
because oversampling means redundancy and 
additional computation burden for MMP. 

Besides the signal’s re-sampling, the key 
parameter M can no longer be determined as 
effortless as in section III. The simulation data 
show that determining M by the criterion 
represented in equation (16) is neither reliable nor 
convenient because controlling the key parameter 
p calls for trial and error attempts. Alternatively, 
since M depends on the number of resonant 
frequencies, it can be determined according to the 
number of the RC’s activated resonant modes 
within the simulated frequency band. We manage 
to estimate the total number of activated resonant 
modes approximately based on the cavity theory. 
In this way, the resonant frequency (in Hz) 
corresponding to a potential resonant mode can be 
expressed as, 

 
2 2 2

, ,
RC RC RC2m n p

c m n p
f

L W H

     
      

     
  (22) 

where c is the velocity of light in vacuum and 

RC RC RC, ,L W H  are the rectangular cavity’s length, 
width, and height, respectively. Using equation 
(22), about 90 different resonant frequency 
components are determined for our simulating 
frequency band. So it is reasonable to set M = 180. 
Although, the RC equipped with some stirrers 
usually demonstrates more complex field 
distribution with a relatively larger density of 
resonant modes compared with the empty case, the 
prediction results show that it is indeed an 
effective approach to derive M for MPM. This can 

be understood considering that the number of 
‘activated’ resonant modes in the RC with stirrers 
is close to that of the ‘potential’ resonant modes in 
the same RC without stirrers. 

C. Results of prediction 
We took two cases for results’ checking. In 

case one, we assume an RC with the same 
dimensions is under low losses and set 

5
air =1 10  S/m. The required Nts is 40000 

corresponding to about 70 minutes’ operation on a 
PC with a 3.0 GHz CPU. Each of the obtained E-
fields’ responses is projected to 2000 data by the 
re-sampling method. Similarly, the first half data 
are used by mmp2 to determine the unknown 
parameters and the relative error t with the same 
definition is used for performance checking. 

According to equation (14), the span of the 
key parameter  should satisfy, 

 , (1min{ ) }N MN   . (23) 

Through simulation optimization, the smallest  is 
obtained for most sets of the E-field signals  when 
 = 0.6. Its results are shown in Fig. 4. The fitted 
and predicted signal converges to zero as the same 
as the original simulated signal. From local 
checking, acceptable agreement is obtained.  

Moreover, the fitting-predicting performances 
for all these sets of E-field signals from different 
locations within the working volume of the RC are 
shown in Fig. 5 where the 10th set corresponds to 
the results in Fig. 4. Acceptable performance is 
obtained with all t below 15 %. The results are 
close to each other since all these 24 sets of 
sampled signals share the same RC’s resonant 
characteristics. 

In essence, only the second half signal by 
prediction is of significance. So additional 
attention is paid to the semi-simulated semi-
predicted signal whose relative error between the 
complete simulated data is tc, which is certainly 
smaller than t as shown in Fig. 5. Although the 
improvement degree from t to tc is far less than 
50 %, which means the prediction is not as good 
as the fitting, the indispensable effect of prediction 
can be seen in Fig. 6. Here, the relative error in 
frequency-domain between the complete 2000 
simulated data (after re-sampling) and the front 
1000 truncated data (truncation means the rest of 
signal data are assigned to zeros) is denoted as f, 
while the relative error between complete signal 
and semi-simulation semi-prediction signal is 
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labelled fc. From Fig. 6, fc is indeed smaller than 
f, so the method combining simulation and 
prediction is feasible and effective. 
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Fig. 4. Performance of fitting and predicting for 
RC’s time-domain response. 
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Fig. 5. Performance versus different sets of E-field 
signals. 
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Fig. 6. Comparison of relative Error in frequency-
domain. 

In case two, since it had been validated that 
the overall losses of our RC in reality can be 
approximated by increasing air to about 2.0  10-5 
S/m [17], we took air = 2.0  10-5 S/m with Nts = 
26000, which means the higher level of losses the 
fewer of simulation time steps. Using the same 
method for signal re-sampling, the length of the 
usable data shrunk to 1300. Similarly, the first half 
is used to predict the second half employing 
method mmp2, where M is also set to 180. The 
prediction performances are showed by the dashed 
line in Fig. 7, which are a little worse than that in 
Fig. 5. The relative error tc for some set of the E-
field signals even exceeds 30 %. The main reason 
is that the length of available data used in mmp2 
shrunk a lot compared with that in case one. 
Consequently, the formerly optimized parameter  
= 0.6 is no longer the preferential choice for case 
two. After optimization, setting  = 0.7 can obtain 
quite acceptable results for all sets of the E-field 
signals as shown in Fig. 7. 
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Fig. 7. Comparison of tc with different . 

 
In other cases, when the investigated 

frequency band is enlarged, it is not easy to ensure 
tc below 15 %. That is because the number of 
potential resonant modes will increase swiftly as 
the frequency band expands. From our preliminary 
exploration, in order to obtain acceptable 
prediction results, the number of properly sampled 
data used for prediction should be several times of 
the total number of resonant components. 
Therefore, in order to get higher precision, it is 
suggested to apply digital band-pass filter to the 
wideband time-domain responses before 
prediction. 
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V. CONCLUSION 
In this contribution, accelerating RC’s time-

domain simulation employing signal’s prediction 
is shown to be feasible. Since the RC’s time-
domain response has the characteristics of 
resonance and exponentially damping trend, it can 
be formulated as a sum of complex exponentials 
whose unknown parameters can be estimated 
effectively by the matrix pencil method. An 
approximation is proposed to save unnecessary 
reduced-rank decomposition in the MPM, which 
leads to a new kind of MMP, which is more 
computationally efficient and retains the same 
precision. In its application to RC’s time-domain 
response prediction, the major singular values can 
be estimated appropriately by the newly proposed 
criterion base on the cavity theory. Simulation data 
show that the RC’s time-domain response from 
FDTD modeling can be fitted and predicted 
effectively. Noting that the consumed computing 
time by MMP can be neglected compared with 
that by FDTD simulation, the hybrid method 
combining simulation and prediction can save 
considerable time for RC’s time-domain 
simulation (almost 50%). Moreover, the 
employment of this predicting technique is 
independent of the RC’s simulation tool. It can 
give reasonable results only if the under-predicting 
signal has an appropriate sampling rate and the 
major singular values are selected effectively.  
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Abstract ─ Computation time and memory 
consumption are two crucial bottlenecks for 
solving large dense complex linear system arising 
from electric field integral equations (EFIE) 
formulation of monostatic scattering problems. 
The traditional symmetric successive over-
relaxation (SSOR) preconditioner, derived from 
the near-field matrix of the EFIE, is widely used to 
accelerate the convergence rate of iterative 
solvers. This technique can be greatly improved by 
modifying the near-field matrix of the EFIE with 
the principal value term of the magnetic field 
integral equation (MFIE) operator. Additionally, 
the adaptive cross approximation (ACA) algorithm 
is applied to compress the near-field interaction 
matrix to save memory. Numerical experiment 
results indicate that the novel technique can 
significantly reduce both the computational time 
and memory significantly with low cost for 
construction and implementation of 
preconditioners. 
 
Index Terms - Adaptive cross approximation, 
iterative methods, low-rank property, monostatic 

RCS, preconditioning techniques, and shifted 
technique. 
 

I. INTRODUCTION 
For electromagnetic scattering analysis, a 

classic problem is to compute the current 
distribution on the surface of an object illuminated 
by a given incident plane wave [1]. The 
formulation considered here is electric field 
integral equations (refer to as EFIE) since it has 
the most general form and does not require any 
assumption about the geometry of the object. The 
EFIE matrix equation can be solved by using 
iterative solvers, and the required matrix-vector 
product operation can be efficiently calculated by 
multi-level fast multi-pole algorithm (MLFMA) 
[2]. The use of MLFMA could reduce both the 
memory requirement and the computational 
complexity to O (NlogN) [3].   

It is well-known that EFIE provides a first-
kind integral equation, which is ill-conditioned 
and difficult to solve in a linear system [4]. 
Therefore, some researchers have been attempting 
to adopt the preconditioning method to accelerate 
the solution of linear systems for this problem [5-
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7]. Simple preconditioners such as the diagonal or 
diagonal blocks of the coefficient matrix might be 
effective when the matrix has some degree of 
diagonal dominance. Incomplete LU (ILU) 
factorizations have been successfully used for 
nonsysmmetric dense systems [8]. However, the 
factorization is commonly rather ill-conditioned. 
Thus, this makes the triangular solvers highly 
unstable and the use of the ILU preconditioner 
might be ineffective as a whole [9]. Presently, the 
sparse approximate inverse (SAI) preconditioning 
techniques have been successfully integrated with 
the MLFMA [10, 11]. But the construction cost of 
SAI is normally higher. Relative to ILU and SAI, 
the symmetric successive over-relaxation (SSOR) 
[12, 13] preconditioner has the obvious advantage 
in construction cost. Furthermore, the SSOR 
preconditioning technique contains more 
information of the coefficient matrix when 
compared with a diagonal/block diagonal matrix, 
which is perhaps efficient only for very long and 
narrow structures. However, the conventional 
SSOR preconditioner is sometimes ineffective for 
the iterative solution of the symmetric indefinite 
linear systems arising from the EFIE formulation 
of electromagnetic scattering problems. As an 
attempt for a possible remedy, SSOR 
preconditioner combined with a tri-diagonal shift 
from the principal value term of MFIE operator is 
proposed, which is called shifted SSOR (S-SSOR) 
[14]. Compared to original SSOR method, this 
shift scheme can significantly improve the 
performance of the SSOR preconditioner, 
meanwhile it does not require much more 
computational and storage costs. Except that the 
process of monostatic scattering computation 
could be accelerated by S-SSOR preconditioner, 
another remaining bottleneck of EFIE solution is 
the limited memory. Some previous studies have 
shown that the far-field impedance matrix can be 
compressed by MLFMA well [2-3], while the 
near-field self-interaction matrix is full rank, 
which makes it incompressible. However, in some 
cases, near-field interaction matrix (excluding the 
self-interaction matrix) might have characteristics 
of low rank [15-19], such as dealing with the 
multi-scale problems [20]. To achieve the purpose 
of low memory cost, the adaptive cross 
approximation algorithm (ACA) [21-24] is used in 
this paper to compress the near-field interaction 
matrix. 

The paper is organized as follows, section II 
gives a brief introduction to the EFIE formulation 
and the MLFMA. The shifted SSOR 
preconditioning technique is depicted for more 
details in section III. Section IV demonstrates the 
basic theory of low-rank decomposition strategy 
for near-field interaction matrix. Numerical 
experiments with several monostatic scattering 
problems are presented to verify the efficiency of 
the proposed method in section V. The 
conclusions are summarized in section VI.  
 
II. EFIE FORMULATION AND MLFMA 

The EFIE formulation of electromagnetic 
wave scattering problems using planar Rao-
Wilton-Glisson (RWG) basis functions for surface 
modeling is presented in [1]. The resulting linear 
systems from EFIE formulation after Galerkin’s 
testing are briefly outlined as follows, 

1

,        1, 2,...,
N

mn n m
n

Z I V m N


             (1) 
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1
( ) ( )[ ( , ') ( ')] 'mn m ns s

Z jk G dsds
k

    f r I r r f r  

1
( ) ( )i

m ms
V ds


  f r E r ,   

| '|

( , ')
4 | ' |

jke
G



 




r r
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Here ( , ')G r r  refers to the Green’s function in 
free space and {In} is the column vector 
containing the unknown coefficients of the surface 
current expansion with RWG basis functions fm. 
Also, as usual, r and r' denote the observation and 
source point locations. Ei(r) is the incident 
excitation plane wave, and  and k denote the free 
space impendence and wave number, respectively. 
Once the matrix in equation (1) is solved by 
numerical matrix equation solvers, the expansion 
coefficients {In} can be used to calculate the 
scattered field and RCS. In the following, we use 
Z to denote the coefficient matrix in equation (1), 
I = {In}, and V = {Vm} for simplicity. Then, the 
EFIE matrix in equation (1) can be symbolically 
rewritten as, 

ZI = V.                            (2) 
 

The basic idea of the fast multipole method 
(FMM) is to convert the interaction of element-to-
element to the interaction of group-to-group. Here 
a group includes the elements residing in a spatial 
box. The mathematical foundation of the FMM is 
the addition theorem for the scalar Green’s 
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function in free space. Using the FMM, the 
matrix-vector product ZI can be written as, 

 

                       ZI = ZNI +ZFI                             (3) 
 

where ZN is the near part of Z and ZF is the far 
part of Z.  

In the FMM, the operation complexity to 
perform ZI is O(N1.5). If the FMM is implemented 
in multilevel, the total cost can be reduced further 
to O(NlogN) [2]. The calculation of elements in 
the matrix ZN remains the same as in the method 
of moments (MoM) procedure. However, those 
elements in ZF matrix can not be explicitly 
computed and stored. Hence, it is impossible to 
use the matrix ZF directly.  

 
III. SHIFTED SSOR PRECONDITIONER 
WITH LOW-RANK DECOMPOSITION 

STRATEGY 
In the traditional SSOR preconditioning 

scheme, the preconditioner is chosen as follows, 

             -1= ( )( ) ( + )SSORM D L D D U  +            (4)       

where ZN = L+D+U in equation (3), L is the lower 
triangular matrix, D is the positive diagonal matrix, 
U is the upper triangular matrix, and 

= (1 )D D / , 0 2< <  (  is the relaxation 
parameter). 

Although the SSOR preconditioner performs 
well in the case of Hermitian positive definite 
matrices, the performance is often poor when the 
matrices are indefinite or non-Hermitian, as in the 
case of the EFIE. The matrix of MFIE has good 
condition number mainly due to the existence of 
the principal value term [25]. Accordingly, 
combining the EFIE and MFIE leads to the well-
conditioned combined field integral equations 
(CFIE). Inspired by CFIE, the principal value term 
of MFIE is used in order to improve the condition 
of EFIE matrix. More specifically, we use [14], 

 

                         N MFIE  Z Z Z                 (5) 

to construct the S-SSOR preconditioner S -SSORM . 
The impedance matrix ZMFIE is the discretized 
tridiagonal matrix from the principal value term of 
MFIE operator and  stands for a nonnegative 
real parameter. It is known that ZMFIE is a well-
conditioned and very sparse real symmetric matrix. 
As a result, it requires a small amount of 
computation and storage.  

In order to save memory consumption for 
construction of S-SSOR preconditioner, an ACA 
based method is proposed and the methodology is 
discussed in this section. The ACA decomposition 
is used to the near-field sub-matrices (exclude the 
self-interaction sub-matrices) [15]. Although the 
efficiency of ACA filled the near-field sub-
matrices is not better than that of the ACA filled 
the far-field sub-matrices, it is still a little more 
efficient than that of direct fill. 

In the FMM, the near-part matrix ZN can be 
rewritten as, 

                       ZN  = ZNS + ZNI                    (6) 
where ZNS is near-field self-interaction matrix and 
ZNI is near-field interaction matrix. According to 
the theory of FMM, the near impedance can not be 
decomposed. However, if the diagonal part is 
removed from the near impedance matrix, it can 
be decomposed by low-rank decomposition 
method. As ZNI denotes the near impedance matrix 
excluding the diagonal part, the matrix ZNI could 
be divided into many sub-matrices by a tree data 
structure in MLFMA. Obviously, each none-zero 
sub-matrix of ZNI denotes the near action. 
Accordingly, the adaptive cross approximation 
approach is used and the sub-matrix of ZNI can be 
approximated by two small sub-matrices UACA and 
VACA. Denoting the sub-matrix of ZNI with Z', we 
have [21], 

[ ]QMZ' ≈[ ]ACA QkU ·[ ]H
ACA MkV   (7) 

where M and Q are the dimensions of matrix Z'. 
The symbol k is the rank of the matrix Z', which 
is much smaller than M and Q. According to 
equation (7), the memory requirement of the 
matrices UACA and VACA is much less than that of 
the direct filling of Z'. The procedure of the ACA 
algorithm is present as follows [22]: 
First, let UACA = NULL in order to save the 
selected columns and VACA = NULL in order to 
save the selected rows. 

Step1: Choose the first column u1 randomly 
and let UACA = UACA ∪ {u1}. Find the maximum 
value u1k in u1. Then choose the first row v1, which 
is located at the kth row in the matrix. Let VACA = 
VACA ∪ {v1}. 

Step 2: Find the maximum value vik in vi. Then 
choose the (i + 1)th column ui+1, which is located 
at the kth column in the matrix. 

Step 3: Let UACA = UACA ∪ {ui+1}. 
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Step 4: Find the maximum value ui+1,k in ui+1. 
Then choose the (i + 1)th row vi+1, which is 
located at the kth row in the matrix. 

Step 5: 1 1 ,
1

i

i i j i j
j

u 


 v v v , and let VACA = 

VACA ∪ {vi+1}. 

Step 6: If 1 1

1 1

i i   
u v

u v
, the algorithm will 

stop, otherwise, go to Step 2. The low-rank 
decomposition form of near-field interaction 
matrix is  ZNI≈ UACA·VACA

H. 
This algorithm produces a sequence of 

decompositions of a matrix into a sum of low-rank 
matrix and error matrix. Neither the original 
matrix nor the error matrix will be computed 
completely. The decision of the tolerance error ε 
needs a trade-off between accuracy and 
effectiveness. If the tolerance error is set too high, 
the solution results will lead to less accurate or 
even wrong. In contrast, a too-low tolerance error 
will degrade the compression effect. By classic 
ACA reference [23], as well as our numerical 
experiments, ε = 10-3 is appropriate for most cases. 
Furthermore, single precision is used in the 
remaining part of this paper. 

When ACA technique is used, the near 
impedance matrix can be compressed to save the 
memory. Moreover, the computation time to fill 
the near impedance will be saved. However, the 
diagonal part of the near impedance can not be 
compressed due to its full rank. This part should 
be computed by conventional MoM procedure. 
Since the ACA technique is only for compression, 
the SSOR accelerated iterative solver will not be 
affected by ACA. Accordingly, the SSOR and 
ACA can be integrated to improve the efficiency. 

 
IV. NUMERICAL EXAMPLES 

In this section, numerical results based on on-
site experiments will demonstrate the accuracy and 
efficiency of the proposed method for fast 
calculation of monostatic RCS. In our experiments, 
the restarted version of GMRES algorithm [12] is 
used as the iterative solver, and the dimension of 
Krylov subspace is set to be 30 in this paper. All 
experiments are performed on a Core(TM)II 
E8400 with 3 GHz CPU and 3.24 GB RAM in 
single precision. Additional details and comments 
on the implementation are given below: 

 zero vector is taken as initial approximate 
solution for all examples, 

 the iteration process is terminated when the 
normalized backward error is reduced by 10-3 
for all examples, 

 the dimension of Krylov subspace is taken to 
be 30,  

 1.0 is taken as the relaxation parameter ( ) 
for building both SSOR and S-SSOR 
preconditioner mentioned in this paper, 

 3.0 is taken as the shift parameter for building 
S-SSOR preconditioner. 
 

Although CFIE shows higher efficiency for 
objects with closed structure than EFIE, it fails for 
geometries with open structure [26]. As a result, 
proposed technique in this paper is a suitable 
choice to alleviate this difficulty due to its fast 
iteration capability and less memory requirement.  
The performance of the proposed method is 
investigated on three examples with open structure 
for monostatic RCS calculation. As shown in Fig. 
1, we consider a cube-plate perfect electrical 
conductor (PEC) scatterer consisting of a plate of 
size (1 m × 0.5 m) placed on a 1 m × 1 m × 1 m 
cube with 4867 unknowns at 400 MHz. The 
second example, as shown in Fig. 2, is a 1 m × 1 m 
× 1 m open cavity with 8101 unknowns at 500 
MHz and the final structure in Fig. 3, is a disk 
(radius is 2 m) with 4280 unknowns at 300 MHz. 
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Fig. 1. The monostatic RCS for a cube-plate 
scatterer using the proposed method. 
 

The sets of angles of interest for the 
monostatic RCS vary from 0 to 180 degree for the 
first two examples and 0 to 89 degree for the last 
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instance in pitch direction when azimuth angle is 
fixed at 0 degree. The RCS curve computed with 
repeated solution at each angle are taken as 
reference values. The accuracy of the compressed 
S-SSOR preconditioner can be seen from its 
agreement with the reference values. 
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Fig. 2. The monostatic RCS for an open cavity 
using the proposed method. 

 

 
Fig. 3. The monostatic RCS for a disk using the 
proposed method. 
 
 Figures 4, 5, and 6 show number of iteration in 
each pitch angle of GMRES with 
unpreconditioned GMRES method, SSOR 
preconditioner and the proposed preconditioner for 
three geometries, respectively. It can be observed 
that the novel operator has the highest 
convergence rate for each example. Table 1 lists 
the computation time for all angles to cover the 
entire monostatic RCS curve on these three 
examples. Similar improvements can also be 

found in comparison with the conventional SSOR 
methods in terms of computational time. 
Compared with the unpreconditioned GMRES 
algorithm, the compressed S-SSOR technique 
decreases the computational time by a factor of 
3.11 on the cube-plate scatterer example, 2.78 on 
the open cavity example, and 3.26 on the disk 
example, respectively. 

 
Fig. 4. Iterative number for a cube-plate scatterer 
with unpreconditioned GMRES method, SSOR 
preconditioner, and the proposed method. 

 

 
Fig. 5. Iterative number for an open cavity with 
unpreconditioned GMRES method, SSOR 
preconditioner, and the proposed method. 

 
Table 2 demonstrates the compression effect 

of near-field interaction memory of the three 
examples. The proposed method could effectively 
reduce the near-field interaction memory 
consumption by a factor of 2.09 on the cube-plate 
scatterer example, 2.05 on the open cavity 
example, and 2.95 on the disk example, 
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respectively. The time for compressed operation is 
also listed in Table 2. It is obvious that 
compression time is much smaller than solution 
time. Summarizing the discussions we can see that, 
our proposed technique outperforms the 
conventional techniques in terms of the efficiency 
and memory consumption.  

 
Fig. 6. Iterative number for a disk with 
unpreconditioned GMRES method, SSOR 
preconditioner, and the proposed method. 
 
Table 1: Comparison of solution time (in seconds) 
with unpreconditioned GMRES method, SSOR 
preconditioner, and the proposed method on three 
different examples.  
 Solution time (s) 

Geometry No SSOR S-SSOR 

Cube-plate 7972.92 6383.61 2566.77 

Open cavity 12590.05 11123.44 4533.09 

Disk 4952.08 4700.38 1516.77 

 
Table 2: Compression effect of near-field 
interaction memory on three different examples. 

Object 
Compression 

time(s) 

Near-field 
interaction 

memory 
before 

compression 
(MB) 

Near-field 
interaction 

memory 
after 

compression 
(MB) 

Cube-
plate 

55.13 57.41 27.45 

Open 
cavity 

77.30 78.70 38.38 

Disk 37.94 55.11 18.69 
 

The SSOR technique can accelerate the 
convergence of the iterative solver while the 
GMRES method is used in this paper. Besides, the 
ACA technique can save memory consumption by 
the near impedance matrix. Numerical results 
show that the ACA technique will not affect the 
accuracy and efficiency of the SSOR 
preconditioner. An "ACA-only" technique will 
cost large computation time for iterative solution 
without using the SSOR preconditioner. 

 
V. CONCLUSION 

In this paper, a new compression scheme is 
developed and used to construct the robust shifted 
SSOR preconditioners for efficiently solving the 
electromagnetic scattering problems existed in the 
non-Hermitian linear systems derived from EFIE 
formulation. The new method can significantly 
reduce both calculation time and memory 
consumption without compromising the accuracy 
of the final result. Several numerical experiments 
for validation are performed. Compared to the 
traditional SSOR preconditioner, the novel 
compressed shifted SSOR preconditioner is more 
efficient and robust.  
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Abstract ─ In this paper, a hybrid model is 
proposed for including lossy ground effect on 
scattering response from nonlinearly loaded dipole 
antenna. In this model, at first the input admittance 
and induced current at dipole antenna situated over 
lossy ground are efficiently modeled based on the 
fuzzy inference concepts. Volterra series model is 
then applied to compute the induced voltage 
across nonlinear load at different frequency 
harmonics. Numerical examples show not only the 
accuracy of the proposed hybrid model but also a 
high computational efficiency in comparison with 
previous hybrid models.   
  
Index Terms ─ Dipole antenna, fuzzy inference, 
lossy ground, and nonlinear load.   
 

I. INTRODUCTION 
Nonlinear loads are connected to antennas 

terminal so as to protect devices against strong-
strength exciting waves. A typical nonlinearly 
loaded antenna vertically suited above ground 
plane as well as its microwave equivalent circuit is 
shown in Fig. 1. In Fig. 1 (b), Yin is the input 
admittance of the dipole antenna and Isc is the 
short circuit current due to incidence of exciting 
waves. There are several methods for analyzing 
such structures in frequency domain [1-7] and 
time domain [8-11]. Time-domain-based analyses 
lead to accurate results; however, they are both 
relatively time-demanding, and they cannot be 
easily used to include the effect of lossy ground. 
Analysis in frequency domain on the other hand is 
based on solving microwave circuit in Fig. 1 (b), 
so that the numerical method of moments [12], 
MoM, for computing Yin and Isc, and methods of 
analyzing nonlinear microwave circuits [13] for 

computing induced voltage across nonlinear load 
are combined. It is well known that these hybrid 
models, suffer from repetitive and time consuming 
computations due to changing parameters of 
exciting waves and lossy ground.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 

(b) 
 

Fig. 1. (a) Schematic diagram of nonlinearly 
loaded dipole antenna over lossy ground and (b) 
microwave equivalent circuit.  
 

Up to the author's knowledge, there is no 
comprehensive closed form solution for including 
lossy ground effect on wire antennas except in 
[14], restricted to ||/25.0 0 rh  where r  is 
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relative complex dielectric constant of ground and 
in [15], which is valid for 10r .  

In order to overcome these mentioned 
drawbacks and restrictions, the novel model based 
on fuzzy inference introduced by Tayarani et al. 
[16] can be taken into considerations. In the 
previous study [17], the behavior of the dipole 
antenna in free space was considered as simple 
membership functions as shown in Fig. 2, and 
using that Yin and Isc were well predicted in free 
space. However, analysis of this problem in the 
presence of lossy ground was not addressed.  

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. The membership functions representing the 
behavior of the dipole antenna in free space, for 
(a) modeling circular movement and (b) modeling 
partial phase. 
 

In this paper, at first using approximating the 
behavior of the dipole antenna in the presence of 
lossy ground with the one in free space, the effect 
of lossy ground on Yin and Isc are then easily 
extracted as very simple curves, and hence 
complete models of  Yin and Isc in the presence of 
lossy ground are achieved. Volterra series model 
[6] is finally applied to Fig. 1 (b), so that the 
induced voltage at different frequency harmonies 
is computed.  

In section II, formulation of the intelligent 
method [16] is briefly explained. Modeling Yin and 
Isc based on this model is given in section III. 
Substituting these methods in microwave 
equivalent circuit of Fig. 1 (b) and solving it by 
Volterra series is in section IV. Finally, conclusion 
is given in section V. 
  

II. FORMULATION OF FUZZY MODEL 
Instruction of the fuzzy-based model 

according to [16], for a problem is briefly 
explained as below:   

1. Plot amplitude versus phase of output in 
polar plane to observe circular movement, 
and then find basic circles making this 
movement. 

2. Choose three-point sets as starting points 
on each basic circle and then fit a circle 
and line on each three-point set as fuzzy 
inputs. 

3. Define membership function for each 
fitted circle. These functions have 
belongingness one on each fitted circle 
and smoothly decreasing to zero on the 
neighbor fitted circles by the following 
equation,    
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where 1 and 2 represents optimizations 
parameters and v is input value. Also a1 

and a2 are points where fitted circles are 
completely fitted on the circular 
movement. 

4. Infer a circle for each input value using  
the following inference equation,  
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in which niryx iii ,...2,1,,   are center 

coordinates and radius of the fitted circles, 
respectively and x, y, and r as fuzzy 
outputs are center coordinates and radius 
of inferred circles for each input value. 
Also i is a membership function obtained 
in the previous step.    

5. Fit lines on the three-point sets and infer a 
line for each input value to model partial 
phase (as defined in [16]) the same as 
circular movement. 

6. Compute center coordinates and radius of 
the fitted circles for a few values of 
parameter, and then fit simple curves on 
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them to estimate the characteristics of 
fitted circles and lines for new values of 
parameter. These simple curves denote the 
effect of this parameter lonely on output.            

7. Repeat the above steps for the other 
parameters.  

 
III. MODEL OF DIPOLE ANTENNA 

BASED ON QUALITATIVE CONCEPTS 

A. Modeling input admittance  
Consider a dipole antenna of length 20 cm 

vertically situated above a lossy ground. The 
ground effect is characterized by three parameters, 
i.e., relative dielectric constant r, conductivity  
and vertical spacing h.  

To extract the effect of the ground dielectric 
constant lonely, it is assumed the other ground 
parameters is constant ( = 0 and h = 0.01 m). 
Hence, the amplitude versus phase of the input 
admittance in the frequency interval of 0.1 GHz  
2.3 GHz is shown in Fig. 3.   
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Fig. 3. The amplitude versus phase of input 

admittance (S) of dipole over ground for different 
values of r .  

 
As it is seen in Fig. 3, circular movements 

including three basic circles for different values of 
r are observed. It seems that the only difference 
among them is center coordinates and radius of 
basic circles.  

Therefore, at the beginning of modeling, the 
behaviour of the problem over lossless ground is 
approximated with the one in free space (Fig. 2), 
and then center coordinates (xi, yi) and radius (ri) of 
fitted circles for a few values of r are computed by 

MoM and simple curves are finally fitted on them 
as shown in Fig. 4.  

Mean while in order to show the effect of the 
ground with respect to free space, they are 
normalized to individual ones in free space denoted 
by (Xn, Yn) and Rn. 

Now using these simple curves as fuzzy inputs 
and the problem behaviour (Fig. 2), the input 
admittance (actual output) for each new value of 
relative dielectric constant is predicted. Figure 5 
shows the input admittance for r = 2.5. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. The effect of the dielectric constant of 

ground on the input admittance using simple 
curves. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 5. The input admittance (mS) of dipole 
antenna suited 0.01 m away from lossless ground 
(r = 2.5,  = 0), for (a) conductance (mS) and (b) 
susceptance (mS). 
 
 As it is seen, comparing the results of 
method of fuzzy (MoF) with accurate ones 
(MoM) shows excellent agreement while the 
run-time is considerably reduced. To include 
the conductivity effect of the ground on the input 
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admittance lonely, it is assumed that r = 1, h = 
0.01 m, and the amplitude versus phase of the 
input admittance for a few values of conductivity 
is plotted in Fig. 6. Extracting the conductivity 
effect on input admittance is the same as the 
dielectric constant and shown in Fig. 7. Once 
more, using the achieved simple curves as fuzzy 
inputs and the behavior of the problem, the input 
admittance of dipole over lossy ground for each 
new value of conductivity is easily predicted. 
Meanwhile in Fig. 7, n is normalized conductivity 
in decibel (n = 10log(/0.0001)).  
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Fig. 6. The amplitude versus phase of the input 
admittance (S) over ground for different 
conductivity values. 

 

 

 

 

 

 

 

 

 

 
 
 
Fig. 7. The effect of conductivity on the input 
admittance.  
 

 In a similar manner, the effect of vertical 
spacing can be extracted from Fig. 8 under 
assuming r = 1,  = 0.0001 (S/m), and h as a 
varying parameter. According to [18], spatial 
membership functions can be used to combine the 
effects of more than two parameters but they 
cannot be viewed as a figure. Thus, in this paper 
without loss of generality, the two effects of r and 
 are combined as follows,  
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Fig. 8. The amplitude versus phase of the input 
admittance (S) over ground for different spacings 
under assuming r = 1 and  = 0.0001 (S/m). 

 
The spatial membership functions in this case 

are shown in Fig. 9. In this figure, two fuzzy sets 
for the two independent parameters (r, n) are 
seen in which each one has belongingness value of 
one at its individual axis and it is smoothly 
decreasing to zero at the other axis. 

The following inferred equations can be used 
to extract the fitted circles versus simultaneous 
effects of r and n, 
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where xj(i), yj(i), rj(i), i = r, n, j = 1, 2, 3 are 
center coordinates and radii of fitted circles 
extracted in Figs. 3 and 5. Also, r and n are 
spatial membership functions in Fig. 9. Finally, 

),(),,(),,( nrjnrjnrj ryx  are the inferred 

coordinates and radii of fitted circles, respectively 
representing simultaneous effects of the two 
parameters on the input admittance as shown in 
Fig. 10.  
 
 
 
 
 

 

 

 

 

 

 
 
 
 
Fig. 9. Spatial membership functions for 
combining effects of r and n. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. The input admittance (mS) of dipole 
antenna suited 0.01 m away from lossy ground ( 
= 0.01 S/m, r = 2.5) for (a) conductance and (b) 
susceptance. 

From now on, using these inferred spatial fuzzy 
inputs and the behavior of dipole antenna in free 
space (Fig. 2), the input admittance of the dipole 
antenna over lossy ground for each value of r, , 
and h is efficiently predicted. 
 
B. Modeling induced current 

Modeling the induced current is the same as the 
input admittance, thus the dielectric constant effect 
is only extracted. Figure 11 shows the amplitude 
versus phase of the induced current on the dipole 
antenna over lossless ground illuminated by a plane 
wave with incident angle 50i .   
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Fig. 11. The amplitude versus phase of induced 
current (A) for different values of dielectric 
constant.  
 

In this figure, the circular movements for the 
induced current are observed. Hence, again 
approximating the behaviour of the dipole antenna 
over lossy ground with the one in free space (Fig. 
2), the dielectric constant effect on the induced 
current can be easily extracted as shown in Fig. 12. 
 

The created fuzzy system is run for 
5.2r and 10r . The predicted results (MoF) 

in addition to the accurate ones (MoM) are shown 
in Figs. 13 and 14, respectively. As it is seen in 
Fig. 13, good agreement is achieved while run-
time is vanishingly short, but Fig. 14 shows 
considerable error between the two methods 
around 45.0/ 0 L . 
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Fig. 12. Extracted relative dielectric constant 
effect on the induced current. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. The induced current computed by MoF 
and MoM for r = 2.5 for (a) real part (mA) and 
(b) imaginary part (mA).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. The induced current computed by MoF 
and MoM for r = 10 for (a) real part (mA) and (b) 
imaginary part (mA). 

 
To know what happens around 45.0/ 0 L , 

look exactly at the Fig. 15 showing the amplitude 
versus phase of the induced current for 

5r and 10r . According to Fig. 15, 
increasing relative dielectric constant, a new circle 
between the first and second circles is getting 
formed. It means that in order to predict exactly 
the induced current around 45.0/ 0 L , a fitted 

circle and line around 45.0/ 0 L  should be 

added (in equations (2) and (3)). Hence, according 
to step (3), the new membership functions for 
modeling circular movement and partial phase are 
considered and shown in Fig. 16. These new 
membership functions represent the behavior of 
the problem for high dielectric constants.  
 

 
 
 
 
 
 
 
 

 
 

(a) 
 
 
 
 
 
 
 
 
 
 
 

(b) 
 
Fig. 15. The amplitude versus phase of the induced 
current in polar plane for, (a) 5r  and (b) 

10r  (to distinguish circles better, the third basic 
circle is not shown).  
 

Comparing Fig. 16 with Fig. 2 shows a new 
membership function around 45.0/ 0 L  
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representing presence of a new circle and line in 
this region. Now, with the use of these new 
membership functions, and four fitted circles and 
line as fuzzy inputs, the induced current for 

10r  is well predicted as shown in Fig. 17. 
Similar to Fig. 12, center coordinates and radius of 
the new fitted circle for high dielectric constants 
can be extracted as shown in Fig. 18. 

 
IV. COMPUTING INDUCED VOLTAGE 

ACROSS NONLINEAR LOAD 
 
Consider a dipole antenna illuminated by a 

plane wave with amplitude Ei = 1 V/m, incident 
angle 50i and suited 0.01 m away from a 

lossy ground ( dBnr 10,10   ). This antenna is 

centrally loaded to a nonlinear conductance with 
following )( vi   characteristic,  

34
75

1
vvi   .                           (5) 

Now substituting the predicted outputs (MoF), 
i.e., inY  and shI , in Fig. 1 (b), and applying 

Volterra series [6] to it, the induced voltage across 
nonlinear load at frequency harmonies is 
computed. Figure 19 shows the induced voltage at 
different harmonics by two hybrid approaches. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
Fig. 16. The membership functions representing 
the problem behavior for 5r , for (a) modeling 
circular movement and (b) modeling partial phase. 
 
Table I compares the run-times of the two hybrid 
approaches. As it is seen, the run-time by proposed 
hybrid approach is considerably reduced. 
Meanwhile, the run-times by the proposed model 

in Table I is valid after the effect of ground 
parameters by MoF is extracted. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 17. The predicted induced current (mA) for 

10r  by new membership functions for (a) real 
part (mA) and (b) imaginary part(mA).  
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Fig. 18. Center coordinates and radius of the new 
fitted circle versus 

r . 
  
Table I. Comparing run-times of the two hybrid 
approaches for computing the induced voltage at 
different frequency harmonies. 
 

Method 
 

Structure 

MoF 
+ 

Volterra 

MoM 
+ 

Volterra 
Problem in 
free space 

sec3.0  sec34

Problem over 
ground 

sec45.0  min4.5
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Fig. 19. Computed induced voltage (mV) at 
different harmonies by the two hybrid approaches 
for (a) real part (mV) and (b) imaginary part (mV).  
 

V. CONCLUSION 
In this paper, a combined MoF-Volterra model 

was proposed for analysis of nonlinearly loaded 
dipole antenna above imperfect ground so as to 
remove complex and repetitive computations. In 
this method, the input admittance and the induced 
current of the dipole antenna based upon the fuzzy 
inference approach was separately predicted and 
Volterra series was then used to compute the 
induced voltage at different harmonies. As a 
result, an efficient hybrid model is achieved.  
Analyzing nonlinearly loaded dipole array 
including mutual coupling effects is another study 
that can be carried out similarly. 
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Abstract ─ In this paper, new unconditionally-
stable meshless methods based on different split-
step methods are proposed. Moreover, comparison 
of the phase velocities of two different split-step 
meshless methods and that of alternative-
direction-implicit meshless (ADI-ML) method is 
presented. Here we show how employing split-
step (SS) technique using radial point interpolation 
meshless (RPIM) method results in an 
unconditionally stable scheme. Symmetric 
operators and uniform splitting are utilized 
simultaneously to split the classical Maxwell’s 
matrix into four and six submatrices. Also, for 
more accurate approximations Crank-Nicolson 
(CN) scheme that is a fully implicit scheme has 
been applied for implementation of these schemes. 
It has been demonstrated, these proposed methods 
produce even more effective unconditionally 
stable responses than those of alternating-
direction-implicit meshless time-domain ADI-
MLTD methods. Eventually, in order to prove the 
advantage of the proposed method, a comparison 
has been made between these novel meshless 
methods and their finite-difference counterparts. 
More smoothed phase velocities in proposed 
meshless methods imply a reduction in dispersion 
error in comparison with their analogous cases in 
finite-difference time-domain (FDTD) method. 
  
Index Terms - Meshless methods, phase velocity, 
radial basis function (RBF), split-step (SS), and 
unconditionally stable. 

I. INTRODUCTION 
Over two recent decades special attention has 

been allocated to solve Maxwell’s curl equations 
in time-domain. The main reason can be attributed 
to the unique capability of time-domain in solving 
ultra wide band (UWB) problems in only a single 
run and also modeling medium, which possesses 
nonlinear properties or/and consists of different 
materials and consequently different permittivity 
coefficients. Unfortunately, if the geometry of the 
problem domain is too complicated, demanding 
high resolution, dependency of time step size on 
the smallest space step leads in a time-consuming 
simulation process that is undesirable [1].  

Meshless methods have newly been proved to 
be appropriate alternatives to the finite-element 
(FE) methods, due to their property of avoiding 
meshing and remeshing, in addition to the 
capability of effective treatment of complicated 
geometries [2]. Using meshless methods, it is 
simply possible to locate more nodes in the 
regions that have fast variations of fields and this 
way capture these variations to ameliorate the 
accuracy. On the other hand, in the regions fields 
have slow changes fewer nodes can be located that 
is so economical in aspects of CPU usage time and 
the memory needed [3]. Amidst the diverse 
meshless methods, the radial basis function (RBF), 
which brought forward by Kansa [4] in 1990, is 
the most prevailing technique in solving partial 
differential equations (PDEs) due to its accuracy, 
consistency and ease of implementation [5]. 
Applying RBF in meshless methods, unknown 
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functions of PDEs or integral equations are 
interpolated at the scattered nodes and point 
matching method is applied to the equation at the 
collocation nodes [6]. 
 As mentioned before, choosing small time-
step size leads in a time-consuming simulation 
process that is not desirable. The possibility of 
choosing larger time-step size helps to reduce the 
computational and simulation time, that is why 
searching for unconditionally stable schemes that 
permit several order larger time step size have 
been the aim of many studies and researches 
lately. Using meshless methods to solve time 
domain electromagnetic problems with large time 
steps, acquire advantages of both meshless and 
unconditionally stable methods simultaneously. 
Recently an unconditionally stable method based 
on leapfrog alternating-direction-implicit scheme 
using radial point interpolation meshless (RPIM) 
method in three-dimensional (3-D) has been 
presented in [7] that outperforms the LOD-RPIM 
method in terms of computational effort [8]. In 
2011, a new unconditionally stable scheme based 
on (RPIM) method using the weighted Laguerre 
polynomials has been introduced in [3]. Through 
this technique, which is marching-on-in-degree 
method instead of marching-on-in-time one, the 
time step is used only to calculate the Laguerre 
expansion coefficients of sources done only at the 
start of the computations. Thus, the stability is not 
affected by the time step size any more.  
 Here, the split-step scheme, which divides a 
complete time step into several identical sub steps, 
for example 6 sub steps (6 SS), has been chosen to 
reach an unconditionally stable meshless method. 
Using uniform splitting operators in a special way, 
which explained later, 6 SS and 4 SS have the 
same formulations but different coefficients. To 
clarify the proposed technique, 6 SS-MLTD 
discussed in details and the same goes for 4 SS-
MLTD scheme.  
 

II. CONSTRUCTION OF SPLIT-STEP 
TECHNIQUE 

 Dealing with 6 SS-MLTD, for each time step 
we need only to advance six one-dimensional (1-
D) equations, permitting high computational speed 
together with unconditional stability. Here for 
simplicity a TEz wave is considered in order to 
implement the proposed method. It is completely 

clear that this simplification does not affect the 
generality of the method adversely. 
 
A. Split step technique 

According to the explained situation Maxwell’s 
equations can be written down in matrix form as, 

ሬԦݑ߲
ݐ߲

ൌ        (1)			ሬԦ.ݑ	ۻ

where the fields' vector and Maxwell’s matrix has 
considered as, 

ሬԦݑ         ൌ ൫ܧ௫, ,௬ܧ ௭൯ܪ
୘
. (2)
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ې

. (3)

while µ and ɛ are the permeability and permittivity 
of the medium, respectively. As mentioned before, 
here 6 SS-MLTD method is explained completely 
and 4 SS-MLTD method can be inferred from this 
procedure. 
 

B. The split-step meshless methods 
At first, symmetric operator and uniform 

splitting technique are applied to disintegrate the 
matrix M into six components while matrix Ax and 
matrix Ay illustrate spatial derivatives in the x- and 
y-directions, respectively 
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Exploiting the split-step technique, in this work we 
consider this permutation for these six sub-matrices, 
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௬ۯ

3
൰	. 

(5)

Here it is worth mentioning that there is 
possibility of leading to unconditionally stable 
schemes for other permutations of these sub-
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matrices just like the FDTD counterparts of this 
technique [9]. Hence, the time step size is divided 
into six identical sub-steps. These sub-steps 
produce some intermediate solution that are 
nonphysical and just help to reach more accurate 
results [4]. At the bottom, two of these equations 
present successive odd and even sub-steps, 
respectively, 

 
ሬԦݑ߲
ݐ߲

ൌ 6. ൬
௫ۯ

3
൰ݑሬԦ	,		 ݐ		 → ݐ ൅ 1 6⁄ . (6-a)

ሬԦݑ߲
ݐ߲

ൌ 6. ൬
௬ۯ

3
൰ ,	ሬԦݑ ݐ ൅ 1 6⁄ → ݐ ൅ 2 6⁄ . (6-b)

As time marches these equations repeat for odd 
and even time sub-steps.  

Here in right hand side (RHS) of the equations 
we use Crank-Nicolson (CN) scheme, which is 
unconditionally stable for more accurate results 
[10]. In this scheme spatial derivatives replace 
with the average value of two adjacent moments of 
the spatial derivatives. This way we get these 
equations for two odd and even successive sub-
steps, respectively 
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଺
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Now in the next stage these equations are 
expressed in meshless method. Before 
implementation of these formulations in meshless 
method there is a brief explanation about this 
technique. 

 
III. THE CONVENTIONAL RPIM 

METHOD 
A. Equation formatting 
     Here Maxwell’s equations have been 
discretized through RBF method. In RPIM 
methods the value of the field variable u(x) is 
interpolated using the value of the field nodes 
those are enclosed by the encompassing of the 
support domain of arbitrary point x, as described 
in [2]. If we assume x = (x,y)T to be the arbitrary 
point at which u(x) is to be approximated, desired 
unknown can be achieved using the following 
equation, 

  

ሻܠሺݑ ൌ෍ݎ௡ሺܠሻ
௡

௜ୀଵ

ܽ௡ ൅෍݌௠ሺܠሻ
௠

௝ୀଵ

ܾ௠. (8)

while n is the number of nodes surrounded by the 
support domain of arbitrary point x=(x,y)T, rn(x) is 
the radial basis function, pm (x) is the monomial 
basis function, an and bm are coefficients yet to be 
determined. Since its derivatives are different from 
the original function only in a constant coefficient 
and thus more efficient in mathematical handling, 
the Gaussian function is selected as the radial basis 
function, 

ሻܠ௡ሺݎ ൌ ݌ݔ݁ ቆെܿ ฬ
ݎ

௠௔௫ݎ
ฬ
ଶ

ቇ.  (9) 

ݎ ൌ ට൫ݔ െ ௝൯ݔ
ଶ
൅ ൫ݕ െ ௝൯ݕ

ଶ
. (10) 

where rmax and (xi,yi) describe the diameter of the 
support domain corresponding to the arbitrary 
point x, and location of ith node within it, 
respectively. Here c represents the shape 
parameter of the Gaussian radial basis function 
that controls the decaying rate of the function. 
 

B. Choosing shape parameters 
      Shape parameters are so influential in basis 
functions and consequently the results of supposed 
electromagnetic problem that they also called 
control parameters. Basically, seeking the best 
shape parameters maintaining a good balance 
between accuracy and stability, relies on trial and 
error that is a costly and time consuming process. 
In reality, the freedom to choose shape parameters 
is not a positive point [11]. Up to now, there has 
not any calculable way to find the best shape 
parameters, easily, and thus choosing the optimal 
shape parameters is an attractive research area. In 
this paper rmax chooses equal to the size of space 
step (ΔS) and another shape parameter, i.e., c, 
finds by trial and error to give the best practical 
results in accordance with the electromagnetic 
fields propagation in the time domain and desired 
cut-off frequency. 

 
IV. NUMERICAL EXPERIMENT AND 

DISCUSSION 
      As mentioned, we consider a TEz 2-D wave 
propagating in a homogeneous, linear, isotropic 
and lossless medium. Here a 1 cm × 1 cm cavity 
filled with air and terminated with perfect electric 
conductor (PEC) boundaries has been selected in 
the x-y plane. Thus, in order to have symmetric 
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excitation, a magnetic current density in the form 
of modulated Gaussian pulse function has been 
exploited as, 

௦௭ۻ ൌ ݌ݔ଴݁ۻ ቆെ൬
ݐ െ ଴ݐ
߬

൰
ଶ

ቇ ∗ 

ݐሺ݂ߨ൫2݊݅ݏ െ  .଴ሻ൯ݐ
(11)

For simplicity it is supposed that a = t/6 and b = 
t/6. With the definition of E-nodes and H- 
nodes at the same location and using the central 
difference scheme to approximate the time 
derivatives, the field variables in Maxwell’s curl 
equations can be approximated as follows: 
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For the second sub-step, 
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It is completely clear that other odd and even sub-
steps have the same formulations, but different 
time intervals. Namely, this procedure repeats for 
the other four remaining sub-steps, respectively. 
This way the other update equations can be 
attained analogously. It is worth mentioning that in 
all simulated schemes, space step size is selected 
ΔS = 0.5 mm. According to the dimensions of the 
supposed cavity, there are 2121 nodes under 
scrutiny. Based on intrinsic difference between 

meshless and finite-difference methods under 
stipulated conditions, there are 2020 cells in 
finite-difference methods. Number of unknowns in 
all FD-TD and ML-TD methods is equal to the 
number of cells and nodes, respectively. The 
subtle point here that is worth pondering is 
multiplying time sub-steps in ADI-MLTD, 4SS-
MLTD, and 6SS-MLTD methods by 2, 4, and 6, 
respectively. Field values at these sub-steps leads 
to intermediate solutions those have no physical 
meaning and just used to update the field value 
variations for the next sub-steps. To analyze the 
assumed problem, the current source excites the 
cavity at its center.  
 Tables 1, 2, and 3 show the simulation results 
of the cavity analysis for its dominant mode cut-
off frequency. Acceptable variations of cut-off 
frequency and also stability of the electromagnetic 
field in time-domain by increasing time step size 
reveal that split-step meshless time-domain 
methods (4SS-MLTD and 6SS-MLTD methods) 
are unconditionally stable. Moreover in general, 
6SS-MLTD method shows more accurate results 
for cut-off frequencies while increasing the time 
step size in comparison with 4SS-MLTD method 
and even ADI-MLTD method.  
 
Table 1: Simulation results of cavity analysis for 
its dominant mode cut-off frequency and CPU 
time by ADI-MLTD method. 

Time-
step size 

Time sub-
steps 

number 

Cut-off 
frequency 

TEz10 (GHz) 

Relative 
error 
(%) 

CPU 
time 
(sec) 

߬ 4730 15.421 2.806 251.1642 

2߬ 2365 15.642 4.280 129.6259 

4߬ 1183 15.834 5.560 68.2512 

6߬ 788 15.124 0.827 48.076 

8߬ 591 15.476 3.173 37.746 

 
Table 2: Simulation results of cavity analysis for 
its dominant mode cut-off frequency and CPU 
time by SS4-MLTD. 

Time-
step size 

Time sub-
steps 

number 

Cut-off 
frequency 

TEz10 (GHz) 

Relative 
error 
(%) 

CPU 
time 
(sec) 

߬ 9461 15.156 1.04 102.435 

2߬ 4730 15.184 1.227 55.066 

4߬ 2365 15.145 0.967 31.270 

6߬ 1577 15.265 1.767 23.004 

8߬ 1183 15.462 3.08 19.016 
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Table 3: Simulation results of cavity analysis for 
its dominant mode cut-off frequency and CPU 
time by SS6-MLTD. 

Time-
step size 

Time sub-
steps 

number 

Cut-off 
frequency 

TEz10 

(GHz) 

Relative 
error 
(%) 

CPU 
time 
(sec) 

߬ 14191 15.141 0.94 591.410 

2߬ 7096 15. 162 1.08 411.996 

4߬ 3547 15.158 1.053 288.447 

6߬ 2365 15.214 1.427 102.463 

8߬ 1773 15.248 1.653 79.488 

 
In this paper, variation of phase velocity in 

different directions, which is considered as the 
main source of dispersion error is disserted.  Phase 
velocity can be found via vp = ∆S/∆t, while ∆S is 
the displacement of an arbitrary point with a 
specific phase of propagating wave in the time 
interval ∆t. Considering the speed of 
electromagnetic waves in vacuum, i.e., c = 3×108, 
as the criterion of measurement, the phase 
velocities in all directions are normalized dividing 
by this specific velocity. In other words, it can be 
indicated as normalized phase velocities = vp/c.  

Speaking of FDTD method, the Yee space 
lattice represents an anisotropic medium because in 
such lattice, propagation velocity is dependent on 
the direction of wave propagation, which causes 
different phase velocities in different angles of 
propagation. In more detailed words, the phase 
velocity has its maximum along the grid diagonals 
and its minimum along the major axis of the grid. 
Anisotropic phase velocity plays a key role in 
dispersion errors [12]. 

Against FDTD methods, there is not any 
closed form formula to calculate phase velocity in 
meshless methods. Facing meshless methods, 
phase velocity in different directions must be 
calculated through tracing the electromagnetic 
wave before reflecting back from the boundaries in 
different time intervals in different angels of 
propagation. This process can be done easily for 
specific angels like φ = 0º, 45º, 90º, 135º, and 180º. 
For other angels using more dense nodes it is 
possible to calculate phase velocities in other 
angels. Putting these phase velocities together and 
using interpolation, the following curves are 
deduced.  

Figure 1 illustrates the normalized phase 
velocities of different split step schemes for 

meshless and finite-difference time-domain 
methods versus wave propagation angles. Here 
PPW stands for “point per wavelength” that is 
PPW = λ/ΔS, where λ stands for wavelength. PPW 
has similar meaning to cell per wavelength (CPW) 
in finite-difference method. Moreover, Fig. 2 
shows the phase velocity of ADI-MLTD and ADI-
FDTD methods as a function of propagation 
direction. Based on Figs. 1 and 2, numerical 
experiments reveal this fact that using meshless 
methods there is not such a great difference 
between phase velocities in different directions. In 
other words, comparing these results with their 
counterparts in FDTD method [13] it can be 
concluded that modeling geometry with nodes not 
cells namely meshless methods instead of finite-
difference methods, results in more smoothed 
phase velocities in different directions and 
consequently lower dispersion  errors. It is resulted 
from changing shape parameters, the least 
dispersion error is related to optimal shape 
parameters and any variations in shape parameters 
aggrandizes dispersion errors. More investigations 
endorse this result for any rectangular cavity. In 
sense of velocity, it is completely clear that 6SS-
MLTD method outperforms 4SS-MLTD method 
and the same goes for 4SS4-MLTD proportional to 
ADI-MLTD methods. 

 
 

Fig. 1. Normalized phase velocities as a function 
of propagation angle for PPW = 41. 
 
 In these curves the smoother propagation in 
different directions, the less dispersion error there 
is in the scheme. Just like what occurred in FDTD 
method on examination of the phase velocity [10], 
ADI-MLTD method have worse anisotropy phase 
velocity than that of the four and six split-step 
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meshless methods. It means ADI-MLTD method 
has much larger anisotropy error in comparison 
with split-step methods. This fact guarantees better 
function of SS-MLTD methods than ADI-MLTD 
method. Here, all simulations are performed on an 
Intel Corei7 CPU with 4 GB RAM and 1.73 GHz. 
Memory usage in 6SS-MLTD methods is about 
51% while in 4SS-MLTD and ADI-MLTD 
methods this factor decreases to 48%. Since the 
processor has to deal with more equations, it 
seems to be logical using higher memory in 6SS-
MLTD. 

 
Fig. 2. Comparison between normalized phase 
velocities of ADI-MLTD (PPW = 40) and ADI-
FDTD.  
     

V. CONCLUSIONS 
Two different split-step meshless time-domain 

(SS-MLTD) methods have been proposed in this 
paper. 4SS-MLTD and 6SS-MLTD techniques 
perform by splitting the Maxwell’s matrix into 
four and six sub-matrices and simultaneously 
dividing the time-step into four and six equal sub-
steps, respectively. These schemes brought up in 
this paper reduce the anisotropy of phase velocity 
in different directions of propagation. In other 
words, normalized phase velocities in SS-MLTD 
methods is smoother than what it is in ADI-MLTD 
method and as a consequence this proposed 
scheme lead in lower dispersion error. 
Additionally, it was observed just like what 
occurred in FDTD method, 4SS-MLTD shows 
more smoothed changes in different direction in 
respect with 6SS-MLTD method and thus less 
adverse dispersion errors. This will lead to useful 
unconditionally stable meshless methods with low 
dispersion error.  
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Abstract ─ This paper proposes a semidefinite 
programming (SDP) method to form adaptive 
difference beam at subarray level. Its performance 
is investigated via computer simulations. 
Compared with loaded sample matrix inversion 
(LSMI) and constrained adaptive beam-pattern 
synthesis (CAPS). The proposed algorithm not 
only has manifest lower sidelobes in quiescent 
pattern control and sidelobe interference 
suppression, but also produces more accurate and 
deeper null in look direction when mainbeam 
interference deforms the pattern. 
  
Index Terms ─ Adaptive at subarray level, 
difference beam, low sidelobe, and semidefinite 
programming.   
 

I. INTRODUCTION 
In search-track system, antennas are usually 

required to generate sum and difference beams 
simultaneously. However, the implementation of 
two independent excitations for the sum and 
difference modes of operation is generally 
unacceptable because of the costs and complexity 
[1]. Thus, it is necessary to form the two types of 
beams at subarray level. Since the sum pattern is 
used in both signal transmission and reception, the 
most common way to solve the problem is to 
generate an optimal sum pattern and suboptimal 
difference pattern [2]. Therefore, when element 
tapering is in favor of sum beam, sidelobe 
reduction contributed by element tapering is not 
effective for difference beam. Nevertheless, it is 
desirable to obtain low sidelobes in the adaptive 
beams to aid the performance against clutter [3]. 
Moreover, difference pattern is required to have 

deep slope at boresight to improve the radar 
sensitivity [1].   

The minimum variance distortionless response 
(MVDR) is a popular algorithm used for adaptive 
beamforming. However, its high sidelobe level is 
an issue when practical sample covariance matrix 
is used [4]. The loaded sample matrix inversion 
(LSMI) [5] is a modification of sample matrix 
inversion (SMI), which suppresses sidelobes by 
adding a small value on the diagonal of the 
covariance matrix. However, there is no closed-
form solution for the optimal loading value and it 
is usually obtained by simulation trials or 
empirical experience [4]. A new projection based 
algorithm, constrained adaptive beam-pattern 
synthesis (CAPS), combines advantages of 
subspace and penalty function (PF) approaches 
[3], and its performance is similar to LSMI except 
for very low sidelobe antennas and severe 
jamming situations [6]. Another approach based 
on optimization is realized by second-order cone 
(SOC) programming [7], but a hard threshold 
needs to be preset and the proper choice of 
threshold is difficult [4]. Besides, sidelobe areas 
have to be delimited previously for optimization. 
Some research has been done on adaptive 
difference beam at subarray level in [8-9]. 
However, in [8], interests go to the influence of 
subarray configuration on adaptive sum and 
difference beam. Sidelobe reduction of difference 
beam in [9] is mainly contributed by element 
tapering, especially in quiescent pattern control, 
which rises remarkably when element tapering is 
designed for sum beam (e.g. Taylor taper). 
References [1, 2] have investigated the effects of 
subarray configuration and subarray level weights 
on optimum sum and difference pattern. Although, 
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suboptimum difference beams were achieved, they 
were aimed at non-adaptive beamforming.  

In this paper, we propose semidefinite 
programming (SDP) method to form adaptive 
difference beam at subarray level in linear array 
while Taylor tapering is applied at element level 
for sum beam. Sidelobe reduction of sum beam 
can be achieved by element tapering, thus is not 
considered here. The proposed algorithm is based 
on the thought of matching reference difference 
weights with given subarray configuration. 
Besides, we impose constraints on interferences 
suppression and null depth in look direction so that 
deep null depth and adaption are achieved. The 
feasibility and advantages of the novel algorithm 
are verified via numerical simulations.  
 

II. PROBLEM FORMULATION 
Consider a uniform linear array with 2N M  

omnidirectional antennas spaced with / 2d   , 

receiving N  narrowband signals 1( ) Ns t C 
, 

where   is the carrier wave length, as shown in 
Fig. 1. The array is assumed to be symmetrical 
about the origin. When K  signals impinge on the 

array, the thn  snapshot received data vector 
1( ) N

elex n C 
 is given by [10],  

        ( ) ( ) ( )elex n As n v n   
,                  (1) 

where ( )v n


is a noise vector, characterizing 

additive Gaussian white noise. A is the array 
manifold matrix, which is the combination of all 
possible steering vectors [10], 

 1 2( ), ( ), ( )KA a a a     ……， ,         (2) 

where ( )ka  is the steering vector for the thk  

(0 )k K  signal from k  and is defined as, 
2 1

sin
2( ) [ ] , 1

k
d N

j n
T

ka e n N
 


   
   

.     (3) 

Assume an amplitude weight vector 

 1 ...
T

M M Mw w w w    is applied at element 

level to control sidelobe for the quiescent sum 
beam. Besides, the array is divided into L  
subarrays. Sub-arraying is symmetrical about the 
array center. The subarray geometry is shown in 
Fig. 2. The element to subarray transformation 
matrix can be described by an N L  matrix [11], 

0d wT D D T   ,                       (4) 

where  
0 0D diag a   ,  wD diag w  , 0  is the 

look direction. T describes how different the array 
elements are arranged into L  subarrays [11]. Then 
the interferences plus noise received data and the 
L L disturbance covariance matrix at subarray 
level can be given by equations (5) and (6), 
respectively, 

H
sub d elex T x 

                              (5) 
H H H

sub d ele ele d d ele dR T E x x T T R T   
 

.      (6) 

In practice, the covariance matrix eleR is unknown 

and we replace it with its maximum likely-hood 
estimation [6], 

   
1

1ˆ
sapN

H
ele ele ele

nsap

R x n x n
N 

   
, 

where sapN  is the sampling rate and 2sapN N  in 

this paper. If subw


indicates weighting at subarray 

level, then the pattern with subarray configuration 
is given by, 

       *
0

H

subf diag w T w a a         
   

 (7) 

where"  " and " " denote Hadamard product and 
conjugate, respectively.  

bore sight

d d


sind



-M -M+1 -1 1 M-1 M  
 
Fig. 1. The uniform linear array of N = 2M  
sensors. 

Mw 1 1M Nw   Niw 1w 1w Niw Mw1LM Nw  

1S iS 1iS  LS1d id 1id  Ld

 
 

Fig. 2. Linear array with subarray configuration. 
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It is known that adaptive beamforming is data-
dependent [12]. In this paper, we achieve adaption 
at subarray level. Adaptive weighting is calculated 
with the output from all subarray channels. A 
general block diagram of adaptive beam former is 
shown in Fig. 3. 

*
1w *

2w *
1Lw 

*
Lw

( )f 
 

 
Fig. 3. Adaptive beamforming block. 
 
A. Loaded sample matrix inversion 

In reference [9], the steering vector of 

difference beam at subarray level  0s 


is given 

by, 

   0 0
H

ds T g a     
  

 ,               (8) 

where [ 1,..., 1, 1,...,1]T

M M

g   
 

. 

The adaptive weighting at subarray level based 
on LSMI [6] is, 

   
1

0
ˆ

LSMI subw R I s 


  
.         (9) 

I denotes the identity matrix and  is a positive 
constant, we choose 24  for simplification [6], 

where 2 is the power of noise. 
 

B. Constrained adaptive beam-pattern 
synthesis 

The adaptive weighting based on CAPS 
algorithm [6] is, 

   1H H
CAPS SMI SMIw w X X CX X C w s



           (10) 

where 1 1ˆ ˆH
SMI sub subw R s s R s 

  
   

   
. The columns 

of the matrix X span the space orthogonal to  

 ,J s


. J is a unitary L K matrix with columns 

spanning the interference subspace(ISS). L  and K  
are the number of subarray channels and 

interferences, respectively. J can be estimated from 

the received data by eigen decomposition of ˆ
subR . 

After eigen decomposition of ˆ
subR , we rank its 

eigenvalues in descending order as 1 2 ...    

1 ...K K L      , and their corresponding 

eigenvectors are 1 1,... , ,...K K Lu u u u
   

, among which 

1,... Ku u
 

 span the ISS when interference to noise 

ratio (INR) is large [13]. To determine the 
dimension of ISS (i.e., to obtain K ), we use the 
Akaike information criterion (AIC) [14], 
 

 

   

  

1

1

1

2 2

2ln
1

ˆ min , 0,1,..., 1

sapL
L k

i
i k

L

i
i k

L k N k L k

AIC k

L k

K AIC k k L







 

 

   
 
  
 
  

  




. 

(11) 
 

Overestimation of dimension of ISS causes 
signal to interference and noise ratio (SINR) loss 
while underestimation results in insufficient 
suppression of interferences. Incorrect estimation 
may occur in complicated scenarios or the 
situations where noise power of each subarray 
channel differs considerably. Diagonal loading can 
improve the robustness of AIC against errors [6]. 

Therefore, we replace ˆ
subR  with ˆ 4subR I  in our 

simulation. C  is a directional weighting function, 
and C I  for no directional weighting, thus the 
CAPS weight vector used in this paper is [6], 

 [ , ]CAPS J s SMIw s P w s
   

  
,         (12) 

where [ , ]J sP

 denotes the projection onto space 

 ,J s


. 

 
III. THE PROPOSED METHOD 

There are some algorithms such as Taylor 
tapering, Dolph-Chebyshev synthesizing, for low 
sidelobe sum pattern synthesis [15]. In terms of 
difference pattern, Bayliss weighting is used to 
achieve low side lobes [16]. Despite the fact that 
Taylor tapering is exploited as element excitation 
for sum beam, we may try to minimize the 
difference between refw


 and w subT w


with 

constraint of interference suppression, where 
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refw


is the optimum difference excitations for 

sidelobe reduction. w subT w


 is the equivalent 

element weight vector with subarray 
configuration, and ( )wT diag w T 

. subw


 is the 

weight vector at subarray level, which we are 
looking for. In addition, we can impose constraints 
on the null in look direction for difference beam 
synthesis. 

Suppose Taylor tapering Taylorw


 is applied at 

each element for sumbeam forming. To form 
adaptive difference beam at subarray level, we 
design an optimization problem, given as follows, 

 
   

2

2

0

arg min

. . : 0

0,

1,2,...,

sub
sub w sub ref

w

H

d sub

H

d sub k

w T w w

s t T w a

T w a

k K L



 

 

 

 



  

 

 
,           (13) 

where 
2

x


is the Frobenius norm of vector x


. k  

denotes the direction of the thk interference. 
Interferences are assumed incoherent with each 
other. However, in general, we have no prior 
information of interferences, i.e., k  is unknown. 

Nevertheless, in the situation of strong 
interferences and small signal, the optimal weight 
vector tends to be orthogonal to the interference 
subspace [6]. Thus, we can modify equation (13) 
as, 

           

2

2

0

arg min

. . : 0

0

sub
sub w sub refw

H

d sub

H
sub

w T w w

s t T w a

w J

 

  

 



  

 


.            (14) 

Assume   2
2|| ||w refP v T v w   

, 1Lv C  . It can 

be easily shown that ( )P v


 satisfies the following 

inequality for all 0 1  , 

     (1 ) (1 )P v P P v         
  (15) 

where 1LC  . Thus, the objective function in 
equation (14) is convex [17]. As its constraint 
functions are affine, equation (14) is a quadratic 
program [17]. We can introduce a non-negative 
auxiliary variable t  that serves as an upper bound 
on the objective [18], 

 
,

0

2

2

min

. . : 0

0

subt w

H

d sub

H
sub

w sub ref

t

s t T w s

w J

T w w t

  



 



 



 

.              (16) 

Equation (16) satisfies the standard form of 
second-order cone programming [17]. When t  
reaches its minimum, we get the optimal subw


. 

SDP is a subfield of convex optimization 
concerned with the optimization of a linear 
objective function over the intersection of the cone 
of positive semidefinite matrices. The typical form 
of SDP is given by [18], 

0 1 1

min

. .

... 0

T

p p

c x

s t Ax b

F x F x F


   

 


,        (17) 

where 1 2[ , ,..., ]T
px x x x is the vector to be 

optimized, and 0 1, ,..., pF F F are semidefinite 

matrices with the same order. The inequality sign 

  0F x  means that  F x


is positive 

semidefinite.  
We can reformulate the nonlinear convex 

problem of equation (16) as the semidefinite 
programming of equation (18) in the variables 

subw


and t [18], 

 

 

,

0

min

. . : 0

0

0.

subt w

H

d sub

H
sub

N N w sub ref

H

w sub ref

t

s t T w s

w J

I T w w

T w w t



  



 
  

  



 



 

 

 . (18) 

 
This semidefinite program has dimensions 

1m L  and n N . The number of iterations 
required to solve a semidefinite program grows 

with problem size as ( )O n  and it requires 
2( )O m n operations per iteration [18]. Several 

specialized tools are available to solve it such as 
SeDuMi [19], YALMIP [20], etc. YALMIP is 
used in this work. However, YALMIP called 
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SeDuMi as external solver in our simulation. It 
usually converges after 10~13 iterations. 

 
IV. SIMULATION RESULT 

Let us consider a uniform linear array of 102 
antennas with half-wavelength spacing. Look 
direction is set as 0 = 0o. The subarray 
configuration is [22, 8, 5, 4, 4, 4, 4, 4, 4, 4, 4, 5, 8, 
and 22], so that equal noise levels in all subarray 
channels are achieved approximately. We compare 
three approaches, LSMI, CAPS and SDP in 
scenarios of interference free, mainbeam 
interference and sidelobe interferences. In all 
simulations, a Taylor tapering with constrained 
side lobe level (SLL) = 30 dB and 8n   is 
impinged on each element, and difference beam is 
formed at subarray level digitally. INR is set to 30 
dB. In SDP, Bayliss tapering with SLL = 30 dB 
and 8n   is set as the reference weights refw


. 

Signal of interest is neglected since it is usually 
possible to form the interference covariance matrix 
with signal absent in radar applications [21]. 

Figure 4 shows the adaptive patterns in the 
absence of interference obtained by the three 
algorithms. Although LSMI and CAPS suppress 
SLL effectively in [11], they deteriorate when we 
form difference beam at subarray level instead of 
sum beam. Nevertheless, SLL is remarkably low 
with SDP. Null depth in look direction, expressed 
as 0N , and SLL of each pattern are given in Table 

I. 

 
 
Fig. 4. Normalized pattern in absence of 
interference (noise only). 

Figure 5 demonstrates adaptive patterns in the 

presence of one main lobe interference from1.5 . 
SDP performs slightly better in sidelobe control, 
but it forms deep null exactly in look direction. 

Meanwhile, the other two have 0.1 deviation 
caused by disturbance of the main lobe 
interference. 

  
 

Fig. 5. Normalized pattern with one main lobe 

interference at 1.5 . 
 

Figure 6 illustrates adaptive patterns in 
presence of two sidelobe interferences in direction 
of 5   and 10 . Three algorithms can suppress 
interference effectively, lower than -67 dB. 
However, compared with LSMI and CAPS, SDP 
reduces sidelobe dramatically and has a deeper 
null in look direction. 

 
 

Fig. 6. Normalized pattern with two side lobe 

interferences at 5  and 10 . 
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From Table I, we can see that in situations of 
noise only and sidelobe interferences, SDP 
outperforms the other two algorithms in side lobe 
reduction and null depth in look direction 
manifestly. When the pattern is disturbed by main 
lobe interference, SDP can still maintain accurate 
deep null in look direction. This is due to the first 
equality constraint in equation (18). 

Figure 7 and Table II depict the comparison of 
SINR of each approach versus  . LSMI has the 
highest SINR. SDP has a small SINR loss, 0.68 
dB compared with LSMI and 0.49 dB compared 
with CAPS, as shown in Table II. Thus, slight 
SINR loss is the cost of using SDP. 

 
 
Fig. 7. SINR of three methods, interference at50. 

 
In our simulations, patterns using LSMI and 

CAPS differ slightly, which agrees with the 
conclusion in [6]. Although Taylor tapering is 
used at element level both in [6] and this paper, 
sum beam is formed at subarray level in [6] while 
difference beam is formed in this paper. In this 
case, SDP performs considerably well in 
suppressing sidelobe and producing accurate deep 
null in look direction. 

As discussed in section III, the computational 
complexity is closely related to the size of the 
array and its subarrays. Thus, when we utilize the 
proposed algorithm to compute adaptive weights, 
the size of array and the amount of subarrays 
should be taken into consideration according to the 
practical requirement of real-time. 

Table I: Null depth in 0 and SLL for LSMI, 
CAPS, and SDP [dB]. 

 
absence of 

interference 
Mainlobe 

interference 
sidelobe 

interference 

0N SLL 0N  SLL 0N SLL 
LSMI -24 -11.1 -21* -11.0 -24 -12.1 
CAPS -328 -12.8 -19* -10.7 -44 -12.5 

SDP -134 -23.4 -135 -11.6 -135 -23.2 
*: denoting 0.1o  deviation. 
 
Table II: SINR and SINR Loss for LSMI, CAPS, 
and SDP [dB]. 

 SINR SINR Loss 
LSMI 20.17 +0.68 
CAPS 19.98 +0.49 
SDP 19.49  

 
V. CONCULSIONS 

In this paper, a semidefinite programming 
method is proposed to form adaptive difference 
beam at subarray level when element excitations 
are for optimum sum pattern. The proposed 
method realizes sidelobe reduction in adaptive 
difference beamforming via optimization. 
Compared with LSMI and CAPS, the proposed 
method has the merits of reducing sidelobe 
considerably and producing an accurate deep null 
in look direction. The aforementioned merits of 
the proposed method have been verified by 
computer simulations. Meanwhile, it suffers from 
a small SINR loss, which is the cost of SDP 
algorithm. Thus, a tradeoff should be considered 
in practical situations. 
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Abstract ─ When a wideband antenna is to be used 
as a reflector feed, the phase center variation with 
frequency introduces an error on the phase of the 
primary field impinging on the reflector surface. 
This is because the antenna phase center will be 
coincident with the focus only at one particular 
frequency and displacement at other frequencies, 
which will result as the phase error losses due to 
axial defocusing. Tapered slot antennas are the 
most utilized antennas in ultra wide band (UWB) 
high-performance applications. In this work, 
performance of the UWB Vivaldi antennas 
(exponentially tapered slot antennas) in reflector 
feed applications is investigated. A long Vivaldi is 
designed, manufactured, and its phase center 
movement with frequency is measured. The 
correspondent phase error loss is estimated.  
  
Index Terms ─ Astigmatism, axial defocusing, 
phase error loss, reflector feed, ultra wide band, 
and Vivaldi antenna.  
 

I. INTRODUCTION 
Nowadays, there is an increasing interest in 

extremely large bandwidth high-performance 
applications. Such applications range from deep 
space investigation to commercial 
telecommunication links and radars with high 
spatial resolutions [1-3]. Square kilometer array 
(SKA) is an international project aimed at building 
a huge radio telescope covering the frequency 
range of 70 MHz  10 GHz. It will provide two 
orders of magnitude increase in sensitivity as 
compared to existing ones. The SKA will be an 
interferometric array of individual antenna 
stations, synthesizing an aperture with diameter up 
to several thousand kilometers. Several 
configurations are under consideration to 

distribute the one million square meters of 
collecting area. There are many different 
suggestions for antennas, ranging from a few tens 
of very large single reflectors to large arrays of 
tapered slot antennas or Luneberg lenses [3]. 
Although, there have been different suggestions 
for antennas, nowadays it is likely that the final 
array design for SKA will utilize Vivaldi antennas 
for the individual elements [4-7]. Vivaldi antennas 
are the most utilized antennas in ultra wide band 
(UWB) high-performance applications. They are 
travelling wave type antenna with a directional 
radiation along its aperture [8, 9]. Its time domain 
characteristics are investigated and proved to be 
weakly-dispersive in [10, 11]. In [12], the time 
domain radiation properties of the Vivaldi antenna 
are analyzed with angular dependence with respect 
to the signal transmitted at the main beam 
direction. 

In a reflector system, long elements are 
required to achieve a sufficiently high directivity. 
For such long elements high phase-center 
instability causes considerable phase error losses 
due to axial defocusing and astigmatism. Phase 
center location wanders with changes in the 
frequency and in any wide band application phase 
error losses due to variation in phase center 
location are expected. This is because the antenna 
phase center will be coincident with the focus only 
at one particular frequency and when displaced at 
other frequencies, phase error losses will increase. 
If it was possible to build a feed antenna with a 
unique phase center and it is placed at the focus of 
a perfect parabolidal reflector, it would be possible 
to eliminate phase error losses.  

To determine the phase center location of a 
radiating element, spherical measurements of the 
antenna are mostly used [13]. The phase center is 
determined experimentally by finding the 
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equiphase sphere in the radiation direction of the 
antenna. The center of the surface corresponds to 
the phase center of the antenna under test. In 
literature, phase centre variations of general types 
of antennas are investigated. These include planar 
loop antenna, coupled planar dipole antenna, horn 
antenna, and radial line helical array antennas [14-
19]. In this work, the phase centre variations of the 
Vivaldi antenna to be used as reflector feeds are 
investigated. In [20], Vivaldi antenna fed reflector 
system is compared with traditional reflector 
systems and its superiorities are stated. For the 
determination of the phase centres, the phases of 
the measured patterns within the 10 dB beamwidth 
are observed both in E and H-planes. Phase error 
losses of a reflector system fed by a Vivaldi 
antenna are investigated. For this aim, a directive 
Vivaldi antenna operating in the 6:1 band is 
designed, simulated and measured. Its phase center 
locations in E and H-planes are found for every 
frequency within the band. The losses due to axial 
defocusing and astigmatism are investigated. The 
paper is structured as follows: in the next section, 
the concept of phase center variation is defined in 
details. In the third section, the design and phase 
center analysis of the antenna together with the 
measurement results are given. The considerations 
on the results are given in the last section.  
 

II. UWB ANTENNAS IN REFLECTOR 
FEED APPLICATIONS 

In practice, the phase center of an antenna can 
be defined as the point on the feed that leads to 
minimum phase error loss [21]. A unique phase 
center at the focus of the reflector would eliminate 
phase error losses. However, phase center location 
changes with changes in the frequency and in any 
wide band application, phase error losses are 
unavoidable. As an example, Vivaldi antenna is 
demonstrated in Fig. 1. The red dots are the phase 
center positions at the highest and lowest 
frequencies. The blue line is the focus point of the 
paraboloidal reflector. With its current positioning, 
it would be possible to use the reflector system 
perfectly at low frequencies of the band. However, 
at high frequencies there will be distance between 
the phase center location and the focus point of the 
reflector. This will result in phase error losses in 
the system. 

 

 
 

Fig. 1. Phase centre positions of the Vivaldi 
antenna at high and low frequencies. 

  
Due to the variation in phase center location with 
frequency as shown in Fig. 1, the feed phase 
centre cannot be placed at the focus in UWB 
applications and this results as axial defocusing. 
We can estimate the phase error loss (PEL) due to 
axial defocusing by approximating the distribution 
with a quadratic aperture phase distribution. Given 
z as the axial defocusing, the maximum phase 
deviation in cycles is [21], 
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where  is the distance from the focus to the 
reflector. These are approximate formulations for 
calculating PEL. For the exact solution, the 
integral with the feed pattern should be used to 
evaluate the phase error losses 
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where E (,) is the feed pattern and 
 )2/(tan2 1 fbb

  where b is the central 
blockage radius of the feed antenna. 
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Phase centre locations of an UWB antenna can 
be obtained from simulation or measurement 
results. It is the location where almost constant 
phase within 10 dB beamwidth is obtained. This is 
demonstrated in Fig. 2 for a Vivaldi antenna at 8 
GHz. 
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Fig. 2. Radiation pattern and phase of a Vivaldi 
antenna in H-plane at 8 GHz at its phase center. 
 
Unequal phase centre locations in E and H-planes 
introduce phase error losses due to astigmatism. It 
is detected by the depth of the nulls in the E and 
H-planes. Phase error loss due to astigmatism is 
not as severe as the losses due to axial defocusing 
[21]. 

 
III. VIVALDI FED REFLECTOR 

IMPULSE RADIATING ANTENNA 
 

A. Design of the feed antenna 
Vivaldi is an end fire radiator usually 

supported on a thin, low r substrate. Despite the 
completely planar geometry of Vivaldi, it can 
produce almost symmetric radiation patterns in the 
E and H-planes. As the length of the antenna 
increases, its beam width narrows and the 
directivity increases. Thus, to obtain high 
directivity, a long Vivaldi is designed as shown in 
Fig. 3 with its dimensions. The antenna is 
designed to operate in the band of 2 GHz  12 
GHz (6:1 bandwidth). The length of the 
exponential tapering is 2.13 wavelengths at the 
lowest frequency and its exponential flaring is 
given by az

slot eWzS )2/()(   where a = 0.018 and 

Wslot = 0.43 mm. A quarter wavelength open circuit 
stub is used for UWB matching. Its dimensions are 

given in Fig. 3 (b). The dielectric constant of the 
dielectric material of the antenna is chosen r = 
2.33 and the thickness of the substrate is t = 0.635 
mm.  
  

 
(a) 

 

 
(b) 

 

Fig. 3. UWB Vivaldi Antenna with its dimensions 
(a) front view and (b) back view. 
 
B. Measurement results 

The manufactured Vivaldi antenna is given in 
Fig. 4. The designed antenna has also been 
simulated by means of the commercial code CST 
[22] based on the FIT (Finite Integration) method. 
In Fig. 5, measured and simulated return loss 
variations of the antenna are given comparatively. 
In measurements, the antenna has the band of 1.5 
GHz to approximately 12 GHz (8:1 band). The 
phase centre variations of the antenna are 
investigated in the frequency range of 2 GHz  12 
GHz. The measured and simulated directivities of 
the Vivaldi antenna are given in Fig. 6.  

 

 
 

Fig. 4. Vivaldi antenna in measurement setup. 
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Fig. 5. Measured and simulated return losses of the 
Vivaldi antenna. 
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Fig. 6. Measured and simulated directivities of the 
Vivaldi antenna. 
 

The co-polarised radiation patterns in E- and 
H-planes are given in Figs. 7 (a) and (b), 
respectively. 2D coloured views of the radiation 
patterns are preferred to demonstrate the radiation 
performance of the Vivaldi antenna with respect to 
frequency and azimuth angle. 
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Fig. 7. (a) E-plane and (b) H-plane co-polarised 
radiation patterns of the Vivaldi antenna. 
 
C. Phase error losses of the Vivaldi fed 
paraboloidal reflector 

At the phase centre of an antenna, the 
electromagnetic radiation spreads spherically 
outward, with the phase of the signal being equal 
at any point on the sphere. Thus, phase centres are 
obtained from measurement results by detecting 
the locations where almost constant phase within 
10 dB beamwidth is obtained on the antenna for 
the frequency of interest. Phase center locations 
varies with frequency. In Fig. 8, the phase center 
variations of the Vivaldi are given at E- and H-
planes. In E-plane, phase centre location is at z = 
22 cm at the lowest frequency where it is at z = 
12.5 cm at the highest frequency. Similarly, it is at 
z = 25 cm and z = 8 cm in H-plane at the lowest 
and highest frequencies, respectively. Here, z is 
the axis along the tapering of the feed antenna. 
The reference point for z axis is the starting point 
of the exponential tapering as indicated in Fig. 3 
(a). The variation between the lowest and highest 
frequencies in H-plane is 17 cm, which is 6.8 
wavelengths at the highest frequency. It is 9.5 cm 
in E-plane, which is equal to 3.8 wavelengths at 12 
GHz. This distance between phase centre locations 
at lowest and highest frequencies will cause the 
phase error loss due to axial defocusing. An 
appropriate location for the positioning of the 
feeding antenna should be determined giving the 
lowest phase error losses within the whole 
operation band. The 10 dB beamwidth in H-plane 
varies from 85° to 37° between 2 GHz and 12 
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GHz. Similarly, the beamwidth in E-plane varies 
with frequency between 90° and 60°. Thus, a 
reflector is designed with the feed subtended angle 
of 70°. This results in the focal length to reflector 
diameter ratio (f/D) of approximately 0.8. In Fig. 
9, PEL due to axial defocusing of the feed is given 
at E and H-planes. These errors are determined 
from measured patterns at E and H-planes 
separately by using the wavelength and beamwidth 
of the corresponding frequency. Different 
positioning of the UWB feed antenna in the 
reflector system result in different PEL levels. 
Placing the centre of the feed antenna to the focus 
of the reflector may result in very high PELs (up 
to 10 dB in some cases). Thus, the positioning of 
the Vivaldi feed antenna is determined as the 
location giving the lowest PELs in E and H-
planes. The phase centre locations at every 
frequency within the band are tried. The location 
giving the minimum (lower than 1 dB for the 
whole frequency band) PELs both in E and H-
planes is chosen as point to be placed at the focus 
of the reflector. It is determined as z = 14.5 cm, 
which is the phase centre location approximately 
at 4 GHz, in E and H-planes. The losses are 
obtained by both the approximate formulation 
given in equation (3) and integration of the 
radiation pattern in Fig. 9. The solid lines are 
obtained from the approximate formulations and 
dashed lines are obtained by the integration of the 
measured feed patterns. In Fig. 9, it can be 
observed that phase error losses of the Vivaldi fed 
reflector system due to axial defocusing are less 
than 1 dB for the whole frequency band. 

In optimization process, besides phase error 
losses due to axial defocusing, losses due to 
astigmatism should also be considered. 
Astigmatism is the result of unequal phase center 
positions in E and H-planes. Phase error loss due 
to astigmatism is not as high as the losses due to 
axial defocusing. For the measured Vivaldi 
antenna, it is calculated as less than 0.1 dB for the 
whole frequency band. This conclusion together 
with Fig. 9 proves that Vivaldi antenna, with its 
low PELs can be successfully used in reflector 
applications. 
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Fig. 8. Phase centre positions of the Vivaldi 
antenna at E and H-planes. 
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Fig. 9. Parabolloidal reflector phase error loss of 
the Vivaldi antenna due to axial defocusing of the 
feed. 

 
IV. CONCLUSION 

In reflector applications, it is desirable to have 
a single feed that covers the entire frequency band 
of operation with a symmetric, directive pattern, 
dual-linear polarization, and frequency invariant 
phase centre and radiation pattern [23]. To obtain 
a highly directive antenna, the size of the feed 
antenna should be enlarged, which results with 
more phase centre movement with the change in 
the frequency. Long antenna elements exhibit high 
phase-center instability, which is very undesirable 
characteristic when the antenna is used to 
illuminate a reflector. A trade-off is necessary 
between directivity and phase errors. In order to 
avoid phase-center instability, short elements can 
be used but then higher losses for spillover are 
obtained. 
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Vivaldi antennas are widely used antenna 
elements for the state-of-art applications of 
reflector antennas. In this work, performance of 
the Vivaldi antenna used as reflector feed is 
investigated. A long Vivaldi with high phase 
center variation in terms of wavelength is 
designed, manufactured, measured, and its 
consequent phase error losses are investigated. 
The results of the antenna analysis show that by 
appropriate positing of the feed antenna in the 
reflector system, the phase error losses due to axial 
defocusing and astigmatism resulting from the 
phase center variation with frequency can be 
lowered down to 1 dB levels. This proves the use 
of Vivaldi antennas in reflector applications. 
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Abstract ─ In this paper, a novel UWB antenna 
with dual notched bands is presented. The 
antenna consists of a square patch and a ground 
plane with a Ω-shaped slot, which increase the 
bandwidth from 2.7 GHz to 11.3 GHz. To 
achieve two bands stop, both Z-shaped slot on 
conductor backed plane and strip ended up a 
shorting pin are used. The designed antenna has 
a small size of 15 × 22 mm2 while indicating the 
band-stop performance in the frequency bands 
of 3.1 GHz to 3.8 GHz and 5.1 GHz to 6.1 GHz 
in order. 
 
Index Terms ─ Antennas, DGS (defected ground 
structure), notch band, and UWB (ultra wide 
band). 
 

I. INTRODUCTION 
In UWB communication systems, the design 

of a compact planar antenna whilst providing 
wideband characteristic over the whole operating 
band is one of main subjects. Consequently, plenty 
of microstrip antennas with various configurations 
have been experimentally characterized. 
Meanwhile, various strategies to rise the 
impedance bandwidth have been investigated [1-
4]. However, The frequency range for UWB 
systems between 3.1 GHz and 10.6 GHz will 
cause interference to the existing wireless 
communication systems, namely, the wireless 
local area network (WLAN) for IEEE 802.11a 
operating at 5.15 GHz – 5.35 GHz and 5.725 GHz 
– 5.825 GHz, the IEEE 802.16 WiMAX system 

3.3 GHz – 3.69 GHz, 5.25 GHz – 5.85 GHz, 
therefore, UWB antenna with a dual band stop 
performance is needful. To achieve the frequency 
band-notch function antenna, modified planar 
monopole antennas have been recently presented 
[5-8]. In this manuscript, a novel dual band-notch 
antenna is proposed. Related to it, to increase 
impedance bandwidth is used with an Ω-shaped 
slot in the ground plane. Also, based on 
electromagnetic coupling theory (ECT), single 
band-notched function is provided by inserting a 
Z-shaped slot on conductor backed plane. In 
addition, dual band-notch characteristic is obtained 
by using a strip ended up shorting pin. Good 
VSWR and radiation pattern characteristics are 
obtained in the frequency band of interest. 
Simulated and measured results are presented to 
validate the usefulness of the antenna structure for 
UWB applications. 
 

II. ANTENNA DESIGN 
Figure 1 exhibits the geometry of the proposed 

antenna. The antenna is fabricated on FR4 
substrate with εr = 4.4, h = 1 mm, fed by a 
microstrip line and has a size of 15 × 22 mm2. The 
microstrip feed line is designed for a 50 Ω 
characteristic impedance with fixed 1.9 mm feed 
line width and 7.5 mm length. It means that the 
antenna is connected to a 50 Ω SMA connector for 
signal transmission. The antenna contains a square 
patch with Wp = 10 mm and Lp = 13.5 mm, and a 
partial ground plane with length Lg = 5 mm. By 
cutting a novel Ω-shaped slot into the ground 
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plane, as illustrated in Fig. 1, and carefully 
adjusting its parameters, impedance bandwidth 
enhancement may be achieved because they can 
adjust the electromagnetic coupling effects 
between the patch and the ground plane, and it can 
improve the impedance bandwidth without any 
cost of size or expense. Meanwhile, to obtain two 
notched bands has been used two different 
techniques, the former DGS (defected ground 
structure), and the latter shorting pin that will 
more be examined. Regarding to DGS, by 
inserting a Z-shaped slot in the conductor backed 
plane, a notched band at centre frequency 5.5 GHz 
can be earned while by using a strip line, with 
length W8 + L8, ended up shorting pin, another 
band stop at centre frequency 3.5 GHz is obtained.  

 
III. ANTENNA PERFORMANCE AND 

DISCUSSION 
In this section, the square monopole antenna 

with different design parameters are constructed, 
and the numerical and experimental results of the 
input impedance and radiation characteristics are 
presented and discussed. The parameters of this 
proposed antenna are studied by changing one 
parameter at a time and fixing the others. The 
simulated results are achieved using the Ansoft 
simulation software high-frequency structure 
simulator [9]. Table I gives optimal dimensions of 
the designed antenna. Figure 2 shows the structure 
of two different square antennas. As illustrated in 
Fig. 3, VSWR (voltage standing wave ratio) 
characteristics for both antennas shown in Fig. 2 is 
compared to each other. It is quite apparent that by 
inserting an Ω-shaped slot in the ground plane, it 
can adjust the electromagnetic coupling effects 
between the patch and the ground plane, which 
result in creating the third resonance at nearly 11 
GHz and increasing the impedance bandwidth. 

Figure 4 illustrates three antenna structures 
indicating major elements of creator filtering 
properties in the WiMAX/WLAN bands stop-
bands including the Z-shaped slot in the conductor 
backed plane and the strip line ended up a shorting 
pin. Figure 5 shows the VSWR characteristics for 
the three mentioned antennas shown in Fig. 4. 
From the results, it is found that the Z-shaped slot 
in the conductor backed plane have main effect on 
the notched band at center frequency 5.5 GHz. 
Whereas the strip line ended up a shorting pin 
creates a stop band at center frequency 3.5 GHz to 

filter WLAN and WiMAX bands in order. 
Meanwhile, it is found out that both notches are 
autonomous than each other. It means that they 
have no effect on each other. It is interesting to 
note that by adjusting the length of the set of 
parameters, the centre frequencies of the notched 
bands can be controlled. Figure 6 illustrates the 
VSWR of the antenna for different values of W7. 
As shown in Fig. 6, parameter W7 has a 
considerable influence on frequency shifting in a 
way that by varying W7, the centre frequencies of 
the notched bands can be finely tuned. By 
selecting the optimum parameter W7 = 9.1 mm, 
the frequency notched-band centered at 5.5 GHz 
can be achieved. 

 

 
Fig. 1. Geometry of the proposed antenna. 
 
Table I: Optimal parameter values of the antenna. 

Wsub Lsub Wp Lp Wf Lf Lg W1 

15 22 10 13.5 1.9 7.5 5 1.8 

L1 W2 L2 W3 L3 W4 L4 W5 

3 0.7 0.4 10 9 9.1 1.75 7.35 

L5 W6 L6 W7 L7 W8 L8 d1 

2.65 7.35 1.75 9.1 0.85 10 7 1.6 

d2 d3 d4 S1 S2 h εr δ 

2.5 0.5 4.5 0.2 0.5 1 4.4 0.02 

 
 As mentioned before, in this study, to obtain 
the band-stop performance on WiMAX band with 
center frequency 3.5 GHz, a strip line is used with 
length W8+L8 that has been connected to a 
shorting pin. The simulated VSWR curves with 
different values of L8 are plotted in Fig. 7. As 
shown in Fig. 7, when L8 increases, the center 
frequency of the notched band is fallen and vice 
versa. Therefore, the optimized L8 is 7 mm. From 
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these results, we can conclude that the notch 
frequencies are controllable by changing values 
W7 and L8. 

 

 
 

Fig. 2. (a) The simple square antenna and (b) the 
antenna with an Ω-shaped slot in the ground plane. 

 

 
 

Fig. 3. Simulated VSWR characteristics for the 
diverse square antennas shown in Fig. 2. 

 

 
 

Fig. 4. (a) The simple square antenna, (b) the 
square antenna with a Z-shaped slot in the 
conductor backed plane, and (c) the proposed 
antenna. 

 
 

Fig. 5. Simulated VSWR characteristics for the 
antennas shown in Fig. 4. 
 
 

 
 

Fig. 6. Simulated VSWR characteristics of the 
antenna with a Z-shaped slot in the conductor 
backed plane with different values of W7. 
 
 

 

Fig. 7. Simulated VSWR characteristics of the 
antenna with a strip line ended up shorting pin 
with different values of L8. 
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To be clear more, Fig. 8 is used indicating the 
simulated current distributions on the antenna. It 
can be observed that at 5.5 GHz the greatest 
current is concentrated in the conductor backed 
plane with Z-shaped slot while at 3.5 GHz the 
most current distribution is seen on the strip line.  
 

 
 

Fig. 8. Simulated surface current distributions (a) 
on the conductor backed plane at 5.5 GHz and (b) 
on the strip line at 3.5 GHz.  
 

The photo of the fabricated antenna with 
optimal design is exhibited in Fig. 9. Besides, the 
antenna was tested in the antenna measurement 
laboratory at Iran Telecommunication Research 
Center. The measured VSWR of the proposed 
antenna, using an Agilent 8722ES vector network 
analyzer, is also shown in Fig. 10. It can be seen 
that the designed antenna has a wideband 
performance from 2.7 GHz to 11.3 GHz for 
VSWR ≤ 2, with dual notched bands of 3.1 GHz –
3.8 GHz and 5.1 GHz – 6.1 GHz. As shown in Fig. 
10, there is a discrepancy between measured data 
and simulated results, and this could be due to the 
effect of the SMA port. To confirm the accurate 
VSWR characteristics for the designed antenna, it 
is recommended that the manufacturing and 
measurement process need to be performed 
carefully. 
 Figure 11 depicts the measured gain of the 
proposed antenna with and without notched bands. 
A sharp drop of gain is displayed in the notched 
frequencies band at 3.5 GHz and 5.5 GHz. For 
other frequencies outside the notched frequency 
band, the antenna gain with the slot is similar to 
those without it. Figure 12 exhibits simulated 
radiation efficiency of the proposed antenna. 
Radiation efficiency for over band is more than 90 

% except two stop bands, which these results are 
exactly reasonable. On the other hand, Fig. 13 
shows the measured normalized far-field radiation 
patterns in both H-plane (x–z plane) and E-plane 
(y–z plane) at frequencies 6.5 GHz and 8.5 GHz. It 
can be observed that the radiation patterns in the 
x–z plane are approximately omni-directional for 
the two frequencies whilst radiation pattern in the 
y-z plane are nearly a dipole-like. 
 

 
 

Fig. 9.  Photograph of the fabricated antenna. 
 

 
 

Fig. 10. Measured and simulated VSWR 
characteristics for the proposed antenna. 
 

 
Fig. 11. Measured antenna gain of the proposed 
antenna without and with stop bands. 
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Fig. 12. Simulated radiation efficiency of the 
proposed antenna. 
 

 
 

Fig. 13. Measured radiation patterns of the 
proposed antenna at (a) 6.5 GHz and (b) 8.5 GHz. 

 
IV. CONCLUSION 

 A novel compact UWB antenna with dual 
band-notched characteristics has been proposed 
and discussed. In this design, by using an Ω-
shaped slot, a wide impedance bandwidth from 2.7 
GHz to 11.3 GHz with VSWR ≤ 2 is achieved. 
Furthermore, by applying a conductor backed 
plane with Z-shaped slot on it and a strip line 
ended up shorting pin, two frequency notched 
bands of 3.1 GHz – 3.8 GHz and 5.1 GHz – 6.1 
GHz are obtained. The designed antenna has a 
small size of 15 × 22 mm2. The good impedance 
matching characteristic, constant gain, and omni-
directional radiation patterns makes this antenna a 
good candidate to be used in UWB applications 
and systems.  
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Abstract ─ This paper proposes a novel slot-like 
sleeve-monopole antenna for ultra wideband 
applications with multi-resonances performance. 
The antenna consists of a CPW-fed sleeve 
monopole antenna with a coupled inverted U-
shaped strip, surrounded by a pair of folded strips, 
which provides a wide usable fractional bandwidth 
of more than 120 % (3.09 GHz - 12.86 GHz). By 
adding a coupled inverted U-shaped strip with 
variable dimensions on the radiating patch and 
also by inserting two folded strips, additional 
resonances are excited and hence much wider 
impedance bandwidth can be produced, especially 
at the higher band. The designed antenna has a 
small size of 30 × 30 mm 2 . Simulated and 
experimental results obtained for this antenna show 
that it exhibits good radiation behavior within the 
UWB frequency range. 
  
Index Terms ─ Coupled inverted U-shaped strip, 
slot-Like sleeve-monopole antenna, and ultra 
wideband communications.  
 

I. INTRODUCTION 
Commercial UWB systems require small 

low-cost antennas with omnidirectional radiation 
patterns and large bandwidth [1]. It is a well-
known fact that planar monopole and slot 
antennas present really appealing physical 
features, such as simple structure, small size, and 
low cost. Due to all these interesting 
characteristics, planar monopoles and slots are 

extremely attractive to be used in emerging UWB 
applications, and growing research activity is 
being focused on them. 
 In UWB communication systems, one of the 
key issues is the design of a compact antenna 
while providing wideband characteristic over the 
whole operating band. Consequently, number of 
printed microstrip slot and monopole antennas 
with different geometries have been 
experimentally characterized [2, 3] and automatic 
design methods have been developed to achieve 
the optimum planar shape [4, 5]. Moreover, other 
strategies to improve the impedance bandwidth 
have been investigated [6-9]. 
 A simple method for designing a novel and 
compact CPW-fed slot-like sleeve-monopole 
antenna with multi resonance performance for 
UWB applications has been presented. In the 
proposed structure, based on electromagnetic 
coupling theory (ECT), by inserting a coupled 
inverted U-shaped strip, surrounded by a pair of 
folded  strips, on the sleeve monopole antenna, 
additional resonances are excited and the 
bandwidth is improved that achieves a fractional 
bandwidth with multi resonance performance of 
more than 120 %. Good return loss and radiation 
patterns characteristics are obtained in the 
frequency band of interest. Simulated and 
measured results are presented to validate the 
usefulness of the proposed antenna structure for 
UWB applications. 
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II. ANTENNA DESIGN 
 The proposed slot-like sleeve-monopole 
antenna fed by a 50 Ω coplanar waveguide (CPW) 
line is shown in Fig. 1, which is printed on an FR4 
substrate of thickness 1.6 mm and permittivity 4.4. 
The basic antenna structure consists of a CPW-fed 
monopole antenna with a pair of sleeves and a 
coupled inverted U-shaped strip, surrounded by a 
pair of folded strips. The proposed antenna is 
connected to a 50 Ω SMA connector for signal 
transmission. 
 

 
 
Fig. 1. Geometry of the proposed antenna (unit: 
mm). 

 
 In this study, the modified inverted U-shaped 
coupled strip act as an impedance matching 
element to control the impedance bandwidth of the 
proposed antenna, because it can creates additional 
surface current paths in the antenna therefore, 
additional resonance is excited and hence, much 
wider impedance bandwidth can be produced, 
especially at the higher band [10]. The electrical 
current for the exited resonance frequency does 
change direction along the surface of the coupled 
strip. Additionally, based on electromagnetic 
coupling theory, the folded parasitic strips, are 
placed around the coupled inverted U-shaped strip, 
and act as parasitic half-wave resonant structure 
electrically coupled to the sleeve monopole 
antenna with a coupled inverted U-shaped strip. 
They perturb the resonant response and also act as 
a half-wave resonant structure. At the new 

resonance frequencies, the current flows are more 
dominant around the parasitic elements [10].  
 

III. RESULTS AND DISCUSSIONS 
 In this section, the proposed antenna with 
various design parameters were constructed, and 
the numerical and experimental results of the input 
impedance and radiation characteristics are 
presented and discussed. The simulated results are 
obtained using the Ansoft simulation software 
high-frequency structure simulator (HFSS) [11]. 
Figure 2 shows the structure of various antennas 
used for multi-resonance performance simulation 
studies. Return loss characteristics for ordinary 
CPW-fed monopole antenna (Fig. 2 (a)), with a 
pair of rectangular sleeves (Fig. 2 (b)), with a pair 
of rectangular sleeves and a coupled inverted U-
shaped strip (Fig. 2 (c)), and the proposed antenna 
structure (Fig. 2 (d)) are compared in Fig. 3. As 
shown in Fig. 3, it is observed that by using these 
coupled elements including a coupled inverted U-
shaped strip, and by inserting a pair of coupled 
folded strips on the sleeve monopole antenna, 
additional third and fourth resonances are excited, 
respectively, and hence the bandwidth is 
increased. 
 As shown in Fig. 3, in the proposed antenna 
configuration, the ordinary sleeve monopole can 
provide the fundamental and next higher resonant 
radiation band at 4.5 GHz and 8.48 GHz, 
respectively, in the absence of the coupled 
elements. To design a novel antenna, also in order 
increase the upper frequency bandwidth, a coupled 
inverted U-shaped strip is inserted in the radiating 
patch of the sleeve monopole antenna as displayed 
in Fig. 1. The upper frequency bandwidth is 
significantly affected by using the coupled 
inverted U-shaped strip. This behavior is mainly 
due to the change of the surface current path by 
the dimensions of the inverted U-shaped strip as 
shown in Fig. 4 (b). This figure shows that the 
electrical current for the third resonance frequency 
(9.8 GHz) does change direction along the coupled 
inverted U-shaped strip. Therefore, the antenna 
impedance changes at this frequency, the radiating 
power and bandwidth will increases. Furthermore, 
the radiation efficiency will increase. However, 
the resonant resistance is decreased [6]. In 
addition, by inserting two coupled folded strips the 
impedance bandwidth is effectively improved at 
the upper frequency [10]. The inverted coupled 
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folded strips can be regarded as a parasitic 
resonator electrically coupled to the sleeve 
monopole with the coupled inverted U-shaped 
strip. It is found that by inserting these folded 
strips of suitable dimensions at the antenna; much 
wider impedance bandwidth can be produced, 
especially at the higher band. As shown in Figs. 4 
(a) and (c), the current is concentrated on the 
edges of the interior and exterior of the coupled 
folded strips at second (6.15 GHz) and fourth 
(12.2 GHz) resonance frequencies, respectively. 
 

 
 

Fig. 2. (a) The basic structure (CPW-fed monopole 
antenna), (b) the  sleeve monopole antenna, (c) 
sleeve monopole antenna with a coupled inverted 
U-shaped strip, and (d) the proposed antenna. 
 
 

 
 
Fig. 3. Simulated return loss characteristics for the 
antennas shown in Fig. 2. 

 
 

Fig. 4. Simulated surface current distributions for 
the proposed antenna shown in Fig. 1 at new 
exited resonance frequencies, (a) 6.15 GHz 
(second resonance frequency), (b) 9.8 GHz (third 
resonance frequency), and (c) 12.2 GHz (fourth 
resonance frequency). 
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 The simulated radiation efficiencies of the 
proposed antenna are shown in Fig. 5. Results 
of the calculations using the software HFSS 
indicated that the proposed antenna features a 
good efficiency, being greater than 82 % 
across the entire radiating band. The proposed 
antenna with optimal design, as shown in Fig. 6, 
was built and tested in the antenna measurement 
laboratory at Iran Telecommunication Research 
Center (ITRC). Figure 7 shows the measured and 
simulated return loss characteristics of the 
proposed antenna. The fabricated antenna has the 
frequency band of 3.09 GHz to over 12.86 GHz. 
As shown in Fig. 7, there exists a discrepancy 
between measured data and the simulated results. 
This discrepancy between measured and 
simulated results is mostly due to a number of 
parameters such as the fabricated antenna 
dimensions as well as the thickness and 
dielectric constant of the substrate on which 
the antenna is fabricated, the wide range of 
simulation frequencies and also the effect of 
SMA soldering. In order to confirm the accurate 
VSWR characteristics for the designed antenna, it 
is recommended that the manufacturing and 
measurement process need to be performed 
carefully, besides, SMA soldering accuracy 
and FR4 substrate quality needs to be taken 
into consideration. In conclusion, as the slot is a 
short radiator, the SMA connector can modify its 
impedance matching [4, 5]. 
 

   
 
Fig. 5. Simulated radiation efficiency values of the 
proposed monopole antenna. 
 
 

 
 

Fig. 6. Photograph of the realized printed slot-like 
sleeve monopole antenna. 
 

 
 
Fig. 7. Measured and simulated return loss 
characteristics of the proposed antenna. 
 

Figure 8 shows the measured radiation 
patterns including the co- and cross-polarized in 
the H- (x-z plane) and E-planes (y-z plane). The 
main purpose of the radiation patterns is to 
demonstrate that the antenna actually radiates over 
a wide frequency band. It can be seen that the 
radiation patterns in the x-z plane are nearly 
omnidirectional even at higher frequencies, and 
also the cross-polarization level is low for the 
three frequencies. 
 Figure 9 shows the simulated and measured 
maximum gain of the proposed antenna in the z- 
axis direction (x-z plane). As shown in Fig. 9, the 
proposed structure has a gain that is low at 2 GHz 
and increases with frequency [8]. Reasonable 
agreement between simulations and measurements 
is demonstrated. 
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Fig. 8. Measured radiation patterns of the 
proposed antenna at (a) 6.15 GHz (second 
resonance frequency), (b) 9.8 GHz (third 
resonance frequency), and (c) 12.2 GHz (fourth 
resonance frequency).  
 

 
Fig. 9. Measured and simulated maximum gain of 
the proposed antenna in the z-axis direction (x-z 
plane). 

IV. CONCLUSION 
 In this paper, a novel slot-like sleeve 
monopole antenna with multi-resonance 
characteristics and wide bandwidth capability for 
UWB applications is proposed. In this design, the 
proposed antenna can operate from 3.09 GHz to 
12.86 GHz. By adding a coupled inverted U-
shaped strip and also by inserting a pair of coupled 
folded strips with variable dimensions on the 
radiating patch of a CPW-fed sleeve monopole 
antenna, additional resonances are excited and 
hence much wider impedance bandwidth can be 
produced, especially at the higher band. The 
designed antenna has a small size. Good return 
loss and radiation pattern characteristics are 
obtained in the frequency band of interest. 
Simulated and experimental results show that the 
proposed antenna could be a good candidate for 
UWB applications. 
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Abstract ─ A novel compact coplanar waveguide-
fed ultra wideband (UWB) antenna is proposed 
with dual band-notched characteristics. The 
antenna consists of novel tapered patch and is 
printed on FR4 substrate with compact size of     
18  23 mm2. By inserting a novel parasitic strip in 
trapezoidal slot and a pair of L-shaped slots in 
metallic ground, dual band-notched characteristics 
are obtained. Parametric analysis is performed by 
studying the effects of geometrical parameters of 
antenna on various characteristics. The antenna 
operates from 3.1 GHz to 11.6 GHz with dual-
notched bands of 5.1 GHz-6.2 GHz and 8 GHz-8.4 
GHz to avoid potential interference from WLAN 
and ITU bands, respectively. The antenna is 
analyzed in both frequency and time domains. The 
measured results show that the antenna has stable 
radiation patterns, consistent gain over the entire 
operating band. The time domain group delay of 
antenna indicates good linear phase response. The 
main features that make the antenna suitable for 
UWB applications are compactness, simple 
configuration, and stable radiation patterns. 
  
Index Terms ─ Dual notched bands, gain, 
parasitic strip, radiation pattern, trapezoidal slot, 
and UWB. 
 

I. INTRODUCTION 
UWB technology has become popular due to 

various features such as high speed data 
transmission of 100 Mbps to 1 Gbps and wide 
bandwidth. Federal communication commission 
(FCC) has assigned a frequency band from 3.1 
GHz to 10.6 GHz for commercial UWB 
applications. Hence, design of UWB systems has 
become more attractive in both industry and 

academia. UWB antenna is a key component in 
UWB systems. The UWB antenna is popular for 
future applications due to ease of fabrication, 
compact size, and stable radiation characteristics. 
Small size antennas [1, 2] are required in industrial 
RF and microwave devices. Conventional compact 
microstrip antennas with ground plane exist for 
UWB applications. In microstrip antennas, small 
ground plane is present on substrate, which is on 
the opposite side of the patch for size reduction. 
The surface current on small ground plane is 
considerable and affects the performance of the 
antenna [3]. This can be solved by using coplanar 
waveguide (CPW) with patches such as elliptical 
[4], crescent [5] because feed structure, radiating 
patch and ground plane are constructed on the 
same side of the substrate and single metallic layer 
is present. CPW has less dispersion, large 
bandwidth, and low radiation leakage than 
microstrip line. CPW also offers low power 
consumption, low profile, and high data speed for 
transmitter. Since planar slot antennas [6-10] have 
attractive features such as ease of fabrication, 
small size and wide bandwidth, they have become 
popular for the design of UWB antennas. These 
slot antennas can be easily integrated with 
monolithic microwave integrated circuits (MMIC) 
and printed circuit boards. A non planar UWB 
tapered resistive horn antenna [11] is available in 
literature, which provides stable beam width.   

UWB antenna faces serious interference 
problems. Several narrow band communication 
systems such as IEEE 802.11a wireless local area 
network (WLAN) bands (5.15 GHz - 5.35 GHz 
and 5.725 GHz - 5.825 GHz) and 8 GHz ITU band 
(8.025 GHz - 8.4 GHz) overlap with UWB. Hence, 
it is necessary to design UWB antennas with dual 
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band-notched characteristics to avoid interference 
between WLAN, ITU [12] bands and UWB. To 
meet these requirements of the UWB antenna, 
there are several band notched techniques like 
inserting arc-slot [2], square slot [13], pi-slot [14] 
in radiating structure, attaching bar [15], and 
placing parasitic elements near printed monopole 
[16, 17]. UWB antenna has various applications in 
ground penetrating radar, indoor multimedia 
communications, medical imaging, and radio 
frequency identification.   

In this paper, a compact UWB slot antenna 
with dual band-notched characteristics is 
presented. By inserting a novel parasitic strip in 
the trapezoidal slot and a pair of L-shaped slots in 
the metallic ground, the interfering WLAN and 
ITU bands can be rejected, respectively. The 
configuration of the UWB antenna is introduced in 
section II. The effects of different geometrical 
parameters on the antenna are investigated and 
discussed in section III. The measured radiation 
patterns and gain of the antenna are presented in 
section IV. The group delay, which represents 
linear phase response, is analyzed. Time domain 
characteristics of the antenna are presented with 
transient behavior in section V. Section VI 
concludes the paper. 
 
II. ANTENNA GEOMETRY AND DUAL 

BAND-NOTCHED DESIGN 
The structure of the antenna is shown in Fig. 

1. The antenna is printed on FR4 dielectric 
substrate with relative dielectric constant of εr = 
4.4 and loss tangent of tanδ = 0.02. The antenna 
has tapered tuning stub at the centre, which is fed 
by CPW. The CPW feed has conductor width W4 
= 2 mm and dielectric height h = 2.4 mm. The 
CPW feed has a 50 Ω characteristic impedance 
and it is terminated by subminiature version A 
(SMA) connector. Pentagon on tapered structure 
indicates novel radiating patch and each side of the 
pentagon is 5 mm. The antenna has a compact size 
of 18  23 mm2. It has small size when compared 
to [1-6, 8, 12-14, and 16-17]. 

A pair of L-shaped slots is inserted in the 
metallic ground to avoid potential interference 
from ITU band as shown in Fig. 1. When the 
length of the each L-slot is nearly equal to ¼ th of 
the guided wavelength λg1, the slot resonates at 
corresponding notch frequency fITU-notch and acts 

like short circuit in parallel with input impedance 
of the antenna. This leads the pair of L-slots to 
behave like resonant structure and provides band-
notched characteristic for proposed antenna by 
rejecting the band from 8 GHz to 8.4 GHz. 

 

   
 
Fig. 1. Geometry of the proposed UWB antenna. 

 
The total length of each L shaped slot is 

obtained by,  
      1

4 1
4

2

g
L slot

r
ITU notch

c
L

f






 


             (1) 

where λg1 is the guided wavelength corresponding 
to the notch frequency of fITU-notch, c is the speed of 
light, and εr is the dielectric constant of FR4 
substrate. Initially, a pair of L-slots is designed to 
resonate at fITU-notch = 8 GHz by taking the total 
length of each L-slot nearly equal to LL-slot 
specified by equation (1). Practically, total length 
LL-slot of each L-slot is taken as 0.22 λg1 and is 
represented in geometrical parameters of the 
antenna as LL-slot = W6 + L6. Hence, the pair of L-
slots are responsible for rejection of 8 GHz - 8.4 
GHz band. The ITU band-notched characteristic is 
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obtained by properly tuning geometrical 
parameters of the antenna around each L-slot. 

Another band notched characteristic is 
obtained by inserting novel parasitic strip in the 
trapezoidal slot of the antenna to avoid 
interference from WLAN band. The total length of 
the parasitic strip is given by equation (2) 

  
2 ,

1

2

strip g

r
strip notch

c
L

f






 


          (2) 

where λg2 is the guided wavelength corresponding 
to the notch frequency of fstrip-notch. In this design, 
fstrip-notch is 5.5 GHz. The total length Lstrip is 
practically represented in parameters of the 
antenna as Lstrip = W7 + 2 L8. When Lstrip is equal to 
λg2 as specified in equation (2), destructive 
interference takes place, which makes antenna non 
responsive in the 5.1 GHz - 6.2 GHz band. Hence, 
WLAN band is rejected. 

Method of moments based IE3D 
electromagnetic solver is used to optimize the 
antenna. The genetic algorithm in the solver is 
used to obtain the optimized values for various 
parameters of the proposed antenna. The 
optimized values of the proposed antenna are W = 
18 mm, W1 = 7.4 mm, W2 = 0.5 mm, W3 = 4.7 
mm, W4 = 2 mm, W5 = 2 mm, W6 = 0.82 mm, W7 
= 9 mm, W8 = 5 mm, W9 = 1 mm, L = 23 mm,            
L1 = 4.4 mm, L2 = 6.2 mm, L3 = 0.5 mm, L4 = 1.6 
mm, L5 = 2 mm, L6 = 4 mm, L7 = 2.2 mm, L8 = 
12.5 mm, g =  0.6 mm, s = 0.2 mm, and f = 0.3 
mm. The voltage standing wave ratio (VSWR) of 
the proposed antenna is measured with Agilent 
E8362B network analyzer. The behavior of the 
antenna is specified with VSWR curve by 
considering lumped load at the end of the feed 
line. The comparison between the simulated and 
measured VSWR responses of the antenna is 
shown in Fig. 2. Both IE3D and finite element 
method based high frequency structure simulator 
(HFSS) are used to obtain VSWR curves. There is 
reasonable agreement between the simulated and 
measured VSWR responses except that there is 
slight difference between the curves beyond 10 
GHz. The difference between the measured and 
simulated curves is mainly due to manufacturing 
tolerance of the radiating patch and imperfect 
soldering at the junction of the SMA connector to 
CPW line. The measured VSWR indicates that the 
impedance bandwidth of the antenna for       

VSWR < 2 is from 3.1 GHz to 11.6 GHz with dual 
notched bands of 5.1 GHz - 6.2 GHz and 8 GHz - 
8.4 GHz. The measured antenna has three resonant 
frequencies 3.78 GHz, 4.98 GHz, and 7.2 GHz. 
The overlapping between these resonant 
frequencies leads to ultra-wide bandwidth. Good 
impedance matching and radiation characteristic 
of the antenna are obtained by proper selection for 
the dimensions of the novel patch and surrounding 
ground plane. The photograph of the fabricated 
antenna is shown in Fig. 3. 

 

 
 

Fig. 2. Simulated and measured VSWR of the 
proposed antenna. 

 

 
 

Fig. 3. Photograph of the fabricated antenna. 
 

III. PARAMETRIC ANALYSIS 
The effects of different geometrical 

parameters on various characteristics of the 
antenna are studied for the proposed antenna. This 
helps to design antenna with ultra-wide 
bandwidth. The performance of the antenna is 
analyzed with IE3D electromagnetic solver. The 
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analysis is obtained by varying one parameter and 
keeping the other parameters constant. The effects 
of most critical geometrical parameters of the 
antenna on different characteristics are presented 
here. 

 

A. Effect of intrusion depth L4 

The intrusion depth L4 is the most critical 
parameter of the antenna. This parameter leads the 
problem of impedance mismatching when L4 is 0.6 
mm as shown in Fig. 4. This impedance 
mismatching is mainly due to capacitive and 
inductive effects due to improper coupling 
between the radiating patch and the ground plane. 
This parameter was optimized to provide proper 
coupling from feed line to patch. As L4 increases 
from 0.6 mm, the impedance matching is 
improved and the first resonant frequency almost 
remains constant. The second resonant frequency 
shifts left and the third resonating frequency also 
changes. The impedance bandwidth also changes. 
At L4 = 2.6 mm, the bandwidth of the notched 
WLAN band is 5.1 GHz - 6.7 GHz, which is not 
desired. The antenna has good impedance 
matching and desired notched WLAN bandwidth 
of 5.1 GHz - 6.2 GHz at optimized value of L4 = 
1.6 mm. 

 

 
                                 

Fig. 4. Simulated VSWR curves of the antenna for 
different intrusion depths L4. 
 

B. Effect of the height L6 of the L-slot 
If L-slot height L6 is increased from 3.5 mm to 

4.5 mm, the total length of L-slot increases and the 
notch frequency fITU-notch of ITU band decreases 

from 8.6 GHz to 7.9 GHz as shown in Fig. 5. The 
main reason is that the notch frequency fITU-notch is 
inversely proportional to the total length of the slot    
LL-slot according to equation (1). When L6 is 4 mm, 
the pair of L-slots resonates at notch frequency        
8.3 GHz, which is desirable. At this frequency, 
ITU band is fully rejected. As L6 changes from     
4 mm, the ITU band is not fully avoided as shown 
in Fig. 5. The notch frequency of WLAN band is 
little influenced due slight interaction between L-
shaped slots and parasitic strip. Hence, the notch 
frequency of ITU band is controlled by the slot 
height L6. 

 

 
 

Fig. 5. Simulated VSWR curves of the antenna for 
different heights L6 of the L-shaped slot. 
   
C. Effect of the height L8 of the parasitic strip  

The parasitic strip length L8 has significant 
effect on the notch frequency fstrip-notch of WLAN 
band. As L8 decreases from 13.5 mm to 11.5 mm, 
the total length of the strip decreases and the 
corresponding notch frequency fstrip-notch increases 
from 4.98 GHz to 5.85 GHz as shown in Fig. 6. 
The desired notch frequency 5.5 GHz of WLAN 
band is obtained at L8 = 12.5 mm. The notch 
frequency of ITU band is slightly affected. Hence, 
this parameter plays important role in obtaining 
the desired notch frequency to reject the 
interference from the WLAN band. 
 

IV. RADITION PATTERNS AND GAIN 
The radiation patterns of the proposed antenna 

are measured in anechoic chamber using double 
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ridge horn as transmitting antenna and the 
proposed UWB antenna as the receiving antenna. 
Figures 7 and 8 present the radiation patterns of 
the proposed UWB antenna in both E- and H-
planes at the measured resonant frequencies 3.78 
GHz, 4.98 GHz, and 7.2 GHz. In the E-plane, the 
antenna has a bi-directional radiation patterns at 
all resonant frequencies. In the H-plane, the 
antenna has nearly omni-directional radiation 
patterns, which indicates that it can receive the 
signals from all directions. 
 

 
 
Fig. 6. Simulated VSWR of the antenna with 
different heights L8 of the strip. 

 

     
              

                  (a)                                        (b) 

 
                                     (c) 

                                      
Fig. 7. Measured radiation patterns of the 
proposed antenna in the E-plane at (a) 3.78 GHz, 
(b) 4.98 GHz, and (c) 7.2 GHz. 

      
                 (a)                                       (b) 

 

 
(c) 

  
Fig. 8. Measured radiation patterns of the 
proposed antenna in the H-plane at (a) 3.78 GHz, 
(b) 4.98 GHz, and (c) 7.2 GHz. 
 
 Figure 9 represents measured gain of the 
antenna against frequency. The antenna has 
consistent gain that varies between 2.1 dBi to 4.2 
dBi in the operating band. The antenna gain falls 
sharply to -4 dBi in WLAN band and it falls to -
3.3 dBi in the ITU band. Hence, the gain curve is 
in good agreement with the VSWR curve, which 
indicates the rejection WLAN and ITU bands. 
 

 
 

Fig. 9. Measured gain of the proposed antenna. 
 

V. TIME DOMAIN ANALYSIS 
Even though UWB antenna has large 

bandwidth, it does not guarantee good pulse 
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handling capability. To analyze this, time domain 
response of the antenna is required. Since group 
delay represents far-field phase linearity, it 
indicates the quality of the UWB pulse. Hence, 
group delay measurement is performed by placing 
two identical antennas at a distance of 20 cm in the 
far-field region. The antennas are placed in face to 
face orientation. The time domain group delay 
characteristic is shown in Fig. 10. The graph 
shows that the group delay variation is less than 
one nano second in UWB except for the notched 
band. This indicates linear phase response and 
good pulse handling capability for the proposed 
antenna. Hence, the antenna is useful in the UWB 
impulse radio and microwave imaging.  

 

 
 

Fig. 10. Measured group delay of the proposed 
antenna. 
 
 Since information is transmitted through short 
pulses in the UWB systems, it is important to 
study the behavior of the transmitted pulse. The 
transient response of the antenna is obtained by 
using transfer function H(ω) [18] of the system. 
The channel is considered as linear time invariant 
(LTI) system for the transmission and reception of 
narrow pulses. The transmission co-efficient S21 is 
measured when two identical antennas are placed 
in face to face orientation in the far field. The 
transfer function H(ω) is computed using S21 
parameter of the antenna as given by equation (3), 
 

      
2 ( )

21( )

j R
cRcS e

H
j


 




            (3) 

where c is the speed of light, ω is the angular 
frequency and R is the distance between two 
identical antennas. The co-sine modulated pulse is 
taken as input pulse with pulse width T = 228 
picoseconds, centre frequency fc = 6.85 GHz and 
an amplitude factor A = 1. Figure 11 shows that 
the proposed antenna fulfills the requirement of 
UWB indoor emission mask specified by the FCC. 
The time domain input pulse i(t) is represented by     
equation (4), 

2( )
( ) cos(2 ).

t
T

ci t A f t e  .             (4) 

 

 
 

Fig. 11. FCC indoor emission mask and 
spectrum of the input pulse. 

 
The received output pulse o(t) is generated 

by the inverse Fourier transform of the product 
of H(ω) and the spectrum of the input signal 
I(ω) and is given by the novel equation shown 
below, 

               o(t) =F-1 (H(ω).I(ω)).                (5)  
 

The time domain input and output pulses are 
displayed in Fig. 12. The slight ringing effect in 
the received pulse is mainly due to the 
transmission characteristics of the system. The 
received pulse indicates that the antenna has less 
pulse distortion and good time domain response. 
Hence, the antenna is useful for UWB 
communications. 

 
VI. CONCLUSION 

A novel compact UWB antenna is presented 
with dual band-notched characteristics. By 
inserting a novel parasitic strip in the 
trapezoidal slot and a pair of L-shaped slots in 
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the metallic ground, the interference from 
WLAN and ITU bands are avoided. The antenna 
has impedance bandwidth from 3.1 GHz to 11.6 
GHz with rejected bands of 5.1 GHz - 6.2 GHz 
and 8 GHz - 8.4 GHz. The effect of various 
parameters on the impedance bandwidth and 
impedance matching are investigated. The 
antenna has consistent gain and stable radiation 
patterns. The time domain group delay indicates 
good pulse handling capacity. The transient 
response of the presented antenna satisfies 
indoor emission criteria of the FCC. The 
antenna can be easily integrated with RF and 
microwave circuits, which makes the antenna 
suitable for UWB applications. 

 

 
 

Fig. 12. Comparison of the input and output 
pulses. 
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Abstract ─ In this paper, a novel multi-resonance 
small slot antenna with CPW feed-line and square 
radiating stub, for UWB applications is proposed. 
The proposed antenna consists of a square 
radiating stub with an inverted T-shaped slot and a 
ground plane with a T-shaped slit, which provides 
a wide usable fractional bandwidth of more than 
145 % (1.89 GHz  12.43 GHz). By cutting a T-
shaped slit with variable dimensions on the ground 
plane, and an inverted T-shaped slot in the square 
radiating stub additional resonances are excited 
and hence much wider impedance bandwidth can 
be produced, especially at the lower and upper 
bands. The proposed antenna displays a good 
omni-directional radiation pattern even at higher 
frequencies. The designed antenna has a small size 
of 30×30 mm2. Simulated and experimental results 
obtained for this antenna show that it exhibits good 
radiation behavior within the UWB frequency 
range. 
  
Index Terms - CPW-fed microstrip slot antenna, 
multi-resonance performance, and ultra wideband 
application.  

I. INTRODUCTION 
Commercial UWB systems require small 

low-cost antennas with omni-directional radiation 
patterns and large bandwidth [1]. It is a well-
known fact that printed microstrip antennas 
present really appealing physical features, such as 
simple structure, small size, and low cost. Due to 
all these interesting characteristics, printed 
microstrip antennas are extremely attractive to be 
used in emerging UWB applications, and growing 
research activity is being focused on them. 

In UWB communication systems, one of the 
key issues is the design of a compact antenna 
while providing wideband characteristic over the 
whole operating band. Consequently, number of 
microstrip antenna with different geometries have 
been experimentally characterized [2-4] and 
automatic design methods have been developed 
to achieve the optimum planar shape [5, 6]. 
Moreover, other strategies to improve the 
impedance bandwidth, which do not involve a 
modification of the geometry of the planar 
antenna have been investigated [7, 8].  
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In this paper, we propose a novel modified 
CPW-fed slot antenna with multi-resonance 
performance and increased impedance bandwidth, 
for UWB applications. In this design, the 
proposed antenna can operate from 1.89 GHz to 
12.43 GHz and unlike other antennas reported in 
the literature to date, the proposed antenna 
displays a good omni-directional radiation pattern 
even at higher frequencies [6]. The modified 
inverted T-shaped slot acts as an impedance 
matching element to control the impedance 
bandwidth of the proposed antenna, also the 
inverted T-shaped slot in the ground plane can 
create additional surface current paths in the 
antenna therefore additional resonances are 
excited and hence much wider impedance 
bandwidth can be produced, especially at the 
lower and upper bands. Simulated and measured 
results are presented to validate the usefulness of 
the proposed antenna structure for UWB 
applications. The designed antenna has a small 
size of 30×30 mm2. Good return loss and 
radiation pattern characteristics are obtained in 
the frequency band of interest. 
 

II. ANTENNA DESIGN 
The proposed slot antenna fed by a 50-Ohm 

co-planar waveguide (CPW) feed-line is shown in 
Fig. 1, which is printed on an FR4 substrate of 
thickness 1.6 mm and permittivity 4.4. The basic 
antenna structure consists of a square radiating 
stub with an inverted T-shaped slot, a CPW feed-
line, and a ground plane with a T-shaped slit. The 
proposed antenna is connected to a 50 Ω SMA 
connector for signal transmission. 

Based on electromagnetic coupling theory 
(ECT), by cutting a modified T-shaped slit of 
suitable dimensions at the ground plane, a new 
configuration can be constructed. In this structure, 
modified T-shaped slit of suitable dimensions at 
the ground plane is playing an important role in 
the broadband characteristics of this antenna, 
because it can adjust the electromagnetic coupling 
effects between the radiating stub and the ground 
plane, and improves its impedance bandwidth 
without any cost of size or expense. This 
phenomenon occurs because, with the use of a 
modified T-shaped slit structure, additional 
coupling is introduced between the upper edge of 
the square radiating stub patch and the ground 
plane [6]. The truncated ground plane is playing 

an important role in the broadband characteristics 
of this antenna, because it helps matching of the 
patch in a wide range of frequencies. Additionally, 
the modified inverted T-shaped slot acts as an 
impedance matching element to control the 
impedance bandwidth of the proposed antenna, 
because it can create additional surface current 
paths in the antenna therefore additional 
resonances are excited and hence much wider 
impedance bandwidth can be produced, especially 
at the lower and upper bands. This structure has a 
novel feeding configuration that consists of a 
splitting network connected to two symmetrical 
ports on its base. Using the theory of characteristic 
modes, it has been demonstrated that the insertion 
of two symmetric feed ports prevents the 
excitation of horizontal currents and assures that 
only the dominant vertical current mode is present 
in the structure [8]. As a result, an improvement in 
the polarization properties and impedance 
bandwidth of the rectangular monopole is 
achieved. This kind of excitation has recently been 
proposed for UWB application [8]. 

 

 
 
Fig. 1. Geometry of the proposed CPW-fed slot 
antenna. 
 
 
The optimal dimensions of the designed antenna 
are as follows: WS = 24 mm, LS = 14 mm, d = 1 
mm, W = 1.86 mm, df = 0.135 mm, Wf = 2 mm, 
WT = 16 mm, LT = 2 mm, WT1 = 4 mm, LT1 = 2 
mm, WP = 4 mm, dP = 1 mm, WP1 = 1 mm, dS = 4 
mm, dS1 = 1 mm, and Lgnd = 7 mm. 

830 ACES JOURNAL, VOL. 28, No.9, SEPTEMBER 2013



 

 

III. RESULTS AND DISCUSSIONS 
In this section, the CPW-fed slot antenna with 

various design parameters was constructed, and 
the numerical and experimental results of the 
input impedance and radiation characteristics are 
presented and discussed. The parameters of this 
proposed antenna are studied by changing one 
parameter at a time and fixing the others. The 
simulated results are obtained using the Ansoft 
simulation software high-frequency structure 
simulator (HFSS) [9].  

Figure 2 shows the structure of the various 
antennas used for multi-resonance performance 
simulation studies. Return loss characteristics for 
ordinary CPW-fed ordinary slot antenna (Fig. 2 
(a)), with a T-shaped slit in the ground plane (Fig. 
2 (b)), and the proposed antenna structure (Fig. 2 
(c)) are compared in Fig. 3. As shown in Fig. 3, it 
is observed that by using these matching elements 
including a coupled T-shaped slit, and an inverted 
T-shaped slot, additional third and fourth 
resonances are excited, respectively, and hence the 
bandwidth is increased. As shown in Fig. 3, in the 
proposed antenna configuration, the ordinary slot 
can provide the fundamental and next higher 
resonant radiation band at 2.4 GHz and 4.8 GHz, 
respectively, in the absence of these matching 
elements. To design a novel antenna, also in order 
improve the lower frequency bandwidth, a coupled 
T-shaped slit is cut in the ground plane as 
displayed in Fig. 2 (b). The upper frequency 
bandwidth is significantly affected by using the 
inverted T-shaped slot. 
 
 

 
(a)                       (b)                      (c) 

 
Fig. 2. (a) ordinary slot antenna, (b) antenna with a 
T-shaped slit in the ground plane, and (c) antenna 
with a T-shaped slit in the ground plane and an 
inverted T-shaped slot in the radiating stub. 
 

 
Fig. 3. Return loss characteristics for the various 
antenna structures shown in Fig. 2. 
 

This behavior is mainly due to the change of 
surface current path by the dimensions of inverted 
T-shaped strip as shown in Fig. 4 (c) and (d). 
These figures show that the electrical current for 
the fourth (9.85 GHz) and fifth (11.35 GHz) 
resonance frequencies do change direction along 
the inverted T-shaped slot cut the square radiating 
stub. Therefore, the antenna impedance changes 
at these frequencies. In addition, by inserting 
matching elements the impedance bandwidth is 
effectively improved at the lower and upper 
frequencies [10].  
    

 
Fig. 4. Simulated surface current distributions for 
the proposed antenna at (a) 2.4 GHz, (b) 4.8 GHz, 
(c) 9.85 GHz, and (d) 11.35 GHz. 
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By properly tuning the dimensions of the 
inverted T-shaped slot, the antenna can actually 
radiates over a very wide frequency band. Figure 5 
shows the effects of the WP1 on the impedance 
bandwidth. As illustrated in Fig. 5, the T-shaped 
slot is playing an important role in the broadband 
characteristics and in determining the sensitivity of 
impedance matching of this antenna [10, 11].  

Another important parameter of this structure 
is the length LT1 of the T-shaped slit. By adjusting 
LT1, the electromagnetic coupling between the top 
edge of the square stub and the ground plane can 
be properly controlled [10, 11]. Figure 6 shows 
the return loss characteristics simulated for 
different values of LT1. It is seen that the upper-
edge frequency of the impedance bandwidth is 
increased with increasing LT1, but the matching 
became poor for larger values. Therefore the 
optimized LT1 is 2 mm. 
 

 
 

Fig. 5. Simulated return loss characteristics for the 
proposed antenna with different values of WP1. 
 

 
 

Fig. 6. Simulated return loss characteristics for the 
proposed antenna with different values of LT1. 

The proposed antenna with optimal design, as 
shown in Fig. 7, was built and tested. Figure 8 
shows the measured and simulated return loss 
characteristics of the proposed antenna. The 
fabricated antenna has the frequency band of 1.89 
GHz to over 12.43 GHz. As shown in Fig. 8, there 
exists a discrepancy between measured data and 
the simulated results this could be due to the effect 
of the SMA port, and also the accuracy of the 
simulation due to the wide range of simulation 
frequencies. In order to confirm the accurate return 
loss characteristics for the designed antenna, it is 
recommended that the manufacturing and 
measurement process need to be performed 
carefully. 
 

 
 

Fig. 7. Photograph of the realized printed CPW-
fed slot antenna. 
 

 
 

Fig. 8. Measured and simulated return loss 
characteristics for the proposed antenna. 
 

Figure 9 shows the measured and simulated 
radiation patterns including the co- and cross-
polarization in the x-z, y-z, and x-y planes. It can 
be seen that the radiation patterns in the x-z plane 
are nearly omni-directional for the three 
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frequencies. As shown in Fig. 9 (b) and (c), the 
differences between maximum and minimum co-
polarized patterns are around 10 dB or more in the 
x-z plane at 7 GHz and 10 GHz, respectively. This 
discrepancy between measured and expected 
results is mostly due to the small ground plane 
effects and the change of excited surface current 
distributions on the system ground plane at high 
frequencies. 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 9. Measured and simulated radiation patterns 
of the proposed antenna at (a) 4 GHz, (b) 7 GHz, 
and (c) 10 GHz. 
 

Figure 10 shows the effects of the T-shaped 
slit in the ground plane and the inverted T-shaped 
slot in the radiating stub on the maximum gain in 
comparison to the same antenna without them. As 
shown in Fig. 10, the ordinary square antenna has 
a gain that is low at 3 GHz and increases with 
frequency. It is found that the gain of the square 
antenna is enhanced with the use of the inverted T-
shaped slot in the radiating stub of the antenna. In 
addition, the ordinary square antenna with an 
inverted T-shaped slot has a flat gain. In this 
structure, inverted T-shaped slot in the radiating 
stub acts as a dual-fed structure, and it is created to 
enhance the gain of the square slot antenna at the 

lower and middle of the frequency band such that 
the gain of the proposed antenna over the complete 
bandwidth remains nearly constant. Another 
effective parameter on this structure gain is the T-
shaped slit in the ground plane. It can be observed 
in Fig. 10 that by T-shaped slit in the ground 
plane, the gain of the square antenna is increased 
specially at the higher frequency. 
 

 
 

Fig. 10. Maximum gain comparisons for the 
ordinary square antenna (simulated), square 
antenna with a T-shaped slit in the ground plane 
(measured), and the proposed antenna (measured). 
 

The time domain performance of UWB 
applications is important for pulsed based systems. 
In addition to radar and imaging applications, the 
standard has provided for their use in 
communications. While channel equalization is 
challenging for the propagation environment, the 
antenna features can be optimized to reduce their 
inherent pulse spreading effect. The group delay is 
defined as the negative derivative of the phase 
response with respect to frequency [3]. The group 
delay gives an indication of the time delay that the 
impulse signal suffers in proportion to various 
wavelength dimensions on the antenna. Group 
delays of the proposed antennas are shown in Fig. 
11. The variation of the group delay of the 
proposed antenna is about 1 ns across the whole 
UWB frequency range. 

 
IV. CONCLUSION 

In this paper, a novel small slot antenna with 
wide bandwidth capability for UWB applications 
is proposed. In this design, the proposed antenna 
can operate from 1.89 GHz to 12.43 GHz with S11 

< -10 dB and unlike other antennas reported in the 
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literature to date, the proposed antenna displays a 
good omni-directional radiation pattern even at 
higher frequencies. The designed antenna has a 
small size. Good return loss and radiation pattern 
characteristics are obtained in the frequency band 
of interest. Simulated and experimental results 
show that the proposed antenna could be a good 
candidate for UWB application. 

 

 
 

Fig. 11. Measured group delay characteristics for 
the proposed antenna. 
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Abstract ─ In this paper, a method is proposed to 
find the suitable antenna for a GSM urban macro 
cell covered by a base transceiver station (BTS) 
mounted on high altitude platform (HAP) at the 
stratosphere layer. To this end, an ideal cosine 
shape radiation pattern raised to the power of N is 
applied to select the appropriate antenna for 
achieving the optimum coverage. The optimum 
selection is based on minimizing the blind area, 
having less overlapped to total area ratio, and 
increasing the total coverage area, simultaneously. 
Our proposed scheme has two degrees of freedom; 
first, the values of N determining the directivity 
and half power beam width (HPBW), and second 
the angle  denoting to the mechanical tilt of the 
antenna elements. To find the optimum pair of (N, 
), several simulations are done and the 
corresponding footprint contours are depicted. 
Simulation results show that utilizing three ideal 
cosine function antennas with N = 9 installed by  
= 38 degrees of mechanical tilt with respect to the 
normal is optimum for a macro cell coverage in an 
urban area by using HAPs located at 17 km 
altitude. 
  
 Index Terms - BTS antenna, GSM, and high 
altitude platforms.  

I. INTRODUCTION 
High altitude platforms (HAPs) are spatial 

stations, which can hold and serve communication 
system instruments in the stratosphere altitude (17 
km-22 km) by using an airship or aero plane [1]. 
Since the stratospheric layer faces with mild wind 
and is above the commercial air-traffic heights, it 
is recommended to use this altitude to have more 
stabilized stations [2, 3].  

Using HAPs for providing the desired 
coverage is advantageous for a terrestrial wireless 
communications, which usually suffers from non-
line-of-sight (NLoS) signal component. Moreover, 
using HAPs results in more efficient 
communication link in comparison with applying 
satellites, which suffer from delay and 
implementation cost. 

In the common commercial wireless 
communication networks, global system for 
mobile communications (GSM) has become one of 
the most popular technologies for providing the 
voice services for these two decades [4]. Due to 
the large path loss for long distances (distance > 
10 km) from the base transceiver station (BTS) in 
urban areas, the conventional BTS cannot provide 
such a large coverage. The GSM BTS antennas 
mounted on HAPs may be one of the solutions to 
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cope with this problem, since it can provide more 
line-of-sight (LoS) signal propagation between 
MS and BTS [5]. Therefore, transmitted signals 
experience less path loss for long distance in 
comparison with conventional BTS antennas. 
Moreover, covering larger area within a macro cell 
can be reliable.  

Common BTS antennas (i.e., linear array of 
cross dipoles or slotted apertures) are installed at 
the height of about 30 m [6] and directed to the 
region of interest by using proper electrical or 
mechanical tilt (Fig. 1 (a)). As shown in Fig. 1 (a), 
the main lobe experiences the path with longer 
distance (results in much amount of path loss). 
This kind of antenna is inefficient for covering the 
desired circular shaped cell when it is mounted on 
HAP (Fig. 1 (b)). Since, the radiation pattern of 
the conventional BTS antennas is narrow in the 
yz-plane (the plane of element’s placement) and 
wide in the xy-plane, the antenna radiation pattern 
has an elliptical shape footprint over the earth 
surface when it mounts on HAP. Thus, a large 
amount of desired area cannot be covered in a 
commonly circular macro cell, like a cell which 
covers urban city. For more clarity, it is useful to 
note that since we assume a macro cell with 20 km 
of radius at most, the area of the cell is very small 
relative to the earth surface. Hence, we assume flat 
earth hereafter. 

In this paper, to provide desired footprint 
contour, ideal cosine function is used to propose 
suitable pencil beam antennas [7, 8]. Moreover, 
cell sectorization [4, 6] is used for achieving a 
high capacity along with low signal to interference 
and noise ratio (SINR) within the cell. 

The remainder of this paper is organized as 
follows; in section II, the coverage contour of 
conventional BTS antenna mounted on HAP is 
described and then an overview of antenna 
selection procedure is presented. Section III is 
devoted to the simulation and discussion of the 
results. Finally, in section IV, we are going 
through the conclusion. 
 

II. ANTENNA SELECTION 
PROCEDURE FOR HAPS 

In a communication system, antenna coverage 
depends on four independent factors: path loss, 
transmitted power, MS antenna gain, and BTS 
antenna gain, which must be considered in the link 
budget calculation. It is clear that in link analyzing, 
the first factor is an uncontrollable issue for a fixed 
propagation environment. Furthermore, in GSM 
systems, transmitted power is supposed to be 
selected from some specific values where most 
applicable transmitted power are 41 dBm for BTS 
transmitter (downlink) and 29 dBm for MS 
transmitter (uplink). Also, a typical MS antenna 
gain is 0 dBi and the system designer cannot control 
it. Considering above mentioned discussions, it 
seems that the only controllable factor for a system 
designer is BTS antenna design and configuration 
(the task, which is performed in this section). In 
subsection A, the coverage of the conventional 
BTS antenna mounted on HAPs is investigated 
and it is shown that these antennas cannot cover 
the urban macro cell from the altitude of 17 km. 
Then, the procedure of designing suitable antenna 
by using the ideal cosine function for covering the 
macro cell via HAPs is presented in subsection B. 

 
A. Conventional BTS antenna 

Suppose that a conventional BTS antenna (an 
array of three cross dipole antennas) is located on 
a platform at the altitude of 17 km and directed to 
the earth surface. Obviously, during the 
propagation, the environment has an inevitable 
impact on path loss. Also, path loss depends on the 
carrier frequency where higher frequencies result in 
much amount of loss. Since GSM operates in two 

 

Fig. 1.  Coverage area of a conventional BTS 
antenna (a) located at the altitude of 30 m (the 
direction of peak gain is electrically tilted so as to 
achieve the maximum possible coverage) and (b) 
mounted on HAP at the altitude of 17 km (without 
any electronical or mechanical tilt). 
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bands (900 MHz and 1800 MHz), to meet the worst 
case condition from wave attenuation point of view, 
in this paper f = 1800 MHz has been chosen for 
simulations along with uplink transmission scenario 
due to its lower transmitted power.  

The coverage contour is computed by using 
the Lazgare-Penin channel model given for HAPs 
based systems [9]. This model is based on the fact 
that the total path loss can be divided into two 
distinguished terms: the free space loss (FSL) and 
the effects surrounding the terrestrial terminal that 
are relative to its neighboring scatterers named 
terrestrial loss [9]. For more clarity, HAPs is 
considered to be an extremely high base station 
that can provide a propagation path consisting of 
the diffraction from rooftops and multiple 
reflections from nearby buildings beside the 
mentioned FSL. The FSL only depends on the 
frequency and line-of-sight distance between 
transceivers (in this case, the altitude of platform 
standing). The other discussed term of loss 
(terrestrial loss) is entirely affected by the 
buildings height and street width of environment 
alongside with the direction of arrival.  

To simulate a dense urban area, we assume 
that the desired area includes the building with 
average height of 25 m and street with of 15 m. By 
applying the sensitivity level of -110 dBm, 20 km 
radii of a circular shape area (shown in Fig. 2) 
cannot efficiently be covered by the conventional 
BTS antenna at the height of 17 km. The residual 
parts of the circular desired area, named blind 
areas, experience weak received signal leading to 
lack of coverage. As a result, while conventional 
BTS antennas provide a suitable coverage in 
terrestrial communication, providing a method to 
propose an applicable antenna based on the best 
footprint contour coverage at the earth surface is 
extremely demanded for GSM-HAPs application 
at the stratosphere layer. 

 
B. The main idea: selection procedure 

Large macro cell can be covered by cell 
sectorization. In a sectored cell, there are three 
types of zones in terms of coverage; (a) covered 
areas, (b) uncovered areas or blind areas, and (c) 
overlapped areas where adjacent sectors cover 
common region (Fig. 3).  

To obtain the optimum coverage area, it is 
desired to decrease the blind areas as well as 
intersector overlapped areas. If there are no 

overlapped areas, several blind areas would exist 
and consequently more call blockage would be 
happened. On the other hand, by increasing the 
amount of total overlapped areas, the number of 
GSM signalling procedures, especially handover 
or handoff, are increased which causes signalling 
congestion and low quality of services in the GSM 
network.  

 
Therefore, we put a restriction on the amount 

of intersector overlapping as follows, 
 

Overlapped Area
<cte

Total Area of Each Sector
      (1) 

 

where cte is some constant determining the 
signalling congestion of the network. In this paper, 
we suppose that the distribution of users is 
uniform since we do not know any priori 
information about the MS distribution in the cell. 
Also, it is assumed that the acceptable level of 
signaling for GSM procedure (e.g., registration, 
handover or handoff, and location updating) would 
be obtained by cte = 15 %. This is a practical 
assumption for GSM network manager to maintain 
the network quality of service appropriately. 
Figures 2 and 3 show that conventional BTS 
antenna cannot be used for satisfying this 
condition.  

 
Fig. 2.  Uplink coverage of a conventional BTS 
antenna mounted on a platform at the height of 17 
km (transmitted power of MS is 29 dBm, antenna 
gain of MS is 0dBi, antenna gain of BTS is 17 
dBi). 
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Form Fig. 3 it is clear that antennas with 

symmetrical beam radiation pattern could satisfy 
the desired condition. According to [8], antennas 
of medium to high directivity (D) have main lobe 
patterns, which may conveniently be approximated 
by a cosine function raised to a power of N for 
/2 <  < /2 and symmetrical properties with 
respect to  as follows, 

 

 
10

2

32log 2
(cos ) .

12 2arccos 2

N

N

D 
 
 
 

              (2) 

According to equation (2), by utilizing the higher 
values of N, higher directivity (and gain) and 
lower HPBW of radiation pattern are achieved. 
Figure 4 represents the radiation patterns of N = 5, 
10, 15, and 20. By using these radiation patterns, 
directed to the area of interest, pseudo circular 
shaped footprints are obtained. In a covered 
sectored cell, as shown in Fig. 5, each sector needs 
to use the proposed antenna by appropriate 
mechanical tilt () with respect to the normal. 

It is necessary to say that the coverage footprint 
is not the projections of half power beam with. The 
coverage of a radiation pattern is obtained via 
calculating the link budget for all angles  of that 
radiation pattern. For more clarity, see Fig. 1 (a) 
where a schematic of the contour of coverage is 
depicted. As it is illustrated, higher amount of path 
loss could be compensated by higher gain of 
radiation pattern (provided by the main lobe) and its 

lower gain (provided by side lobe) is faced to 
shorter path (resulting in lower amount of path 
loss). Therefore, every angles of a radiation pattern 
could contribute to the coverage. 

Our proposed approach is illustrated via three 
steps; 1) using the ideal cosine functions to model 
the radiation pattern of pencil beam antennas with 
different N and simulate the corresponding 
footprint on the earth surface. 2) Mechanical tilt 
() is used to fit the radiation pattern of three 
antennas to the cell sectors. 3) The optimum 
parameters, N and , are determined (illustrated in 
sec. III) to satisfy the aforementioned condition.  

III. SIMULATIONS AND DISCCUSIONS 
The aim of this section is to find the proper 

values of two adjustable parameters N and  at the 
same time. By considering a 20 km radii circular 
shaped cell, which is an applicable assumption for 
a common urban macro cell, the proposed 
approach is initiated. It is assumed that the BTS 
antenna is mounted at the height of 17 km and 
other parameters are the same as in section II. 

 

Fig. 3.  The coverage zones of a three sector 
macro cell (a) covered area, (b) blind area, and (c) 
overlapped area. 

 

Fig. 5.  Mechanical tilt by   degrees with respect 
to the normal. 

 

Fig. 4. Simulated radiation patterns by using the 
ideal cosine function for different values of N. 
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Then, parametric study has been started for 
different values of N and . It has been observed 
that values of 10 < N < 20 along with 30 <  < 40 
result in reasonable coverage footprint. Antenna 
mechanical tilt leads to elliptical footprint contour 
instead of circular ones. The more tilt, the much 
resemblance to elliptical shape is occurred.  

According to Tables 1 and 2, it is shown that 
by increasing N at a fixed tilt angle, overlapped 
area of two adjacent sectors as well as overlapped 
to total area ratio are being decreased, while the 
total blind area is being increased. At the same 
way, by increasing  for a constant N, similar 
results are obtained.  

 

For choosing the optimum pair of (N, ), the 
following criteria have to be satisfied; i) as is 
discussed in section II, part B, optimum (N, ) has 

to minimize both of the overlapped area of 
adjacent sectors and blind area, simultaneously. ii) 
The overlapped to total area ratio for each (N, ) 
has to satisfy the constraint of equation 1 with cte 
< 15%. iii) The optimum (N, ) should be capable 
of having the largest cell radius. By considering 
the data in Table 1, the pairs (5, 30), (5, 35), (5, 
40), (10, 30), (10, 35), and (15, 30) are not suitable 
because they cannot satisfy equation’s (1) 
constraint. Also, since it is required to have the 
minimum possible blind area and overlapped area 
simultaneously, all remained rows should be 
omitted, except for (10, 40).  

As a result, it is seen that the value of (10, 40) 
can be a good candidate to design an appropriate 
antenna that can be used in three sectors macro 
cell in an urban area using HAP at the stratosphere 
layer. On the other hand, (10, 40) is a suboptimum 
solution since we use large steps for increasing N 
and  (the consecutive values of  differs in 5 
degrees). For finding the optimum value of (N, ) 
the resolution of the simulations should be 
increased by decreasing the steps as much as 
possible. To this end, the simulations are run for 
all integers between N = 5 and N = 20 along with 
30 <  < 40 and the results are depicted in Figs. 6 
and 7. From Fig. 6, it can be concluded that the 
upper bound of proper (N, ) is (20, 40), since for 
N  20 or   40 the overlapped area of the two 
adjacent sectors is zero. Also, it is useful to 
mention that the flat horizontal surface of Fig. 7 
shows the threshold cte = 15% of equation (1). 

 

Fig. 6. The overlap area of two adjacent sectors for 
all 5 < N < 20 and 30 <  < 40. 

Table 1: Cell parameters for different pairs of N 
and . 

(N,  ) 

Overlap 
area of 

two 
adjacent 
sectors 
(km2) 

Overlap to 
total area 

ratio  

(eq. 1) 

Total 
blind 
area 

within 
the cell 
(km2) 

Common 
overlap 

area 
among 
three 

sectors 
(km2) 

(5, 30) 324.1 %42.2 - 160.4 

(5, 35) 248.4 %34.6 - 98.6 

(5, 40) 183.7 %27.5 - 51.0 

(10, 30) 157.5 %25.5 27.4 57.8 

(10, 35) 103.9 %18.2 28.7 22.5 

(10, 40) 57.1 %10.6 37.6 2.9 

(15, 30) 85.3 %16.2 92.7 21.4 

(15, 35) 44.5 %9.0 93.7 2.6 

(15, 40) 12.2 %2.6 115.3 - 

(20, 30) 48.0 %10.4 159.3 6.5 

(20, 35) 16.2 %3.7 160.5 - 

(20, 40) - - 246.1 - 
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Table 2: Simulated coverage zones for different pairs of N and . 

 30   35  40 

N
=5

 

 

N
=1

0 

 

N
=1

5 

 

N
=2

0 
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By investigating the value of (N, ) 
exhaustively, the pair (9, 38) is selected as the 
optimum point, which results in overlapped area of 
two adjacent sectors of 89.7 km2, the overlapped 
to total area ratio of 14.9 %, the total blind area 
within the cell of 7.2 km2, and common 
overlapped area among all three sectors of 14.4 
km2. In Fig. 5, the approximated radiation pattern 
of a cosine function raised to the power N = 9 is 
shown. The directivity of this radiation pattern is 9 
dBi with 46 degree HPBW. Such radiation pattern 
with mentioned characteristics is feasible using 
traditional helical antennas [10] or dielectric 
resonator antennas (DRAs) [11], which is suitable 
for many applications. By mounting three of this 
antenna on HAP at 17 km, footprint of Fig. 8 for 
an urban area is attained. As you can see, the 
coverage of our proposed scheme is much better 
relative to the conventional BTS antenna depicted 
in Fig. 2.  

It is necessary to mention that by setting N = 9 
and  = 38, the proportion of the common 
overlapped area among all three sectors to total 
cell area is less than 1%. Since, uniform 
distribution of users in the cell is considered, only 
1% of users located in this area encounter with the 
signaling congestion, which is negligible for an 
urban GSM network. 

 
IV. CONCLUSION 

In this paper, a method is proposed to select 
the appropriate antenna mounted on high altitude 
platforms (HAPs) at the stratosphere altitude (17 
km - 22 km) and directed to the desired GSM 

circular sectored macro cell for an urban area. It is 
shown that the conventional BTS antenna is not 
suitable due to its elliptical shaped footprint on the 
earth surface. Also, because of its low gain, the 
conventional antenna cannot cover the large area 
of a macro cell. To propose an appropriate antenna 
mounted on HAPs for three sectors coverage, ideal 
cosine function is applied. Since the radiation 
pattern (directivity and HPBW) of an ideal cosine 
function is a function of N and on the other hand, 
mechanical tilt () alters the overlapped area 
among three sectors, designing a sectored macro 
cell via HAPs has two degrees of freedom. This 
pair of parameters is applied to select the optimum 
antenna, which covers 20 km radius cell in an 
urban area. It is demanded to minimize blind area, 
to have the overlapped to total area ratio less than 
15 % for two adjacent sectors, and to achieve the 
maximum coverage. By employing parametric 
study for (N, ), the optimum value of (9, 38) is 
obtained, which results in overlapped area of 89.7 
km2 for two adjacent sectors, the overlapped to 
total area ratio of 14.9%, and the total blind area of 
7.2 km2. 
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Abstract ─ A novel active feedback antenna for 
WiMAX applications is presented. By using an 
interdigital coupling strip in the active feedback 
antenna two new resonances can be achieved. Also 
the proposed interdigital radiating patch has a 
major advantage in providing tighter capacitive 
coupling to the line in comparison to known 
radiating patch. In order to generate DC isolation 
in the RF path, we use a pair of gap distances in 
the microstrip loop. Simulated and experimental 
results obtained for this antenna show that the 
proposed active integrated antenna (AIA) has a 
good return loss and radiation behavior within the 
WiMAX frequency range. 
 
Index Terms ─ Active integrated antenna, 
interdigital strip, oscillator feedback structure, and 
WiMAX applications. 
 

I. INTRODUCTION 
 Recently, the needs for active integrated 
antennas (AIA) have been growing 
significantly for mobile communication 
systems, such as, worldwide interoperability 
for microwave access (WiMAX), wireless 
local area network (WLAN), global 
positioning satellite (GPS), et al. Active 
integrated antennas (AIA) can provide some 

effective solution to various problems, such as 
higher transmission loss, limited source 
power, and reduced antenna efficiency. AIA 
have many advantages of reducing device 
size, low weight, and low fabrication cost for 
receiver front-end modules [1, 2]. Various 
techniques of active antennas, such as 
injection locking, cavity control, varactor 
tuned antenna, and oscillation feedback loop, 
have been presented [2]. Although the 
technique of using an oscillation feedback 
loop has improved bandwidth, gain, phase 
noise performance in radiated signals, 
simultaneously providing good power added 
efficiency (PAE), it still has the problem of 
containing design complexity and fabrication 
cost [1]. 
 In the last few years, there have been rapid 
developments in worldwide interoperability for 
microwave access (WiMAX) applications. The 2.5 
GHz / 3.5 GHz /5.5 GHz (2500–2690 MHz / 
3400–3690 MHz / 5250–5850 MHz) bands are 
demanded in practical WiMAX applications. 
During the last years, there are various antenna 
designs, which enable antennas with low profile, 
lightweight, flush mounted, and WiMAX devices. 
These antennas include the planar inverted-F 
antennas (PIFAs) [3], planar monopole antenna 
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[4], and the printed dipole antennas [5]. In 
WiMAX communication systems, one of the key 
issues is the design of a compact active antenna 
while providing wideband characteristic over the 
whole operating band. It is a well-known fact that 
the active feedback presents really appealing 
physical features, such as simple structure, small 
size, and low cost. Because of all these interesting 
characteristics, active feedback are extremely 
attractive to be used in WiMAX applications and 
growing research activity is being focused on them 
[6, 7]. 
 In this study, based on electromagnetic 
coupling (EC), an interdigital coupling strip in the 
microstrip transmission line is used to perturb two 
resonance frequencies at 3.5 GHz (WiMAX) and 
4.2 GHz (C-band). The proposed interdigital 
radiating patch is shown in Fig. 1 (a). This 
structure has a major advantage in providing 
tighter capacitive coupling to the line in 
comparison to known radiating patch. In the 
proposed configuration a pair of gap distances are 
playing important role in the radiating 
characteristics of this antenna, because it can 
adjust the electromagnetic coupling effects 
between the interdigital radiating patch and the 
microstrip transmission line.  
 

II. ANTENNA DESIGN AND 
CONFIGURATION 

 The proposed passive antenna fed by a 50 Ω 
feed line is shown in Fig. 1, which is printed on an 
FR4 substrate of thickness 0.8 mm, and 
permittivity 4.4. The numerical and experimental 
results of the input impedance and radiation 
characteristics are presented and discussed. The 
Ansoft simulation software high-frequency 
structure simulator (HFSS) [8] is used to optimize 
the design and agreement between the simulation 
and measurement. 
 Figure 2 shows the measured and simulated 
return loss and insertion loss characteristics of the 
proposed antenna shown in Fig. 1. The fabricated 
antenna has the frequency band of 3.27 GHz to 
over 4.38 GHz with two resonance frequencies 
around 3.53 GHz and 4.23 GHz. In order to 
understand the performance of the proposed 
structure in the WiMAX frequency band, the 
simulated current distributions on the radiating 
patch of the proposed antenna, are presented in 
Fig. 3. As shown in Fig. 3, at the resonance 

frequency (3.5 GHz), the current mainly 
concentrates on the C-shaped strips edges and also 
it can be seen that the electrical current does 
change its direction along these strips [5]. 
 

 
 

Fig. 1. The proposed antenna by using an 
interdigital coupling strip (WSub = 12 mm, LSub = 
18 mm, Wf = 2 mm, and h = 0.8 mm). 
 

 
 

Fig. 2. Measured and simulated return loss and 
insertion loss characteristics for the passive 
microstrip antenna. 
 

 
Fig. 3. Simulated surface current distributions on 
the radiating patch for the proposed passive 
antenna shown in Fig. 1, at 3.5 GHz. 
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The measured peak antenna gain against frequency 
in the range of 3.2 GHz – 4.3 GHz, are plotted in 
Fig. 4, showing small variations of less than 1 dBi. 
 

 
 

Fig. 4. Measured peak antenna gain versus 
frequency for the fabricated antenna in the 3.2 
GHz – 4.3 GHz band. 
 

III. OSCILLATOR DESIGN 
Transistor oscillators can be designed using 

either bipolar or GaAs MESFET devices [9, 10]. 
Using the [S] parameters of the active element, the 
design of the microwave oscillator is performed 
using our full-scale computer simulation program. 
The stability of the device can be checked by two 
stability factors K and |∆|. The mathematical 
equations for K and |∆| are as given in [10], 

12212211 SSSS                         (1) 
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The stability of the used transistor at the frequency 
of 3.5 GHz is calculated through calculation of the 
stability factor, K and Δ. The transistor is 
potentially unstable at the operated frequency 3.5 
GHz (i.e., K = 0.656) and the stability circle at the 
gate-to-drain port is shown in Fig. 1. In the 
notation of Fig. 1, the gate-to-drain port is the 
terminating port, 
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Any T in the shaded stability circle region 
produces |in| > 1 (i.e., a negative resistance at the 
input port). We select an arbitrary point in 
mentioned region, at this point T = 0.9 165 o, 

and the associated impedance is ZT = j7.5 . This 
reactance can be implemented by an open-
circuited 50  line of length 0.226 . With ZT 
connected, the input reflection coefficient is found 
to be IN = 12.5 160 o, and the associated 
impedance is ZIN = 50j3.5 . The load matching 
network is designed using equations (5) to (9), that 
is ZIN = 21 j2.1 , 
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 The terminating circuit is designed to get 
maximum reflection coefficient at the transistor 
output. The analytical design of the terminating 
circuit and the output matching circuit are 
performed using the developed computer program 
[9]. As a result of the developed program and the 
optimization process described elsewhere [10] the 
lengths and widths of the termination and 
matching circuits are: 
 
Terminating Circuit: Length of the open circuit 
series line (50 Ω) = 19.25 mm, and width of the 
open circuit series line = 3.2 mm. 
 
Load matching circuit: Length of series line (50 
Ω) = 1.525 mm, width of series line = 3.2 mm, 
length of open single shunt stub = 8.05 mm, and 
width of open balanced shunt stub = 3.2 mm. 
 In this paper, we simulated and manufactured 
microwave oscillator for wireless applications by 
using advance design system (ADS) simulator 
[11]. The presented miniature packaged oscillator 
with the matching circuit is shown in Fig. 5. 
 

IV. ACTIVE INTEGRATED ANTENNA 
DESIGN 

 The presented active feedback antenna is 
shown in Fig. 6, which is printed on an FR4 
substrate of thickness 1.6 mm, permittivity 4.4, 
and loss tangent 0.018. The proposed active 
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feedback antenna structure consists of an 
interdigital coupling strip for radiating element, a 
microstrip loop, and an amplifier with DC bias 
circuit and matching circuit for active part. The 
width of the 50 Ω microstrip line is fixed at 3.2 
mm, as shown in Fig. 6. The matching circuit to 
the left and right of the device controls the degree 
of feedback [10]. On the other side of the 
substrate, a conducting ground plane is placed. In 
addition, to satisfy the oscillation-phase 
requirement, the microstrip loop is fixed to a 
suitable electrical length, taking the measured 
phases of the amplifier and passive antenna into 
consideration [12, 13]. The proposed antenna is 
connected to a 50 Ω SMA connector for signal 
transmission. Figure 7 presents the photograph of 
a realized active integrated antenna on an FR-4 
substrate with the SMA connector. 
 

 
 

Fig. 5. Circuit layout of the proposed oscillator. 
 
 Figure 8 shows the measured return loss. The 
measured return losses of the active antenna shows 
gains of 14.3 dBi, 8.3 dBi, 4.4 dBi at each 
resonance frequency with the bias condition of VG 
= 0.2 V, VD = 0.3 V and ID = 8 mA. The 
magnitude of S11 decreases with the increase of the 
operating frequency. The resonant frequencies of 
the active antenna are correspondingly shifted by 
the amount of the parasitic parameters, which are 
caused by the transistor parameters and the layer 
of the active antenna. The parasitic components of 
the circuit pattern, printed on the substrate with 
copper conductors, may affect the resonant 
frequency, and changing the total length of the 
antenna. Owing to such structural errors, measured 
resonant frequencies are shifted from 3.5 GHz to 
3.58 GHz and from 4.2 GHz to 4.31 GHz. The 
shift of the operating resonant frequencies 

becomes larger at higher operating frequency. 
These results may be caused by the growing effect 
of the added impedances at higher frequencies. 
 

 
 

Fig. 6. Configuration of the proposed active 
integrated antenna with GaAs MESFET. 
    

 
 

Fig. 7. Photograph of the realized active integrated 
antenna. 
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Fig. 8. Measured return losses of the active 
integrated antenna and the passive antenna. 
 
 The simulated radiation patterns including the 
co- and cross-polarizations for the E-plane (y-z 
plane) and H-plane (x-z plane) at the resonance 
frequencies are shown in Fig. 9. The simulated 
radiation patterns are calculated by using the gap-
source technique with the commercial EM 
simulator HFSS, considering the complete active 
feedback antenna, which has same layout, except 
with an active transistor [9]. The received cross-
polarizations in the E- and H-planes of the AIA 
are approximately 17 dB and 14 dB lower than the 
maximum co-polarized radiation, respectively. As 
seen in Fig. 3, the radiation pattern in the H-plane 
is asymmetrical due to the asymmetrical presence 
of the distributed oscillator-feedback circuitry. The 
obtained gain by the amplifier is of 11.2 dB. The 
designed feedback-antenna oscillator has stable 
oscillation and a clear spectrum at the frequency of 
3.54 GHz, which is only a 0.2 % deviation from 
the design frequency. 
 Figure 10 shows the radiated output power 
from the fabricated active integrated antenna for 
the previously mentioned biasing conditions 
measured in anechoic chamber. The implemented 
oscillator exhibited output power level -33.09 
dBm at frequency of 3.488 GHz. The output 
power is measured to be about 25.17 dBm, using 
an Agilent E4440A spectrum analyzer and a 
double-ridged horn antenna (gain 17 dBi) as a 
reference antenna placed at a distance of 2 m.   
 

V. CONCLUSION 
 As presented above, the AIA is an interesting 
subject for WiMAX applications. In this paper, an 
active integrated antenna using an interdigital 

coupling strip antenna, are presented. In the 
proposed structure, based on electromagnetic 
coupling (EC), an interdigital coupling strip in the 
microstrip transmission line is used to perturbs 
two resonance frequencies at 3.5 GHz (WiMAX) 
and 4.2 GHz (C-band). The amplifier design based 
on the AIA concept has been shown to provide an 
efficient and successful method for designing high 
efficiency and compact systems. The obtained 
gain by the amplifier is 11.2 dB. The designed 
feedback-antenna oscillator has stable oscillation 
and a clear spectrum at the frequency of 3.54 GHz, 
which is only 0.2 % deviation from the design 
frequency. 

 
 

Fig. 9. simulated radiation patterns of the proposed 
antenna. 
    

 
 

Fig. 10. Measured output power radiated from the 
proposed oscillator at 3.5 GHz. 
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Abstract ─ In this paper, the procedure of attaining 
a compact microstrip ultra-wideband (UWB) 
band-pass filter (BPF) by the use of stub and radial 
stub loaded resonator and also cross-shaped 
coupled lines (CCLs) as feed-lines, is presented 
and discussed. Implementation of CCLs results in 
suppression of the unwanted pass-band harmonics 
while by loading the resonator, additional 
transmission zeros (TZs) are produced, which lead 
to improvement of the in-band performance of the 
BPF. Measurement results of the fabricated UWB 
BPF are in good agreement with simulation 
predictions and the presented BPF has a sharp roll-
off and improved out-of-band performance in the 
frequency band of interest. 

 
Index Terms ─ Band-pass filter, cross-shaped 
coupled lines, radial stub loaded resonator, stub 
loaded, and ultra-wideband applications. 

 
I. INTRODUCTION 

Since 2002 when the U.S. Federal 
Communications Committee (FCC) authorized the  
3.1 GHz – 10.6 GHz frequency band for ultra-
wideband indoor and hand-held wireless 
communications, tremendous efforts and 
researches have been carried out to develop UWB 
systems [1]. In UWB communication systems, 
designing a high performance band-pass filter with 
wide bandwidth, compact size, low insertion loss, 
and also wideband rejection is still a challenging 

task [2]. In order to design a wideband microstrip 
filter one of the common and easy to implement 
solutions is the use of cascaded parallel coupled 
sections. However, this structure suffers from 
spurious pass-band harmonics. In [2], defected 
ground structure (DGS) was used to eliminate the 
spurious responses. Also, to improve upper pass-
band performance several other UWB filter 
structures based on multiple-mode resonators 
(MMRs) have been reported recently, which are 
fed by conventional quarter wavelength coupled 
lines and have low insertion loss, good selectivity 
and out-of-band rejection performance but suffer 
from larger circuit size and narrow upper stop-
band [3-5].  

In the design of UWB band-pass filters based 
on multiple-mode resonators, the first three 
resonant frequencies of the MMR should be 
placed in the UWB pass-band of interest almost 
equally. By varying the length of the center low-
impedance line section or increasing the number 
of non-uniform sections in the MMR, UWB band-
pass filters with more in-band transmission poles 
can be produced. On the other hand, the inevitable 
fourth or other higher-order resonant frequencies 
of the MMR may produce spurious and unwanted 
pass-bands at upper stop-band and degrade the 
performance of the resultant UWB filter. In order 
to overcome this intrinsic problem of the MMR-
based filters, an interdigital coupled line with 
capacitive-ended loading and/or tapered strip 
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shape can be implemented to the filter structure, 
and its first transmission zero is reallocated toward 
the full suppression of this fourth resonant 
frequency in the MMR [6]. In [7], it is shown that 
by the use of CCLs instead of conventional 
parallel coupled lines, not only the size of the 
microstrip filter is miniaturized but also by 
assigning the TZs toward the upper stop-band, the 
spurious harmonic pass-bands can be effectively 
suppressed. 

This paper introduces a novel microstrip UWB 
BPF with improved in-band and out-of-band 
performances, which has sharp roll-off at both 
upper and lower cut-off frequencies. In the 
proposed structure, the sharp roll-off and high skirt 
selectivity is achieved by loading the resonator 
with a simple stub and a pair of radial stubs. These 
stubs produce additional TZs and resonances, 
which are controllable through their dimensions 
[5-8]. Also utilizing the radial stubs instead of the 
conventional stepped-stubs and forming radial 
stub loaded resonator (RSLR) reduces the vertical 
size of the filter [8].  

Moreover, by implementing the CCLs instead 
of the conventional quarter wavelength parallel 
coupled lines, additional transmission zeros are 
added to the frequency response of the BPF, which 
are controllable by the dimensions of the CCLs. 
The out-of-band performance of the filter can be 
significantly improved by proper adjustment of the 
transmission zeros, which are produced by the 
CCLs toward the harmonic resonances of the 
multi-mode loaded resonator and eliminate the 
unwanted higher pass-bands. Also the size of the 
filter is reduced by the use of the CCLs [7]. In 
addition, in order to achieve tight coupling a 
defected ground structure (DGS) is used [9, 10]. 
The presented microstrip filter structure has a 
compact size and shows suitable performance in 
UWB frequency band.  
 

II. FILTER DESIGN AND 
CONFIGURATION 

The proposed microstrip UWB BPF with its 
design parameters is shown in Fig. 1. The filter 
substrate is Rogers (RO4003) with permittivity of 
3.55, thickness of 0.8 mm, and loss tangent of 
0.0027. The presented structure consists of a 
simple cross-shaped resonator, which is coupled 
with two cross-shaped meander interdigital lines, 
which are connected to the feed-lines. The feed-

lines are connected to a 50 Ω SMA connectors for 
signal transmission, as shown in Fig. 1 (a). Then 
by loading the coupled resonator with a stub and a 
pair of radial stubs at its center, a stub loaded 
resonator (SLR) is formed, as shown in Fig. 1 (b). 
On the other side of the substrate, the ground plane 
with two symmetrical back-to-back T-shaped like 
defects at its center is placed, as shown in Fig. 1 
(c). The defects on the ground plane perturb the 
current distribution and as a result the effective 
capacitance or inductance of the transmission lines 
is increased and is used here to achieve a tight 
coupling [8, 9]. 

 
 

 
 

Fig. 1. Geometry and design parameters of the 
proposed UWB band-pass filter: (a) side view, (b) 
top view, and (c) bottom view. 
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In this study we started with a simple cross-
shaped resonator. This simple resonator generates 
two resonances within the UWB frequency 
spectrum but it suffers from the presence of 
spurious responses, which are generated at 
multiples of the center frequency [2]. Then in 
order to eliminate the spurious harmonic pass-
bands and improve the out of band performance of 
the filter, cross-shaped coupled lines were added 
to the design. The main advantage of these cross-
shaped coupled lines is that they produce 
additional TZs, which are controllable by the 
dimension of the cross-shaped coupled lines. By 
adjusting the dimensions of the cross-shaped 
coupled lines and placing the first two upper stop-
band TZs at the harmonic resonances of the 
multiple-mode resonator the unwanted pass-band 
is effectively rejected [7]. At the next step of the 
design procedure, the coupled resonator was 
loaded by a simple and a pair of radial stub, and 
thereby a stub loaded resonator (SLR) is formed. 
Through adding these stubs to the filter structure, 
additional resonances and TZs were introduced to 
the frequency response of the proposed BPF, 
which are controllable by the dimensions of the 
stubs. Assigning the TZs toward the cut-off 
frequencies and assigning the resonances toward 
the UWB frequency band leads to desired high 
skirt selectivity and improved in-band 
performance, respectively. 

 
III. RESULTS AND DISCUSSIONS 
The proposed UWB BPF with its final and 

modified design parameters was designed, 
fabricated, and tested and in this section its 
simulation and measurement results are presented 
and discussed. Ansoft simulation software high 
frequency structure simulator (HFSS) was used for 
simulation studies [10]. Figure 2 shows different 
structures, which were investigated in simulation 
studies and the insertion loss characteristics for the 
slotted ground plane filter with simple cross-
shaped resonator (Fig. 2 (a)), with CCLs (Fig. 2 
(b)), with CCLs and simple stub (Fig. 2 (c)), with 
CCLs and a pair of radial stubs (Fig. 2 (d)), and 
the proposed filter structure are compared in Fig. 
3. 

As it can be observed in Fig. 3, the simple 
cross-shaped resonator is a double mode resonator 
and generates two resonances within the UWB 
frequency band and has some unwanted 

resonances at the upper stop-band. To overcome 
this problem, as shown in Fig. 2 (b), cross-shaped 
coupled lines were added to the filter structure and 
by suppressing the spurious responses by two 
CCLs at both input and output ports, the stop-band 
is extended to near than 25 GHz with a rejection 
level of more than 20 dB, but still the frequency 
response of the filter is not completely tuned for 
UWB performance. Therefore, a simple stub and a 
pair of radial stubs are added to the filter structure 
and the proposed UWB BPF is formed. The effect 
of each one of these stubs on the frequency 
response of the filter is shown separately in Fig. 3. 
As it can be seen in this figure, the simple stub can 
improve the upper frequency band while the radial 
stubs have effect on both upper and lower 
frequency bands. By adjusting these stubs and 
assigning their TZs to harmonic resonances and 
upper/lower cut-off frequencies, an UWB BPF 
with improved out-of-band performance, sharp 
roll-off, and high skirt selectivity is designed. 

 

 
Fig. 2. Slotted ground plane filter with (a) simple 
cross-shaped resonator, (b) CCLs, (c) CCLs and 
simple stub, and (d) CCLs and a pair of radial 
stubs. 

 

 
Fig. 3. Frequency responses of various filter 
structures shown in Fig. 2 and the proposed UWB 
BPF filter. 
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In order to modify the design parameters of 
the proposed filter, a parametric study was 
performed. The final values of the design 
parameters are listed in Table I. As examples of 
the aforementioned parametric study, the effect of 
two design parameters are presented and discussed 
here. Figure 4 shows the effect of the finger length 
of the CCLs (L2 in Fig. 1) on the frequency 
responses of the proposed filter for different cases 
in Table II and compares it with the conventional 
parallel coupled lines. It is found that by changing 
the finger length, the TZs can be adjusted toward 
unwanted pass-bands properly. Figure 5 shows the 
effect of various radial stubs dimension on the 
return loss characteristic of the proposed UWB 
BPF for the cases listed in Table III. As it can be 
observed from this figure, the in-band 
performance of the filter is significantly affected 
by the dimensions of the radial stubs. 

 
Table I: The final dimensions of the designed 
BPF. 

Param. mm Param. mm Param. mm 

Wsub 15.25 W10 5.74 L4 0.5 

W1 1.8 W11 1.43 L5 2.9 

W2 1.4 W12 2.8 L6 0.4 

W3 0.4 W13 5.5 L7 7.5 

W4 0.9 W14 2.05 L8 5.2 

W5 0.2 W15 1 L9 1.6 

W6 0.2 Lsub 22.8 L10 2.6 

W7 0.8 L1 5 L11 0.6 

W8 4.84 L2 1.8 L12 2.8 

W9 5 L3 1 h 0.8 

 
Table II: Three various cases for the finger length 
of CCLs.  

Case L1(mm) 
1 1.4 
2 1.6 
3 1.8 

 
 Another filter structure, which was compared 
with the presented BPF in simulation studies is 
shown in Fig. 6 and its frequency responses are 
compared with the proposed filter in Fig. 7. In this 
structure a smaller pair of radial stubs is used 

instead of the simple stub. As it is observed in Fig. 
7 the frequency response of the compared filter is 
almost the same as the presented filter except that 
the presented filter has a more uniform and 
extended out-of-band performance but upper cut-
off frequency roll-off is sharper for the compared 
structure. 
 

 
 

Fig. 4. Frequency responses for various radial 
stubs dimension listed in Table III. 

 
Table III: Four various cases for the dimensions of 
the radial stubs. 

Case L7(mm) 
1 6 
2 6.5 
3 7 
4 7.5 

 
 

 
 
Fig. 5. Return loss characteristics for various 
radial stubs dimension listed in Table III. 

 
Figure 8 shows the fabricated filter and its 

measured and simulated frequency responses are 
compared in Fig. 9. The measured results are in 
good agreement with the simulation data and the 
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fabricated UWB BPF has a 3 dB pass-band, which 
covers the range of 2.62 GHz – 10.67 GHz with a 
fractional bandwidth of 117 %. The improved out-
of-band performance of this filter has an 
attenuation level more than 20 dB for frequencies 
up to 20 GHz and even more. A comparison 
between the proposed filter and other reported 
UWB BPFs is presented in Table IV. The small 
size and good in/out-band performances of the 
proposed filter are its main advantages. 
 
 

 
 

Fig. 6. Filter structure, which was used for 
comparison in simulation study. 
 
 

 
 

Fig. 7. Frequency responses of the filter structure 
shown in Fig. 6 in comparison with the proposed 
filter. 

 
 

 
 

Fig. 8. The photograph of the fabricated UWB 
BPF. 

 
 

Fig. 9. Simulated and measured frequency 
responses of the proposed BPF. 
 
 

Table IV: A comparison with reported UWB 
BPFs. 

Ref 
IL 

(dB) 
RL 
(dB) 

S.F. εr/h (mm) 
size 

(λ0×λ0) 
fc 

(GHz) 

[3] 1.5 11 0.921 2.55/0.8 0.51×0.34 16.8 

[4] 0.55 10 0.642 10.8/1.27 0.36×0.05 13.6 

[5] 2 12.5 0.757 10.5/0.635 0.23×0.16 18 

[6] 1.4 10 0.812 2.55/0.8 0.31×0.38 24 

[7] 0.8 12 0.828 2.2/0.508 0.37×0.24 17 

This 
Work 

 1  11 0.783 3.55/0.8 0.3×0.24 24 

 
IL: insertion loss at the 6.85 GHz; RL: return loss 
over the whole pass-band; S.F.: selectivity factor 
of the pass-band (S.F. = Δf3dB/Δf30dB); Δf3dB, 
Δf30dB: 3 dB bandwidth and 30 dB bandwidth of 
the pass-band, respectively; εr: substrate relative 
dielectric constant; h: Substrate thickness; fc: the 
upper stop-band frequency with 20 dB attenuation; 
λ0 is the free space wavelength of the operating 
frequency at the center of the pass-band (6.85 
GHz). 
 

IV. CONCLUSION 
A compact microstrip filter with sharp roll-off 

and improved out of band performance for UWB 
applications was presented and discussed. In the 
proposed structure cross-shaped coupled lines are 
used to improve the out-of-band performance of 
the filter while a sharp roll-off and high skirt 
selectivity is achieved by implementing a simple 
stub and a pair of radial stubs. Also by the use of 
this structure the overall size of the filter is 
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reduced. The proposed filter is cheap, easy to 
fabricate, and a good candidate for UWB 
applications.  
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Abstract ─ Different configurations of striplines 
are analyzed using the hybrid boundary element 
(HBEM) method, developed at the Faculty of 
Electronic Engineering of Niš. The quasi TEM 
analysis is applied. The effective dielectric per-
mittivity as well as the characteristic impedance of 
several 2D striplines are determined. In order to 
validate the obtained HBEM values of the charac-
teristic impedance, in terms of accuracy, they have 
been compared with the corresponding ones 
obtained by the finite element method. Fast 
convergence of the results, short computation 
time, and possibility to solve complex multi-
layered configurations of striplines, make hybrid 
boundary element method very efficient in the 
calculation of 2D striplines parameters. All results 
are presented in tables and graphically.  
  
Index Terms ─ Characteristic impedance, equi-
valent electrodes method, finite element method, 
hybrid boundary element method, and stripline. 
 

I. INTRODUCTION 
Stripline is a structure having a strip sand-

wiched in a dielectric layer between two ground 
planes [1]. Such structure can be used in printed-
circuit boards, ground-signal-ground transmission 
lines, multilayer boards, as a part of an antenna 
power divider, etc. Analytical solutions for center-
ed, off-centered, and shielded striplines are given 
in [1]. There is mentioned that a large number of 
authors [2, 3] describe such configurations. In 
order to calculate the characteristic impedances of 
the striplines, different analytical and numerical 
techniques are used: the conformal mapping [3], 

the finite element method (FEM) and the method 
of lines (MoL) [4], the Fourier transform method 
[5], the method of moments (MoM) [6], the inte-
gral equation techniques [7-10], the equivalent 
electrodes method (EEM) [11], the generalized 
spectral domain analysis, etc. The integral equa-
tion method is applied in [8] for computing the ca-
pacitance and inductance matrix for a multicon-
ductor transmission line in a multilayer dielectric 
region. Characteristic parameters of the stripline, 
placed in an anisotropic media between two 
ground planes, are analyzed in [11]. 

The purpose of this paper is to present some 
other configurations of striplines placed in the 
multilayer media and to verify the accuracy of the 
hybrid boundary element method [12]. This 
method, developed at our Department, is a combi-
nation of the equivalent electrodes method [13] 
and the boundary element method (BEM) [14, 15]. 
The EEM, which resembles the MoM [16], but is 
however very different from it, was successfully 
applied in [17-19] for solving the problems with 
multilayer media, as well as the problems of 
transmission and shielded slot lines. Generally, the 
application of the EEM depends on the Green's 
function of the observed problem, and therefore 
the method is based on the combination of 
analytical derivation of the Green's function in the 
closed form and the numerical procedure for 
solving simplified problems. In some cases, find-
ing the Green's function in the closed form can be 
very difficult or even impossible. It is very import-
ant to notice that the EEM application does not re-
quire any kind of numerical integration for prob-
lem solving. In the MoM, the numerical integra-
tion is always present. That produces some prob-
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lems in the numerical solving of non-elementary 
integrals having singular subintegral functions. 

An improvement of the EEM has been 
achieved combining it with the BEM, in order to 
solve problems of arbitrarily shaped multilayer 
structures, where finding the Green's function can 
be very difficult or even impossible. That method 
is called the hybrid boundary element method 
(HBEM). It is based on the EEM, on the point-
matching method (PMM) for the potential of the 
perfect electric conductor (PEC) electrodes and for 
the normal component of the electric field at the 
boundary surface between any two dielectric 
layers.  

Until now, the method is applied to solving 
multilayer electromagnetic problems [12], ground-
ing systems [20], as well as electromagnetic field 
determination in the vicinity of cable terminations 
[21]. The HBEM can be successfully applied to 
analysis of corona effects [22] and metamaterial 
structures [23]. This method can be also used to 
the 3D problems solving that will be presented in 
future papers. Through the several examples, the 
HBEM is applied to determine both the effective 
dielectric permittivity and the characteristic 
impedance. A computer code has been written to 
obtain numerical solutions for those examples of 
2D striplines. The main assumption of the analysis 
involves quasi TEM propagation in investigated 
striplines. In order to test the accuracy of the 
developed method, the numerical results are 
presented for all presented examples and 
compared with those obtained by FEM, [24]. 

The theoretical approach is presented in 
section II. Section III is devoted to show that 
highly accurate results can be obtained with short 
computation time. Also, the obtained numerical 
results are given in this section. The conclusions 
are summarized in section IV. 
 

II. THEORETICAL APPROACH 
A cross-section of the stripline sandwiched in 

multilayer dielectric between two ground planes is 
shown in Fig. 1. According to the HBEM, an 
arbitrary shaped electrode can be replaced by the 
equivalent electrodes, and an arbitrary shaped 
boundary surface between any two dielectric 
layers can be replaced by discrete equivalent total 
line charges placed in the air, as seen in Fig. 2. 
The discretization technique is similar to the 
method of moments and is well known. 

 
 
Fig. 1. Stripline in multilayer dielectric. 
 
 

 
 
Fig. 2. Corresponding HBEM model. 
 

Since the free surface charges do not exist on 
dielectric boundary surfaces (free surface charges 
exist only on PEC, see Fig. 2), the total surface 
charges between the dielectric layers are equal to 
the polarized surface charges. The Green's 
function of the line charge placed at height h , 
parallel to two infinite parallel ground planes is, 
[25], 
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where d  is the distance between two planes. 
Using this Green's function, the electric scalar 
potential of the observed system from Fig. 2 is, 
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and the electric field is )grad(E , where: iM  
is the number of equivalent electrodes (EEs) on 
the i -th boundary surface between two layers. In 
the following examples, the total number of 
unknowns totN , will be denoted by,  







1

1

utot
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i

iMKN . 

A relation between the normal component of 
the electric field and total surface charges is 
presented as, 
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where imn̂  is the unit normal vector oriented from 

the layer 1i  towards the layer i . Positions of 
the matching points for the potential of the PEC 
are,  
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where nk  is the Kronecker's delta function, 
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while kaeu  are corresponding to the EEs radii. 
Boundary surface matching points for the 

normal component of the electric field on the i -th 
boundary surface are,  

xn ˆˆett  imimnmimin axx  and 

 imin yy tt yn ˆˆe  imimnma , 

1...,,1  Ni , iMn ...,,1  and iMm ...,,1 , where 
 imim lae  are the EEs radii. 

The aim is to obtain the quadratic system of 
linear equations with unknown free charges of 

PEC and total charges per unit length at the 
boundary surfaces between dielectric layers. Using 
the PMM for the potential of the conductor given 
by equation (2) and the PMM for the normal 
component of the electric field given in equation 
(3), it is possible to determine unknown charges. 
After solving the system of linear equations it is 
possible to calculate the capacitance per unit 
length of the stripline, 
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The characteristic impedance of the stripline is 

calculated as eff
r0cc  ZZ , where 0

eff
r CC   

is the effective dielectric permittivity, and 0cZ  is 
the characteristic impedance of the stripline 
without dielectrics (free space). In order to 
compare the obtained results for the characteristic 
impedance, the FEM, [24], is used. A deviation 
between the HBEM and FEM results will be 
defined as, 

.100[%]
FEM
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FEM
c

HBEM
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
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Z

ZZ
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III. NUMERICAL RESULTS AND 

DISCUSSION 
A. Example 1 

The geometry of the stripline with a circular 
cross-section is shown in Fig. 3. After applying the 
HBEM using the procedure described in section II, 
the unknown free charges per unit length of the 
conductor and the total charges per unit length on 
the boundary surfaces between layers are 
calculated.  

 

 
 

Fig. 3. Stripline with circular cross-section. 
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Two characteristic parameters of the stripline 
are determined: the effective dielectric permittivity 
and the characteristic impedance. Values of these 
two parameters and the computation time are 
calculated for: r1 = 1, r2 = 3, s/d = 0.5, s1/s = 0.6, 
h/d = 0.4, and a/s = 0.3 and presented in Table I. 

totN  is the total number of unknown values.  
 
Table I: Convergence of the results and 
computation time. 

totN  
eff
r  ][c Z  

(s)t  
247 2.2820 54.741 7.7 
329 2.2828 54.831 13.6 
413 2.2832 54.885 21.2 
494 2.2835 54.918 30.6 
576 2.2837 54.944 41.9 
660 2.2838 54.963 54.9 
741 2.2840 54.977 69.0 
823 2.2841 54.989 85.3 
988 2.2842 55.006 122.0 
1070 2.2843 55.013 144.4 
1154 2.2843 55.019 167.8 

 
The calculation was performed on the 

computer with dual core INTEL processor 2.8 
GHz and 4 GB of RAM. Analyzing Table I, 
following conclusions can be given. First, a very 
good convergence of values of both parameters is 
achieved. Increasing the number of unknown, the 
computation time increases linearly. The computa-
tion time is very short. For the system of 1154 
unknowns we needed up to 167.8 seconds.  

Equipotential contours and the normalized 
distribution of the polarized charges per unit 
length along the boundary surfaces are shown in 
Figs. 4 and 5, respectively for: r1 = 1, r2 = 3, s/d 
= 0.5, s1/s = 0.6, h/d = 0.4, and a/s = 0.3. In order 
to validate the accuracy of the HBEM results for 
the effective dielectric permittivity and 
characteristic impedance of the stripline, the 
comparison of those values obtained by HBEM 
and FEM versus s1/s and h/d for r1 = 1, r2 = 3, s/d 
= 0.5, and a/s = 0.3, is presented in Table II. The 
table shows that the numerical results for the 
effective dielectric permittivity and the charac-
teristic impedance obtained using the HBEM are 
obviously in very good agreement with the FEM 
values with divergence less than 0.55 %.  

 

 
 
Fig. 4. Equipotential contours. 
 
 
 

 
 
Fig. 5. Distribution of polarized charges per unit 
length along the boundary surfaces. 
 
 
Table II: Comparison between the values of 
dielectric permittivity and characteristic 
impedance of the stripline versus s1/s and h/d for: 
r1 = 1, r2 = 3, s/d = 0.5, and a/s = 0.3. 

s

s1

 d

h

 

HBEM FEM 
eff
r  

][c Z  eff
r  

][c Z  

0.
35

 

0.2 2.5844 28.361 2.5837 28.517 
0.3 2.3532 46.713 2.3540 46.792 
0.4 2.2566 55.293 2.2577 55.349 
0.5 2.2285 57.923 2.2296 57.977 

0.
4 

0.2 2.6183 28.176 2.6177 28.331 
0.3 2.3850 46.401 2.3857 46.480 
0.4 2.2838 54.963 2.2849 55.018 
0.5 2.2542 57.596 2.2554 57.645 

0.
5 

0.2 2.6446 28.036 2.6441 28.190 
0.3 2.4100 46.154 2.4113 46.233 
0.4 2.3059 54.699 2.3070 54.754 
0.5 2.2751 57.332 2.2762 57.380 
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Increasing the parameter h/d to the center 
distance between the parallel planes (h/d = 0.5), 
the characteristic impedance increases too. After 
that value ( h/d > 0.5), the characteristic impe-
dance decreases. Those higher values are the same 
distances as for h/d < 0.5, but this time from the 
upper plane. An influence of the circular 
conductor radius on the characteristic impedance 
and the effective dielectric permittivity is 
presented in Table III. The HBEM results are 
compared with the corresponding FEM results. 
The results deviation is presented in Table III as 
well. This deviation parameter indicates a good 
results agreement between both methods. 

 
Table III: Comparison between the values of 
dielectric permittivity and characteristic 
impedance of the stripline versus a/s for: r1 = 1, 
r2 = 3, s/d = 0.5, s1/s = 0.5, and h/d = 0.25.  

 HBEM FEM  
[%]  eff

r  
][c Z  eff

r  
][c Z  

0.1 2.6670 80.106 2.6683 80.370 0.33 
0.2 2.5678 55.121 2.5667 55.247 0.23 
0.3 2.5038 38.854 2.5042 38.957 0.26 
0.4 2.5202 24.502 2.5192 24.629 0.52 

 
B. Example 2 

Geometry of the stripline with a rectangular 
cross-section placed horizontally, off-centered, 
into the dielectric layer of permittivity 2 , is 
shown in Fig. 6. Analysis of this structure is also 
possible using the HBEM.  
 

 
 
Fig. 6. Stripline with rectangular cross-section. 
 

Applying the procedure described in section 
II, a computer code for the calculation of the 
effective dielectric permittivity and the characte-
ristic impedance is developed. Values of the 
effective dielectric permittivity, characteristic 
impedance and the computation time for: r1 = 1, 
r2 = 3, s/d = 0.5, s1/s = 0.2, h/d = 0.3, w/s = 0.5, 
and t/w = 0.1, are presented in Table IV. totN  
denotes the total number of unknowns. A good 
convergence of the results is achieved for the short 
computation time. The convergent rate is linear, as 
well as in example 1. The calculation was 
performed on a computer with dual core INTEL 
processor 2.8 GHz and 4 GB of RAM. 
 
 

Table IV: Convergence of the results and 
computation time. 

totN eff
r ][c Z  

(s)t  
264 2.4871 75.239 8.5 
348 2.4873 75.283 14.7 
436 2.4874 75.313 23.1 
520 2.4875 75.332 32.7 
604 2.4876 75.346 44.4 
692 2.4876 75.358 58.6 
776 2.4877 75.366 73.2 
858 2.4877 75.372 91.8 
946 2.4877 75.379 109.5 
1030 2.4878 75.384 130.2 
1114 2.4878 75.388 152.9 
1202 2.4878 75.392 180.0 

 
 

Equipotential contours and a distribution of 
polarized charges per unit length along boundary 
surfaces are shown in Figs. 7 and 8, respectively, 
for: r1 = 1, r2 = 3, s/d = 0.5, s1/s = 0.2, h/d = 0.3, 
w/s = 0.5, and t/w = 0.1. 

 
 

 
 
Fig. 7. Equipotential contours. 
 

862 ACES JOURNAL, VOL. 28, No.9, SEPTEMBER 2013



Using the FEM software, the same stripline 
model was created, in order to verify the accuracy 
of the HBEM results. In Tables V and VI, the 
comparison of the effective dielectric permittivity 
and characteristic impedance as well as a deviation 
between the HBEM and FEM results, are 
presented. The maximal deviation is 0.22 %.   

 

 
 
Fig. 8. Distribution of polarized charges per unit 
length along the boundary surfaces. 

 
 
Table V: Comparison between the values of 
dielectric permittivity and characteristic 
impedance of stripline versus s1/s and h/d for: r1 = 
1, r2 = 3, s/d = 0.5, w/s = 0.5, and t/w = 0.05. 

s

s1

 d

h

 

HBEM FEM 
eff
r  

][c Z  eff
r  

][c Z  

0.
1 

0.1 2.7350 44.646 2.7348 44.634 
0.2 2.5588 65.889 2.5587 65.834 
0.3 2.4540 78.241 2.4539 78.166 
0.4 2.3985 84.833 2.3986 84.750 
0.5 2.3825 86.756 2.3825 86.666 

0.
2 

0.1 2.7986 44.135 2.7985 44.126 
0.2 2.6214 65.097 2.6214 65.045 
0.3 2.5087 77.382 2.5087 77.307 
0.4 2.4485 83.963 2.4485 83.879 
0.5 2.4310 85.886 2.4311 85.795 

0.
25

 
 

0.1 2.8056 44.080 2.8055 44.069 
0.2 2.6289 65.005 2.6289 64.953 
0.3 2.5153 77.281 2.5153 77.206 
0.4 2.4545 83.860 2.4545 83.777 
0.5 2.4369 85.783 2.4370 85.695 

 

Table VI: Comparison between the values of 
dielectric permittivity and characteristic 
impedance of stripline versus w/s for: r1 = 1, r2 = 
3, s/d = 0.5, s1/s = 0.2, h/d = 0.3, and t/w = 0.05. 

s

w
 

HBEM FEM  
[%]  eff

r  ][c Z  eff
r  ][c Z  

0.1 2.6304 133.670 2.6300 133.371 0.22 
0.2 2.5980 109.038 2.5983 108.878 0.15 
0.3 2.5746 94.713 2.5746 94.611 0.11 
0.4 2.5467 84.782 2.5468 84.697 0.10 
0.5 2.5087 77.382 2.5087 77.307 0.03 
0.6 2.4556 71.694 2.4556 71.628 0.09 
0.7 2.3817 67.310 2.3817 67.251 0.09 

 
IV. CONCLUSION 

The HBEM is applied to the 2D striplines ana-
lysis. Two quasi-static parameters are calculated: 
the effective dielectric permittivity and the charac-
teristic impedance. The FEM software was applied 
as validation of HBEM results accuracy. The 
maximal results deviation is less than 0.55 %. In 
both examples, the corresponding FEM models of 
striplines were created with a few hundred of 
thousands of finite elements. Such large number of 
finite elements is necessary from the point of this 
software accuracy. The comparison with HBEM is 
given only in order to verify the accuracy of the 
HBEM results. 

The application of HBEM is very efficient and 
simple in the 2D striplines analysis. Fast 
convergence of the results and short computation 
time are some of this method advantages. The 
method can be also successfully applied to the 
arbitrary number of conductors and arbitrary 
number of dielectric layers. A large variety of very 
complex 2D and 3D problems, regarding striplines 
with or without symmetry, can be also solved. 
That will be the subject of our future research. 
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Abstract ─ A compact branch line coupler is 
proposed by using the optimized step impedance 
transmission lines (SITLs). The proposed branch 
line coupler has an area reduction of more than 
50% at 1 GHz. The measured results of the 
fabricated coupler are in good agreement with the 
simulation results. 
  
Index Terms ─ Branch line, compact, coupler, and 
step impedance transmission line.  
 

I. INTRODUCTION 
Branch line couplers are among the important 

components in the microwave circuits, which have 
wide applications in balanced mixers, image 
rejection mixers, balanced amplifiers, power 
combiners, and power dividers. The convenience 
of design and implementation, compact size and 
high-performance of this coupler is highly 
demanded in microwave integrated circuits. The 
conventional branch line coupler is composed of 
four uniform quarter-wavelength transmission 
lines. This coupler has narrow bandwidth and 
large size around a single frequency [1-7].  

Some efforts have been done to compact the 
conventional branch line couplers. Lumped 
elements can reduce the coupler size [8], but real 
lumped components are far from ideal, which 
resulted in some practical problems especially at 
high frequency. Moreover, the lumped element 
values are discrete and include some tolerances 
commercially, which limit the designer to achieve 
the desirable specs. The series and shunt stubs 

embedded in the ground or signal lines have been 
used in [9] to reduce the size of a branch line 
coupler. Also, four coupled transmission lines have 
been presented in [10] to reduce the size of a 
branch line coupler. Each quarter wavelength 
branch in the conventional coupler has been 
replaced by an equivalent circuit composed of  
four coupled transmission lines and two single 
transmission lines. A compact slow-wave 
microstrip branch line coupler with four microstrip 
high-low impedance resonant cells periodically 
placed inside the branch-line coupler was 
introduced in [11]. Another effective way to 
reduce the size of a branch line coupler is the 
replacement of straight transmission lines 
segments by space-filling curve segments with the 
same electrical characteristics [12, 13]. Moreover, 
nonuniform transmission line (NTL) can be used 
instead of the quarter wavelength uniform 
transmission lines to reduce the size of branch line 
coupler [14]. In this method, the normalized width 
function of the NTLs expanded in a truncated 
Fourier series and an optimization method applied 
to obtain the optimum values of series coefficients. 
Two unequal-length high impedance transmission 
lines paralleling with each other have been used in 
[15] instead of the branch line coupler arms to 
reduce the size of the branch line coupler. Planar 
artificial transmission line concept is another 
option to reduce the physical length of a 
transmission line. In this method, a transmission 
line incorporated with microstrip quasi-lumped 
elements is capable of synthesizing microstrip 
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lines with reduced physical length, which can be 
used to reduce the size of branch line coupler [16]. 
Also, defected ground structures and composite 
right/left handed (CRLH) transmission-line have 
been used in [17, 18] to design a compact branch 
line coupler. 

Step impedance transmission lines and step 
impedance resonators (SIRs) are other ways to 
reduce the size of microstrip components [19]. In 
this paper, step impedance transmission lines 
(SITLs) are used to compact the conventional 
branch line coupler. The proposed branch line 
coupler is realized by the microstrip step 
impedance transmission lines instead of the 
uniform quarter wavelength branches. The 
impedance ratio of SITLs is considered as a 
variable and written as the total electrical length of 
the line. This additional design parameter gives us 
a higher degree of design freedom, which is useful 
to design a reduced size branch line coupler. 
Moreover, the folded lines are used for more size 
reduction. Finally, the proposed branch line 
coupler is fabricated. The measurement results 
have a good agreement with the simulation results. 

 
II. STEP IMPEDANCE TRANSMISSION 

LINES (SITLs) 
Generally, step impedance transmission line is 

a non-uniform transmission line, which can be 
used in microstrip circuits for size reduction, shift 
the spurious pass band to the higher frequency and 
even to suppress the multiple spurious pass bands 
[20, 21]. Figure 1 shows a step-impedance 
transmission line with three segments: Z2 line with 
the electrical length of θ2 and two Z1 lines with 
electrical length of θ1/2. For equaling this SITL 
and uniform Z0 transmission line with the length of 
π/2 at f0 frequency, two independent elements of 
the ABCD matrices of both SITL and uniform line 
have to be equal to each other at the design 
frequency, f0. Consequently, the optimum values 
of kz=Z2/Z1 and Z1 to achieve the minimum 
discontinuity in the SITL with total length, θt , can 
be expressed as follows [12], 

1)2/(cot)2/(cot 42
1  ttzk  (1)

1)2/(cot)2/(cot
1 42

1
2  tt

z
z k

k  ,        (2) 

1

1 21
2 1 2

0 1 1 2

sin( )cos( )
,

[ cos ( / 2) sin ( / 2)]sin( )z z

Z

Z k k

 

  





    
   

(3)
where θ1 = θ2 = θt /2. Figure 2 shows the kZ1, kZ2 
and Z1/Z0 versus the total electrical length, θt. As 
shown in Fig. 2, increasing the impedance ratio, 
kz1, which is equal to decreasing of kz2, decreases 
the total electrical length of the SITLs and result in 
more compactness in the SITL. Also, it resulted in 
very low Z1 and very high Z2 (by chosing kz1) or 
very high Z1 and very low Z2 (by chosing kz2). In 
other words, very low (ideally zero) and very high 
impedances (ideally infinity) are needed in the 
SITL configuration to acheive maximum of 
compactness (ideally θt=0). Although practical 
limitations to achieve very high impedance lines 
(w/h<<1) and very low impedance lines (w/h>>1) 
can limit the selection of very low and high 
impedance ratios. In addition, very high and low 
impedance ratios cause high discontinuity effects 
and high mode excitation in high frequency. 

 
 

22,Z

21  t

1zk

1zk

2/,0  Z

2/, 11 Z2/, 11 Z

22,Z

2/, 11 Z2/, 11 Z

 
 

Fig. 1. The step impedance transmission line 
configuration (SITL). 

 

Fig. 2. Impedance ratio (kz1 and kz2) and 
normalized impedance Z1 versus total electrical 
length of SITL, θt.  
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III. DESIGN AND RESULTS 
The conventional branch line coupler is 

composed of the uniform transmission lines with 
Z1=35.34 Ω and Z2=50 Ω for the horizontal and 
vertical branches, respectively, and the electrical 
length of 90 degrees for all branches. Based on 
section II, design of branch line coupler is started 
to reach the desired size reduction. Step 
impedance transmission lines are replaced with λ/4 
uniform transmission lines in the branch line 
coupler structure. The total electrical length of the 
vertical and horizontal lines are selected as 
θt=67.5°. Therefore, the impedance ratios, kz, 
which are calculated from equations (1) and (2), 
are kz=4.24 for the vertical branches and kz=1/4.24 
for the horizontal ones. Then, the Z1 impedance 
can be calculated using equation (3). The circuit 
layout of the proposed branch line coupler is 
shown in Fig. 3. The ZV1, ZV2, ZH1, and ZH2 are 
19.16 Ω, 81.3 Ω, 21.74 Ω, and 92.28 Ω, 
respectively. The designed coupler is fabricated by 
using a dielectric substrate RO4003 with a relative 
dielectric constant of 3.5 and a thickness of 30 
mils for operation at 1 GHz. Therefore, the line 
widths of the SITL segments are 6.36 mm and 0.7 
mm for vertical SITL and 5.45 mm and 0.53 mm 
for horizontal SITL.  

 

1HZ
2HZ 2HZ

2VZ

1VZ

2VZ

Input
(port1)

Isolated
(port4)

Output
(port2)

Output
(port3)

1VZ 1VZ

1VZ

1HZ

2HZ 2HZ  

Fig. 3. Layout of the proposed SITLs branch line 
coupler. 

 
The proposed coupler is theoretically 

simulated using MATLAB. Since the 
discontinuities are not accurately considered in the 
MATLAB simulation, we tuned the designed 
parameters with EM full wave simulation based on 
the method of moments. Figure 4 shows the 
photograph of the fabricated branch line coupler. 

The exact area of the coupler has been shown by 
black dash line in the figure. Also, the impedance 
of the vertical and horizontal segments has been 
added to the figure. In order to achieve more 
compactness, one-level folded transmission lines 
have been used in the high impedance segment of 
the vertical branches.  

 

 

Fig. 4. The photo of the fabricated coupler. 
 

The simulation and measurement results have 
been demonstrated in Fig. 5, respectively. The 
required circuit area for the proposed SITLs 
coupler is 50 % less than the circuit area of the 
conventional branch line coupler at the operation 
frequency, 1 GHz. The measured results of the 
fabricated coupler are in good agreement with the 
simulation results. There are deep nulls in the 
return loss and isolation at 1 GHz and the 
measured |S12| and |S13| are -3.36 dB and -3.4 dB, 
respectively. Moreover, the measured results show 
a good performance for the designed coupler at 1.9 
GHz. 
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Fig. 5 Comparison of the measurement and 
simulation results of the branch line coupler. 
 

IV. CONCLUSION 
Branch line coupler is proposed to operate in 

the reduced size. The proposed structure contains 
step impedance transmission lines (SITLs) instead 
of the uniform transmission lines. A branch line 
coupler has been designed and fabricated at 1 
GHz. More than 50 % size reduction is obtained in 
the proposed branch line coupler, while the 
coupler performance does not change compared 
with the conventional one at the design frequency. 
The measured and simulation results have a good 
agreement for the fabricated coupler. 
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Abstract ─ This paper presents a weakly coupled 
formulation for the electromagnetic and thermal 
fields by applying the backward differentiation 
formula (BDF) and the Theta algorithm for the 
adaptive time-stepping and variable order 2D 
finite-element discretization. A coupling of the 
electromagnetic diffusion equation (EDE) and the 
electrical circuit equations is also included. A 
minimum time step criterion is adopted and an 
algorithm for the time-step size and order selection 
is implemented. The proposed model was 
programmed in C language. An example is 
presented to show the application of the 
formulation.  
  
Index Terms - Coupling, electrical circuits, 
electro-thermal analysis, finite elements, and time-
stepping.  
 

I. INTRODUCTION 
The coupled problem analysis (CPA) involves 

the coupling and solution of two or more partial 
differential equations (PDE’s) [1]. Recently, the 
CPA has been applied in electromagnetics, 
thermal and fluid flow field problems for solving 
power quality troubles in electrical and electronic 
devices [2-5]. The use of modern numerical 
techniques and advanced computational tools 
makes possible the CPA. The finite element is a 
numerical technique used for solving space and 
time domain PDE’s [6, 7]. A huge amount of 
numerical processes take place in a transient CPA 
computation. Fast and efficient algorithms are 
required for the transient CPA. Numerical 
methods based on constant time steps, such as the 
Euler methods, are not appropriate in a transient 

CPA due to the high computational time that is 
required [8]. Instead, variable time-stepping 
strategies are recommended [9]. The backward 
differentiation formula (BDF) is a variable time-
stepping method, which is A-stable and L-stable 
and is recommended for solving stiff problems 
[10, 11]. The Theta algorithm is a non-variable 
time-stepping method, where the parameter θ is 
chosen such that 0 ≤ θ ≤ 1 and different solution 
schemes are obtained [12, 13]. A finite element 
(FE) BDF-Theta strategy has been successfully 
implemented for solving the transient EDE [14]. 

In this paper, the BDF-Theta strategy reported 
in [14] is applied for solving a weakly coupled 
electro-thermal 2D-FE transient formulation. The 
methodology is applied using 2D first-order 
triangular elements. A coupling of the EDE and 
the electrical circuit equations is included in the 
model [15]. A suitable minimum FE time-step 
criterion is adopted to avoid small time steps and 
instability. An algorithm for the proper time-step 
and order selection is implemented. An error 
control criterion and an initial guess prediction 
algorithm are applied for convergence 
acceleration. The developed formulation was 
applied to compute the magnetic vector potential, 
temperature distributions, and induced electrical 
current in a metallic slab close to a conductor fed 
with a voltage source. The model formulation was 
programmed in C language. 

 
II. DOMAIN EQUATIONS 

A CPA is carried out for the electro-thermal 
analysis of an electrical device. An electro-thermal 
analysis is commonly required in the design of 
electrical motors, generators, and transformers 
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[16-18]. This paper develops an electro-thermal 
CPA model. Therefore, the EDE and the heat 
equation (HE) are the subject of this paper. The 
EDE and the HE are described by a diffusion type 
PDE as in equation (1), 

             
t

f
CSfC 2o

2
1 


                   (1) 

where f  is a function, C1,2  are constants, So is a 
source function, and t the time. The EDE and the 
HE are properly obtained considering the list of 
symbols shown in Table I. However, in electric 
devices modeling some special considerations in 
the EDE must be considered. The electric devices 
may be fed by voltage sources and/or current 
sources (see Table I) and they present a variety of 
electrical connections.  

Equations (2) and (3) show the formulation of 
the EDE for thick conductors that are fed by a 
voltage source [14], 
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where V is the voltage, R represents the resistance, 
I  the current, σ the electrical conductivity, ℓ the 
length, and St the total surface of the conductor. 
The resistance R for thick conductors is defined as, 
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R
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Table I: Equivalent symbols for the EDE and HE. 

The power loss density is calculated with 
equations (2) and (3). Afterwards, the HE is used 
to obtain the temperature distribution.   

III. FINITE ELEMENT MODEL 
The set of equations (1)-(4) is solved using 

first order triangular FE and the Galerkin 
residuals. Equations (5) and (6) show the FE 
discretization for the EDE, HE, and the electric 
circuit equations, 
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where, 
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where i and j stand for the nodes numbers, n is the 
time step number, ∆t is the time-step defined as 
∆t=tn+1-tn, Ni,j represents the 2D first-order 
triangular FE shape functions, m is the number of 
elements conforming a conductor, S is the area of 
the triangular element, and g is the local node 
numbering in a triangular element. By introducing 
a parameter θ in equation (5) such that, 
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the theta scheme in equation (12) is obtained as 
follows,   
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The Taylor series are used to obtain a linear 
approximation of the temporal partial 
differentiation in equation (12) as, 
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Nevertheless, the resulting equation gives 
stable results for θ > 1/2 as the time step ∆t→0 
[12]. The Taylor series approximation in equation 
(13) involves fixed time steps that lead to large 
computation times. An alternative approximation 
for the temporal partial differentiation in equation 
(12) is the implementation of the BDF. The BDF 
is a variable time-stepping algorithm that allows 
savings in the computational time. In addition, the 
BDF has good stability properties for orders less 
than sixth [10].  
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In the next section the BDF-Theta algorithm 
developed in [14] has been implemented to solve 
the weakly coupled electro-thermal problem 
described by equation (12).  
 

IV. BDF-THETA ALGORITHM 
The BDF-Theta includes the damping 

characteristics of the theta algorithm and the 
variable time-stepping and order algorithms of the 
BDF method. The effectiveness and accuracy of 
the BDF-Theta method is reported in [14] where 
the model results have been compared against an 
analytical solution. The arithmetic operations 
performed with the BDF-Theta are smaller in 
comparison with the Runge-Kutta methodologies 
[8, 14, 19-20]. Different schemes of solution 
depending on θ are obtained from the BDF-Theta 
method, e.g., the implicit scheme of the BDF-
Theta method leads to the common BDF-implicit 
solver strategies, such as the ones used in the 
DASSL code [10]. The implementation of the 
BDF-Theta produces a nonlinear system of 
equations that are solved by the Newton-Raphson 
(NR). 

Once the BDF-Theta algorithm is applied in 
equation (12), the residual and Jacobian are 
obtained by equations (14) and (15), respectively,    
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where K represents the order and backward data 
required to evaluate equation (14).  

The algebraic process to obtain αg from 
equations (14) and (15) is described in [11] and it 
is defined as, 
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for 0 <g ≤ K, while for g = 0, 
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Equations (16) and (17) store information at 
tn+1-K, which is used to evaluate the temporal 
partial differentiation in equation (12) at each time 
step. The solution of equations (14) and (15) is 
obtained by applying equation (18) and distinct 
schemes of solution are allowed by varying θ, 
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where  fn+1 are the unknown variables and fn the 
last iteration values. The initial guess prediction 
algorithm can be implemented in equation (18) for 
the convergence acceleration [11, 21]. 

 
V. THE WEAKLY ELECTRO-

THERMAL MODEL  
The proposed weakly modeling is obtained 

from equations (14) and (15). The symbols in 
Table I are replaced into equations (14) and (15) to 
obtain the EDE and the HE. The residual and 
Jacobian for the EDE are shown in equations (19) 
and (20), respectively, 
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while the residual and the Jacobian for the HE are, 
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The solution of equations (19) to (22) is 
obtained from equation (18). Equations (19) to 
(22) were programmed in C language and solved 
using a sparse direct solver [22-23]. The flowchart 
of the programmed code is shown in Fig. 1. In a 
first step, the meshing, the physical parameters, 
the simulation time ts, and the boundary conditions 
are executed. The BDF-Theta proposes a 
minimum time-step constraint [14]. The use of a 
minimum time-step in the model avoids the 
presence of discontinuities in the numerical results 
and brings numerical stability [11, 14]. Reference 
[14] proposes a minimum time-step constraint 
∆tmin for the EDE as, 

                    2
EDE hCt  min                   (23)     

where C is a constant chosen such that C ≤ 1 and h 
is related to the minimal FE size [13, 24]. 
However, in a CPA a minimum time-step per 
phenomenon must be defined. Wherefore, this 
paper proposes a minimum time-step constraint for 
the HE as, 

                  
k
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hCCt 2
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In a CPA model, the different time-step 
restrictions must be incorporated in an absolute 
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minimum time-step ∆tmin. This paper proposes the 
absolute minimum time-step strategy defined by 
equation (25), 

             
minmin

minmin
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The time-step criterion in equation (25) has 
been successfully used for fluid flow analysis in 
[13]. Once the time-step defined in equation (25) 
is calculated, an initial guess prediction algorithm 
is performed for convergence acceleration as it is 
indicated in [14]. The convergence in equation 
(18) accelerates when the predicted values Apn+1 

and Tpn+1 are near to the system solution. 
Equations (19) and (20) are calculated until a 
certain relative error ε is accomplished. 
Afterwards, the coupled circuit equations at 
equation (6) are solved. The power loss density is 
calculated and used for solving equations (21) and 
(22). The power loss density is obtained as, 
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The first term at the right hand side of 
equation (26) represents the power loss density 
due to the Eddy currents. The second term in 
equation (26) represents the power loss density 
due to the current or voltage sources (see Table I). 
Equation (26) is used in equations (21) to (22) and 
the HE is solved until a predefined relative error ε 
is achieved. The time loop is performed while 
tn+1≠ts. A new order and a new time-step are 
calculated at each iteration. The Gear’s algorithm 
has a suitable technique to calculate ∆t and the K 
order at each time iteration [11]. The Gear’s 
algorithm changes the K order up or down by 
defining a time step ratio ηK as, 
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where ηj
K is the time step ratio of the K order in 

the node jth, f refers to the unknown variables A 
and T at Table I, fp are the predicted values and ∆fj 
is an absolute error (error control) allowed in the 
jth unknown variable.  

In this paper, the ∆fj quantities are the last 
iteration values from ∆An+1 and ∆Tn+1 in the NR. 
The maximum time-step ratio for the next iteration 
is chosen as ηK = minjЄNODη

j
K where NOD refers to 

the set of nodes in the FE mesh. The order K for 
the next iteration is obtained by comparing the 

quantities ηK, ηK-1, and ηK+1 and selecting maxK-

1≤Υ≤K+1 ηΥ. The process to obtain the quantities ηK, 
ηK-1, and ηK+1 is described in [11]. From the time 
loop, two different time steps (∆tEDE and ∆tHE) and 
two orders (KEDE and KHE) are obtained. The order 
KEDE is applied in equations (19) and (20) and the 
order KHE is used in equations (21) and (22). An 
absolute time-step is obtained from ∆tEDE and ∆tHE 
using equation (25) as in equation (28), 
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Fig. 1. Flowchart of the developed model. 

 

 
Finally, the time-step ∆t for the next iteration 

is selected as ∆tmin if ∆tabs ≤ ∆tmin and selected as 
∆tabs if ∆tmin ≤ ∆tabs.  
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VI. NUMERICAL EXAMPLE  
The problem domain and parameters for a 

nichrome wire placed above an aluminum slab are 
shown in Fig. 2. The nichrome wire is fed with a 
voltage source. The power loss density is 
generated by the electrical conductivity and the 
eddy currents. The power loss densities increment 
the temperature gradient in the domain. The 
Dirichlet boundary condition is used for the EDE 
and the HE. 

 
 

 
 
Fig. 2. Problem domain used in the numerical 
example. 
 
 

The weakly electro-thermal CPA model 
shown in Fig. 1 was programmed in C language 
and solved for the domain illustrated in Fig. 2. The 
mesh has 2587 nodes and 5016 first order 
triangular elements. The model was executed in a 
laptop computer with a 2 GHz dual core processor 
and 2 GB RAM. Two numerical experiments were 
made for relative errors ε of 1E-1 and 1E-2 with 
θ=1. The modeling results are shown in Table II. 
It was found that for tighter relative errors ε the 
orders KEDE and KHE are higher and more stable as 
it is reported in Table II and shown in Figs. 3 and 
4. It can be concluded that higher time-steps and 
lower time-loop iterations are attained for tighter 
relative errors in ε. The time-step ∆t evolution 
throughout the simulation time is shown in Fig. 5. 

It was found that the time-step is more stable 
for a tighter error ε. Nevertheless, the NR loop in 
the model causes a higher computation time for a 
tighter error ε. The proposed model was used to 
obtain the electromagnetic and thermal transient 

response at points P1(0, 0.0019), P2(0, 0.0023), and  
P3(0, 0.003) shown in Fig. 2. The numerical results 
shown in Figs. 6 and 7 were obtained using an 
implicit scheme (θ=1) and a relative error of 
ε=1E-2. The transient solution for a simulated time 
of 150 s required 234 s of computation time. The 
steady state was attained after 1 ms of simulated 
time for the EDE and after 100 s for the HE. The 
time steps are short before the first 1 ms of 
simulated time due the small time constant of the 
EDE in equation (28). Afterwards, the time steps 
are larger due to the time constant of the HE in 
equation (28). The modeling results were 
compared against those obtained with a 
commercial software [25] and an error less than 
1E-5 was achieved as it is shown in Figs. 6 and 7. 
The induced current density shown in Fig. 8 was 
estimated from the Eddy currents in the metallic 
slab and by solving the electric circuit equations 
given by equation (6). Finally, the potential 
distribution for the EDE and the HE are shown at 
Figs. 9 and 10. The electrical current in the 
nichrome wire at Fig. 2 produces the magnetic 
potential distribution shown in Fig. 9. The 
temperature distribution at Fig. 10 is caused by the 
Eddy currents in the metallic slab and by the 
power loss density obtained from the voltage 
source in the nichrome wire. The hot spot was 
located in the nichrome wire where the 
temperature rises 34 °K above the ambient 
temperature. 
 
Table II: Numerical behavior obtained in the 
model for ε = 1E-1 and ε = 1E-2.  

  
ε=1E-1 

 
ε=1E-2 

 

Max KEDE 
 

5 
 

5 
 

Max KHE 
 

2 
 

3 
 

Max ∆t 
 

27.92 
 

55.18 
 

Time 
iterations 

 

 
278 

 
267 

 

Computation 
time (s) 

 

 
228 

 
234 
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Fig. 3. Evolution of the order KEDE for θ=1 and ε 
equals to 1E-1 and 1E-2. 
 
 

 
 

Fig. 4. Evolution of the order KHE for θ=1 and ε 
equals to 1E-1 and 1E-2. 
 
 

 
 

Fig. 5. Time-step ∆t evolution for θ=1 and ε 
equals to 1E-1 and 1E-2. 

 
Fig. 6. Transient response of the EDE at points P1, 
P2, and P3 for θ=1 and ε=1E-2. Results computed 
with the propose model (Model) and a commercial 
software (Com. SW.). 
 

 
Fig. 7. Transient response of the HE at points P1, 
P2, and P3 for θ=1 and ε=1E-2. Results computed 
with the propose model (Model) and a commercial 
software (Com. SW.). 
 

 
Fig. 8. Current density induced in the metallic 
slab. 
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Fig. 9. Magnetic potential distribution computed at 
steady state for θ=1 and ε=1E-2. Max. Pot.: 
5.82x10-7 Wb/m, Min. Pot.: 0 Wb/m. 
 

 
Fig. 10. Temperature distribution computed at 
steady state for θ=1 and ε=1E-2. Max. Temp.: 
337.16 °K, Min. Temp.: 303.15 °K. 

 
VII. CONCLUSION 

The BDF-Theta algorithm for the variable 
time step and order has been applied for the first 
time to solve a weakly coupled electro-thermal 
formulation using 2-D first-order finite elements. 
The electrical power losses due to the Eddy 
currents and the voltage sources were computed 
and used in the heat equation. An electrical circuit 
coupled to thick conductors has been included in 
the model. A minimum and absolute time step 
criteria were proposed to incorporate the time 
steps restrictions from the EDE and the HE. The 
proposed time-step criterion avoids small time 
steps and model instabilities. The developed 
model was programmed in C language and used to 
solve a numerical example.    
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Abstract ─ Cylindrical transverse-flux permanent-
magnet linear machine (TFPMLM) is a novel 
electric machine used for free piston energy 
converters. As the disadvantages of low power 
factor and complex manufacture exist in the 
conventional TFPMLM, this paper employs the 
staggered (not overlapped) stator teeth to reduce 
the flux leakage, and further increase the power 
factor and force density. In this paper the flux 
leakage and performances of two topologies are 
researched and compared. Then thorough analysis 
is made on axial 3-phase TFPMLM, which has 
great potential in force density and power factor. 
Thrust fluctuation, force density and power factor 
of the axial TFPMLM are analyzed. Moreover, the 
methods to improve force density and power factor 
are researched. Finally, a scheme with power 
factor up to 0.52, force density up to 2.17×105N/m3 
is developed. 
 
Index Terms ─ Flux leakage, force density, linear 
machine, power factor, and transverse flux. 
 

I. INTRODUCTION 
Transverse flux permanent-magnet machine 

(TFPMM) is a special structure PM machine. 
Unlike traditional machines, the electric load and 
magnetic load of TFPMM are decoupled from each 
other. High torque/force density can be obtained by 
improving the electric and/or magnetic load. So 
scholars make further research on the theory and 
technology of TFPMM, and great achievements 
have been made. TFPMM has broad prospect of 

application in wind power generation, marine 
propeller, linear drive, magnetic levitation, etc [1]. 

Since Professor H. Weh designed the first 
prototype of transverse flux machine (TFM), the 
later scholars have proposed a variety of different 
structures of transverse flux machines to improve 
the performance and the processing technology [2]. 
A TFM with C-shaped stator core was proposed by 
Rolls-Royce in Britain; the stator is made of soft 
magnetic composite (SMC), which has poor 
magnetic properties and high cost [3]. A C-core 
TFM was proposed by Royal Institute of 
Technology in Sweden, which has high power 
factor but low torque density [4]. An E-core TFM 
was proposed by Aalborg University in Denmark, 
which is suitable for high speed application 
because of the less pole number [5]. A TFM with 
claw-pole stator and outer rotor was proposed by 
Aachen Institute of Technology in Germany, 
which has small outer diameter, with liquid cooling 
used for heat dissipation [6]. Similar topology was 
investigated by the University of Southampton in 
UK [7]. A reluctance type TFM was proposed by 
the University of Calgary in Canada, which has 
simple manufacturing process, but increases the 
amount of permanent magnets [8]. A TFM with 
permanent-magnet screen technology was 
proposed by the Electrotechnology Research 
Institute in Korea, which uses the permanent-
magnet flux to weaken the leakage flux, and the 
machine performance is improved [9]. For TFMs, 
the problems of complicated structure, difficult 
manufacturability, and low power factor normally 
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exist. So a large number of researches have been 
developed on how to improve the power factor, 
simplify the structure, and optimize the parameters. 
The research work mainly focus on  the application 
of new materials (SMC), optimal design methods 
(particle swarm design, magnetic field screen, and 
genetic algorithm), parameter optimizations (3-D 
finite element method, equivalent magnetic circuit 
method), control optimizations (harmonics current 
injection, symmetric current control), etc[10-15]. 

In this paper, a novel cylindrical transverse-
flux permanent-magnet linear machine (TFPMLM) 
is proposed based on the previous research work 
on rectangular topology [16], which is used for a 
free-piston generator system. Cylindrical structure 
is more convenient to manufacture, and more 
suitable for assembling with the free-piston power 
generation system. Moreover, the novel cylindrical 
topology can solve the problems of high flux 
leakage and low power factor existing in the 
former rectangular one. Two different topologies 
are proposed and compared. The 3-D finite 
element method (FEM) (Maxwell 14.0) is used to 
simulate the flux distribution in different parts of 
the machine. With Armature and PM flux leakage 
considered, local optimization is used to find the 
best axial thickness of the stacked long stator core 
and pole arc coefficient. With power factor and 
force density considered together, parametric 
match optimization is used, with the combination 
of winding turns and pole number, the combination 
of air-gap length and axial length, and the 
overlapping cross-sectional angle of adjacent stator 
cores are investigated. 

 
II. STRUCTURE AND LEAKAGE 

FACTOR OF THE NOVEL STAGGERED-
TEETH CYLINDRICAL TFPMLM 

A. Structure 
Compared with traditional TFPMLM, the 

novel staggered-teeth cylindrical TFPMLM has a 
quite different stator structure. There are two kinds 
of arrangements of the machine structure, called 
axial 3-phase structure and circumferential 3-phase 
structure, respectively. For every pole pair, stator 
teeth are composed of three types of laminations 
arranged in the form of I, III, II, and III, 
successively, as shown in Figs. 1 (a) and 2 (a). I 
and II are defined as the stacked long stator core. 
Windings of each phase are wounded around the 

roots of the teeth. Stator structure and mover 
structure are shown in Figs. 1 (b) and (c) and Figs. 
2 (b) and (c), respectively. For 3-phase machine, 
the phase windings have two ways of arrangement, 
namely axial and circumferential 3-phase 
windings. For axial 3-phase structure, the adjacent 
phases are arranged by 2/3 pole pitch displacement 
in axial direction, as shown in Fig. 1 (d). For 
circumferential 3-phase structure, coils around two 
adjacent teeth forms a phase winding, and 3-phase 
windings are evenly distributed circumferentially, 
the PMs of the adjacent phases are arranged by 2/3 
pole pitch displacement in the axial direction, as 
seen in Fig. 2 (d). 

 
 

 

 
 

(a) Stator laminations. 
 

 
 

(b) Stator structure. 
 

 

 
 

(c) Mover structure. 
 

 

 
 

(d) 3-D FEM model. 
 

Fig. 1. Axial 3-phase structure. 
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(a) Stator laminations. 

 

 
(b) Stator structure. 

 

 

 

 
 (c) Mover structure. 

 

 

 
(d) 3-D fem model. 

 
Fig. 2. Circumferential 3-phase structure. 

 
B. General forms of flux leakage 

There are PM flux leakage and armature flux 
leakage in TFPMLM. Leakage factor is defined as 
the ratio of the total flux and the main flux. Taking 
circumferential structure as an example, PM flux 
leakage includes flux leakage between transverse 
adjacent PMs, diagonal PM flux leakage between 
poles and flux leakage between longitudinal 
adjacent PMs, as in Fig. 3. Flux leakage between 
transverse adjacent PMs is defined as PM 
transverse leakage σpmt; the diagonal PM flux 
leakage between poles and the flux leakage 
between longitudinal adjacent PMs are defined as 
PM longitudinal leakage σpml. To calculate the 
leakage factor, the total flux and each flux leakage 
are calculated by 3D FEM, respectively. The flux 
leakage paths are shown by the solid arrow lines in 
Figs. 3 and 4. For each flux leakage, a yellow 
calculated plane is set up in the path of the flux 
leakage, and the flux leakage can be calculated by 
integrating the flux density on the plane. Both axial 

thickness of stacked long stator core and arc 
coefficient play a significant role in the PM flux. 

 

      
(a) Flux leakage between transverse adjacent PMs.    

 

 

     

 

 
(b) Diagonal PM flux leakage between Poles. 

 

   

 

 
(c) Flux Leakage between Longitudinal Adjacent 

PMs. 
 

Fig. 3. PM flux leakage paths and calculated planes. 
 

Armature flux leakage includes slot flux 
leakage, flux leakage between teeth, and flux 
leakage between poles, as seen in Fig. 4. In 
addition, slot flux leakage and flux leakage 
between the teeth are defined as armature 
transverse leakage σat; the flux leakage between 
poles is defined as armature longitudinal leakage 
σal. Unlike PM flux leakage, armature flux 
leakage is mainly influenced by axial thickness of 
stacked long stator core. 

 

 

   

 

 
 

(a) Slot flux leakage. 
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(b) Flux leakage between teeth. 

 
 

   

 

 
(c) Flux Leakage between Poles. 

 
Fig. 4. Armature flux leakage paths and calculated 
planes. 

 

C. Optimization of leakage factor 
In this part, the topologies in Figs. 1 (d) and 2 

(d) are optimized to reduce the flux leakage. Local 
optimization and FEM (provided by commercial 
software Maxwell 14.0) are used to find the best 
axial thickness of the stacked long stator core and 
pole arc coefficient. 

1) Optimization of the leakage factor of the axial 
three-phase type. 

The major parameters of the axial three-phase 
structure machine are shown in Table I. 

 
Table I: Main parameters of axial three-phase type. 

Parameters Value Parameters Value 

Rated power 
(kW) 

1 
Outer 

diameter of 
stator yoke 

74mm 

Rated 
velocity 

(m/s) 
3 

Inner 
diameter of 
stator yoke 

60mm 

Rated 
voltage(V) 

44 
Outer 

diameter of 
stator tooth 

50mm 

Material of 
the stator 

core 

DW315-
50 

Inner 
diameter of 
stator tooth 

26mm 

Material of 
the mover 

core 

DW315-
50 

Thickness of 
tooth 

12mm 

Permanent 
Magnet 

N35SH 
Length of air-

gap 
1mm 

Winding 
Single 

parallel-
Thickness of 

PM 
3mm 

wounded 
concentr

ated 
winding 

Turns per 
phase 

52 
Outer 

diameter of 
mover 

18mm 

Slot fill factor 70% 
Outer 

diameter of  
shaft 

10mm 

Number of 
poles per 

phase 
16 Pole pitch 15mm 

 
The following analysis is based on the 

condition that the pole pitch stays unchanged. The 
effect of thickness of the stacked long stator core 
on the armature flux leakage factor is analyzed 
when PMs are excluded, as shown in Fig. 5. While 
Fig. 6 shows the effect of thickness of the stacked 
long stator core on the PM flux leakage factor in 
the case that PM singularly produces flux.  
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Fig. 5. Armature flux leakage factor versus axial 
thickness of the stacked long stator core. 
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Fig. 6. PM flux leakage factor versus axial 
thickness of the stacked long stator core. 

 
Considering the leakage factor of the armature 

and PM simultaneously, the axial thickness of the 
stacked long stator core is selected to be 10 mm. 
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The effect of arc coefficient on the PM flux 
leakage factor is shown in Fig. 7. It can be seen 
that with the increase of arc coefficient, PM 
longitudinal leakage increases, leading to an 
increase in the flux leakage factor. The PM flux 
leakage factor reaches a minimum of 1.17 when 
pole arc coefficient is 0.8, which is chosen to 
increase the PM utilization rate. 
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Fig. 7. PM flux leakage factor versus pole arc 
coefficient. 

 

2) Optimization of the leakage factor of 
circumferential three-phase type. 

The major parameters of the circumferential 
three-phase structure machine are shown in Table 
II. 

 
Table II: Main parameters of the circumferential 
three-phase type. 

Parameters Value Parameters Value 
Rated 
power 
(kW) 

1 
Outer 

diameter of 
stator yoke 

78mm 

Rated 
velocity 

(m/s) 
3 

Inner 
diameter of 
stator yoke 

70mm 

Rated 
Voltage(V) 

44 
Outer 

diameter of 
stator tooth 

52mm 

Material of 
the stator 

core 
DW315-50 

Inner 
diameter of 
stator tooth 

42mm 

Material of 
the mover 

core 
DW315-50 

Thickness of 
tooth 

12mm 

Permanent 
Magnet 

N35SH 
Length of 

air-gap 
1mm 

Winding 

Single 
parallel-
wounded 

concentrate
d winding 

Thickness of 
PM 

4mm 

Turns per 35 Outer 36mm 

phase diameter of 
mover 

Slot fill 
factor 

70% 
Outer 

diameter of  
shaft 

18mm 

Number of 
poles per 

Phase 
48 Pole pitch 15mm 

 
Due to the same structure of the stator tooth 

per phase in the case of axial and circumferential 
structure, armature flux leakage of both is similar. 
While PM flux leakage factor of the two differs 
slightly because of the different PM arrangements. 
The effects of thickness of stacked long stator core 
on armature flux leakage factor and PM flux 
leakage factor are shown in Figs. 8 and 9, 
respectively. Considering the leakage factor of the 
armature and PM simultaneously, the axial 
thickness of the stacked long stator core is selected 
to be 12mm. 
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Fig. 8. Armature flux leakage factor versus axial 
thickness of the stacked long stator core. 
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Fig. 9. PM flux leakage factor versus axial 
thickness of the stacked long stator core. 

 
The trend of the PM leakage factor versus arc 

coefficient is shown in Fig. 10. Considering 
electromagnetic performances, pole arc coefficient 
is selected to be 12/15. 
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Fig. 10. The PM flux leakage factor versus the pole 
arc coefficient. 
 

3) Performance comparison between two 
structures. 

The key dimensions of the two types have been 
initially determined in the analysis above. In this 
part, simulation of no-load and load characteristics 
of the two types of machines is made by simplified 
3-D FEM model, as realized in Figs. 1 (d) and 2 
(d), and the results are shown as follows. The 
simplified model is based on equation (1), 

2 .phE fNp                      (1) 

The thrust and back EMF of the simplified 
model and full model has the ratio of ps/p, where ps 
is the simplified pole pair number and p is the pole 
pair number in the full model. In this paper, ps/p is 
1/8. No-load characteristics of the two structures 
are shown in Figs. 11 and 12. 

When the armature windings are fed with rated 
currents IN = Iq = 7.6 A (d-axis current Id is 0) and 
the mover moves at rated speed, load back EMF 
and thrust of the two structures are shown in Figs. 
13 and 14. To make a clear comparison, some key 
performances are listed in Table III. 
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(a) No-load back EMF. 
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(b) Detent force. 
 
Fig. 11. No-load performance of the axial 3-phase 
structure. 
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(a) No-load back EMF. 
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(b) Detent force. 
 

Fig. 12. No-load performance of circumference 3-
phase structure. 
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(a) Load back EMF. 
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(b) Thrust. 
 

Fig. 13. Load performance of the axial 3-phase 
structure. 
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(a) Load back EMF. 
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(b) Thrust. 
 

Fig. 14. Load performance of the circumference 3-
phase structure. 

 
Table III: Performance comparison of the two 
structures. 

 Axial 3-
phase type 

Circumferential 
3-phase type 

the aberration 
rate of no-load 

EMF 
0.0667 0.3137 

Detent force 3.46 4.45 
Thrust fluctuation 12.12% 12.44% 

Force 
density(N/m3) 

1.40×105 4.17×104 

 

Compared with the circumferential structure, 
the axial counterpart has a lower back EMF 
aberration rate and detent force, but has almost the 
same thrust fluctuation. The latter also has a higher 
force density. Therefore, axial 3-phase type is 
chosen for further study. 

 
III. THRUST FLUCTUATION, FORCE 
DENSITY AND POWER FACTOR OF 

AXIAL TFPMLM 
A. Theoretical analysis 

From the previous analysis, thrust fluctuation 
is as high as 12.12 % for axial structure. Thrust 
fluctuation results in the vibration and noise of the 
machine, and especially in the case of low speed, 
resonance [17]. 

Detent force is the key indicator of thrust 
fluctuation. For normal linear machines, detent 
force can be decreased by modifying the pole 
pitches of stator and mover [18, 19]. While in the 
proposed machine, this method becomes useless 
because the pole pitch of the stator equals to that of 
the mover. The decrease of the detent force can be 
achieved by changing the arc coefficient, since the 
distribution of the harmonic magnetic field varies 
with arc coefficient significantly. 

Being the primary concern of the novel 
cylindrical TFPMLM, force density and power 
factor are analyzed for axial structure by deducing 
the formulae of force density and power factor. 
Thrust is given by equation (2), 

2
s

si c

3 2
cos .

8

l
F NpB J D S

 


       (2) 

The symbol N is the turns-in-series per-phase, p is 
pole pair number, Bδ is air gap flux density, τ is the 
pole pitch, ls is axial length of PM, Dsi is the inner 
diameter of the stator, and Sc is the cross-sectional 
area of the conductor. The force density is given by 
equation (3), 

si c
2 2

o o

cos3 2
.

2
( )

4

sl D SF
F NJB

D D
p

 


 
   

(3) 
The symbol Do refers to the outer diameter of the 
stator. The power factor is defined by equation (4), 

    ph

2 2
ph q

cos .
( )

E

E LI






             (4) 
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Where Eph is the phase back EMF. The power 
factor can be further derived as shown in equation 
(5), 

2
q

4 2

1
cos .

32( )
1

( )s
si

LI
l

NpB vD











        (5) 

From equations (3) and (5), it is obvious that the 
force density and the power factor depends on ls/τ, 
i.e., the pole arc coefficient α. In condition that the 
pole arc coefficient remains constant, the axial 
thickness of the stacked long stator core affects the 
force density via utilization ratio of the PM and 
power factor via the armature flux leakage. 

 

B. 3D-FEM simulation 
When the axial thickness of the stacked long 

stator core stays 10 mm, no-load and load 
performances with different pole-arc coefficients 
are shown in Figs. 15, 16, and 17, respectively. 
The aberration rate of the no-load EMF and decent 
force decrease firstly, and then increase. 
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Fig. 15. The decent force and aberration rate of no-
load EMF versus pole arc coefficient. 
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Fig. 16. Power factor and force density versus 
pole-arc coefficient. 

The force density and power factor increase 
firstly, and then decrease. It can be seen that 
favorable no-load and load performances are 
achieved when pole arc coefficient is 12/15. 
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Fig. 17. Thrust fluctuation versus pole arc 
coefficient. 

 
When the pole arc coefficient stays 12/15 and 

the axial thickness of the stacked long stator core 
ranges from 8 mm to 15 mm, the performances of 
no-load are shown in Fig. 18. The aberration rate 
of no-load EMF increases at first, and then 
decreases; the decent force has the opposite 
phenomena. When the axial thickness of the 
stacked long stator core ranges from 8 mm to 15 
mm, the performances of the load are shown in 
Fig. 19. The force density firstly increases, and 
then decreases; the power factor has a descending 
trend. When the axial thickness of the stacked long 
stator core is 10 mm, the thrust fluctuation is the 
lowest, as shown in Fig. 20. With the performances 
of no-load and load taken into account, the axial 
thickness of the stacked long stator core is chosen 
to be 10 mm.  
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Fig. 18. The decent force and aberration rate of no-
load EMF versus axial thickness of the stacked 
long stator core. 
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Fig. 19. Power factor and force density versus axial 
thickness of the stacked long stator core. 
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Fig. 20. Thrust fluctuation versus axial thickness of 
the stacked long stator core. 

 
On the overall, when the pole-arc coefficient is 

12/15 and axial thickness of the stacked long stator 
core is 10 mm, favorable no-load and load 
performances are achieved. 

 
IV. THE METHODS TO IMPROVE 

FORCE DENSITY AND POWER 
FACTOR OF TFPMLM 

Neglecting the saturation and armature 
reaction, thrust of the machine is given by equation 
(6), 

2
cos .

2 m ph

p
F m NI

  


           (6) 

 

According to equation (6), there are three ways to 
improve the thrust of the preciously determined 
machine: increasing the air-gap flux Φm, increasing 
the armature current Iph, and increasing the number 
of turns N. It is also necessary to take the effects on 
the power factor into account when implying the 
three methods. Power factor is determined by 
either equation (7) or (8) [20], 

1cos cos[tan ( )]i

m




 ,               (7) 

1

0

cos cos[tan ( )].qI X

E
              (8) 

The symbol Φi is the flux that armature winding 
produces when armature current acts 
independently. The symbol Φm is the air-gap flux 
when permanent magnets act independently, X is 
the reactance, and Eo is the RMS value of no-load 
EMF. By increasing the air-gap flux Φm, the power 
factor and the force density can be increased at the 
same time. If the armature current Iph is increased, 
the increased q-axis current Iq results in a lower 
power factor, though a higher force density can be 
achieved. Force density can be increased when the 
number of turns N is increased, but the power 
factor lowers dramatically as the reactance X is in 
proportion to the square of the number of turns N. 

 

A. Combination of winding turns and pole 
number 

According to the calculation results, the 
reactance X of the designed TFPMLM is 24.32 Ω, 
which is much larger than the reactance of the 
traditional radial-flux PM machine. Hence, a large 
reactance is another reason for the low power 
factor of TFPMLM. Besides, from equation (2) it 
is obvious that the number of pole pairs p needs to 
vary with the number of turns N in order to 
guarantee rated power output.  

The 3D-FEM simulation results are shown in 
Fig. 21. It is easy to see that with the increase of 
the number of turns, the power factor decreases 
dramatically, while the force density has a very 
modest increase.  
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Fig. 21. Power factor and force density versus 
number of turns matching number of poles. 
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As a trade-off, the number of turns and pole 
pairs are chosen to be 32 and 26, respectively. And 
in this case, the power factor is 0.46 and the thrust 
density is 1.14×105 N/m3. 
 

B. Combination of air-gap length and axial 
length 

As analyzed above, increasing Φm can increase 
the power factor and the force density 
simultaneously. The decrease of the air-gap length 
is the effective means of increasing Φm. A 
simplified FEM model for the pole-pair number 
being 2 and number of turns 32 is simulated. 
Similarly, the number of pole pairs varies with the 
change of air-gap length to guarantee rated power 
output. Figure 22 shows the trends of power factor 
and force density with regard to air-gap length.  
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Fig. 22. Power factor and force density versus air-
gap length matching number of poles. 

 
It can be seen that the power factor and the 

force density both increase with the decrease of 
air-gap length. Thrust and thrust fluctuation are 
shown in Fig. 23. When the air-gap is 0.8 mm, 
thrust fluctuation is the lowest. 
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Fig. 23. Thrust fluctuation versus air-gap length / 
number of poles. 

To ensure modest thrust fluctuation, the air-
gap length is better to be 0.8 mm. The number of 
pole pairs is chosen to be 24. In this case, power 
factor is 0.49 and thrust density is 1.35×105 N/m3. 
 

C. Overlapping cross-sectional angle of adjacent 
stator cores 

Overlapping cross-sectional angle of adjacent 
stator core is defined as θ as seen in Fig. 24, which 
can be optimized to get better power factor and 
force density. To reduce the axial armature-flux 
leakage, the adjacent stator teeth of the proposed 
machine are designed to be staggered. The 
accompanying problem is that the utilization ratio 
of PM is only 1/2. To compromise, overlapping 
cross-sectional angle of adjacent stator core can be 
optimized to get better power factor and force 
density, as is shown in Fig. 25. 

 

 
 

Fig. 24. Overlapping cross-sectional angle of 
adjacent stator core. 
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Fig. 25. Power factor and force density versus 
overlapping cross-sectional angle of adjacent stator 
core. 
 

It can be seen that the force density keeps 
increasing, while the power factor first increases to 
the largest value, and then decreases. That is 
because the axial armature-flux leakage increases 
dramatically when overlapping cross-sectional 
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angle of the adjacent stator core is too large. With 
the variation of the overlapping angle, thrust 
fluctuation is shown in Fig. 26. It is observed that 
the thrust fluctuation first decreases, and then 
increases. When overlapping cross-sectional angle 
of adjacent stator core is 15°, thrust fluctuation 
reaches a minimum value. 

On the overall, in order to get high power 
factor and force density, θ is chosen to be 30°. The 
final model is simulated by 3-D FEM and the 
results are shown in Fig. 27. The final proposed 
TFPMLM has power factor of 0.52 and force 
density of 2.17×105 N/m3. The efficiency of the 
designed TFPMLM is 88.3%. These performances 
are similar to most well-designed TFMs, but the 
machine structure in this paper is quite simple. 
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Fig. 26. Thrust fluctuation versus overlapping 
cross-sectional angle of adjacent stator core. 
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(a) No-load EMF. 
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Fig. 27. No-load and load performances of the final 
proposed TFPMLM. 

 
V. CONCLUSION 

A novel cylindrical transverse-flux permanent-
magnet linear machine (TFPMLM) is proposed, 
which has axial 3-phase structure and 
circumferential 3-phase structure. The novel 
structure has the benefit of decreasing the flux 
leakage, which is the main factor that is affecting 
the performances of the TFPMLM. The axial 3-
phase structure has better performances of back 
EMF and force density when compared to previous 
research. In the further study, a favorable scheme 
is achieved by optimizing the axial stacked stator 
core thickness and pole arc coefficient. In order to 
further improve the machine performance, the 
combination of number of turns and axial length, 
combination of air-gap length and axial length, and 
overlapping angle between adjacent stator teeth are 
reasonably matched. Finally, a scheme with power 
factor of 0.52, efficiency above 0.88 and force 
density up to 2.17×105 N/m3 has been designed. 
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