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Abstract ─ This paper presents a weakly coupled 
formulation for the electromagnetic and thermal 
fields by applying the backward differentiation 
formula (BDF) and the Theta algorithm for the 
adaptive time-stepping and variable order 2D 
finite-element discretization. A coupling of the 
electromagnetic diffusion equation (EDE) and the 
electrical circuit equations is also included. A 
minimum time step criterion is adopted and an 
algorithm for the time-step size and order selection 
is implemented. The proposed model was 
programmed in C language. An example is 
presented to show the application of the 
formulation.  
  
Index Terms - Coupling, electrical circuits, 
electro-thermal analysis, finite elements, and time-
stepping.  
 

I. INTRODUCTION 
The coupled problem analysis (CPA) involves 

the coupling and solution of two or more partial 
differential equations (PDE’s) [1]. Recently, the 
CPA has been applied in electromagnetics, 
thermal and fluid flow field problems for solving 
power quality troubles in electrical and electronic 
devices [2-5]. The use of modern numerical 
techniques and advanced computational tools 
makes possible the CPA. The finite element is a 
numerical technique used for solving space and 
time domain PDE’s [6, 7]. A huge amount of 
numerical processes take place in a transient CPA 
computation. Fast and efficient algorithms are 
required for the transient CPA. Numerical 
methods based on constant time steps, such as the 
Euler methods, are not appropriate in a transient 

CPA due to the high computational time that is 
required [8]. Instead, variable time-stepping 
strategies are recommended [9]. The backward 
differentiation formula (BDF) is a variable time-
stepping method, which is A-stable and L-stable 
and is recommended for solving stiff problems 
[10, 11]. The Theta algorithm is a non-variable 
time-stepping method, where the parameter θ is 
chosen such that 0 ≤ θ ≤ 1 and different solution 
schemes are obtained [12, 13]. A finite element 
(FE) BDF-Theta strategy has been successfully 
implemented for solving the transient EDE [14]. 

In this paper, the BDF-Theta strategy reported 
in [14] is applied for solving a weakly coupled 
electro-thermal 2D-FE transient formulation. The 
methodology is applied using 2D first-order 
triangular elements. A coupling of the EDE and 
the electrical circuit equations is included in the 
model [15]. A suitable minimum FE time-step 
criterion is adopted to avoid small time steps and 
instability. An algorithm for the proper time-step 
and order selection is implemented. An error 
control criterion and an initial guess prediction 
algorithm are applied for convergence 
acceleration. The developed formulation was 
applied to compute the magnetic vector potential, 
temperature distributions, and induced electrical 
current in a metallic slab close to a conductor fed 
with a voltage source. The model formulation was 
programmed in C language. 

 
II. DOMAIN EQUATIONS 

A CPA is carried out for the electro-thermal 
analysis of an electrical device. An electro-thermal 
analysis is commonly required in the design of 
electrical motors, generators, and transformers 
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[16-18]. This paper develops an electro-thermal 
CPA model. Therefore, the EDE and the heat 
equation (HE) are the subject of this paper. The 
EDE and the HE are described by a diffusion type 
PDE as in equation (1), 
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where f  is a function, C1,2  are constants, So is a 
source function, and t the time. The EDE and the 
HE are properly obtained considering the list of 
symbols shown in Table I. However, in electric 
devices modeling some special considerations in 
the EDE must be considered. The electric devices 
may be fed by voltage sources and/or current 
sources (see Table I) and they present a variety of 
electrical connections.  

Equations (2) and (3) show the formulation of 
the EDE for thick conductors that are fed by a 
voltage source [14], 
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where V is the voltage, R represents the resistance, 
I  the current, σ the electrical conductivity, ℓ the 
length, and St the total surface of the conductor. 
The resistance R for thick conductors is defined as, 
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Table I: Equivalent symbols for the EDE and HE. 

The power loss density is calculated with 
equations (2) and (3). Afterwards, the HE is used 
to obtain the temperature distribution.   

III. FINITE ELEMENT MODEL 
The set of equations (1)-(4) is solved using 

first order triangular FE and the Galerkin 
residuals. Equations (5) and (6) show the FE 
discretization for the EDE, HE, and the electric 
circuit equations, 
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where, 
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where i and j stand for the nodes numbers, n is the 
time step number, ∆t is the time-step defined as 
∆t=tn+1-tn, Ni,j represents the 2D first-order 
triangular FE shape functions, m is the number of 
elements conforming a conductor, S is the area of 
the triangular element, and g is the local node 
numbering in a triangular element. By introducing 
a parameter θ in equation (5) such that, 
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the theta scheme in equation (12) is obtained as 
follows,   
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The Taylor series are used to obtain a linear 
approximation of the temporal partial 
differentiation in equation (12) as, 
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Nevertheless, the resulting equation gives 
stable results for θ > 1/2 as the time step ∆t→0 
[12]. The Taylor series approximation in equation 
(13) involves fixed time steps that lead to large 
computation times. An alternative approximation 
for the temporal partial differentiation in equation 
(12) is the implementation of the BDF. The BDF 
is a variable time-stepping algorithm that allows 
savings in the computational time. In addition, the 
BDF has good stability properties for orders less 
than sixth [10].  
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In the next section the BDF-Theta algorithm 
developed in [14] has been implemented to solve 
the weakly coupled electro-thermal problem 
described by equation (12).  
 

IV. BDF-THETA ALGORITHM 
The BDF-Theta includes the damping 

characteristics of the theta algorithm and the 
variable time-stepping and order algorithms of the 
BDF method. The effectiveness and accuracy of 
the BDF-Theta method is reported in [14] where 
the model results have been compared against an 
analytical solution. The arithmetic operations 
performed with the BDF-Theta are smaller in 
comparison with the Runge-Kutta methodologies 
[8, 14, 19-20]. Different schemes of solution 
depending on θ are obtained from the BDF-Theta 
method, e.g., the implicit scheme of the BDF-
Theta method leads to the common BDF-implicit 
solver strategies, such as the ones used in the 
DASSL code [10]. The implementation of the 
BDF-Theta produces a nonlinear system of 
equations that are solved by the Newton-Raphson 
(NR). 

Once the BDF-Theta algorithm is applied in 
equation (12), the residual and Jacobian are 
obtained by equations (14) and (15), respectively,    
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where K represents the order and backward data 
required to evaluate equation (14).  

The algebraic process to obtain αg from 
equations (14) and (15) is described in [11] and it 
is defined as, 
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for 0 <g ≤ K, while for g = 0, 
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Equations (16) and (17) store information at 
tn+1-K, which is used to evaluate the temporal 
partial differentiation in equation (12) at each time 
step. The solution of equations (14) and (15) is 
obtained by applying equation (18) and distinct 
schemes of solution are allowed by varying θ, 
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where  fn+1 are the unknown variables and fn the 
last iteration values. The initial guess prediction 
algorithm can be implemented in equation (18) for 
the convergence acceleration [11, 21]. 

 
V. THE WEAKLY ELECTRO-

THERMAL MODEL  
The proposed weakly modeling is obtained 

from equations (14) and (15). The symbols in 
Table I are replaced into equations (14) and (15) to 
obtain the EDE and the HE. The residual and 
Jacobian for the EDE are shown in equations (19) 
and (20), respectively, 
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while the residual and the Jacobian for the HE are, 
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The solution of equations (19) to (22) is 
obtained from equation (18). Equations (19) to 
(22) were programmed in C language and solved 
using a sparse direct solver [22-23]. The flowchart 
of the programmed code is shown in Fig. 1. In a 
first step, the meshing, the physical parameters, 
the simulation time ts, and the boundary conditions 
are executed. The BDF-Theta proposes a 
minimum time-step constraint [14]. The use of a 
minimum time-step in the model avoids the 
presence of discontinuities in the numerical results 
and brings numerical stability [11, 14]. Reference 
[14] proposes a minimum time-step constraint 
∆tmin for the EDE as, 

                    2
EDE hCt  min                   (23)     

where C is a constant chosen such that C ≤ 1 and h 
is related to the minimal FE size [13, 24]. 
However, in a CPA a minimum time-step per 
phenomenon must be defined. Wherefore, this 
paper proposes a minimum time-step constraint for 
the HE as, 
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In a CPA model, the different time-step 
restrictions must be incorporated in an absolute 
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minimum time-step ∆tmin. This paper proposes the 
absolute minimum time-step strategy defined by 
equation (25), 
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The time-step criterion in equation (25) has 
been successfully used for fluid flow analysis in 
[13]. Once the time-step defined in equation (25) 
is calculated, an initial guess prediction algorithm 
is performed for convergence acceleration as it is 
indicated in [14]. The convergence in equation 
(18) accelerates when the predicted values Apn+1 

and Tpn+1 are near to the system solution. 
Equations (19) and (20) are calculated until a 
certain relative error ε is accomplished. 
Afterwards, the coupled circuit equations at 
equation (6) are solved. The power loss density is 
calculated and used for solving equations (21) and 
(22). The power loss density is obtained as, 
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The first term at the right hand side of 
equation (26) represents the power loss density 
due to the Eddy currents. The second term in 
equation (26) represents the power loss density 
due to the current or voltage sources (see Table I). 
Equation (26) is used in equations (21) to (22) and 
the HE is solved until a predefined relative error ε 
is achieved. The time loop is performed while 
tn+1≠ts. A new order and a new time-step are 
calculated at each iteration. The Gear’s algorithm 
has a suitable technique to calculate ∆t and the K 
order at each time iteration [11]. The Gear’s 
algorithm changes the K order up or down by 
defining a time step ratio ηK as, 
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where ηj
K is the time step ratio of the K order in 

the node jth, f refers to the unknown variables A 
and T at Table I, fp are the predicted values and ∆fj 
is an absolute error (error control) allowed in the 
jth unknown variable.  

In this paper, the ∆fj quantities are the last 
iteration values from ∆An+1 and ∆Tn+1 in the NR. 
The maximum time-step ratio for the next iteration 
is chosen as ηK = minjЄNODη

j
K where NOD refers to 

the set of nodes in the FE mesh. The order K for 
the next iteration is obtained by comparing the 

quantities ηK, ηK-1, and ηK+1 and selecting maxK-

1≤Υ≤K+1 ηΥ. The process to obtain the quantities ηK, 
ηK-1, and ηK+1 is described in [11]. From the time 
loop, two different time steps (∆tEDE and ∆tHE) and 
two orders (KEDE and KHE) are obtained. The order 
KEDE is applied in equations (19) and (20) and the 
order KHE is used in equations (21) and (22). An 
absolute time-step is obtained from ∆tEDE and ∆tHE 
using equation (25) as in equation (28), 
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Fig. 1. Flowchart of the developed model. 

 

 
Finally, the time-step ∆t for the next iteration 

is selected as ∆tmin if ∆tabs ≤ ∆tmin and selected as 
∆tabs if ∆tmin ≤ ∆tabs.  
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VI. NUMERICAL EXAMPLE  
The problem domain and parameters for a 

nichrome wire placed above an aluminum slab are 
shown in Fig. 2. The nichrome wire is fed with a 
voltage source. The power loss density is 
generated by the electrical conductivity and the 
eddy currents. The power loss densities increment 
the temperature gradient in the domain. The 
Dirichlet boundary condition is used for the EDE 
and the HE. 

 
 

 
 
Fig. 2. Problem domain used in the numerical 
example. 
 
 

The weakly electro-thermal CPA model 
shown in Fig. 1 was programmed in C language 
and solved for the domain illustrated in Fig. 2. The 
mesh has 2587 nodes and 5016 first order 
triangular elements. The model was executed in a 
laptop computer with a 2 GHz dual core processor 
and 2 GB RAM. Two numerical experiments were 
made for relative errors ε of 1E-1 and 1E-2 with 
θ=1. The modeling results are shown in Table II. 
It was found that for tighter relative errors ε the 
orders KEDE and KHE are higher and more stable as 
it is reported in Table II and shown in Figs. 3 and 
4. It can be concluded that higher time-steps and 
lower time-loop iterations are attained for tighter 
relative errors in ε. The time-step ∆t evolution 
throughout the simulation time is shown in Fig. 5. 

It was found that the time-step is more stable 
for a tighter error ε. Nevertheless, the NR loop in 
the model causes a higher computation time for a 
tighter error ε. The proposed model was used to 
obtain the electromagnetic and thermal transient 

response at points P1(0, 0.0019), P2(0, 0.0023), and  
P3(0, 0.003) shown in Fig. 2. The numerical results 
shown in Figs. 6 and 7 were obtained using an 
implicit scheme (θ=1) and a relative error of 
ε=1E-2. The transient solution for a simulated time 
of 150 s required 234 s of computation time. The 
steady state was attained after 1 ms of simulated 
time for the EDE and after 100 s for the HE. The 
time steps are short before the first 1 ms of 
simulated time due the small time constant of the 
EDE in equation (28). Afterwards, the time steps 
are larger due to the time constant of the HE in 
equation (28). The modeling results were 
compared against those obtained with a 
commercial software [25] and an error less than 
1E-5 was achieved as it is shown in Figs. 6 and 7. 
The induced current density shown in Fig. 8 was 
estimated from the Eddy currents in the metallic 
slab and by solving the electric circuit equations 
given by equation (6). Finally, the potential 
distribution for the EDE and the HE are shown at 
Figs. 9 and 10. The electrical current in the 
nichrome wire at Fig. 2 produces the magnetic 
potential distribution shown in Fig. 9. The 
temperature distribution at Fig. 10 is caused by the 
Eddy currents in the metallic slab and by the 
power loss density obtained from the voltage 
source in the nichrome wire. The hot spot was 
located in the nichrome wire where the 
temperature rises 34 °K above the ambient 
temperature. 
 
Table II: Numerical behavior obtained in the 
model for ε = 1E-1 and ε = 1E-2.  

  
ε=1E-1 

 
ε=1E-2 

 

Max KEDE 
 

5 
 

5 
 

Max KHE 
 

2 
 

3 
 

Max ∆t 
 

27.92 
 

55.18 
 

Time 
iterations 

 

 
278 

 
267 

 

Computation 
time (s) 

 

 
228 

 
234 
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Fig. 3. Evolution of the order KEDE for θ=1 and ε 
equals to 1E-1 and 1E-2. 
 
 

 
 

Fig. 4. Evolution of the order KHE for θ=1 and ε 
equals to 1E-1 and 1E-2. 
 
 

 
 

Fig. 5. Time-step ∆t evolution for θ=1 and ε 
equals to 1E-1 and 1E-2. 

 
Fig. 6. Transient response of the EDE at points P1, 
P2, and P3 for θ=1 and ε=1E-2. Results computed 
with the propose model (Model) and a commercial 
software (Com. SW.). 
 

 
Fig. 7. Transient response of the HE at points P1, 
P2, and P3 for θ=1 and ε=1E-2. Results computed 
with the propose model (Model) and a commercial 
software (Com. SW.). 
 

 
Fig. 8. Current density induced in the metallic 
slab. 
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Fig. 9. Magnetic potential distribution computed at 
steady state for θ=1 and ε=1E-2. Max. Pot.: 
5.82x10-7 Wb/m, Min. Pot.: 0 Wb/m. 
 

 
Fig. 10. Temperature distribution computed at 
steady state for θ=1 and ε=1E-2. Max. Temp.: 
337.16 °K, Min. Temp.: 303.15 °K. 

 
VII. CONCLUSION 

The BDF-Theta algorithm for the variable 
time step and order has been applied for the first 
time to solve a weakly coupled electro-thermal 
formulation using 2-D first-order finite elements. 
The electrical power losses due to the Eddy 
currents and the voltage sources were computed 
and used in the heat equation. An electrical circuit 
coupled to thick conductors has been included in 
the model. A minimum and absolute time step 
criteria were proposed to incorporate the time 
steps restrictions from the EDE and the HE. The 
proposed time-step criterion avoids small time 
steps and model instabilities. The developed 
model was programmed in C language and used to 
solve a numerical example.    
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