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Abstract ─ In this paper, a new perfect magnetic 
conductor (PMC) substrate for improving the 
directivity of patch and dipole antennas is 
introduced. We used biased grounded ferrite to 
construct this new substrate. The most important 
difference between this substrate and the other 
artificial magnetic conductor (AMC) structures is 
the homogeneity. A conventional electromagnetic 
AMC has a periodic nature and as a result it is not 
homogenous but this novel substrate is 
homogenous. The results show that the directivity 
of both the patch and the dipole antennas is 
improved surprisingly in the presence of this novel 
homogenous PMC substrate. The physical reasons 
for the improvements are also given. Moreover, at 
the last section, we have calculated the magnetic 
loss of this magnetic anisotropic substrate. 
  
Index Terms ─ Biased-grounded ferrite, dipole 
antenna, directivity, Faraday rotation, magnetic 
loss, patch antenna. 
 

I. INTRODUCTION 
   Gyrotropic and magnetic materials have brought 
a lot of advantageous such as antenna 
miniaturization or beam squint for antenna 
applications [1-3]. Biased ferrites or magnetic 
photonic crystals are some examples for these 
types of materials. 
   A perfect magnetic conductor (PMC) is a 
concept, dual to the perfect electric conductor 
(PEC), but the nature did not provide a PMC 
material due to lack of magnetic charges [4]. Too 
many attempts were made to design artificial 
PMCs using electromagnetic band-gap (EBG) 
structures [5-6]. Suppression of surface waves by a 
PMC surface results in higher efficiency, smoother 
radiation pattern, and less back lobe and side lobe 

levels in antenna applications particularly for 
microstrip antennas [7-9] like patch antenna. 
   A dipole antenna with low profile configuration 
is a main aim in wireless communications. In such 
a design, the overall height of the dipole antenna 
structure is usually less than one tenth of the 
operating wavelength [10]. Due to reverse image 
of antenna produced by a PEC ground plane the 
dipole antenna radiation efficiency encounters a 
dramatic reduction. [10]. To solve this problem, 
dipoles are located at a height of 0.25ߣ	௦ or 
higher from the ground plane which is not 
practical for the wireless communication systems 
[10]. But in this paper we have reduced this height 
to 0.005ߣ	௦. 
   Shahvarpour et al, in [11] has shown that the 
surface of a grounded biased ferrite can be used as 
a PMC surface. In this paper we have used this 
idea and asserted that a grounded biased ferrite can 
function as a new substrate for the patch antenna 
and as a new ground for the dipole antenna to 
solve the deficiencies of these antennas. 
   In Section II, we briefly explain the role of 
Faraday rotation in a grounded biased ferrite for 
creation of a PMC surface. In Section III, we 
explain the application of this PMC surface for 
increasing the directivity of patch antenna and 
furthermore, in Section IV, we use the property of 
grounded biased ferrite to increase the directivity 
of a dipole antenna and at last in Section V, we 
discus and calculate the magnetic loss of this 
magnetic anisotropic substrate. 
 

II. GROUNDED BIASED FERRITE 
   A grounded ferrite is a ferrite which is backed 
with a PEC plane. As it is stated in [11], at the 
first, consider an electromagnetic wave with ܧ and ܪ directed along the +ݕ and +ݖ respectively as it 
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is shown in Fig. 1a. When this electromagnetic 
wave illuminates the interface of the biased ferrite 
and the air as shown in Fig. 1b, it will experience 
Faraday rotation because both the wave 
propagation and the bias have a same direction 
along the ݔ. With the respect to characteristics of 
the biased ferrite, we can design ݄ (the thickness 
of the ferrite) such that the wave senses a 90° 
rotation through the ferrite. Therefore, the ܧ and 
the ܪ will be directed along െݖ and +ݕ 
respectively as it is shown in Fig. 1c. When the 
wave hits the PEC at the back of the ferrite the 
electric field undergoes phase reversal and the new 
direction of ܧ will be +ݖ as it is shown in Fig. 1d. 
The reflected wave from PEC will experience 
same 90° Faraday rotation again and the tangential 
magnetic fields will cancel out each other on the 
ferrite-air surface and at last the PMC condition 
will be satisfied as shown in Fig. 1e.  

 

 
Fig. 1. (a to e) show the way that how a grounded 
ferrite can propose a PMC condition on its surface 
[11]. 
 

At this conceptual design of PMC surface, the 
effect of mismatch on ferrite-air surface is 
neglected. But it is mathematically shown in [11] 
that it has a negligible effect. At the continuation, 
we use this method to design a PMC substrate for 
patch and a ground for dipole antenna. 

III. PATCH ANTENNA 
   Both the patch antenna and the dipole antenna 
are designed to operate at 3GHz. So, the grounded 
ferrite should satisfy the 90° Faraday rotation at 
3GHz to realize a PMC substrate at the operating 
frequency. Now, we calculate the	݄  (the thickness 
of ferrite substrate) using the following equations 
[12]: 
ሺఠ,௬ሻߠ  ൌ െ ቂఉశሺഘሻ_ఉషሺഘሻଶ ቃ ሺ1ሻ																																							ݕ േሺఠሻߚ                      ൌ ߱ඥߤߝሾߤఠ േ ݇ఠሿ ൌ߱ඥߤߝඥሾߤఠᇱ െ ఠᇱᇱሿߤ݆ േ ሾ݇ఠᇱ െ݆݇ఠᇱᇱሿ ൌ ߱ඥߤߝߤേሺఠሻ	ሺ2ሻ  
 
where ߚ + and ߚ + represent the right-handed 
circularly polarized (RHCP) and left-handed 
circularly polarized (LHCP) propagation 
constants, respectively. Because the ferrite is 
biased in the Y direction the permeability tensor 
is: 
ߤ̿  ൌ μ 0 െjk0 μ 0jk 0 μ ൩                                             (3) ߤ ൌ μሺ1 + ݇ ሻ                                                     (4)ݔ ൌ െ݆μ                                                             (5) ݔ ൌ ᇱݔ െ ݕ ᇱᇱ                                                       (6)ݔ݆ ൌ ᇱᇱݕ + ᇱݔ ᇱ                                                       (7)ݕ݆ ൌ ൣఠబఠ൫ఠబమିఠమ൯ାఠబఠఠమఈమ൧் ᇱᇱݔ (8)                           ൌ ൣఈఠబఠ൫ఠబమାఠమሺଵାఈమሻ൯൧் ᇱݕ (9)                                 ൌ ൣఠఠ൫ఠబమିఠమሺଵାఈమሻ൯൧் ᇱᇱݕ (10)                                   ൌ ଶఈఠబఠఠమ்                                                 (11) ܶ ൌ ሾ߱ଶ െ ߱ଶሺ1 + ଶሻሿଶߙ + 4߱ଶ߱ଶߙଶ            (12) ߙ ൌ ఊ∆ுఓబଶఠ 																																																																ሺ13ሻ ߱ ൌ ߱	ܽ݊݀		ܪߛߤ ൌ 4πܯߛ௦																								ሺ14ሻ 
 
The angular velocity ߱ is often called the Larmor 
frequency and γ is the ratio of mass over the 
angular momentum of an electron which is 1.759 ൈ 10ଵଵ ܥ	 ൗ݃ܭ  . 

For the parameters: ݂= 3GHz, 4πMs = 0.101 
T, ΔH = 20 Oe,	ߝ ൌ  = 0.124 T, theܪߤ ,13.2	
required 90° Faraday rotation angle will be 
achieved by putting ݄ = 4 mm. So, a grounded 
slab ferrite with the aforementioned parameter can 
realize a PMC surface.  
   The patch antenna on the new substrate is shown 
in Fig. 2. The patch antenna is supported by a 
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dielectric layer with ߝ= 2.35 (blue section in Fig. 
2). The dimensions of this dielectric layer are 
38.4mm 38.3mm and the thickness of this 
supporter dielectric is 1.14 mm. This supporter 
dielectric is surrounded by the designed ferrite 
with the dimensions 103mm 103mm and its 
thickness is 4mm (the yellow section in Fig. 2). 
This ferrite substrate is backed by a PEC ground to 
form a grounded ferrite. This grounded ferrite can 
be biased by a slab magnet at the back of the PEC. 
This magnet provides ߤܪ= 0.124 T. The 
dimensions of the rectangular patch are 32 mm 32 
mm, this patch on the substrate with ߝ= 2.35 and 
the dimensions of 38.4mm 38.3mm can resonate 
at 3 GHz. The patch is fed by a pin which is 8 mm 
away from the center point of the patch along with 
the ݖ-axis. The ଵܵଵ is plotted in Fig. 3. CST 
Microwave Studio 2009 is used for simulation.   
 

 
 

 
 
Fig. 2. The perspective view and side cut view of 
patch antenna on the ferrite substrate. 
 
The operating frequency of the patch antenna 
shifts to 3.03 GHz in the presence of the ferrite. 
The directivity of a conventional patch antenna is 
almost 7 dBi but as it can be seen in Fig. 4 the 
directivity of the proposed patch antenna backed 
by new biased grounded ferrite substrate is 10.7 
dBi at the 3.03 GHz. 

 

 

 
Fig. 3. S11 for patch antenna above the biased 
ferrite substrate. 
 

 

 
Fig. 4. Directivity of improved patch, E-plane and 
H-plane at f= 3.03GHz. 
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The main reason for low directivity of the 
conventional patch antenna is the surface waves in 
TE, TM or hybrid modes excited by the patch into 
the dielectric slab. But by the biased grounded 
ferrite substrate, the surface of the substrate will 
change into PMC at operating frequency and the 
tangential component of the magnetic fields will 
vanish and therefore eliminates the TM modes. As 
a result, the amount of coupled power into the 
substrate will reduce and it causes an increase in 
the directivity and the gain. 

 
IV. DIPOLE ANTENNA 

   The dipole antenna above the new ferrite ground 
is shown in Fig. 5.  
 

 
 

 
Fig. 5. The upper figure is the schematic of dipole 
antenna above the grounded biased ferrite 
substrate and the lower figure is the S11 of the 
antenna. 
 

The dipole is designed to operate at 3GHz. 
The length of the dipole is 50mm and it is located 
0.005λଷୋୌ above the surface of the grounded 
biased ferrite. The ferrite should realize a PMC 
surface at 3GHz so we have used a ferrite which 
its characteristics are same as the ferrite which 
mentioned in the previous section. The grounded 

ferrite dimensions are 90mmൈ70mmൈ 4mm. The 
operating frequency of the dipole antenna shifts to 
2.95 GHz in the presence of the ferrite substrate. 
The Sଵଵ is shown in the Fig. 5. 
   The E-Plane and the H-Plane directivity of this 
system are obtained and they are shown in Fig. 6. 
The directivity of the dipole antenna is 
surprisingly increased to 10.4 dBi. 
   In wireless applications, Dipole antennas do not 
function effectively when positioned very close 
and parallel above a PEC ground plane because of 
the reverse image currents, which reduces the 
antenna radiation efficiency [10] but in our case a 
positive image current is created by biased 
grounded ferrite. This is the main reason for 
increasing the directivity. 
 

 

 
Fig. 6. The directivity of the improved dipole, E-
plane and H-plane at ݂= 2.95GHz. 
 
   In conventional dipole antenna which operates in 
wireless communication, for solving the problem 
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of reverse image and directivity reduction, the 
dipoles are positioned at the height of 0.25λ or 
higher from the ground plane which is not 
practical for the wireless communication systems 
[10]. But in our proposed structure, with this new 
PMC ground the height is decreased to 0.005ࣅ. 

 
V. MAGNETIC LOSS 

   As it is evident in Eq. (2), the right hand 
circularly polarization and left hand circularly 
polarization have different permeability. They are ߤ + ݇ and ߤ െ ݇ for RHCP and LHCP 
respectively. The magnetic loss of the ferrite 
substrate can be taken into consideration by 
calculating the imaginary part of the permeability 
for different polarizations separately. The real and 
the imaginary parts of the ߤ + ݇ and ߤ െ ݇ for 
right and left hand circularly polarizations are 
calculated and compared in Fig. 7. 
   As it is apparent the imaginary part of 
permeability for both polarizations is negligible in 
comparison with corresponding real parts. 
Therefore, we can conclude that the magnetic loss 
in this structure is not the main problem and we 
can neglect it. Also, it is apparent that the 
imaginary part is negative, which is expected for 
passive medium. 
   Now, we shortly discuss about the effects of the 
operating frequency on the performance for this 
proposed material specially, magnetic loss. There 
are two methods for realization of PMC surface by 
using a biased grounded ferrite with assumption of 
a fixed thickness. As it was mentioned above, to 
realize a PMC surface by biased grounded ferrites 
for a specific thickness, the ferrite should be able 
to rotate the electromagnetic wave 90 degrees. If 
we suppose a fixed thickness for the ferrite and a 
constant static magnetic field for biasing the 
ferrite, the speed of Faraday rotation will be 
increased by increasing the magnetic saturation of 
the ferrite. As a result of this phenomenon, the 90 
degrees Faraday rotation will occur at lower 
frequencies but we should notice that by 
increasing the magnetic saturation the magnetic 
loss will also increase. Therefore, a trade-off 
should be considered between the loss and 
lowering the operating frequency. Another 
solution for the lowering the operating frequency 
for a fixed thickness can be found by decreasing 
the magnetic resonance of the ferrite which means 
decreasing the amount of the applied static 

magnetic field. Decreasing the magnetic resonance 
of the ferrite seems better idea comparing with 
increasing the magnetic saturation because, by 
decreasing the amount of the applied static field 
the magnetic loss decreases. 
 

 
 

 
Fig. 7. Real and imaginary parts of effective 
permeability for RHCP and LHCP. 
 

As a result of the aforementioned discussion 
the concept of PMC by using biased grounded 
ferrite is applicable for low frequency bands 
utilizing above mentioned ideas. 
 

VI. CONCLUSION 
   A new substrate for patch antenna and a new 
ground for dipole antenna have been designed. 
The directivity and the magnetic loss are 
calculated. The results show that, the directivity 
for patch and dipole is improved meaningfully. 
This new substrate can increase the directivity of 
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the patch antenna up to 10.7 dBi and the 
directivity of the dipole antenna up to 10.4 dBi. 
And moreover the height of the dipole antenna 
was decreased from 0.25λ୰ୣୣ	ୱ୮ୟୡୣ to 
0.005λ୰ୣୣ	ୱ୮ୟୡୣ, which is very suitable for 
wireless communications. Since this substrate is 
made by ferrite, the magnetic loss is calculated 
and it is presented that this loss is negligible for 
this structure.   
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Abstract ─ In this article, an optimized E-shaped 
patch antenna for Bluetooth (2.4 - 2.484 GHz) 
and UWB (3.1- 10.6 GHz) applications with 
WLAN (5.15 - 5.825 GHz) band-notched 
characteristics is proposed. The dimensions of the 
E-shaped structure in addition to the position of 
the slotted C-shape in the ground plane are 
optimized using recent optimization techniques 
such as modified particle swarm optimization 
(MPSO), bacterial swarm optimization (BSO), 
and central force optimization (CFO). The 
optimization algorithms were implemented using 
MATLAB-software and linked to the CST 
Microwave Studio Suite® version 2011 to 
simulate the antenna. Next, the effects of the 
laptop structure on the antenna radiation 
characteristics are considered. To validate the 
results, the antenna structures are simulated by 
the finite difference time domain method 
(FDTD). 

Index Terms - E-shape antenna, FDTD method, 
notched-UWB, optimization techniques. 

 
I. INTRODUCTION 

The commercial usages of ultra-wideband  

 
 

(UWB) frequency band from 3.1 GHz to 10.6 
GHz, was approved   by Federal Communica-
tions Commission (FCC) in 2002 [1]. Recently, 
UWB technology has been widely used in 
various radars and has attracted much attention 
for communication systems [2-4]. UWB 
antennas must cover FCC definition for the 
indoor and handheld UWB applications, have 
electrically small size, and hold a reasonable 
impedance match and omnidirectional radiation 
patterns over the entire band. With the 
development of UWB technology, various types 
of planar UWB antennas have been developed 
with many various shaped planar elements, such 
as rectangular, circular, elliptical, pentagonal, 
and triangular geometries for UWB applications 
[5-12]. One of the most widely studied antennas 
is the E-shaped antenna due to its broadband 
capability including 2-6 GHz wireless comm-
unication systems [13,14]. In [15], a wideband 
circularly polarized E-shaped patch antenna for 
wireless applications are proposed. Recently, a 
new miniaturized E-shaped printed monopole 
antenna is designed for UWB applications [16]. 
In addition, the E-shaped patch antenna is 
proposed in [17] for millimeter wave frequencies 

786 ACES JOURNAL, VOL. 27, NO. 10, OCTOBER 2012

1054-4887 © 2012 ACES

Submitted On: Feb. 19, 2012
Accepted  On: July 22, 2012



(31.6-40 GHz).  
Over past years, Bluetooth has been widely 

used in portable devices such as mobile phones, 
PDAs and notebooks etc. In 2006, the Bluetooth 
Special Interest Group selected the multi-band 
orthogonal frequency division multiplexing 
(MB-OFDM) version of the UWB to integrate 
with the current Bluetooth wireless technology. 
However, consumers usually prefer lighter and 
thinner products, and one of the solutions is to 
have a single antenna to work in both UWB and 
Bluetooth. On the other hand, some existing 
narrow bands for other communication systems, 
such as WLAN (5.15–5.825 GHz) cause 
interference with UWB systems. To solve this 
problem, it is desirable to design antennas with 
band-notched characteristic to minimize 
potential interference [18]. The undesired 
frequencies can be rejected using different 
techniques so that the system performance may 
be enhanced well. One simple way is to etch thin 
slots on the antenna surface, such as U-shaped 
slot [19], T-shaped slot [20], and L-shaped slot 
[21].  Moreover, a planar integrated antenna 
working on both Bluetooth and UWB 
applications with WLAN band notched 
characteristics has been recently introduced for 
systems operating in those two communication 
systems [22-24].  

Furthermore, the latest trend is to build 
these wireless systems into portable devices 
through various interfaces [25-27]. For 
embedded solutions, the antennas are required to 
reside with the devices such as the laptop 
computer itself, underneath the plastic, 
composite, or metals covers. However, one has 
to suffer from the degraded performance of 
embedded antennas. The embedded antennas 
usually do not perform as well as external ones 
due to greatly reduced space required for 
optimal designs, being partially hidden within 
semi-conducting or conducting materials and the 
proximity effect of metallic cover and/or liquid 
crystal display (LCD) panel. To achieve 
acceptable performance of embedded antennas, 
the commonly used method is to keep the 
antenna away from any metal component of a 
laptop computer. Depending on the design of 
laptop computers and type of antennas, the 
distance between the antenna and metal 
components should be as large as possible [28]. 

In this study, an E-shaped patch antenna is 
optimized using recent optimization techniques 
such as modified particle swarm optimization 
(MPSO) and bacterial swarm optimization 
(BSO) in addition to central force optimization 
(CFO) which are completely described before in 
[29], [30], and [31], respectively. However in 
[30,31], simple antennas are considered with one 
or two variables to be optimized. In this paper, 
the antenna design is more complicate with 
multivariable and constraints. The antenna 
parameters such as return loss and radiation 
patterns are discussed. Then, the optimized E-
shaped antenna will reside in a laptop computer 
to study the degradation performance of 
embedded antenna. The antenna is analyzed 
completely using CST Microwave Studio which 
linked with MATLAB to optimize the antenna 
via Visual Basic for Applications (VBA) 
programs. Interchanging information between 
CST Microwave studio and Matlab allows the 
implementation of optimization algorithms not 
included in the Microwave studio environment 
itself [32]. The paper is organized as follows. In 
Section II, the antenna design and numerical 
results are presented. Section III presents the 
degradation of the embedded E-shaped antenna 
in Laptop computer. Finally, Section IV presents 
the conclusions. 

 

II. ANTENNA DESIGN AND 
NUMERICAL RESULTS 

The schematic of the E-patch antenna 
structure is shown in Fig. 1(a), depicts the front 
and back structure of the patch antenna. 
The dimensions of E-shaped patch are arranged 
on a 28 x 32 x 0.8 mm3 thick quartz-crystal sub-
strate with permittivity constant εr = 3. Concrete 
dimension parameters are shown in Fig. 1(b), 
where, L1 = 14.8 mm, L2 = 3.2 mm, L3 = 10 mm, 
and line width wi = 2.8 mm. Fig. 1(c) shows the 
dimension parameters in ground plane such as L9 
= 5mm, L8 = 1mm. A partial ground plane with 
C-shape slot is considered for band notch 
characteristic from 5 – 6 GHz. A 50 Ω SMA is 
connected to the end of the feeding strip L1 and 
grounded to the edge of the ground plane. 

In this paper, the E-shape patch antenna 
dimensions are optimized firstly using the PSO 
algorithm integrated with the CST Microwave  
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L5= 1.58 mm

L5= 3.95 mm

L5= 4.75 mm

L5= 8.42 mm

L5= 10 mm

for the rest of the parameters such as L1, L2, L3 
has no significant effect on return Loss S11. 

Table 1 shows the optimized values for 
selected antenna parameters from different 
optimization algorithms to achieve our goals. 
Figure 3 shows a comparison between the return 
losses obtained from different optimization 
techniques. From the comparisons between CFO 
and PSO, it can be seen that CFO had 
significantly better performance on the notched 
band. However, the CFO algorithm yielded 
slightly worse results on the Bluetooth band 
compared to PSO. It is clearly seen that, the 
BSO algorithm slightly outperformed to the 
MPSO algorithm in the Bluetooth band. 
However, approximately exact notch is obtained 
using MPSO (5.01 – 6 GHz) with a minimum 
S11 of -4.7 dB compared to the notch obtained by 
BSO (4.88 – 6 GHz) with an S11 of -4.15 dB. In 
summary, it can be found that the BSO 
algorithm outperformed PSO and CFO 
algorithms and was comparable to the MPSO for 
this antenna design. The simulated return loss 
results illustrate the ability of the proposed 
antenna to cover the ISM2450 band and UWB 
respectively with a notched band from 5 to 6 
GHz. Table 1 shows also the required 
computation time for each algorithm on Toshiba 
laptop, Pentium(R) Dual core CPU @ 2GHz, 
2.00 GB RAM, 32 bit operating system. 

 
Table 1: The optimized antenna parameters           
using different optimization techniques 

 Optimization Technique 
PSO  MPSO CFO BSO 

L4(mm) 8.8 11.34 10.52 9.78 

L5 (mm) 6.28 4.75 7.33 3.46 

L6(mm) 3.94 2.93 5.18 5.37 

L7(mm) 7.83 8.225 8.19 9.16 

L10 (mm) -0.527 1.59 -0.18 1.611 

L11(mm) 7.69 5.8 7.03 5.829 

Time (day) 3.91 3.98 4.05 4.11 

(a) The variation of L4 parameter on the return loss. 
 

 
(b) The variation of L5 parameter on the return loss. 
 

(c) The variation of L6 parameter on the return loss. 
 

(d) The variation of L7 parameter on the return loss 
Fig. 2. Return loss curves for different antenna 
parameters. 
 

2 3 4 5 6 7 8 9 10 11 12
-35

-30

-25

-20

-15

-10

-5

0

Frequency (GHz)

S 11
 (d

B)

 

 

L4= 2.83 mm

L4= 5.67 mm

L4= 8.5 mm

L4= 11.34 mm

L4= 12.1 mm
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In the CST Microwave Studio simulator, 
which based on frequency domain solver (finite 
element), the following settings were used for 
time domain simulations: the minimum mesh 
step = 0.7, maximum mesh step = 2.605 and the 
mesh cells = 15,925 (Nx = 36, Ny = 36, Nz = 
14). The mesh line ratio limit was set to 50 with 
an equilibrate mesh ratio of 1.19. Open add 
space boundary condition is applied in all 
directions with thermal boundaries isothermal (T 
= constant), while the parameters for FDTD 
computation were set as follows: the domain 
was 152 x 138 x 45 cells with a cell size of ∆x = 
0.29 mm, ∆y = 0.29 mm, ∆z = 0.29 mm. The 
FDTD lattice needs to be terminated by perfectly 
matched layer (PML) on all sides; a spatially 
varying conductivity should be used in order to 
avoid numerical reflections at the interface of 
FDTD/PML regions. The computational domain 
was terminated with 8 cells perfectly matched 
layer in all directions (PML) with a time step of 
551.7 ps and number of time step is 3000 time 
step. 

Figure 4 illustrates the simulated current 
distribution on the optimized antenna by BSO 
algorithm at 2.45, 4, and 9 GHz. One can 
observe that, most current concentrated under 
the patch and more areas are needed for low 
frequency (2.45 GHz) than for high frequencies 
(4 and 9 GHz). The electric currents are mainly 
concentrated around the feeding strip at high 
frequencies. As shown in Figs. 4(b) and 4(c), the 
UWB element appears more active and the 
Bluetooth element appears colder at 4 and 9 
GHz. Therefore, the top and middle rip strips are 
concluded to be responsible to generate the 
Bluetooth band.  

 

 
Fig. 3. Return losses comparison for optimized 
antenna using different optimization algorithms. 

III. EMBEDDED ANTENNA IN LAPTOP 
COMPUTER 

To perform the study of integration and 
packaging, a generic model of a laptop computer 
is assumed. The overall dimensions of the laptop 
structure are:   base unit (2.6 x 3.6 x 3 cm3) and 
screen (2.5 x 3.6 x 1.5 cm3). The open angle (α) 
of the computer to simulate actual operation is 
assumed to be 105o as shown in Fig. 5. The 
fabricated model consists of a Lucite (εr = 3.6) 
body, clad in copper tape across the base unit 
structure, which is meant to mimic the 
computer’s internal shielding. The optimized 
antenna using BSO algorithm is embedded in the 
center of the screen. 

In this section, the effects of the laptop 
structure on the E-shaped antenna properties 
have been studied numerically. The input 
matching and radiation pattern characteristics 
have been calculated and compared. Figure 6 
shows a comparison between the return losses 
obtained  from  the  antenna  in free  space  and  

 
 
 
 
 
 
 
 
 
 

(a) f = 2.45 GHz 

(b) f = 4 GHz (c) f = 9 GHz 

Fig. 4. Simulated current distributions of the 
optimized antenna using BSO at different 
frequencies. 
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Fig. 5. Embedded E-shaped Antenna in Laptop. 
 
those embedded in  the  Laptop  structure with 
CST MWS package. It has been shown that the 
laptop structure slightly affect the antenna input 
reflection coefficient without disturbing the 
antenna resonant frequency and the impedance 
bandwidth. To validate the results, a finite 
difference time domain (FDTD) program code 
written with MATLAB is used to simulate the 
antenna either in free space or embedded in 
Laptop computer [33-35]. In addition, Fig. 6 
shows a comparison between the simulated 
results with FDTD method and EM simulator 
of CST Microwave Studio software which 
based on a finite element method (FEM) for 
return loss in the range 2 – 12 GHz. A good 
agreement between the FDTD simulated results 
and those produced by CST Microwave Studio 
are achieved. The differences between the 
calculated results using the FDTD method and 
the CST MWS are related to the applied 
numerical techniques difference (FDTD and 
FEM). The parameters for FDTD computation 
were set as follows: the domain was 180 × 200 
× 43 cells with a cell size of ∆x = 0.2 mm, ∆y = 
0.2 mm, ∆z = 0.283 mm. The computational 
domain was terminated with perfectly matched 
layer (PML) of 8 cells in all directions.  

 

Fig. 6. Return losses comparisons between the 
antenna only and the embedded antenna in 
Laptop using FDTD method and the CST. 

Figures 7(a), 7(b), and 7(c) show the 
radiation patterns of the antenna in free space 
and that embedded in laptop in x-z plane and x-y 
plane at 2.45, 4 GHz, and 9 GHz, respectively. It 
is found that, the antenna has approximately 
omni-directional characteristics in the x-z plane.   
 

 
Fig. 7. Simulated radiation patterns of the 
proposed antenna at different frequencies. 
             Eθ                          Eφ (Antenna in free space) 
             Eθ                      Eφ (Embedded Antenna) 
 
As expected, the presence of the laptop structure 
affects the antenna radiation pattern due to the 

                  x-z plane                               x-y plane 
 
 
 
 
 
 
 
 
 
 
 

                              (a) f = 2.45 GHz 
 

 
 
 
 
 
 
 
 
 

 
 

(b) f = 4 GHz 
 
 
 
 
 
 
 
 
 
 
 

 
(c) f = 9 GHz 
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interference of the reflected wave from the 
keyboard with the direct wave radiated from the 
antenna element. In the horizontal plane, in spite 
of the presence of the keyboard structure, the 
(total power) radiation pattern is almost 
omnidirectional in both front and back 
hemispheres.  

Finally, the effects of changing the open 
angle on the antenna characteristics are studied. 
Figure 8 shows the effect of changing the open 
angle on the return loss. It is found that, the 
return loss in the Bluetooth band is slightly 
improved as the open angle increase. In addition 
it affects the UWB range by decreasing and 
increasing the high cutoff frequency. The effect 
of changing the open angle on the radiation 
patterns are depicted in Fig. 9. As shown in 
figure, a slight change is observed due to 
changing the open angle without any effect on 
the antenna omnidirectionality.   

 
Fig. 8. Return losses comparison for embedded   
antenna with different open angles. 

 
IV. CONCLUSIONS 

In this article, an E-shaped patch antenna is 
designed using recently optimization techniques 
such as MPSO, CFO, and BSO for 
Bluetooth/notched UWB applications. 
The algorithms have been implemented in 
MATLAB and the prototype simulations have 
been carried out using the CST Microwave 
Studio simulator. It is found that the BSO 
algorithm is slightly outperformed than MPSO 
and CFO. In addition, the optimized antenna is 
embedded in laptop computer which slightly 
affect the antenna return loss without disturbing 
the resonant frequency and the impedance 
bandwidth; however, it affects the antenna 

radiation patterns without any disturbance on the 
antenna omni-directionality. 

            x-z plane                                  x-y plane 
 
 
 
 
 
 
 
 
 
 
 

(a) f = 2.45 GHz 
 

 
 
 
 
 
 
 
 
 
 
 
 

(b) f = 9 GHz 
 

Fig. 9. The simulated radiation patterns of the 
embedded antenna in x-z, and x-y planes at 
different frequencies.  
            α = 90o                    α = 105o                    α = 120o 
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Abstract ─ A compact ultra-wideband (UWB) 
bandpass filter with two controllable highly 
selective notched bands is presented. The modified 
stepped impedance resonator (SIR) and two 
interdigital feed-lines realize the UWB passband. 
The loaded stubs at each side of the modified SIR 
and the U-shaped slot on the ground plane produce 
two notched bands at desired frequencies without 
increasing the total size of the filter. High 
performance achieved by the proposed UWB filter 
is validated by both simulations and 
measurements. 
  
Index Terms - Ultra-wideband (UWB), bandpass 
filter (BPF), stepped-impedance resonator (SIR), 
defected ground structure.  
 

I. INTRODUCTION 
In recent years, due to the attractive merits 

such as high speed date transmission rate, low 
power operation, and large data capacity, ultra-
wideband (UWB) technology has attracted much 
attention since the Federal Communication 
Commission (FCC) released the frequency 
spectrum from 3.1 to 10.6 GHz for commercial 
applications in 2002 [1]. Filters [2-5] are the key 
components in UWB systems. Many researchers 
have explored various UWB bandpass filters via 
different methods: a ring resonator connected by a 
stub [6]; multiple-mode resonator [7]; short-
circuited coplanar waveguide (CPW) multiple-
mode resonator [8]. It is well known that there are 
some undesired narrow band RF signals such as 
wireless local-area network (WLAN) radio signals 
within the UWB frequency range. Thus, there is an 
increasing requirement in UWB bandpass filters 

and antennas with one or multiple notched bands 
within the allocated UWB spectrum [9-14].  

This paper presents a UWB filter using the 
modified stepped impedance resonator (SIR) and 
two interdigital feed-lines. Two controllable 
highly selective notched bands within the UWB 
passband are generated by respectively using 
loaded stubs at each side of the modified SIR and 
etching a U-shaped slot on the ground plane. 
Characteristics of such a filter are studied and a 
demonstrator is validated by simulations and 
measurements.   
 

II. NOTCHED BANDS DESIGN 
In our initial works [15], a UWB bandpass 

filter with one controllable notched band within 
the UWB passband is realized by using a stub-
loaded modified SIR and two identical interdigital 
feed-lines, as shown in Fig. 1(a) except the U-
shaped slot. The UWB passband bandwidth is 
achieved by the modified SIR and two identical 
interdigital feed-lines. A controllable notched band 
within the UWB passband is generated by loading 
identical stub between the high impedance double-
lines at each side of the modified SIR. By properly 
adjusting the length of the loaded stub i.e., L4, the 
lower notched band at desired frequency can be 
achieved, as shown in Fig. 1(b). The bandwidth of 
the notched band can be controlled by tuning the 
width of the loaded stub, i.e., W4. Figure 1(c) 
shows the simulated frequency responses with 
varying W4. It can be seen that the bandwidth 
decreases when increasing W4. According to 
above analysis, the loaded stubs can generate a 
notched band at desired frequency without 
significant influence on the passband performance. 
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Fig. 1. (a) Structure of the UWB bandpass filter, 
(b) Simulated frequency responses of the loaded 
stubs for varying L4 (W4=0.1 mm), (c) Simulated 
frequency responses for varying W4 (L4=5.5 mm, 
d2=0.1 mm, and d3=0.1mm). 
 

The concept of the defected ground structure 
(DGS) has been used extensively in the field of 
microwave devices design. Here a U-shaped DGS 
is proposed to generate the upper notched band. 
Figure 2 shows the configuration and equivalent 
circuit of the proposed DGS resonator. The U-
shaped slot in the ground plane disturbs the shield  
 

 
(a) 

 
(b) 

 
Fig. 2. (a) Configuration of the U-shaped slot, (b) 
Its equivalent circuit. 
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Fig. 3. Frequency responses of the proposed DGS 
for varying W5 and L5 (d5=0.1 mm). 
 
current distribution in the ground plane, which 
changes the capacitance and inductance of the 
transmission line. Thus, the resonance frequency 
of the proposed DGS depends on the physical 
dimensions of the U-shaped slot. In order to 
investigate the influence of the proposed DGS 
dimensions on the frequency characteristics, three 
cases are simulated. The value of d5 is fixed to 0.1 
mm for all cases when the values of W5 and L5 
are varied. The linewidth of the transmission line 
for the proposed DGS section is chosen as 50 Ω 
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Table 1: Extracted equivalent circuit parameters 
for varying W5 and L5 

W5 
(mm) 

L5 
(mm) 

Resonance 
Frequency 

(GHz) 

Cutoff 
Frequency 

(GHz) 
0.5 3.7 8.65 8.57 
0.7 4.1 7.70 7.58 
1.0 4.9 7.25 7.09 
W5 

(mm) 
L5 

(mm) 
Capacitance 

(pF) 
Inductance 

(nH) 
0.5 3.7 9.901 0.034 
0.7 4.1 6.579 0.065 
1.0 4.9 4.918 0.098 
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Fig. 4. Simulated frequency responses for varying 
d5 (W5=1.0 mm, L5=4.9 mm). 
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Fig. 5. Simulated frequency responses for varying 
W5 and L5 (L4=5.6 mm, W4=0.1 mm, d5=0.1 
mm). 
 

for simulations. The simulated results are plotted 
in Fig. 3. As the physical dimensions of the U-
shaped slot increases, the equivalent capacitance 
decreases and the equivalent inductance increases, 
thus the resonance frequency slowly shifts to 
lower position due to the increased inductance. 
The circuit parameters of the equivalent circuit can 
be extracted [16] 
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where ωc is the 3-dB cutoff angular frequency, ω0 
is the resonance angular frequency, Z0 is the 
characteristic impedance of the transmission line, 
and f0 is the frequency of the attenuation pole 
location. Table 1 lists the circuit parameters of the 
equivalent circuit which are extracted from the 
simulated scattering parameters in Fig. 3. The 
bandwidth of the notched band can be controlled 
by the width of the gap, i.e., d5. Figure 4 shows 
the frequency responses with varying d5. It can be 
seen that the bandwidths are proportional to d5. 
Accordingly, the upper notched band can be 
achieved by properly tuning the dimensions of the 
proposed U-shaped slot, but the position of the 
lower notched band doesn’t change as shown in 
Fig. 5. 

 
III. SIMULATED AND MEASURED 

RESULTS 
Based on the above study, a novel UWB 

bandpass filter with two controllable highly 
rejected notched bands is designed. One notched 
band is controlled by the loaded stub, and another 
one is determined by the U-shaped slot on the 
ground plane without increasing the total size of 
the filter. The dimensions for the UWB filter 
[referred to Figs. 1(a), 2(a)] are: W1=1.5 mm, 
W2=0.1 mm, W3=0.76 mm, W4=0.1 mm, W5=0.7 
mm, L1=4.9 mm, L2=2.0 mm, L3=5.6 mm, 
L4=5.6 mm, L5=4.1 mm, d1=2.6 mm, d2= 0.1 
mm, d3=0.1 mm, d4=0.1 mm, d5=0.1 mm. 
Simulation was accomplished using Ansoft HFSS, 
and measurement was carried out on an Agilent 
E8363B network analyzer. Figure 6 illustrates the 
simulated and measured frequency responses of 
the proposed filter. From this figure we can see  
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Fig. 6. Simulated and measured results. 
 

 
(a) 

 
(b) 

 
Fig. 7. Photograph of the fabricated UWB filter (a) 
top view, (b) bottom view. 
 
that the measured passband is from 2.64 GHz to 
10.27 GHz, and the two notched bands are 
centered at 5.74 GHz and 7.86 GHz, respectively. 

The attenuations at the center of the notched bands 
are about -15.551 dB and -15.432 dB, 
respectively. Within the passbands, the return 
losses are below -10 dB. Meanwhile, there is a 
transmission zero located at 13.9 GHz, which 
realizes a good out-of-band rejection. The 
simulated and measured group delays are also 
shown in Fig. 6. It is seen that the measured group 
delays within the passbands are all less than 0.2 
ns. The deviation between the simulated and 
measured results is mainly caused by SMA 
connectors and fabrication. Figure 7 displays the 
photograph of the fabricated UWB filter. 

 
IV. CONCLUSION 

A compact UWB bandpass filter with two 
controllable sharply rejected notched bands has 
been proposed in this letter. The UWB passband 
was realized by using the modified SIR and two 
interdigital feed-lines. Two notched bands at the 
desired frequencies within the UWB passband 
have been achieved by adopting the loaded stubs 
and U-shaped DGS without increasing the total 
size of the UWB filter. The proposed new UWB 
bandpass filter features compact size, easy 
fabrication, and is suitable for UWB wireless 
systems. 

 
ACKNOWLEDGMENT 

This work was in part supported by the 
Fundamental Research Funds for Central 
Universities under contract E022050205, in part 
by the National Natural Science Foundation of 
China under contract 60872034 and 60971029. 

 
REFERENCES 

[1] Federal Communications Commission, “Revision 
of Part 15 of the Commission’s Rules Regarding 
Ultra-Wideband Transmission Systems,” Tech. 
Rep. ET Docket 98-153, FCC02-48, 2002. 

[2] A. Boutejdar, M. Challal, and A. Azrar, “A Novel 
Band-stop Filter Using Octagonal-shaped Patterned 
Ground Structures Along with Interdigital and 
Compensated Capacitors,” Applied Computational 
Electromagnetics Society (ACES) Journal, vol. 26, 
no. 4, pp. 312-318, Apr. 2011. 

[3] G. E. Al-Omair and S. F. Mahmoud, A. S. Al-
Zayed, “Lowpass and Bandpass Filter Designs 
Based on DGS with Complementary Split Ring 
Resonators,” Applied Computational 
Electromagnetics Society (ACES) Journal, vol. 26, 
no. 11, pp. 907-914, Nov. 2011. 

798 ACES JOURNAL, VOL. 27, NO. 10, OCTOBER 2012



[4] A. Eroglu and R. Smith, “Triple Band Bandpass 
Filter Design and Implementation using SIRs,” 26th 
Annual Review of Progress in Applied 
Computational Electromagnetics (ACES), pp. 862-
865, Tampere, Finland, Apr. 2010. 

[5] F. Karshenas, A. R. Mallahzadeh, and J. Rashed-
Mohassel, “Size Reduction and Harmonic 
Suppression of Parallel Coupled-line Bandpass 
Filters using Defected Ground Structure,” Applied 
Computational Electromagnetics Society (ACES) 
Journal, vol. 25, no. 2, pp. 149-155, Feb. 2010. 

[6] H. Ishida and K. Araki, “Design and Analysis of 
UWB Bandpass Filter with Ring Filter,” IEEE 
MTT-S Int Microwave Symp. Dig., vol. 3, pp. 1307-
1310, Jun.  2004. 

[7] L. Zhu, S. Sun, and W. Menzel, “Ultra-wideband 
(UWB) Bandpass Filters Using Multiple-mode 
Resonator,” IEEE Microw. Wireless Compon. Lett., 
vol. 15, no. 11, pp. 796-798, Nov. 2005. 

[8] J. Gao, L. Zhu, W. Menzel, and F. Bogelsack, 
“Short-Circuited CPW Multiple-Mode Resonator 
for Ultra-wideband (UWB) Bandpass Filter,” IEEE 
Microw. Wireless Compon. Lett., vol. 16, no. 3, pp. 
104-106, Mar. 2006. 

[9] F. Wei, C.-J. Gao, B. Liu, H.-W. Zhang, and X.-W. 
Shi, “UWB Bandpass Filter with Two Notched-
bands Based on SCRLH Resonator,” Electron Lett., 
vol. 46, no. 16, pp. 1134-1135, Aug. 2010. 

[10] Q. Li, Z.-J. Li, C.-H. Liang, and B. Wu, “UWB 
Bandpass Filter with Notched Band Using DSRR,” 
Electron Lett., vol. 46, no. 10, pp. 692-693, May 
2010. 

[11] K. Song and Q. Xue, “Asymmetric Dual-line 
Coupling Structure for Multiple-notch 
Implementation in UWB Bandpass Filters,” 
Electron Lett., vol. 46, no. 20, pp. 1388-1389, Sep. 
2010. 

[12] K. Song and Q. Xue, “Compact Ultra-wideband 
(UWB) Bandpass Filters with Multiple Notched 
Bands,” IEEE Microw. Wireless Compon. Lett., 
vol. 20, no. 8, pp. 447-449, Aug. 2010. 

[13] K. S. Ryu and A. A. Kishk, “UWB Antenna with 
Single or Dual Band-notched for Lower WLAN 
Band and Upper WLAN Band,” IEEE Trans. 
Antennas Propag., vol. 57, no. 12, pp. 3942-3950, 
2009. 

[14] J. W. Jung, H. J. Lee, and Y. S. Lim, “Band 
Notched Ultra Wideband Internal Antenna for USB 
Dongle Application,” Microw. Opt. Technol. Lett., 
vol. 50, no. 7, pp. 1789-1793, 2008. 

[15] S. Gao, S. Xiao, and B.-Z. Wang, “Ultrawideband 
Bandpass Filter with a Controllable Notched 
Band,” Microw. Opt. Technol. Lett., vol. 51, no. 7, 
pp. 1745-1748, Jul. 2009. 

[16] D. Ahn, J. S. Park, C. S. Kim, Y. Qian, and T. Itoh, 
“A Design of the Low-pass Filter using the Novel 

Microstrip Defected Ground Structure,” IEEE 
Trans. Microwave Theory Tech., vol. 49, pp. 86-
93, Jan. 2001. 

 

 
Shanshan Gao was born in 
Sichuan Province, China. She 
received the M.S. degrees in radio 
physics from the University of 
Electronic Science and Technology 
of China (UESTC), Chengdu, in 
2008, and is currently working 
towards the Ph.D. degree in radio 
physics at UESTC. Her research 

interests include design and implementation of 
microwave passive devices for ultra-wideband wireless 
communication systems. 
 

Shaoqiu Xiao received the Ph.D. 
degree in electromagnetic field and 
microwave engineering from the 
University of Electronic Science 
and Technology of China (UESTC), 
Chengdu, in 2003.  From January 
2004 to June 2004, he was with 
UESTC as an Assistant Professor. 

From July 2004 to March 2006, he was with the 
wireless Communications Laboratory, National 
Institute of Information and Communications 
Technology of Japan (NICT), Singapore, as a 
Researcher with a focus on the planar antenna and 
smart antenna design and optimization. From July 2006 
to June 2010, he was with UESTC as an Associate 
Professor. He is now a Professor with UESTC. His 
current research interests include microwave passive 
circuits, planar antenna and arrays, and 
electromagnetics in ultra-wideband wireless 
communication. He has authored/coauthored more than 
100 technical journals, conference papers, books, and 
book chapters. 
 

Jia-Lin Li was born in Yibin, 
Sichuan Province, China. He 
received the M. S. degree from the 
University of Electronic Science 
and Technology of China 
(UESTC), Chengdu, China, in 
2004, and the Ph. D. degree from 
the City University of Hong Kong, 

Hong Kong, in 2009, both in electronic engineering.  
From September 2005 to August 2006, he was a 
Research Associate with the Wireless Communication 
Research Center, City University of Hong Kong, Hong 
Kong. Since September 2009, he has been with the 
Computational Electromagntics Laboratory (CEMLab), 
Institute of Applied Physics, School of Physical 
Electronics, UESTC, where he is currently a Professor 

799GAO, XIAO, LI: COMPACT ULTRA-WIDEBAND BANDPASS FILTER WITH DUAL NOTCHED BANDS



of Radio Physics. His research interests include the 
high performance active/passive microwave/millimeter-
wave antennas, circuits and systems realized on PCB, 
multilayer PCB, LTCC, etc. 

Dr. Li received the Outstanding Performance 
Award for Research Degree Students in the Academic 
Year 2007-2008 from the City University of Hong 
Kong, and the APMC Champion at the 2008 Asia-
Pacific Microwave Conference. 
 

800 ACES JOURNAL, VOL. 27, NO. 10, OCTOBER 2012



 Compact Microstrip-fed Monopole Antenna with Modified Slot 
Ground Plane for UWB Applications 

 
 

Maryam Majidzadeh1 and Changiz Ghobadi2 

 
1 Department of Electrical Engineering  

Urmia University, Urmia, Iran 
Maryam_majidzadeh37@yahoo.com 

 
2 Department of Electrical Engineering 

Urmia University, Urmia, Iran 
Ch.Ghobadi@urmia.ac.ir 

 

Abstract ─ A novel UWB microstrip-fed 
monopole antenna with modified structure has 
been designed and analyzed. The main body of the 
antenna under consideration consists of a quasi 
square radiating patch with tapered steps and a 
modified slotted ground plane. Due to the 
repeatedly cutting of three notches on the radiating 
patch and also inserting a rectangular slot and 
three tapered steps on the ground plane, a new 
resonance is excited and a wide bandwidth is 
obtained. By applying two sleeves with proper 
sizes to the antenna structure, an even wider 
impedance bandwidth is achieved. The antenna 
has a compact size of  18×12×1.6mm3 and 
operates over the frequency range of 2.34 – 21.43 
GHz (9.15:1; 160%). The impedance bandwidth 
improvement process of the proposed antenna is 
presented and discussed in detail. 
  
Index Terms ─ Microstrip feed line, UWB 
antenna, wide impedance bandwidth. 
 

I. INTRODUCTION 
Printed monopole antennas, although known 

for many years, are still at the center of the 
attention of the communication experts. Interest in 
these antennas is basically due to their marvelous 
merits such as low profile, easy and cost-effective 
fabrication process and good radiation properties. 
Equipped with such admirable characteristics, 
printed monopole antennas have provided a 
challenging opportunity for antenna designers in 

designing novel antennas satisfying UWB 
requirements. The main drawback to be 
considered in the antenna design realm is the 
problem of inherent narrow bandwidth. There has 
been a vast variety of literature conducted on the 
design of antennas operating over the UWB 
frequency range. Different combinations of 
radiating patch, feed line, and ground plane 
structures have been introduced to widen the 
antenna impedance bandwidth. For instance in [1], 
a square radiating patch with rectangular slots and 
a ground plane with an inverted T-shaped notch is 
introduced. A new band enhancement technique, 
chosen to design an antenna with UWB 
characteristics is proposed in [2]. An UWB 
antenna with an inverted T-shaped slot on its 
radiating patch and an inverted T-shaped 
conductor on the back plane of the substrate is 
proposed in [3]. The antenna presented in [4] is a 
hook shaped antenna with multi branch radiator. 
An antenna with elliptical/circular slots with U-
shaped tuning stub and tapered microstrip feed 
line, is the structure adopted in [5] to reach the 
UWB characteristics. The antenna in [6] is a cross 
slot antenna with U-shaped tuning stub which is 
designed for UWB applications. In [7], a simple 
rectangular radiating patch with a ladder shaped 
conductor on the back plane is excited by a 
microstrip feed line. By introducing a tapered slot 
to the antenna structure in [8], UWB performance 
is obtained. Another antenna with elliptic patch 
and a hexagonal slot etched from the ground plane 
on the other side of the substrate is presented in [9] 
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and provides an impedance bandwidth of 145%. 
An antenna with tapered-shaped slot and a 
rectangular tuning stub for UWB systems is 
offered in [10]. Fractal geometries are also used in 
the design of UWB antennas. Behavior of a 
Sierpinski carpet monopole antenna in analyzed in 
[11]. Also, in [12] a novel UWB antenna is offered 
which rejects WiMAX and WLAN bands. In this 
paper, a novel compact microstrip-fed monopole 
antenna is presented. The proposed antenna has a 
very compact size of 18×12×1.6mm3 and operates 
over the frequency range of 2.34-21.43GHz 
(160%). The antenna benefits from a novel shape 
of ground plane structure and radiating patch. 
Omnidirectional radiation pattern and constant 
gain is observed over the UWB frequency range. 
As mentioned earlier, the proposed antenna, 
besides covering the UWB frequency range, has a 
good performance at higher frequencies ranging 
from 11-21.43GHz. This feature is a salient merit 
which makes this antenna to be a good candidate 
in satellite communications [13]. The remainder of 
the paper is outlined as follows: The structure and 
design process of the antenna are discussed in 
Section II. The simulation results of parametric 
study, measured results and the comparison of the 
antenna performance with some of the recently 
published antennas are presented in Section III. 
Eventually, Section IV concludes the paper. 

 
II. ANTENNA DESIGN 

The schematic of the proposed monopole antenna 
is shown in Fig. 1.a. The fabricated antenna is 
shown in Fig. 1.b. The proposed antenna is printed 
on a cheap FR4-epoxy substrate with permittivity 
of 4.4, loss tangent of 0.002 and thickness of 1.6 
mm. A microstrip feed line with the length and 
width of 6mm and 2mm, respectively, is adopted 
to feed the study antenna. What makes this 
antenna distinctive from the conventional printed 
monopole antennas is the modified structure of its 
ground plane and the inclusion of two sleeves on 
the lowest edges of the radiating patch. The 
radiating element is basically a 10×10 mm2 square 
on which three notches named as (a, a’), (b, b’), 
and (c, c’) are cut. In the main square patch 
without notches, the sudden discontinuity between 
the feed line and the patch, leads to narrow 
bandwidth and degraded radiation pattern. To 
overcome the mentioned problem, the notches are 
embedded on the radiating patch. As it will be 

shown later, due to the removing of the mentioned 
rectangular symmetrical notches from the patch, 
the bandwidth of the antenna is remarkably 
enhanced. Two sleeves with dimensions of 
1.5×0.1 mm2 are added to the edges of the lowest 
steps of the radiating patch to further widen the 
bandwidth. The proposed antenna benefits from a 
new shape of ground plane. A rectangular slot 
with length and width of 4×1.5 mm2 is removed 
from the lowest part of the ground plane. This slot, 
along with three tapered steps, plays an important 
role in the antenna performance. The values of all 
the antenna parameters are given in detail in Fig. 
1.  
 

 

 

 

 

 

 

 

 

 

 

Fig. 1(a). The schematic geometry of the proposed 
antenna, (b) The fabricated antenna. Wsub=12, 
Lsub=18, Wf=2, Lf=6, L1=5.5, L2=1.5, L3=1.5, 
L4=3, L5=3, L6=1.5, W1=1, W2=1, W3=1, W4=0.9, 
W5=0.5, Wg=8, h=1.6 (Unit: mm). 
 

III. RESULTS AND DISCUSSIONS 
The performance of the monopole antenna has 

been investigated using the Ansoft High 
Frequency Structure Simulator (HFSS v. 11). The 
impedance bandwidth, VSWR, gain and radiation 
patterns of the proposed antenna are measured and 
analyzed. All the measured results are obtained 
using the Agilent 8722ES network analyzer. An 
exhaustive parametric study is conducted to verify 

 (a) 

 

(b) 
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the effect of different parameters on the 
performance of the proposed antenna. 
 

A. Ground plane effect 
At first, for explaining the effect of the ground 

plane, four prototypes of proposed antenna (Ant. 
1- Ant. 4), with different shapes of ground planes 
are defined as follows: Antenna 1, includes only a 
ground plane without any slots on it, with the 
width and length of 12mmWW gsub   and mmL 35   
respectively; in Antenna 2, two rectangular slots 
are cut from both sides of the conventional 
rectangular ground plane. In Antenna 2, the 
ground width is reduced to mm8=Wg  while its 
length is kept at mmL 35  . Antenna 3, contains a 
rectangular slot with dimensions of mm5.1×mm4  
inserted on the ground (π-shape); and finally the 
Antenna 4, exhibits the modified ground plane 
proposed in this paper. The VSWR curves for the 
Antenna 1 to Antenna 4 are depicted in Fig. 3. 
These results confirm that both lower and upper 
band edge frequencies are sensitive to the ground 
plane shape and have shifted toward lower and 
higher frequencies respectively, which results in 
bandwidth improvement, especially at higher 
frequencies. 
 

 
 (a)                  (b)                  (c)                  (d) 

 Fig. 2. The geometry of the four prototypes of the 
proposed antennas. (a) Antenna 1, (b) Antenna 2, 

(c) Antenna 3, a (d) Antenna 4 (proposed antenna). 

 

 

Fig. 3. Simulated VSWR curves for the antennas 
presented in Fig. 2. 

B. Rectangular notches on the radiating patch 
As it was mentioned earlier, three symmetrical 

rectangular slots on the patch are the other 
elements affect the antenna impedance bandwidth. 
When there is no notch on the radiating patch, the 
current encounters a sharp point on its path, but 
when the current flow path is smoothed by the 
notches, the impedance matching and the 
bandwidth are enhanced. Three pairs of notches 
named as (a, a’), (b, b’), and (c, c’) are repeatedly 
applied to the antenna structure. Figure 4 shows 
the embedding of notches on the patch. Antenna in 
Fig. 4.a includes only a pair of notch named as (a, 
a’). In Fig. 4.b, notches (a, a’), (b, b’) are added to 
the antenna structure. In Fig. 4.c, the antenna has 
three pair of rectangular notches, and finally in 
Fig. 4.d, the sleeves are also applied to the antenna 
and the final configuration is obtained. VSWR 
curves for the antennas presented in Fig. 4 are 
plotted in Fig. 5. The simulated results show that 
repeatedly embedded notches on the patch directly 
influence both the upper and lower band edge 
frequencies. The impedance bandwidth 
enhancement process is clearly seen in Fig. 5.  
Due to the adding of two sleeves to the lowest 
steps of the radiating patch, a new resonance is 
excited. By the appearance of this resonance, at 
the frequency of about 17.5GHz even wider 
frequency band is covered by the proposed 
antenna.    
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       (a)                 (b)                (c)                 (d) 
Fig. 4. (a): Antenna with notches (a, a’). (b): 
Antenna with notches (a, a’), (b, b’). (c): Antenna 
with notches (a, a’), (b, b’), (c, c’). (d): Proposed 
antenna. 
 

Fig. 5. Simulated VSWR curves for the effect of 
the notches on the patch. 

C. Feed gap distance (d) 
The other parameter to be studied is the 

distance between the upper edge of the ground 
plane and lower edge of the radiating patch which 
is named as ‘d’. The antenna is analyzed with 
three different values for d and the results are 
shown in Fig. 6. It is seen that when d is decreased 
from the initial value of 2.5 mm, by a step of 
1mm, the impedance matching becomes poor and 
results in bandwidth reduction. From the VSWR 
curves, for d=1.5 mm, the widest bandwidth is 
achieved. 

The measured VSWR curve for the proposed 
antenna is depicted in Fig. 7 and is compared to 
the simulated results. The measured results 
indicate that the impedance bandwidth is stretched 
from 2.34 to 21.43 GHz (160%)  for VSWR<2. As 
it is seen, four resonances are excited in the 
VSWR curve of the proposed antenna, which are 
shown in Fig. 7. To provide a better understanding 
of the antenna performance, Fig. 8 shows the 
surface current distribution at the resonance 
frequencies of 3.7, 8.7, 13.5, and 17 GHz.  

 
Fig. 6. Simulated VSWR curves for different 
parameters of ‘d’. 

 
As it is seen from Fig. 8. a, at 3.7 GHz, where the 
first resonance is excited, the majority of the 
current is concentrated around the edges of the 
rectangular slot on the ground plane, sleeves, and 
the lowest step of the patch. It shows that the 
sleeves and the steps on the patch are important 
elements in determining the antenna performance 
at this frequency. In Fig. 8.b, the current 
distribution at 8.7 GHz is shown. Strong current 
distribution on the edges of the rectangular slot 
shows that this part of the ground plane can be 
considered as a part of the radiating element. It is 
observed from Fig. 8.c that at 13.5 GHz, the 
current concentration is stronger on the edges of 
the two lower steps of the radiating patch and also 
on the edges of the rectangular ground plane slot 
which confirms that the rectangular notch 
significantly affects the bandwidth. The surface 
current distribution around the fourth resonance 
frequency (17 GHz), is shown in Fig. 8.d. Here, 
most of the current is concentrated at the lowest 
steps and sleeves. From the current distribution at 
resonance frequencies, it can be deduced that the 
sleeves and rectangular slot on the ground plane, 
have the most influence on the antenna bandwidth. 

A comparison of the performance of the 
proposed antenna and some of the recently 
published antennas is done in Table 1. According 
to the results, the antenna in this work has the 
same size in [1] and [3] but it covers 40% and 
30% wider bandwidth, respectively. The proposed 
antenna in this paper occupies a smaller area than 
the antennas in [5] and the antennas in [7] to [10]. 
Although having a smaller size, it covers a larger 
frequency band which make it a very suitable 
choice to be used in communication systems. The 
antenna in [4] has a smaller size respect to the 
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present work, but it has 47.6% narrower 
bandwidth than the antenna presented in this work. 

 

Fig. 7. Simulated and measured VSWR curves for 
the proposed antenna. 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Current distributions at (a)3.7 GHz, (b)8.7 
GHz , (c) 13.5 GHz, (d) 17 GHz. 
 

For the fabricated antenna, a low level group 
delay is obtained in the measurement process that 
is shown in Fig. 9, which makes the proposed 
antenna a suitable candidate for UWB 
applications. 

Apart from the VSWR curves, the gain and 
radiation efficiency of the proposed antenna are 
measured and analyzed. The measured peak gain 
in dB is plotted in Fig. 10. A nearly constant gain 
is observed for the antenna over the operating 
frequency range. Gain values are between 1 and 

2.3 dBi over the wide operating band of 2.34-
21.43 GHz. 

 
Table 1: Comparison of the performance of the 
proposed antenna and some of the recently 
published antennas 

 
Ant. Size BW Area 

Reduction 
BW 
Increment 

Ant in [1] 18×12×1.6 3.2-12.73 0 40% 
Ant in [3] 18×12×1.6 2.91-14.1 0 30% 
Ant in [4] 10×10×1.6 3-10.7 -53.7% 47.6% 
Ant in [5]: 
circular 

50×43×1.5 3.46-10.9 8% 56.4% 

Ant in [5]:  42×42×1.5 2.6-10.22 86.9% 41% 
elliptical     
Ant in [7] 22×22×1.6 2.7-20 55.37% 7.57% 
Ant in [8] 29×26×1 2.91-12 54.1% 38% 
Ant in [9] 30×30×1.6 2.9-18 76% 15% 
Ant in [10] 24×22×1.6 3-11.2 59% 44.5% 
Ant in this 
work 

18×12×1.6 2.34-21.43 ------ -------- 

 
 

 
Fig. 9. Simulated group delay of the proposed 
antenna. 
 

Simulated and measured radiation efficiency 
are plotted in Fig. 11. As it is seen a radiation 
efficiency of around 80% is obtained for the 
fabricated antenna. 

Simulated and measured radiation patterns at 
H-plane (xz plane) and E plane (yz plane) are also 
plotted in Fig. 12. 3GHz, 8GHz, 11GHz, and 20 
GHz are selected as sample frequencies over the 
operating frequency range. Good agreement is 
observed between the simulated and measured 
results. As it is expected an omnidirectional 
pattern is obtained on H-plane and two nulls are 
appeared in the radiation patterns of E-plane, 
which is suitable for UWB applications. 
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Fig. 10. Measured gain of the proposed antenna. 
 

 
Fig. 11. Measured and simulated radiation 
efficiency for the proposed antenna. 
 

IV. CONCLUSION 
A novel microstrip-fed monopole antenna with 

modified structure is presented for UWB 
applications. The antenna is printed on a 
18×12×1.6mm3 cheap FR4 substrate. The 
bandwidth of the antenna is stretched from 2.34 to 
21.43GHz (160%). The novel ground plane shape 
along with the modified radiating patch makes this 
antenna distinctive from the other microstrip 
antennas. Characteristics such as compact size, 
low profile, low cost, good impedance matching, 
omnidirectional pattern, and wider bandwidth 
respect to the previously designed antennas, make 
this antenna a beneficial choice for UWB 
applications. 

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 12. Measured radiation patterns for the 
proposed antenna: (a) 3 GHz, (b) 8 GHz, (c) 11 
GHz, (d) 20  GHz at H-plane (xz plane) and E-
plane (yz plane). 
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Abstract ─ A novel quarter-circle defected ground 
structure shape is introduced in this paper to 
design and implement an ultra-wide reject band 
low-pass filter (LPF). Moreover, an equivalent 
circuit model (ECM) is presented. The proposed 
LPF has small size and, a low insertion loss and a 
return loss less than -20 dB. Also, a round -20 dB 
suppression level ranging from 4 GHz to more 
than 20 GHz is achieved. The simulated results 
obtained by ECM and full-wave EM show good 
agreement with the measured ones. 
 
 Index Terms ─ Compensated microstrip line, 
defected ground structure (DGS), low-pass filter 
(LPF), quarter-circle (QC) shape. 
 

I. INTRODUCTION 
Recently, there has been an important and an 

increasing interest in the use of defected ground 
structures (DGSs) for performance improvement 
of microstrip filters [1-11]. A DGS unit is realized 
by etching off a simple shape defect from the 
ground plane. The structure shape can have a 
simple or a complicated geometry. An etched 
defect disturbs the shield current distribution in the 
ground plane. This disturbance modifies the 
transmission line characteristics (capacitance and 
inductance) and achieves slow-wave effect and 
band-stop property. Due to its resonant behavior, 
this may be compared to the simple and widely 
used LCR equivalent circuit model.                  

       Usually, DGSs can offer both slow-wave 
(SW) propagation in the pass-band and good 
attenuation properties in the stop-band. 
Consequently, low-pass filters (LPFs) designs 
based on DGS with broad stop-band have been 
attracting researchers in latest years. Various DGS 
shapes for filters applications have been proposed 
[1-11]. Nevertheless, usually the filters’ 
performances do not completely achieve the 
communication systems requirements such as 
compact size, ultra-wide stop-band width and low 
insertion loss. 

In this paper, we propose a novel quarter-
circle (QC) DGS shape for stop-band filter design. 
It shows an upper-stopband and good SW 
properties. A single QC-DGS generates an 
attenuation pole frequency which can be simply 
designed with structural parameters. Its equivalent 
circuit model (ECM) is analyzed and discussed. 
Furthermore, a compact ultra-wide stop-band LPF 
using only two QC-DGS along with compensated 
line is proposed. This structure type avoids 
employment of cascaded LPF units and allows 
achievement of an ultra-wide stop-band with very 
good insertion and return losses in the LPF pass-
band. The simulation results show a good 
agreement to the measurement ones. 
 

II. QC-DGS UNIT ANALYSIS AND 
EQUIVALENT CIRCUIT MODEL  
Figure 1 shows the proposed QC-DGS pattern 

with its equivalent circuit model. It is composed of 
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a connecting slot and two quarter-circle defected 
areas etched in the ground plane below a 50 Ω 
microstrip line. The QC-DGS unit is designed on a 
RO4003 substrate with a permittivity of the 
dielectric (εr) of 3.38 and a thickness (h) of 0.813 
mm. The calculated width (w) of a 50 Ω 
microstrip line is 1.92 mm.  

 

 
Fig. 1. The proposed of QC-DGS unit (a) 
geometry, and (b) equivalent circuit model (ECM). 
 

The proposed QC-DGS pattern dimensions r 
and g are considered to be respectively 5 mm and 
2.5 mm and the circuit elements are extracted 
using the following expressions [12]. 
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where )2( 00 f  and )2( cc f   are respectively 

the angular resonant and 3-dB cutoff frequencies 
of the DGS pattern. 

For the assumed ECM, the parameters C, L, 
and R are respectively 0.065 pF, 3.17 nH and 1.40 
kΩ. The structure is investigated using the full-
wave EM IE3D simulator. ECM and EM 
simulations results are illustrated in Fig. 2 which 
shows the characteristics of a one-pole LPF with a 
pole frequency (f0) at 11 GHz and a 3-dB cutoff 
frequency (fc) at 4.26 GHz. It can be observed 
from Fig.  2 that a broad-stop-band from 8 GHz (-
10 dB) to more than 20 GHz is achieved. 

 

 
Fig. 2. Equivalent circuit model and EM-
Simulations of the proposed QC-DGS pattern with 
r=5 mm, g=2.5 mm and w=1.92 mm. 
 

In order to investigate the effect of the 
parameters r and g on the filter performances, the 
proposed QC-DGS unit is simulated with different 
r and g. First, the radius r is set successively to 3 
mm, 4 mm, 5 mm, and 6 mm keeping g fixed. 
Next, g is set to 0.2 mm, 1 mm, 2 mm, and 2.5 mm 
keeping r fixed. 

The simulated S-parameters are plotted in Fig. 
3 and Fig. 4. It is observed that the pole frequency 
of the stop-band is affected significantly by both r 
and g. As the radius r of the proposed QC-DGS 
increases the pole location and cutoff frequencies 
move down to lower levels as shown by Fig. 3. 
When g increases (Fig. 4), the pole location 
frequency increases while the cutoff frequency 
remains fixed. Therefore, the proposed QC-DGS 
presents the significant advantage of controlling 
easily the pass-band and stop-band characteristics 
by adjusting only the parameters r and g. The pole 
and cutoff frequencies are plotted against r and g 
in Fig. 5 and Fig. 6, respectively. 
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Fig. 3. S-parameters of the proposed QC-DGS cell 
for different r (g = 2.5 mm). 
 

 
Fig. 4. S-parameters of the proposed QC-DGS cell 
for various g (r = 5 mm). 
 

 
Fig. 5. Pole frequency (fp) and cutoff frequency 
(fc) versus r (g=2.5 mm). 

 
Fig. 6. Pole frequency (fP) and cutoff frequency 
(fc) versus g (r=5 mm). 
 

In order to improve the performance of the 
proposed QC-DGS, a compensated 25-Ω 
microstrip line (w1 = 4.93 mm) is added as shown 
in Fig. 7. ECM and full-wave EM simulations 
results are depicted in Fig. 8. It is observed that 
Fig. 8 shows the validity of the ECM for the 
proposed structure. In addition, a LPF response 
with upper-stopband and satisfactory SW 
properties is achieved. 

 

 

 
Fig. 7. Proposed of QC-DGS unit with 
compensated microstrip line (a) geometry and (b) 
equivalent circuit model (Cp= 0.562 pF). 
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Fig. 8. Circuit and EM-simulations of the 
proposed QC-DGS cell with compensated line 
(r=5 mm, g=2.5 mm and w1=4.93 mm). 
 
III. FIELD DISTRIBUTION IN THE DGS-

UNIT 
The goal of this DGS unit investigation is to 

try to prove the validity of the intuitive equivalent 
circuit elements using the explanation of the EM-
field distribution. The field simulation results are 
shown in Fig. 9 and Fig. 10. Figure 9 shows the 
field distribution in the pass-band region at the 
frequency of 1GHz. The magnetic field 
concentrates in both quarter-circle DGS heads, 
while a very weak electric field appears in near 
between both poles of this DGS structure. The 
transmission power between both feeds is 
magnetic. Both heads of this DGS will be 
approached to inductivity (zone I).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Electromagnetic field distribution results in 
the DGS resonator at f =1 GHz.  

Figure 10 shows a cell with a stop-band behavior 
at a resonant frequency of 11 GHz. The electric 
and magnetic fields show same distribution 
densities. The electric field concentrates between 
both heads along of the slot, which presents the 
capacity (Zone II). Based on this EM field 
investigation, the parallel LC circuit can be an 
approach model of the DGS unit. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Electromagnetic field distribution results 
in the DGS resonator at f = f 0 =11 GHz. 

 
IV. ULTRA-WIDE STOP-BAND LPF 

DESIGN USING THE PROPOSED QC-
DGS 

Taking advantage from the features of the 
structure presented in the previous section, a 
compact ultra-wide stop-band LPF composed of 
two identical QC-DGS units and a compensated 
microstrip line (CML) as shown in Fig.  11(a) is 
designed and implemented. This structure avoids 
employment of LPF units and allows significant 
enhancement of the characteristics shown in Fig. 2 
of the considered structure in the previous section. 
This results in an ultra-wide stop-band with good 
insertion and return losses in the LPF pass-band. 

The separation between two adjacent 
resonators (d) is 6 mm, and the width of CML (w1) 
is 4.93 mm. The proposed filter can be modeled as 
two resonators with two shunt capacitors Cp 
which correspond to the CML as shown in Fig.  
11(b). 

Zone II

Zone I
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Fig. 11.  The proposed ultra-wide stop-band LPF 
(a) geometry (r=5 mm, g=2.5 mm, w=1.92 mm, 
w1=4.93 mm and d=6mm), and (b) equivalent 
circuit model (Cp= 0.562 pF). 
 

The ECM and full-wave EM simulation results 
are shown in Fig. 12. 

 

 
Fig. 12. Equivalent circuit model and EM-
simulations of the proposed ultra-wide stop-band 
LPF. 
 

From Fig. 12, it is clear that the proposed LPF 
behaves well in both pass-band and stop-band. It is 
found that the filter has a -3dB cutoff frequency at 
2.95 GHz, an insertion loss of 0.1 dB which is 

quite small and, a return loss less than -25 dB in 
the whole pass-band. In addition, an ultra-wide 
suppression level approximately equal to -20 dB in 
the frequency stop-band ranging from 5 GHz to 
more than 30 GHz is achieved. Besides, 
reasonably good agreement between ECM and 
full-wave EM simulations can be seen except 
some difference appears at more than 7 GHz for 
insertion loss. It could be resulted from the 
simplicity of the lumped circuit model that the 
distributed effects are not included in this model. 
This result shows that the circuit model provides 
quite good performances and confirms its validity. 
Furthermore, it can be used as a good tool for 
initial design and parametric study of the structure 
that will be refined by EM simulation which 
provides more accuracy for the predicted insertion 
loss. 

 
V. FIELD DISTRIBUTION IN THE LOW 

PASS FILTER 
Figure 13 shows the EM-field distribution in 

the stop-band and in the pass-band of the proposed 
structure. The simulations of electromagnetic field 
are carried out using method-of-moments (MOM) 
by using AWR-simulator.  

Figure 13(a) shows the distribution of E-field 
and H-field in the filter structure at frequency of 
1.2 GHz (pass-band). At low frequency, most of 
the electromagnetic field is distributed around of 
the DGS resonators and between the input and 
output of the structure. At transmission domain, 
the magnetic coupling is the dominant; 
furthermore it will be easy to improve the response 
in the pass-band area by changing the distance 
between both DGS resonators. Contrariwise, from 
6.2 GHz the maximal RF current concentrates in 
the near of the first resonator. As Fig. 13(b) shows, 
the compensated capacitor is short-circuited and 
the coupling between the DGS resonators is nearly 
vanishes, thus no energy flows from the input to 
output of the filter. 

 
VI. IMPLEMENTATION AND 

MEASUREMENT 
The proposed LPF with two DGSs in the 

metallic ground plane and a CML on the top layer 
with size of 24 x 15 mm2 is fabricated as shown in 
Fig. 14.  
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Table 1: Comparison of the proposed DGS-LPF with other related LPF  
 Substrate 

dielectric constant/ 
height (mm) 

Size (mm2)
x X  y 

Cutoff 
frequency 
fc (GHz) 

Stop-band 
(dB) with -20 
dB rejection

Pass-band 
insertion 
loss (dB) 

Pass-band 
return 

loss (dB) 
Ref. [2] 4.4/0.8 21 x 20 03.5 4.3 - 15.8 < 2 - 
Ref. [3] 3.38/1.524 71 x 13 02.4 3.26 - 10 < 2.26 > 5 
Ref. [4] 4.4/0.8 27 x 23 03.7 3.75 - 20 < 1 - 
Ref. [5] 2.2/0.788 34 x 11 1.37 4 - 12 - > 20 
This work 3.38/0.813 24 x 15 2.95 4 - 20 0.1 > 20 
 

 

 
 
Fig. 13. Electromagnetic field distribution results 
in the LPF. (a) pass-band at 1.2 GHz and (b) stop-
band at 6.2 GHz. 
 

 
 
 
 
 
 
 
 
 

Fig. 14. Photography of the proposed ultra-wide 
stop-band LPF with 02 DGS patterns. 

 
Figure 15 shows the measured and the 

simulated results. It is observed from Fig. 15 that 
the measured results agree with the simulated 
ones.  

From the measured results (see Fig. 15), it is 
seen that the fabricated UW stop-band LPF has a -
3dB cutoff frequency at 2.95 GHz, an insertion 
loss lower than 0.1 dB in the filter pass-band and, 
a stop-band suppression at a level lower than -20 
dB from 4 GHz to more than 20 GHz. The small 
deviations between the simulated and measured 
results may most probably be caused by the usual 
connectors and manufacturing errors. 

 

 
Fig. 15. Measured and simulated S-parameters of 
the proposed ultra-wide stop-band LPF. 
 

The performance of the proposed DGS LPF is 
summarized in Table 1 with other reported LPFs 
for comparison. It can be seen from Table 1 that 
the proposed filter provides good performances in 
stop-band rejection and pass-band insertion loss 
and smaller in size (24 x 15 mm2) than those 
reported in literature. 

 

(a) 

(b) 
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VII. CONCLUSION 
       In this paper, a novel quarter-circle (QC) 
shape defected ground structure (DGS) and its 
application to implement an ultra-wide reject band 
low-pass filter (LPF) has been introduced and 
investigated. The proposed LPF presents a low 
insertion loss of 0.1 dB, a return loss much lower 
than -20 dB, suppression levels approximately -20 
dB from 4 GHz to more than 20 GHz and has 
small size. It has been shown that the simulations 
results achieved by circuit model and full-wave 
EM were in excellent agreement with the 
measurement ones. The proposed compact and 
high performance LPF can be used in a wide range 
of microwave and millimeter wave applications. 
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Abstract ─ A novel method for designing a new 
slot antenna with band-notch characteristic for 
UWB applications has been presented, in this 
paper. The proposed antenna consists of a slotted 
ground plane with an extra rectangular slot on its 
top, in which a Ω-shaped strip is protruded, and a 
square-ring radiating stub in which a Ω-shaped 
strip is protruded. By inserting the rectangular slot 
with a Ω-shaped strip which is protruded inside 
this slot, in the ground plane, additional resonance 
is excited and hence much wider impedance 
bandwidth can be produced, especially at the 
higher band, which consequently results in a wide 
usable fractional bandwidth of more than 125% 
(3.07-14.03 GHz). In order to generate a band-
notch characteristic, we use a square-ring radiating 
stub with a Ω-shaped strip which is protruded 
inside this radiating stub. The measured results 
reveal that the presented slot antenna offers a wide 

bandwidth with a band-notch operation which 
notches the WLAN band (5.02-5.97 GHz). The 
designed antenna has a small size of 20×20 mm2. 
Good VSWR and radiation pattern characteristics 
are obtained in the frequency band of interest. 

  
Index Terms ─ Band-notch function, microstrip-
fed slot antenna, protruded Ω-shaped strip, ultra-
wideband (UWB) applications.  

 
I. INTRODUCTION 

   In UWB communication systems, one of the key 
issues is the design of a compact antenna while 
providing wideband characteristic over the whole 
operating band [1]. Consequently, a number of 
microstrip antennas with different geometries have 
been experimentally characterized. Moreover, 
other strategies to improve the impedance 
bandwidth which do not involve a modification of 
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the geometry of the planar antenna have been 
investigated [2-5]. 
   The Federal Communication Commission 
(FCC)’s allocation of the frequency range 3.1–
10.6 GHz for UWB systems causes interference to 
the existing wireless communication systems, such 
as the wireless local area network (WLAN) which 
operates in 5.15–5.35 GHz and 5.725–5.825 GHz 
bands, so the UWB antenna with a single band-
stop performance is required [6-9].  

A novel and compact microstrip-fed slot 
antenna with band-notch characteristic for UWB 
applications has been presented. Firstly, by 
inserting a rectangular slot, inside which a Ω-
shaped strip is protruded, in the top section of 
ground plane, additional resonance is excited and 
hence much wider impedance bandwidth which 
covers UWB frequency range can be produced. 
Secondly, to generate a single band-notched 
function, we use a square-ring radiating stub with 
a Ω-shaped strip protruded inside the square ring. 
Good VSWR and radiation pattern characteristics 
are obtained in the frequency band of interest. 
Simulated and experimental results show that the 
proposed slot antenna could be a good candidate 
for UWB applications. 

 
II. ANTENNA DESIGN 

   The presented small slot antenna fed by a 50-Ω 
microstrip line is shown in Fig. 1, which is printed 
on a FR4 substrate of thickness 0.8 mm, 
permittivity 4.4, and loss tangent 0.018.  The basic 
slot antenna structure consists of a square stub, a 
feed line, and a ground plane. The square stub is 
connected to the 50-Ω microstrip feed-line. On the 
other side of the substrate, a conducting ground 
plane is placed. The proposed antenna is 
connected to a 50-Ω SMA connector for signal 
transmission. 
   In this design, to achieve a bandwidth 
enhancement and a full coverage of UWB 
frequency range, we etched a rectangular slot 
inside the ground plane, in which a Ω-shaped strip 
is protruded. Based on the defected ground 
structure (DGS), the modified rectangular slot 
with a Ω-shaped strip protruded inside the slot acts 
as an impedance matching element to control the 
impedance bandwidth of the proposed antenna, 
because it can create additional surface current 
paths in the antenna and therefore, additional 
resonance is excited and hence, much wider 

impedance bandwidth can be produced, especially 
at the higher band. As illustrated in Fig. 1, the Ω-
shaped strip which is protruded inside the square-
ring radiating stub is symmetrical with respect to 
the longitudinal direction. In this structure, the 
square ring with a Ω-shaped strip which is 
protruded inside the square-ring radiating stub can 
perturb the resonant response and also acts as a 
half-wave resonant structure [5–6]. At the notched 
frequency, the current flows are more dominant 
around the protruded element, and they are 
oppositely directed between the protruded element 
and the square-ring radiating stub. As a result, the 
desired high attenuation near the notched 
frequency can be produced.  
   In this work, we start by choosing the aperture 
length

 
Ls. We have a lot of flexibility in choosing 

this parameter. The length of the aperture mostly 
affects the antenna bandwidth. As Ls decreases, so 
does the antenna BW and vice versa. At the next 
step, we have to determine the aperture width Ws. 
The aperture width is approximately λS/2 where λS 
is the slot wavelength. λS depends on a number of 
parameters such as the slot width as well as the 
thickness and dielectric constant of the substrate 
on which the slot is fabricated. The last and final 
step in the design is to choose the length of the 
radiating patch W. A good starting point is to 
choose it to be equal to W=λm/4, where λm is the 
guided wavelength in the microstrip line. 
   The final values of presented slot antenna design 
parameters are as follows: 
 
Table 1. The final dimensions of the designed 
antenna 
Param mm Param mm Param mm 
Wsub 20 Lsub 20 Ws 18 
Ls 11 W 7 Lgnd 6 
Wf 1.5 Lf 4 WR 6 
Lp 4.5 Wp 2 Lp1 4.5 

Wp1 2.5 Lp2 5 Wp2 2 
Lp3 0.5 d 7 Lx 5 
Wx 6 Lx1 2.5 Wx1 2 
Lx2 2.5 Wx2 1 Lx3 3.5 
Lx4 0.5 
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Fig. 1. Geometry of proposed slot antenna, (a) side 
view, (b) top view. 

 
III. RESULTS AND DISCUSSIONS 

   In this section, the proposed slot antenna with 
various design parameters were constructed, and 
the numerical and experimental results of the input 
impedance and radiation characteristics are 
presented and discussed. The proposed microstrip-
fed slot antenna was fabricated and tested to 
demonstrate the effect of the presented structure. 
The parameters of this proposed antenna were 
studied by changing one parameter at a time while 
others were kept fixed. The simulated results are 
obtained using the Ansoft simulation software 
high frequency structure simulator (HFSS) [9]. 
   The configurations of various antenna structures 
are shown in Fig. 2. VSWR characteristics for 
ordinary slot antenna (Fig. 2 (a)), slot antenna with 
a rectangular slot with an Ω-shaped strip 
protruded inside the slot in the ground plane (Fig. 
2(b)), and the proposed slot antenna structure (Fig. 
2 (c)), are compared in Fig. 3. As shown in Fig. 3, 
it is observed that the upper frequency bandwidth 
is affected by the presence of the rectangular slot 
and the protruded Ω-shaped strip, which are 
placed in top section of the ground plane. 
Moreover, the notched frequency bandwidth is 
sensitive to the square-ring radiating stub which 

has a Ω-shaped strip protruded inside the square 
ring. 
   

 
Fig. 2. (a) Basic structure (ordinary slot antenna), (b) 
antenna with a rectangular slot with a Ω-shaped strip 
protruded inside the slot in the ground plane, (c) the 
proposed slot antenna. 
 

 
Fig. 3. Simulated VSWR characteristics for 
antennas shown in Figure 2. 
 

 
Fig. 4. Smith chart demonstration of simulated 
input impedance of the various antenna structures 
which are shown in Fig. 2. 
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   Also the input impedance of the various slot 
antenna structures that are shown in Fig. 2, are 
presented on a Smith Chart, as shown in Fig. 4. 
   To understand the phenomenon behind this 
bandwidth enhancement, the simulated current 
distributions on the ground plane for the slot 
antenna with a rectangular slot in the top section of 
the ground plane, which has a Ω-shaped strip 
protruded inside it, at 9.85 GHz is presented in Fig. 
5 (a). It can be observed in Fig. 5 (a) that at 9.85 
GHz the current concentrates on the edges of the 
rectangular slot and the interior and exterior edges 
of the protruded Ω-shaped strip, which are placed 
on top section of the ground plane. Therefore, the 
antenna impedance changes at this frequency due 
to the resonant properties of the protruded strips. It 
is found that by using this structure, third 
resonance is generated at 9.85 GHz [4]. Another 
important design parameter of this structure is the 
square-ring radiating stub with a Ω-shaped strip 
which is protruded inside the square ring. Fig. 5 (b) 
presents the simulated current distributions on the 
radiating stub plane at the notched frequency (5.5 
GHz). As shown in Fig. 5 (b), at the notched 
frequency the current flows are more dominant 
around the edges of the square-ring radiating stub 
and the Ω-shaped strip which is protruded inside 
the square-ring. As a result, the desired high 
attenuation near the notched frequency can be 
produced [7].  

 

 
Fig. 5. Simulated surface current distributions (a) 
on the ground plane for the slot antenna with a 
rectangular slot with a Ω-shaped strip protruded 
inside the slot in the ground plane at 9.85 GHz, (b) 
on the radiating stub for the proposed antenna at 
notch central frequency (5.5 GHz). 
 
VSWR characteristics for various values of 
the feed gap distance of the bottom edge of the 
square radiating stub and the ground plane (d) 
were analyzed and are illustrated in Fig. 6. 

From the results, it is observed that the feed 
gap distance d is an important parameter in 
determining the sensitivity of impedance 
matching. 
 

 
Fig. 6. The effect of various values of d (the feed 
gap distance) on VSWR.  

 
By adjusting d, the electromagnetic coupling 

between the bottom edge of the square ring 
radiating stub and the ground plane can be 
properly controlled [6]. It is seen that the lower-
edge frequency of the impedance bandwidth is 
reduced with increasing the gap distance, but the 
matching became poor for larger values. Therefore 
it can be seen that the optimized gap, d, is 1 mm. 

   The measured and simulated VSWR 
characteristics of the proposed antenna are shown 
in Fig. 7. The fabricated antenna covers the 
frequency band of 3.07 to over 14.03 GHz with a 
band-notch function around 5.02-5.97 GHz. As 
shown in Fig. 7, there exists a discrepancy 
between the measured data and the simulated 
results. In a physical network analyzer 
measurement, the feeding mechanism of the 
proposed antenna is composed of a SMA 
connector and a microstrip line (the microstrip 
feed-line is excited by a SMA connector) whereas 
the simulated results are obtained using the Ansoft 
simulation software (HFSS), that in HFSS by 
default, the antenna is excited by a wave port that 
it is renormalized to a 50-Ohm full port impedance 
at all frequencies, therefore this discrepancy 
between measured data and the simulated results 
could be due to the effect of the SMA port [6]. In 
order to confirm the accuracy of VSWR 
characteristics for the designed antenna, it is 
recommended that the manufacturing and 
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measurement processes need to be performed 
more carefully. In conclusion, as the slot antenna 
is a short radiator, the SMA connector can degrade 
its impedance matching. 

 

 
Fig. 7. Measured and simulated VSWR 
characteristics of the proposed antenna. 

 
Figure 8 illustrates the measured radiation 

patterns, including the co–polarization and cross–
polarization, in the H–plane (x–z plane) and E–
plane (y–z plane). It can be seen that the radiation 
patterns in x–z plane are nearly omnidirectional for 
three frequencies. 

The radiation patterns have been measured 
inside an anechoic chamber. A two-antenna 
technique is used to measure the radiation patterns 
in the z axis direction (x-z plane). Single 
polarization standard horn is used as transmitter 
and the fabricated antenna is put as receiver 
(antenna under test). These measurements were 
obtained using indoor anechoic chamber room. 
Several requirements are needed to take into 
consideration during the measurement process. 
Obtaining true patterns depends primarily on 
accurately positioning the probe, accurately 
measuring the field, and eliminating distortions in 
the field introduced by the room, track, or the 
probe itself. The room reflections must be lower 
than the basic side-lobe-level. The probe itself 
must have low reflections and accurate position. 
The measured radiation patterns were plotted into 
horizontal (H) and vertical (V) cuts. The H-cut is 
cut for the azimuth plane with fixed elevation 
angle at 00 and vary the azimuth angle. The V-cut 
is cut for the elevation plane with fixed azimuth 
angle at 00 and vary the elevation angle. 

 
Fig. 8. Measured radiation patterns of the 
proposed antenna. (a) 4.8 GHz, (b) 7.5 GHz, and 
(c) 10 GHz.  
 

 
Fig. 9. Maximum gain comparison for the ordinary 
slot antenna (simulated), and the proposed antenna 
(measured) in the z axis direction (x-z plane). 
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Figure 9 shows the effects of the rectangular 
slot with a Ω-shaped strip protruded inside the slot 
in the ground plane, and a square-ring radiating 
stub with a Ω-shaped strip protruded inside the 
square ring on the maximum gain in comparison to 
the ordinary slot antenna without them. As shown 
in Fig. 9, the ordinary slot antenna has a gain that 
is low at 3 GHz and increases with frequency. It is 
found that the gain of the ordinary antenna is 
decreased with the use of the rectangular slot with 
a Ω-shaped strip protruded inside the slot in the 
ground plane, and the square-ring radiating stub 
with a Ω-shaped strip protruded inside the square 
ring. It can be observed in Fig. 9 that by using 
these structures, a sharp decrease of maximum 
gain at the notched frequency band of 5.5 GHz 
occurs. For other frequencies outside the notched 
frequencies band, the antenna gain with the filter 
is similar to those without it. 

 
V. CONCLUSION 

A new slot antenna with band-notch function 
for UWB applications is presented. The proposed 
antenna can operate from 3.07 to 14.03 GHz with 
WLAN rejection band performance around 5.02–
5.97 GHz. In order to enhance the bandwidth we 
use a rectangular slot with a Ω-shaped strip 
protruded inside the slot in the ground plane, and 
also by using a square-ring radiating stub with a 
Ω-shaped strip protruded inside the square ring, a 
frequency band-notch function can be achieved. 
The designed antenna has a small size of 2020 
mm2. Simulated and experimental results show 
that the proposed slot antenna could be a good 
candidate for UWB applications. 
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Abstract ─ This paper presents the analysis and 
design of broadband and compact zeroth-order 
resonant (ZOR) antennas based on truncated 
grounds. A ZOR unit cell, whose physical size is 
independent of the operating frequency due to the 
fundamental infinite wavelength, can be 
implemented with a composite right/left-handed 
(CRLH) or inductor-loaded transmission line (TL). 
The two types of ZOR antennas with extended 
bandwidth and more compact size are achieved by 
introducing the truncated grounds. It is also shown 
that the supported infinite wavelength can be used 
to generate a monopole-like radiation pattern. The 
characteristics of the broadband and compact size 
of the proposed antennas are verified by the 
simulated and measured results. 
  
Index Terms ─ CRLH, inductor-loaded, truncated 
grounds, ZOR antenna.  
 

I. INTRODUCTION 
     Metamaterials, which do not exist in nature, 
have been hypothesized by Veselago in 1968 [1]. 
Compared with the conventional materials, 
metamaterials have many unique properties, such 
as the reversal of Snell’s law, the Doppler Effect, 
and the Vavilov-Cerenkov effect [2]. The 
appearance of man-made metamaterials has 
allowed innovations in antennas and microwave 
circuits to be developed [3-10]. 

Particularly, the zero propagation constant 
property is used to design zeroth-order resonant 
(ZOR) antennas. A ZOR antenna has an infinite 
wavelength and its resonant frequency is 
independent of the antenna size. Therefore, a ZOR 
antenna can be much more compact than a 

conventional half-wavelength antenna [10-12]. 
However, the narrow bandwidth of a ZOR antenna 
limits its wireless applications. 

In recent years, some ZOR antennas are 
designed to increase the bandwidth. The structure 
in [13] has a broad bandwidth by using air as the 
dielectric material. However, it is difficult to 
fabricate such an antenna. In [14], a strip matching 
ground is employed to increase the bandwidth. It 
is built on multiple substrates where a thin 
substrate with high permittivity is stacked on a 
thick substrate with low permittivity. 
Alternatively, the bandwidth of the antenna in [15] 
is enhanced due to two resonant frequencies which 
are slightly different. In addition, a broadband 
coplanar waveguide-fed ZOR antenna is proposed 
in [16] and a method to extend the bandwidth of 
metamaterial antennas using a composite right/ 
left-handed (CRLH) structure is presented in [17]. 

In this paper, two types of ZOR antennas 
based on CRLH transmission line (TL) and 
inductor-loaded TL unit cells are studied, 
respectively. A kind of truncated grounds is 
adopted to improve the bandwidth performance 
and further reduce the physical size of the ZOR 
antennas. By modifying the equivalent shunt 
capacitance and/or shunt inductance of the unit 
cells, the bandwidths are substantially extended 
and physical sizes are further miniature compared 
to the reference antennas. Moreover, they are built 
on a single layer and easy to be fabricated. 
 

II. ZOR ANTENNA THEORY 
A general CRLH TL model, shown in Fig. 

1(a), consists of an inductance RL in series with a 
capacitance LC and a shunt capacitance RC in 
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parallel with an inductance LL . One structure that 
is commonly used to realize a CRLH TL is the 
Sievenpiper mushroom structure [18, 19]. When 
there is no gap between the adjacent patches, it 
simply becomes an inductor-loaded TL. Figure 
1(b) plots the equivalent circuit of an inductor-
loaded TL. 

 

 
(a)                                   (b) 

 
Fig. 1. Models of (a) CRLH TL and (b) inductor-
loaded TL. 
 

By applying periodic boundary conditions 
related to the Bloch-Floquet theorem, the CRLH 
TL unit cell’s dispersion relation is determined by 
[12] 
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It consists of a left-handed (LH) wave at lower 
band and right-handed (RH) wave at upper band. 
It can also be predicted that non-zero frequency 
points (zeroth-order modes) with 0 are 
presented. 

In the case of open boundary conditions, the 
zeroth-order mode is determined by the shunt 
resonance ( sh ). That is to say, the series 
components have no effect on the resonance 
frequency. Therefore, an inductor-loaded TL unit 
cell is created when the gap is eliminated. Its 
propagation constant is given by [12] 
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It can be predicted that only the zeroth-order mode 

and RH wave occur in this case. 
In this paper, the CRLH TL and inductor-

loaded TL unit cells, shown in Fig. 2(a) and (b), 
are used to realize ZOR antennas.  

 

 
(a)                                   (b) 

 
Fig. 2. Configurations of (a) CRLH TL unit cell, 
and (b) inductor-loaded TL unit cell. 
 

III. PROPOSED BANDWIDTH 
EXTENSION TECHNIQUE  

According to [16], the fractional bandwidth of 
the resonator is given by 

R

L
C
LGBW                               (4) 

where G  is the shunt conductance of the lossy 
CRLH TL. This expression provides a concept 
with which the bandwidth can be efficiently 
enhanced by increasing LL  and/or decreasing RC . 

The mushroom unit cell is composed of a 
rectangle patch, ground plane and metallic via 
[18]. The LH capacitance and inductance are 
provided by the capacitance couplings of the top 
patch with adjacent patches and a metallic via 
between the top patch and ground plane, 
respectively. The magnetic flux caused by the flow 
of current on the top patch contributes to the RH 
inductance, while the parallel-plate structure 
between the patch and ground plane contributes to 
the RH capacitance. The attribute of LH 
capacitance is eliminated in the case of inductor-
loaded TL. Since these configurations provide 
design freedom for the reactive parameters, both a 
wider bandwidth and smaller size can be achieved. 
 
IV. ANTENNAS IMPLEMENTION AND 

RESULTS ANALYSIS  
In this section, the prototypes are all built on 

the substrate with a relative permittivity of 2.65, 
loss tangent of 0.001 and thickness of 1.5 mm. 
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A. CRLH-based ZOR antenna with a truncated 
ground  

The reference model of the CRLH-TL-based 
ZOR antenna with a whole ground is shown in Fig. 
3(a) [12]. The proposed antenna with a truncated 
ground is illustrated in Fig. 3(b). A feeding line of 
50 Ohm and proximity coupling are used as the 
feed network. As we know, the shunt inductance 
can be increased in proportion to the length of the 
shorted stub line. The metallic via lines connecting 
the metallic via and the ground enlarge the length 
of the shorted stub line (Fig. 3(b)). Moreover, the 
area between the top patch and ground plane 
becomes small, and the shunt capacitance is 
substantially reduced. Thus, a tradeoff between 
resonant frequency and bandwidth can be obtained 
from (2) and (4). In addition, by changing the 
value of w2, not only the shunt capacitance and 
shunt inductance can be altered, but also the 
benefit of impedance matching can be achieved. 
Using the commercial software (Ansofe HFSS) 
[20], the geometric parameters of the truncated 
ground are obtained through optimization. 

 

                                          
(a) 

 

   
(b) 

Fig. 3. Top and back views of the CRLH TL 
antennas: (a) reference antenna and (b) proposed 
antenna, where w=7.3 mm, l=15 mm, w1=4 mm, 
g=0.2 mm, g1=0.3 mm, r=0.2 mm, wd=0.5 mm, 
w2=10 mm and w3=5 mm. 
 

In order to verify the theoretical qualitative 
analysis, we extract the dispersion diagrams, as 
shown in Fig. 4, for the reference and proposed 
structures based on the CRLH TL and inductor-

loaded TL unit cells in Fig. 2 [21, 22]. The shunt 
resonant frequencies for the reference CRLH-TL 
and ZOR for the reference inductor-loaded TL are 
almost located at 3.5GHz. The shunt resonant 
frequency for the proposed CRLH-TL is 2.72GHz 
and ZOR frequency for the proposed inductor-
loaded TL is 2.4GHz. 
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Fig. 4. Dispersion diagrams for (a) two reference 
unit cells and (b) two proposed unit cells. 
 

Figure 5 shows the simulated and measured 
reflection coefficients of the two antennas. The -
10dB bandwidth and resonant frequency of the 
reference CRLH TL antenna are less than 1% and 
3.53GHz, respectively. And, for the proposed 
antenna, the bandwidth is about 7.0% and resonant 
frequency is about 2.75GHz. The difference 
between simulation and measurement is mostly 
due to the influences of manufactured precision 
and feeding cable. 

The simulated radiation patterns of the CRLH 
TL antennas are shown in Fig. 6. The proposed 
antenna generates a monopole-like radiation 
pattern as seen in Fig. 6(b), different from a 
monopole radiation pattern of the reference 
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antenna in Fig. 6(a). In terms of the radiation 
mechanism of the proposed antenna, the magnetic 
currents mainly concentrate in the slot which 
approaches to the feeding line. Therefore, the 
proposed antenna looks like an ideal magnetic 
dipole rather than a magnetic loop antenna [12]. 
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Fig. 5. Simulated and measured reflection 
coefficients of CRLH TL antenna (a) with a whole 
ground and (b) with a truncated ground. 
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(b) 
Fig. 6. Simulated radiation patterns for the two 
CRLH TL antennas (unit: dB) (a) with a whole 
ground and (b) with a truncated ground.  
 
B. Inductor-loaded ZOR antenna with a 
truncated ground  

The reference and proposed models of the 
inductor-loaded antenna are shown in Fig. 7(a) and 
(b), respectively. Similarly, the inductor-loaded 
antennas with a large LL  and small RC  which 
result in an improved bandwidth are studied. Figure 
8 and Fig. 9 show the reflection coefficients and 
radiation patterns, respectively. The overall 
performances of the CRLH TL and inductor-loaded 
antennas are listed in Table 1. 

 

 
      (a) 
 

 
       (b) 

Fig. 7.  Top and back views of the inductor-loaded 
antennas: (a) reference antenna and (b) proposed 
antenna, where w=14.8mm, l=15mm, w1=4mm, 
g=0.3mm, wd=0.5 mm, w2=10mm, and w3=5mm. 
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Fig. 8. Simulated and measured reflection 
coefficients of inductor-loaded antennas (a) with a 
whole ground and (b) with a truncated ground. 
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Fig. 9. Simulated radiation patterns for the 
reference and proposed inductor-loaded antennas 
(unit: dB) (a) with a whole ground and (b) with a 
truncated ground.  
 
Table 1: Comparison of the reference and 
proposed ZOR antennas 

Antenna 
type 

CRLH-TL Inductor-loaded 
Whole 
Ground 

Truncated 
Ground 

Whole 
Ground 

Truncated 
Ground 

Frequency 
(GHz) 3.53 2.75 3.54 2.42 

Size ( 0 ) 0.17 
×0.169 

0.13 
×0.132 

0.167 
×0.169 

0.116 
×0.118 

BW (%) <1 7.0 <1 7.2 
Pattern A B A B 

Gain (dB) 1.66 3.29 1.53 2.76 
Efficiency 

(%) 55 67 54 65 

A—monopole radiation pattern, B—monopole-
like radiation pattern 
 

V. CONCLUSION 
In this paper, the extended bandwidth and 

compact size of ZOR antennas are obtained by 
introducing a truncated ground structure. The unit 
cells are implemented with the CRLH TL and 
inductor-loaded TL, respectively. A flexible 
design of a high shunt inductance and small shunt 
capacitance can realize a wider bandwidth and 
more compact size than those of the conventional 
ZOR antennas. Particularly, the maximum 
bandwidth of the proposed antennas can reach 
about 7.2%. The improved ZOR antennas are 
suitable for the use in wireless communication 
systems. 
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Abstract ─ This paper presents a partial element 
equivalent circuit (PEEC)-based solver that has 
been accelerated to exploit the massively parallel 
structure of graphics processing unit (GPU) 
technology, in order to employ a reluctance-based 
method in an efficient way. A grouping algorithm 
is also presented which makes reluctance 
calculation efficient, suitable for GPUs, and 
feasible even for very large problems. It has been 
shown that by using the reluctance method, the 
coefficient matrix in the system equation can be 
safely sparsified whilst the required accuracy is 
maintained. Because the calculation of the 
reluctance matrix includes matrix inversion, which 
is a task with high computational complexity, 
GPUs as cooperative units are utilized to reduce 
computational costs by taking advantage of 
parallelism. Two test models have been simulated 
and analyzed to benchmark the solver, and the 
results have been compared with the previously 
developed solver. Furthermore, analyzing the 
results reveals that the reluctance method makes it 
possible to use a considerably sparser system and 
thereby solve large problems by decreasing the 
memory demands and the solution time. It is also 
proven that the solution is reliable and accurate, 
whereas the problem has become noticeably 
smaller. 
 
Index Terms - PEEC, electromagnetic simulation, 
reluctance, GPU.  
 

I. INTRODUCTION 
High  frequency electronic circuits have a 

very important role in modern electronic devices. 
When the operational frequency of electronic 
devices is increased, magnetic and electrical 

couplings can cause unexpected results, such as 
current imbalance, thermal hotspots and chip 
overload, in a high frequency circuit. Moreover, 
other phenomena such as signal distortion, 
crosstalk and ground bouncing [1] need to be 
taken into account. Examination of these 
phenomena, leads to electromagnetic compatibility 
(EMC) standards which demand the compliance 
with limitations for electromagnetic interferences. 
Therefore, studying susceptibility and emission is 
an important aspect of high frequency circuit 
design. 

Various methods have been developed to 
address solutions for electromagnetic analysis. 
Among these methods, partial element equivalent 
circuit (PEEC) [2-5] is known to be suitable for 
combined electromagnetic and circuit analysis 
and has been widely used in power electronics, 
PCB design, antenna design and other industrial 
applications. As the complexity of the electrical 
systems and devices and the working frequency is 
increasing continuously [6], new acceleration 
techniques should be developed to solve real 
world problems in a reasonable time using limited 
computational resources. In previous works, other 
acceleration techniques have been used to increase 
the performance of the PEEC-based solver for 
general EMC applications, where no 
approximation is involved [7-8]. This paper 
presents a reluctance-based technique that can be 
employed to solve complex PEEC models in less 
time and with less memory consumption while 
some approximations are included in the final 
solution. A grouping algorithm is proposed to 
partition the geometry in 3D space and assemble 
the partial inductances into block diagonal form, to 
efficiently calculate the reluctance matrix. 
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Additionally, to the best knowledge of the authors 
of this article, no PEEC-based solver which is 
based on GPUs has been reported. However, since 
GPU technology is relatively new, hence the 
available hardware and software tools that have 
been employed in this research are strictly limited 
to the problems that can fit into GPU internal 
memories which are usually less than the main 
memory which is available on modern machines. 
The presented approach in this work is notably 
suitable for power electronic systems analysis, 
since capacitive couplings can be ignored and time 
retardation is not assumed in the simulations. It 
has been proven that using reluctances instead of 
partial inductances, makes it possible to eliminate 
a large amount of data from the equations, as long 
as the solution is kept to be accurate and valid [9]. 
On the other hand, calculation of the reluctance 
matrix is an expensive process and requires matrix 
inversion which has a high order in computational 
complexity which is )( 3nO  for a nn  matrix. In 
particular, for large structures that will result in 
large inductance matrices, reluctance calculation 
can be costly or even impossible to carry out. 
Hence, parallel processing approach in order to 
accelerate the reluctance calculation can be 
considered as a reasonable solution. Typically, 
modern processing units are enhanced with only 
few cores, whereas GPUs installed on modern 
graphic cards can offer processors with hundreds 
of cores and few GFLOPS of computational 
performance which makes these units appropriate 
for extensive and costly computations. Due to the 
high computational power and availability of 
GPUs, the technology has successfully used in 
many research areas, including electromagnetic 
simulations [10-12] and more specifically, FDTD 
[13][14] and Method of Moments [15]. It is also 
shown that the performance gained when a GPU is 
used is dependent on the problem size, which 
means that larger problems result in better 
speedups on GPU-enhanced graphic cards [15]. 

Fortunately, reluctance method in 
combination with sparsification techniques will 
bring a system of equations which consists of a 
sparse coefficient matrix. By having sparser 
systems, memory consumption will decrease, and 
sparse solvers can be used that can solve very 
large systems in less time than conventional direct 
solvers which are tailored for dense matrices. The 

PEEC-based solver presented in this paper is 
based on reluctance technique when only inductive 
couplings exist in the model and capacitive 
couplings have been neglected. This assumption is 
primarily valid for applications in power 
electronics where high current electrical devices 
are studied where inductance extraction plays an 

important role because of high 
dt
di

 which can 

cause high induced voltages in a circuit. 
 

II. THE PEEC THEORY 
This section gives a brief summary of the 

classical PEEC formulation. For further 
information, see [2-5]. 
 
A. Extraction of the equivalent circuit 

The classical PEEC method is derived from 
the equation for the total electric field at a point 
[16] written as 

),(),(),(),( tr
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trAtrJtrEi 








 ,       (1) 

where iE


 is an incident electric field, J is a 
current density, A  is the magnetic vector 
potential, _ is the scalar electric potential, and   is 
the electrical conductivity all at observation point 
r . By using the definitions of the scalar and 
vector potentials, the current- and charge-densities 
are discretized by defining pulse basis functions 
for the conductors and dielectric materials. Pulse 
functions are also used for the weighting 
functions, resulting in a Galerkin type solution. By 
defining a suitable inner product, a weighted 
volume integral over the cells, the field equation 
(1) can be interpreted as Kirchhoff’s voltage law 
over a PEEC cell consisting of partial self 
inductances between the nodes and partial mutual 
inductances representing the magnetic field 
coupling in the equivalent circuit. The partial 
inductances shown as 11PL  and 22PL  in Fig. 1 are 
defined as 
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for volume cell   and  . Figure 1 also shows the 
node capacitances which are related to the 

831DAROUI, EKMAN: EFFICIENT PEEC-BASED SIMULATIONS USING RELUCTANCE METHOD FOR POWER ELECTRONIC APPLICATIONS



coefficients of potential iip  while ratios consisting 
of iiij pp  are leading to the current sources in the 
PEEC circuit. The coefficients of potentials are 
computed as 
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and a resistive term between the nodes is defined 
as 
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(a) 

 

 
(b) 

 
Fig.  1.  Metal strip with 3 nodes and 2 cells (a) 
and corresponding PEEC circuit (b) (mutual 
couplings are not shown). 
 
In (2), (3) and (4), a  represents the cross section 
of the rectangular volume cell normal to the 
current direction   , l  is the length in the current 
direction and S  is the charge surface cells. For a 
detailed derivation of the method, including the 
non-orthogonal formulation, see [17]. 

 

B. Solution of the equivalent circuit 
The discretization process of the EFIE in (1) 

and the successive Galerkin’s weighting leads to 
an equivalent circuit formulation. When 
Kirchhoff’s voltage and current laws are enforced 
to the iN  independent loops and N  independent 
nodes of the PEEC equivalent circuit, the 
following equations are obtained 
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where 
  N  is the vector of node potentials 

to infinity; N  is the node space of the 
equivalent network; 

 iN
LI   is the vector of currents 

including both conduction and 
displacement currents; iN  is the current 
space of the equivalent network; 

 PL  is the matrix of partial inductances 
describing the magnetic field coupling; 

 P  is the matrix of coefficients of potential 
describing the electric field coupling; 

 LY  is an admittance matrix describing the 
lumped components connected to the 
PEEC model; 

 R is the matrix of cell resistances; 
 A  is the connectivity matrix which 

describes the current direction between 
each pair of nodes, assigned to each cell; 

 SV  is the vector of distributed voltage 
sources due to external electromagnetic 
fields or lumped voltage sources; 

 SI  is the vector of lumped current 
sources. 

The equation system in (5) is equivalent to 
the circuit equations formulated in SPICE-type 
solvers for obtaining the solution in node voltages 
and branch currents. However, for PEECs the 
equation system in (5) contains denser matrices 
( PL  and P ) than a pure electric network system 
solution due to the large number of mutually 
coupled inductors and mutual capacitances. 
Therefore, the solution of PEECs requires linear 
algebra packages suitable for dense matrices. The 
equation system in (5) is often entitled a Modified 
Nodal Analysis (MNA) formulation [18] and can 
be modified to suit the solution of PEECs [19]. 
Neglecting capacitive couplings from the PEEC 
model will lead to (6) which is the reduced form of 
(5) and discussed in this paper. 
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The next section explains that how the dense 
system derived from MNA formulation is 
converted to a sparse system, without getting 
numerically unstable and invalid solution [20-21]. 
 

III. SPARSE MATRIX FORMULATIONS 
USING THE RELUCTANCE METHOD 

In this section, the reluctance method and its 
application to sparsifying systems of linear 
equations in PEEC are discussed. 

 

A. The reluctance method 
From the partial inductance matrix PL , the 

reluctance matrix K  is defined as the inverse of 
PL . 

 

                       1 PLK                           (7)                                   
 

By multiplying PL   with a vector of N  branch 
currents, a vector containing the drop of the 
magnetic vector potential along each segment will 
be obtained, as shown in (8). 
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(9) 
 
To extract values of the reluctance matrix, the 
linear equation system (9) should be solved. 
Therefore, unlike the elements of the partial 
inductance matrix, there is no formulation to 
calculate the reluctance values directly. Therefore, 
the PL  matrix is needed to calculate the K  
matrix. The physical meaning of ijK  is defined as 

the induced current in the thi  conductor 
(aggressor) when the total flux for the thj  
conductor (victim) is equal to one and the total 
flux along each other conductor is set to zero. This 

definition suggests that the induced current in 
victims should be in the opposite direction of the 
current in the aggressor to keep the flux around all 
victims at zero. These induced currents will 
generate magnetic fields around victims, which 
cancel the part of the field induced on the 
aggressor and shield the field on the aggressor 
from going farther. This phenomenon explains the 
locality (shielding effect) of the reluctance matrix 
[9]. The locality property of the method has been 
demonstrated in Fig. 2, where the third conductor 
results in a shorter arrow for the induced current, 
accounting for the overall effect. Figure 2 also 
shows the induced current in the third conductor, 
contributed to by two other bars, in dashed lines, 
and the overall effect of the induced currents using 
a solid line arrow. Because of this rippling effect 
of the magnetic field and the induced current, the 
value of each ijK  in the reluctance matrix 
represents the overall effect rather than a single 
active line. Therefore, the off-diagonal values in 
K  would decrease more rapidly than PL , which 
exhibits locality and the shielding effect of the 
reluctance matrix [22]. 

Like the capacitance matrix, the reluctance 
matrix is supposed to be symmetric positive 
definite and have the locality property [20]. 
Hence, only a small number of elements in the K  
matrix need to be kept to maintain an appropriate 
level of accuracy of the solution. The stability of 
the method is directly related to how the structure 
is discretized. It has been proven that stability is 
ensured for a sufficiently discretized structure 
[21]. 

 
B. Extraction of the reluctance matrix 

As stated in the previous section, there is no 
formulation to calculate reluctance matrix directly 
and thus, the inductance matrix must be calculated 
first and then inversion carried out. Because 
matrix inversion is a cumbersome numerical task 
with time complexity of )( 3nO  for a nn  
matrix, inverting a large matrix can highly degrade 
the overall performance of the solution. Several 
algorithms have been developed to overcome this 
problem by defining a window over a structure 
and then traversing the geometry using the 
window and the calculating the inductive 
couplings within the covered area and then finally 
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extract values for the reluctance sub-matrix 
[23][24]. In window-based approaches, the 
stability of the method is highly dependent on the 
window size. Further, choosing an unnecessarily 
large window in order to reach a high level of the 
accuracy can make the reluctance extraction 
computationally expensive and a small window 
will return inaccurate results. Therefore, finding an 
optimum size for the window to be traversed is 
crucial and usually challenging and hard to find. 
 
 
 

 
 
Fig.  2.  The effect of reluctance on three parallel 
bars. 
 

A novel approach to calculate reluctance 
matrix is proposed in this paper which is based on 
grouping the parts of the structure along axes, 
meaning that three main groups are created, which 
contain parts of the model in the x- , y- and z-axis. 
Because elements in each group are geometrically 
perpendicular to the other groups, there will be no 
inductive couplings between groups and only 
couplings within each group are considered. This 
assumption leads to the existence of a block 
diagonal partial inductance matrix where each 
block can simply be inverted to determine the 
reluctance matrix. The total process of inverting 
all blocks is substantially less costly than inverting 
the whole matrix. By holding the assumption that 
the studied structure is uniformly placed in the 
space along all three axes, each block will have 

roughly the dimension size of 
3
1

 of the 

dimensions of partial inductance matrix, as shown 
in (10). By substituting (10) into (11), the time 
complexity of the inversion of the original matrix 
is compared to the time complexity of the 
inversion of each block. According to (11), the 
maximum speedup that can be achieved is 
approximately 9, which is a worthwhile 
improvement in the performance. Moreover, it can 
be concluded that the reluctance calculation can be 

a bottleneck in the total solution. Thus, a 
massively parallel approach using GPU 
technology to accelerate the performance of this 
part of the solution is a reasonable solution. 
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Figure 3 depicts the reluctance matrix, 

calculated from a block diagonal partial 
inductance matrix, where each block which 
represents parts of the model in each axis, is 
inverted separately. 
 

 
 
Fig.  3.  Calculating reluctance from an inductance 
matrix in block diagonal form.  
C. Reluctance formulation in PEEC 

In this paper, only quasi-static (R,Lp)PEEC 
is studied, where capacitive couplings are 
neglected in the problem. This assumption is 
mostly valid in power electronics and for the 
models that carry high currents, e.g. bus bars in 
power frequency converters, where inductive 
loops are interesting to be identified and studied in 

order to simulate the induced voltage when 
dt
di

 is 

high in such a circuit. Extracting inductance values 
in high frequency power electronics circuits will 
help to improve the layout design to reduce the 
stray inductance and consequently reduce voltage 
overshoots and reduce switching losses. Based on 
the MNA formulation in PEEC, the system 
equation for an (R,Lp)PEEC model is defined as 
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All elements in (12) are described in Section II-B. 
In system equation (12), the right hand side is for 
excitation sources and the unknowns in the 
equation are node potential and cell currents. 

By applying the reluctance matrix, as 
defined in (7) to both sides of (12), the new 
formulation which is shown in (13) will be 
achieved. This new formulation is introduced as 
(R,K)PEEC. 
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IV. PEEC-BASED SOLVER 

This section describes a solver developed 
based on the PEEC method. Details about solver 
acceleration using GPUs and sparse solver are also 
presented in this section. 
 
A. Implementation of the solver 

A PEEC-based solver has been written in 
the C++ language, which utilizes the Intel Math 
Kernel Library (MKL) [25], optimized for multi-
core systems, and the CUDA-based LAPACK 
(CULA) [26], which is included for the parts of 
the solver that use the GPU. To solve the sparse 
system after applying the reluctance matrix, the 
MUMPS package [27] is used. After calculating 
each block of the reluctance matrix, it can safely 
be sparsified. The sparsification can be described 
as applying a truncation process to small off-
diagonal elements in the reluctance matrix by 
means of the coupling factor 
 

jjii

ij
ij KK

K
k
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between the elements i  and j  in the matrix. The 
calculated factor will be compared to a constant 
value and values that are smaller than the constant 
will be removed [28]. The approximation in (13) 
comes from the relation in (15), which is due to 
the sparsified reluctance matrix. As the K  matrix 
is more sparsified, (15) is more approximate. 
Similarly, if K matrix is not sparsified at all, the 
equation IKLP   will hold which leads to the 
exact solution. 
 

IKLP                                                             (15) 
 
It should be noted that, sparser reluctance matrices 
will create sparser coefficient matrices, which will 
speed up the solving process. Moreover, due to the 
locality property of the reluctance matrix, K  can 
be sparsified up to a high level, at which the 
desirable level of accuracy is still maintained [22]. 
In a PEEC-based solution, the coefficient matrix in 
the MNA formulation consumes the largest part of 
the total allocated memory. Using (R,K)PEEC, 
this matrix is converted to a sparse matrix where 
the majority of its elements are set to zero. Thus, 
the solver assembles the matrix, in a row-by-row 
manner, and at each step, the assembled row is 
stored in sparse format to save the memory. Sparse 
direct solvers involve much more complicated 
algorithms than solvers suited for dense systems. 
This class of solvers is used to solve the matrix 
equation bAx  , where the coefficient matrix A  
is considered to be large and sparse. The main 
challenge in these types of solvers is the efficient 
fill-in of the L  and U  factors of a sparse system. 
Typically, matrices in PEEC are dense, 
unsymmetric, indefinite and ill-conditioned. By 
sparsifying such matrices, the system becomes 
even closer to being singular and thereby would 
need numerical techniques, i.e. pivot perturbation 
or iterative refinement, to compensate for 
numerical instabilities. Later, by acquiring a valid 
sparse system, MUMPS will be utilized as an 
appropriate solver for this purpose [27]. For 
unsymmetric matrices, MUMPS first tries to 
symmetrize the matrix, based on the pattern 

TAA , and then reorder the matrix to minimize 
the cost of the factorization. This process, which is 
known as symbolic factorization, is necessary to 
determine the non-zero structure of the factors, 
before performing any numerical factorization. By 
having a matrix equation where the coefficient 
matrix is symmetric, the symbolic factorization 
can be performed as 
 

LDUA T                                                  (16) 
 
where 

 A  is the sparse coefficient matrix; 
   is the permutation matrix that reorders 

A ; 
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 L  and U  are triangular matrices, parts of 
the factorized A ; 

 D  is a diagonal matrix, a part of the 
factorized A . 

 
Using the MUMPS package, various methods for 
reordering are available, e.g. Approximate 
Minimum Degree (AMD) [29] and METIS [30]. 
The reordering can also be performed by 
providing the solver with a permutation matrix  . 
Using a sparse direct solver, the solution is carried 
out in three main steps: 
 

1. Analysis: The symbolic factorization, 
which involves reordering, is performed 
on the symmetric pattern of the coefficient 
matrix. Permutation applies on the row 
and columns of the original matrix 
through a permutation matrix which 
consists of a set of orthogonal reordering 
vectors. 

2. Factorization: By having symbolic data, 
the numerical factorization is performed 
using a numerical pivoting method. In the 
case of detecting zero pivots, perturbation 
will be performed by the sparse solver. 
The perturbations can affect the accuracy 
of the results. The accuracy will be 
retained by iterative refinement steps after 
the solution is done. 

3. Solution: The factorized system is solved 
in this phase, using backward-forward 
substitution. As mentioned, some iterative 
refinement steps are also performed to 
correct the effect of possible perturbations. 

 
Due to the structure of the sparse coefficient 

matrix in (R,K)PEEC formulation, many of the 
diagonal elements are set to zero, which can easily 
cause the final solution to become numerically 
unstable. Thus, certain algorithms known as 
weighted matching and scaling are used by the 
solver, to increase the accuracy of the pivoting 
[31]. MUMPS offers several remedies, and it is 
very important to choose a proper algorithm for 
this purpose. During several experiments, it was 
observed that when no scaling was applied, a few 
unwanted spikes could appear in the solution. On 
the other hand, when the scaling algorithms were 
applied, the spikes didn’t appear and accurate 

results were acquired. Figure 4 depicts the effect 
of using scaling to solve a linear equation. It is 
observed that spikes do not appear in the final 
solution when a scaling feature with more accurate 
pivoting is enabled. 
 

 
 
 Fig.  4.  The effect of scaling on the accuracy of 
pivoting during the factorization of an ill-
conditioned sparse coefficient matrix. 
 
B. GPU Acceleration 

According to (10) and (11), grouping the 
structure along each axis can improve the 
performance of the reluctance calculation up to a 
factor of 9. Therefore, massively parallel solutions 
can be used to speed up this process. In the 
implemented PEEC-based solver, each block of 
the reluctance matrix is calculated in the following 
steps: 
 

1. Calculate each block of the partial 
inductance matrix; 

2. Transfer the calculated block from the 
host to the GPU device; 

3. Invert the transferred block on the GPU 
device; 

4. Transfer the inverted block back to the 
host; 

5. Sparsify the block, and store it in sparse 
format; 

6. Release the memory for that block. 
 

Because the solver uses complex double 
precision data to solve problems in the frequency 
domain, NVIDIA Fermibased GPUs are exploited 
in this research. NVIDIA Fermibased M2050 
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Tesla series graphic cards offer 448 CUDA cores 
with 3 GB internal memory and have the 
computational power of 515 GFLOPS which 
makes them appropriate for expensive 
mathematical calculations [32]. 

The inversion using the GPU is performed 
by calling a CULA-appropriate routine [26]. Then, 
the routine will transfer the whole block of data to 
the graphic card’s internal memory, to minimize 
the communication overhead, and will invert it 
using the massively parallel structure of the 
graphic card. When the inversion has been 
completed, the solution is transferred back to the 
main memory of the host system. Since the 
internal memory of available GPUs is commonly 
less than the available memory on the modern 
machines, thus the problem size is limited to the 
size of the internal memory on the graphic cards. 
In the future, with more powerful GPUs with 
larger memory and advances in the software tools 
which could partition the data into blocks which 
could be solved separately on GPUs, it would be 
possible to perform the whole solution solely on 
GPUs. CULA routines use some reserved memory 
for internal usage, where this workspace is 
allocated on both the GPU memory and the main 
memory [32]. The process of inversion is actually 
performed by both the host CPU and all 
processing cores on the GPU. However, the 
computations are mostly handled by the cores 
available on the GPU. 

Additionally, the sparse solver has been 
compiled to use BLAS [33] operations on the 
GPU. Hence, all BLAS operations of the solver 
are performed by the GPU to reach the highest 
level of parallelism.  

V. RESULTS 
In this section, the performance of the solver 

will be studied using a PEEC model of a 
interconnection bus bar as a part of a power 
frequency converter. The analyzed model consists 
of a planar DC-link bus bar as typically used in 
multi-level medium voltage frequency converters 
[34]. The purpose of the DC-link in a multi-level 

frequency converter is to store the energy between 
the front-end rectifier and back-end inverter units, 
and the DC-link must therefore be designed for 
low stray inductance to limit the overvoltage peaks 
when switching high currents. Furthermore, the 
requirements and complexity of the bus bar 
strongly depend on the circuit topology used for 
power conversion [35]. The simulation model is 
depicted in Fig. 5. 
 

 
 
Fig.  5.  PEEC model of the studied bus bars. 
 
In the modeled bus bars, a current source with the 
amplitude of 1A is connected between two ports, 
which are marked two arrows which point to the 
connection ports. The simulation has been 
performed from 1 Hz to 10 MHz using 10 
frequency steps. The total resistance and 
inductance of the bars has been extracted from the 
simulation. Two different test cases of the same 
model with different mesh densities have been 
analyzed. In these tests, the dense solver utilizes 
the Intel MKL library, while the sparse solver uses 
the reluctance method together with the sparse 
direct solver MUMPS. All simulations have been 
run on a Linux 64-bit cluster, equipped with two 
quad-core Intel Xeon E5520 2.2 GHz processors 
with 24 GB of RAM installed and a Tesla M2050 
card with 3 GB of on-board memory. 
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Table 1 shows the simulation results of each test 
case using different levels of sparsification. 
Figures 6 and 7 present the total resistance and 
inductance of the bus bars as the frequency 
increases. It should be noted that for the first test 
case, the results for the case which the reluctance 
matrix is sparsified up to 95% almost overlaps the 
results without any sparsification. Moreover, 
results from the second test model reveal that as 
the problem size increases, the error rate decreases 
when the reluctance matrix gets sparser. Figures 6 
and 7 also demonstrates the skin and proximity 
effects along the bus bars, where, as the frequency 
increases resistance increases and inductance 
decreases to a certain level. 

From Figs. 6 and 7 and Table 1, several 
conclusions can be drawn: 
 
 The highest error in the results occurs when 

the sparsification is up to 98%. However, this 
error is still adequate and less than 8%. 

 Although the reluctance matrix is sparsified up 
to 98%, the error is still quite low. Moreover, 
despite this acceptable error in the results, for 
the smallest model, the speed and memory 
usage has been improved by factors of 
approximately 10 and 35, respectively. It is 
also evident that problems that could not be 
solved before, due to the lack of the memory 
(i.e. BB2), can now be solved with small 
approximations involved in the solution.  

 For reluctance calculations, the GPU solution 
results in a remarkable speedup, compared to 
the CPU-only solution. The speedup increases 
even more as the problem size increases. 
For the first test case, reluctance calculation 
took 110 and 57 seconds for CPU and GPU 
respectively and the second test case, 
reluctance calculation was carried out in 437 

and 120 seconds for CPU and GPU 
respectively. As stated before, all matrix 
operations have also been done on GPU which 
improved the overall solution. It is expected 
that higher speedup will be achieved when 
graphic cards with higher internal memories 
are manufactured. Furthermore, at each time, 
only one block of the inductance matrix shown 
in Fig. 3 is transferred to the GPU. Thus, the 
memory peak is always decreased to the 
largest block in the inductance matrix. 

 In Table 1, the dense solver indicates the 
solver which uses only CPU resources while 
the sparse solver uses CPU together with GPU 
resources, since it performs all BLAS 
operations on GPU. Comparison between 
dense and sparse solvers with no sparsity, 
reveals that the GPU have contributed to gain 
a speedup around 3.4 to solve exactly the same 
problem. 

 Smaller problems loose the accuracy faster 
than larger problems when the reluctance 
matrix is sparsified in the same level. 
Comparison between two analyzed structures, 
yields that BB1 showed 8% error when the 
reluctance matrix is 98% sparsieifed while 
BB2 had only 3% error with the same level of 
sparsification, comparing to the cases when 
95% sparsification is applied. 

 The parallel sparse direct solver shows better 
performance than the dense solver even when 
the reluctance matrix is not sparsified at all. 
This performance increase can be due to the 
nature of the coefficient matrix in the MNA 
formulation in the PEEC, which is relatively 
sparse, and the efficiency of the sparse solver 
for sparse systems.  

 
Model 

 
Solver 

Num. of 
unknowns 

Mem. 
[GB] 

Sparse 
[%] 

Time 
[hh:mm:ss] 

 
 

BB1 

Dense 
Sparse 
Sparse 
Sparse 

 
 

33 296 

17.7 
13.3 
0.8 
0.5

0 
0 

95 
98 

06:34:10 
01:56:50 
01:00:22 
00:40:00 

 
 

BB2 

Dense 
Sparse 
Sparse 
Sparse 

 
 

58 668 

55 
41.5 
6.6 
2.8

0 
0 

95 
98 

-* 
-* 

10:12:02 
08:10:28 

Table 1: Bus bar solution 

-*: Not available due to memory 
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VI. CONCLUSION AND FURTHER WORK 
The improved solver presented in this paper 

makes it possible to solve very large 
problems with limited computational resources. 
Using the reluctance method, the final coefficient 
matrix in the system equation can be sparsified 
without the risk of an unstable solution, due to the 
diagonal dominance of the reluctance matrix. In 
the new solver, the bottleneck of the solution is 
shifted to the reluctance matrix calculation. 
Therefore, utilizing GPU technology together with 
grouping algorithms is the key to improving the 
performance in this phase of the solution. A 
numerical test case was studied which proved that 
even by sparsifying the reluctance matrix up to a 
high level (i.e. 98%) the required accuracy was 
still satisfied. In addition, memory usage and the 
grouping algorithms were analyzed, showing that, 
using grouping strategy, the reluctance matrix can 
be computed by inverting sub-matrices, which is 
less expensive and more efficient than inverting 
the whole pL  matrix. It was also observed that, 
even when no sparsification is applied to the 
system, the direct sparse solver performs more 
efficiently than conventional dense solvers. 
Because of the relatively sparse matrices involved 
in MNA formulations, which make sparse solvers 
more appropriate for this purpose. For the next 
step, the iterative solvers can be considered for use 
with the PEEC-based solver. Using iterative 
solvers, the time complexity of the solution can be 
reduced, but because of the severely ill 
conditioned matrices that are involved in the 
PEEC method, the development of a proper 
preconditioner will be a challenging and critical 
task. Finally, the iterative PEEC-based solver can 
be enhanced to employ GPU hardware. The 
workload of preconditioning and Krylov subspace 
solver can be shared between the host and GPU to 
acquire maximum efficiency and the parallelism. 
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(b) 
 

Fig.  6.  Bus bar resistance (a) and inductance (b) 
of the BB1 model, simulated using dense and 
sparse solvers with different sparsification levels. 
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      (a) 

 

 
 
     (b) 

 
Fig.  7.  Bus bar resistance (a) and inductance (b) 
of the BB2 model, simulated using dense and 
sparse solvers with different sparsification levels. 
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Abstract ─ Method of Moments (MoM) modeling 
inside resonating structures is discussed and a 
novel approach called Multi-MoM (Mi-MoM) is 
proposed. Propagation inside a two-dimensional 
(2D) non-penetrable parallel plate waveguide is 
taken into account. The Mi-MoM results are 
compared with the analytical reference solution. 
Practical ways of different source representations 
(untilted/tilted Gaussian beams) are also presented. 
Finally, surface irregularities inside the waveguide 
and their effects on the propagation are modeled 
with both Mi-MoM and the Split-Step Parabolic 
Equation (SSPE) method.   
  
Index Terms - computational electromagnetics, 
gaussian beam, Green's function, method of 
moments, mode summation, MoM, parallel plate 
waveguide, propagation, split step parabolic 
equation, SSPE. 
 

I. INTRODUCTION 
Method of Moments (MoM) [1] is one of the 

oldest numerical electromagnetic (EM) model. In 
this method, first a discrete model of the object 
under investigation is created from small pieces 
(compared to wavelength) called segments or 
patches. Everything on these segments is assumed 
constant. Then, an NxN system of equations is 
built with N unknown segment/patch currents, N 
known segment voltages, calculated from the 

Green's function of the problem, and known NxN 
segment/patch impedances. The model is closed-
form and stable, but necessitates high memory and 
high speed computers especially for high 
frequency applications (it requires N3 operations). 
It requires the Green's function of the problem. 
MoM has been successfully applied to broad range 
of EM scattering problems (see, for example [1-4] 
for some of the applications). MoM with some 
acceleration techniques (e.g., Forward-Backward 
Spectral Acceleration - FBSA) has also been 
applied to propagation problems [5-7], especially 
to long-range ground wave propagation over 
irregular and lossy Earth. 

Propagation modeling inside waveguides with 
irregular and lossy boundaries has become 
important because of signaling requirements 
through railway tunnels, communication in mines, 
screening in printed circuit boards (PCB), etc. The 
Split-Step Parabolic Equation (SSPE) and Finite 
Element based PE models to these guiding 
structures have been developed and calibrated 
against analytical reference data in [8]. MoM 
suffers from resonances in these waveguiding 
structures [9-10] therefore its direct application is 
a challenge. Here, a novel Multi-Iteration MoM 
model (Mi-MoM) is introduced for this purpose. 
Propagation inside a two-dimensional (2D), non-
penetrable parallel plate waveguide is taken into 
account. The novel Mi-MoM model is compared 
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against analytical reference data (generated from 
the exact mode summation model), as well as 
against SSPE [8-9]. 

Propagation inside a parallel plate waveguide 
is an interesting EM problem where both 
analytical and numerical models can be tested one 
against the others [11-12]. It can also be used for 
calibration. The Green's function solution (i.e., EM 
response of a line source) is exact but requires 
infinite number of mode (eigenfunction) 
summation [11]. This is a numerical challenge 
especially in the near vicinity of the line source. 
Modes are grouped into two; propagating modes 
(with real eigenvalues) and evanescent modes 
(with complex eigenvalues). The number of 
propagating modes depends on the frequency and 
width of the plate. A tilted directional antenna can 
also be located inside and can be modeled in terms 
of modes, but modal excitation coefficients 
become complex. This is another numerical 
challenge, especially at high frequencies when the 
number of propagating modes is extremely high. 
The modes are global therefore do not suffer from 
local problems, but extraction of modal excitation 
coefficients is crucial when generating reference 
solutions. Analytical exact solution can also be 
constructed in terms of rays which are local wave 
pieces; again summation of infinite number of rays 
is required for the line source excitation [12]. 
Moreover, eigenray extraction might have 
numerical problems. 
 

II. THE 2D GREEN'S FUNCTION 
PROBLEM AND ANALYTICAL 

REFERENCE SOLUTION 
The 2D parallel plate waveguide is pictured in 

Fig. 1. Here, x and z are the transverse and 
longitudinal coordinates, respectively. The 
structure is infinite along y-direction ( 0 y/ ). 
The width of the waveguide is a. The PEC 
boundaries are assumed Dirichlet-type for the TEz 
(transverse electric with respect to z) problem and 
Neumann-type for the TMz (transverse magnetic 
with respect to z) problem (see [13] for TE/TM 
discussions).  

Since the TEz and TMz sets are decoupled, 
each can be excited independently of the other by 
appropriate selection of the sources, J and M. The 
line sources Mx, Mz, Jy excite the TEz set, whereas 
the line sources My, Jx, Jz excite the TMz set. 

Further simplification can be obtained by setting 
the source components Mx=0, Mz=0 for the TEz 
set, and Jx=0, Jz=0 for the TMz set. 

 

 
Fig. 1. The non-penetrable (PEC) parallel plate 
waveguide, x: height, z: range and tilt is measured 
from z-axis (“+” for upwards, “-” for downwards). 

 
The Green's function problem (under 

)exp( tj  time dependence) associated with both 
the TEz set (when Mx=Mz=0) and the TMz set 
(when Jx=Jz=0) is postulated as: 

      zzxxzxzxgk
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Here,  zx ,  and  zx,  specify source and 
observation points, respectively,    is the Dirac 
delta function, 000 /2  k  is the free-
space wave-number, and  is the free-space 
wavelength. 
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where amkxm /  , 22
0 xmzm kkk  . The line-

source-excited fields are then given by either 
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gjEy 0  or gjH y 0  for the TEz and TMz 
cases, respectively. The remaining field 
components can be calculated from 
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for the TEz model and  
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for the TMz model. 
 

 
 
Fig. 2. Field vs. z  (TMz case): (Solid) only 15 
propagating modes, (Dashed) The first 100 modes 
(a=1 m, 0z , 3.0x m, 7.0x m, 500 ak ). 

 
A short MatLab code is prepared for the 

calculation of field distribution inside the parallel 
plate waveguide in terms of mode summation for 
both polarizations. An example is shown in Fig. 2. 
Here, longitudinal variation of the field inside a 
1m-wide plate at 7.0x m is pictured. The line 
source is at 3.0x m. The number of propagating 
modes for the sets of parameters listed in the 
figure is 15. The two curves belong to the 
summation of the first 15 and 100 modes. As 
observed, at a distance beyond 5.0z m (i.e., 
after 3-4  distance) only propagating modes 
contribute. Figure 3 displays field vs. x at two 

different distances ( 2z  and 20z ). As 
observed, the contribution of only propagating 
modes at 2z  is not enough to build the correct 
field distribution. 

 
 
Fig. 3. Field vs. x  (TMz case): (Solid) only 15 
propagating modes, (Dashed) The first 100 modes 
( 1a m, 0z , 3.0x m, 500 ak ). 

 
The line source is a theoretical antenna. In 

practice, a directive antenna is used in many 
applications. This antenna can be tilted upwards or 
downwards. A directive antenna with tilt- 
capability is usually modeled by injecting a 
vertical field distribution (e.g., a complex 
Gaussian function) in analytical and numerical 
simulations. It is therefore a challenge to compare 
models using line source excitations models with 
directive antennas; even data normalization may 
not be a solution in many cases. One solution in 
modeling a tilted (Gaussian) beam excitation is to 
use a line source at a specific horizontal position 
and then determine the ray excitation coefficients 
according to their departure angles. 

The tilted Gaussian source  zxf ,  inside a 
parallel plate waveguide at zz   may be 
represented in terms of modal summation as: 

      



M

mm
xmmm xkvzczxf

0

,,  (7) 

where M is the highest mode that should be 
included for the specified excitation (and depends 
on the specified accuracy), mv  is the normalization 
constant calculated from  
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and  zcm   is the modal excitation coefficient, 
numerically derived from transverse 
orthonormality condition:  
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The initial field profile )0,(xf  at 0z  is 
generated from a tilted Gaussian pattern 
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where ))2/sin(/(2ln2 0 bwkw  . The tilted 
antenna pattern is specified by its transverse 
position ( x ), beamwidth (θbw) and tilt (elevation) 
angle (θelv). Note that,   again shows either Sine 
or Cosine function starting from either m0=1 or 
m0=0 for the TEz and TMz cases, respectively. The 
number of modes would be finite for numerical 
computations. It is common to choose a vertically 
extending Gaussian function with arbitrary 
location having vertical elevation angle in the 
range of ±90° (plus for upwards, minus for 
downwards). Note that the modal excitation 
coefficient mc  is real for a real source function 
without any tilt, and becomes complex if the 
source is tilted. 

It should be noted that, reference data can best 
be generated from analytical exact solution if 
numerically computed accurately. The mode 
summation solution is exact but necessitates 
infinite number of terms with complex excitation 
coefficients for tilted directive antennas. 

Figure 4 illustrates reliability of the reference 
data for a tilted Gaussian antenna. Here, field vs. x 
at two different z points for the same set of 
parameters, but for a directive antenna tilted 30° 
downwards with 45° beamwidth. The solid line 
belongs to data generated with the mode 
summation model. The dashed line belongs to the 
well-known Split-Step Parabolic Equation (SSPE) 
model [9]. A perfect agreement indicates the 
reliability of the reference data under both line 
source and directive antenna excitations. 

 
Fig. 4. Field vs. x (TMz case): (Solid) Mode sum 
with 49 modes, (Dashed) SSPE ( 1a m, 0z , 

3.0x m, 500 ak , 0.01dz dx  m,  45bw ,  
 10elv ). 

 
III. PARALLEL PLATE WAVEGUIDE 

AND METHOD OF MOMENT 
MODELING  

Method of Moments (MoM) technique can be 
used to find propagation of horizontally (TEz case) 
and vertically (TMz case) polarized waves by 
using the Electric Field Integral Equation (EFIE) 
and the Magnetic Field Integral Equation (MFIE), 
respectively. Open region propagation over 
irregular ground and/or rough surface has been 
successfully modeled with MoM (see, for 
example, [5-7] among a huge number of reference 
list which cannot be included here). In the 
classical MoM, the integral equation is converted 
to the corresponding matrix equation via the 
discretization of the ground/surface. Then, an NxN 
system of equations     IZV   is constructed 
and is solved numerically. Here,  I  contains the 
unknown segment currents,  V  contains segment 
voltages excited by the source,  Z   is the NxN 
impedance matrix of the ground/surface. Solution 
of this system yields the unknown segment 
currents. Superposition of the contributions of the 
segment currents via the Green's function of the 
problem yields the ground-scattered field. Finally, 
the total field is obtained by adding the incident 
field [6].  

The classical MoM approach can be enhanced 
to model propagation inside waveguiding 
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structures. This is achieved by using the free-space 
Green's functions with a multi-iterative approach 
to build in the presence of the multiple reflections 
due to the conducting walls. Figure 1 shows MoM 
discretization and related parameters. Ray 1, 
shown as a sample, induces segment currents 
because of the external source. Ray 2 contributes 
to the field because of the induced segment 
currents. Ray 3 represents higher order effects on 
bottom segments caused by top segment currents.  
Necessary formulae for both polarizations are as 
summarized in [1,2,7]: 
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TMz case 
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where z  is the segment length,  1200   is the 
intrinsic impedance of free space, )2(

0H  and )2(
1H  

are the second kind Hankel functions with order 
zero and one, respectively, 781.1  is the 
exponential of the Euler constant, mn̂  denotes the 
unit normal vector of the plate at  mρ , and nmρ̂  is 

the unit vector in the direction from source mρ  to 
the receiving element nρ . 

The Mi-MoM procedure may be outlined as 
follows:  
 First, discretize top and bottom boundaries. Use 

N segments for the lower and N segments for 
the upper boundaries. Label all segments from 1 
to N in a way that Segment 1 and Segment N+1 
have the same horizontal (i.e., z) coordinate (i.e., 
parallel to each other). 

 Calculate segment currents  I  from 
     VZI 1  and scattered/total fields using 
either inc

yE   in (11a) or inc
yH  in (12a) for TEz 

and TMz polarizations, respectively. 

 For a given source point, calculate distances to 
all segments and segment voltages, using either 

inc
yE   in (11b) or inc

yH   in (12b) for TEz and 
TMz polarizations, respectively. This will yield 
 V . 

 Calculate the impedance matrix nmZ  from either 
(11c) or (12c) for TEz and TMz polarizations, 
respectively.  

 The segment currents induced by the external 
source on the top plate excite field on segments 
on the bottom plate and a vice versa. For the 
first segment on the bottom plate, calculate 
distances to all segments on the top plate and 
segment voltages, using either inc

yE  in (11a) or 
inc
yH  in (12a) for TEz and TMz polarizations, 

respectively. Repeat this for all segments on the 
bottom plate and find out the voltages on the top 
plate caused by the segments on the bottom 
plate. 

 Do the same for the segments on the top plate 
and find out the voltages on the bottom plate 
caused by the segments on the top plate. This 
will yield second round  V . 

 Use the same impedance matrix nmZ  and 
calculate second round segment currents  I  

from       VZI 1  and scattered/total fields 
using either sc

yE   in (11d/11e) or sc
yH  in 

(12d/12e) for TEz and TMz cases, respectively. 
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 Repeat the procedure and find out third round 
segment currents and scattered/total fields 
caused by these current. 

 Repeat the whole procedure until a desired 
accuracy is reached. 
 

An alternative way is to find out first round 
segment currents and then use the Image Method 
(IM). First, all segment currents of upper and 
lower plates are obtained. Then, boundaries are 
removed and image segments are added with 
respect to the upper and lower plates. Finally, field 
contributions from the currents of segments and 
image-segments are superposed at the receiver. 

Two examples for the Mi-MoM procedure are 
given in Figs. 5 and 6. Figure 5 shows propagation 
factor (PF) (calculated field divided by its free-
space value in dB) vs. z  at a fixed x  inside the 
parallel plate waveguide calculated with mode 
summation and Mi-MoM methods. As shown, 
very good agreement is obtained. As expected, 
Mi-MoM suffers from end-point effects, since 
segments before the first one and after the last one 
are neglected [6]. In order to overcome 
insufficiency of the MoM end-point effects one 
needs to extend the horizontally at least one or two 
wavelengths at both ends. 

 

 
 

Fig. 5. Propagation factor vs. z  (TMz case): 
(Solid) Mode sum, (Dashed) Mi-MoM 
( 100a m, 0z , 50x m, 5x  m, 5.2090 ak ). 

 
Figure 6 shows field vs. x  at two different z  

points, again calculated with mode summation and 
Mi-MoM methods. As observed, the agreement is 
very good. Note that, the agreement in Fig. 5 is 
better than the agreement in Fig. 6; this is merely 

because of the frequency used in these examples 
( 5.2090 ak  in Fig. 5, but 500 ak  in Fig. 6). 
The accuracy of Mi-MoM solution increases with 
frequency (i.e., with ak0 ).   

 

 
 
Fig. 6. Field vs. x  (TEz case): (Solid) Mode sum, 
(Dashed) Mi-MoM, 1a m, 0z , 4.0x m, 

500 ak . 

 
Fig. 7. The field map (TEz case): (Top) Mode sum 
with 42 modes, (Bottom) Mi-MoM with 40 
iterations, 1a m, 0z , 0.3x  m ( 500 ak , 

0.01dz dx  m,  45bw , no tilt). 
 
Figures 7-9 belong to comparisons for 

directive antennas. As observed, the agreement 
between Mi-MoM results and the reference data is 
impressive even for these highly 
resonating/oscillatory variations.  
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Fig. 8. Field vs. z at 0.2x  m: (Top) TEz case, 
(Bottom) TMz case, (Solid) Mode sum with 282 
modes, (Dashed) Mi-MoM with 50 iterations 
( 1a m, 0z , 0.4x  m, 2000 ak , 

0.0025dz dx  m,  80bw , no tilt). 
 

 
 
Fig. 9. Field vs. z  at 0.2x  m: (Top) TEz case, 
(Bottom) TMz case, (Solid) Mode sum with 298 
modes, (Dashed) Mi-MoM with 50 iterations 
( 1a m, 0z , 0.4x  m, 2000 ak , 

0.0025dz dx  m,  45bw ,  20elv ). 
 
The final example belongs to a more realistic 

case. Figure 10 presents Mi-MoM vs. SSPE 
comparisons inside a PEC parallel plate 
waveguide with some irregularities on the bottom 
plate. Figure 10a presents the structure. Here, two 
Gaussian-shaped hills are shown on the bottom 
plate. Figure 10b shows 3D field map inside the 

plate. Figure 10c belongs to the z   variations of 
the field at 4.0x m for the TEz polarization 
computed with Mi-MoM and SSPE methods. 

 

 
 
Fig. 10. (a) PEC waveguide with irregular bottom 
plate, (b) Field map produced with the SSPE, (c) 
Field vs. z  at 0.4x  m, both for TEz case, (Solid) 
SSPE, (Dashed) Mi-MoM with 50 iterations 
( 1a m, 0z , 0.4x  m, 2000 ak , 

 80bw , no tilt, 0.0025dz dx  m). 
 

VI. CONCLUSIONS 
A novel Multi-Iteration Method of Moment 

(Mi-MoM) procedure is introduced to model the 
propagation inside resonating structures. A two-
dimensional (2D) parallel plate, non-penetrable 
waveguide is chosen as the test structure.  

Mi-MoM results are tested against reference 
data generated from analytical exact mode 
summation method and are calibrated. Both the 
line source excitation and directive antennas are 
used during these tests. The Mi-MoM approach 
may increase applicability and efficiency of the 
MoM which has widely been used in modeling 
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antenna (radiation), propagation, and scattering 
problems for several decades. 

Note that, /10 segmentation is enough for 
many applications, but up to /100 discretization 
will be necessary for high-accuracy computations. 
Finally, direct solution of the MoM matrix system 
can be achieved up to 8000-10000 segments with a 
student PC. Beyond this, acceleration techniques 
are mandatory [5-7]. 
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Abstract ─ The application of optimization 
techniques for shape reconstruction of a perfectly 
conducting two-dimensional cylinder buried in a 
slab medium is reported in this paper, for which 
comparative study of four population-based 
optimization algorithms are conducted. The 
method of finite difference time domain (FDTD) 
is employed for the analysis of the forward 
scattering part, while the inverse scattering 
problem is transformed into an optimization one. 
Four algorithms including particle swarm 
optimization (PSO), asynchronous particle swarm 
optimization (APSO), differential evolution (DE) 
and dynamic differential evolution (DDE) are 
applied to reconstruct the location and shape of a 
2-D perfectly conducting cylinder. The 
performance of these optimization techniques is 
tested through the use of simulated fields to mimic 
the experimental measurements contaminated with 
additive white Gaussian noise. The reconstructed 
results show that DDE and APSO algorithms 
outperform the algorithms DE and PSO in terms of 
convergence speed. And DDE is concluded as the 
best algorithm in this study.  
  
Index Terms - Inverse Scattering, Time Domain, 
FDTD, Sub-Grid Finite Difference Time Domain, 
Dynamic Differential Evolution, Asynchronous 
Particle Swarm Optimization, Slab Medium, 
Cubic Spline.  
 

I. INTRODUCTION 
The detection and reconstruction of certain 

buried and inaccessible scatterers by inverting 
microwave electromagnetic measurements is a 
research field of considerable interests because of 
its numerous applications in geophysical 
prospecting, civil engineering, and nondestructive 
testing. Numerical inverse scattering studies found 
in the literature are based on either frequency or 
time domain approaches [1]-[10]. However, it is 
well known that one major difficulty in inverse 
scattering problems is due to its ill-posedness in 
nature [11].      

Another issue with inverse scattering problem 
is related to the nonlinearity because the inverting 
procedure involves the product of two unknowns: 
the electrical property of the object, and the 
electric field within the object. Especially, in the 
inverse problem involved with a dielectric slab 
medium there exists the interaction between the 
interfaces of three layers and the object, which 
leads to the complicated Green’s function for this 
three-layer structure. Owing to the difficulties in 
computing the Green’s function by numerical 
methods, the problems of inverse scattering 
involved with a dielectric slab were treated less 
intensively. In general, the nonlinearity of the 
problem is coped with by applying iterative 
optimization techniques [12]-[13].  

The algorithms based on stochastic strategies 
offer advantages, over traditional deterministic 
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algorithms, which include strong search ability 
simplicity, robustness, and insensitivity to ill-
posedness. In contrast to traditional deterministic 
methods, evolutionary searching schemes provide 
a more robust and efficient approach for solving 
inverse scattering problems. PSO and DE both 
work with a population of solutions; PSO is very 
efficient at exploring the entire search space, while 
DE is able to accomplish the same goal as genetic 
algorithm (GA) in a new and faster way. Thus 
several improved versions such APSO and DDE 
have gained considerable attention [14]-[19]. 

Time domain inverse scattering problems 
appear quite a lot in the area of remote sensing. 
Various time domain approaches had been 
proposed such as the layer-stripping approach 
[20], Born iterative method (BIM) [21], distorted 
Born iterative method (DBIM) [22] and different 
optimization approaches [23], [24]. The inverse 
scattering problems are usually treated by the 
traditional deterministic methods which are based 
on functional minimization via some gradient-type 
scheme. Furthermore, for gradient-type methods, it 
is well known that the convergence of the iteration 
depends highly on the initial guess. If a good 
initial guess is given, the speed of the convergence 
can be very fast. On the other hand, if the initial 
guess is far away from the exact one, the searching 
tends to get fail [25]. In general, they tend to get 
trapped in local minima when the initial trial 
solution is far away from the exact one. Thus, 
some population-based stochastic methods, such 
as GA [26], [27] PSO [28]-[31], DDE [32]-[34] 
are proposed to search the global extrema of the 
inverse problems to overcome the drawback of the 
deterministic methods. 

Concerning the shape reconstruction of 
conducting scatterers, the PSO has been 
investigated whereas the steady-state genetic 
algorithm (SSGA) has been utilized in the 
reconstruction of metallic scatterers [27]. In this 
case, the reported results indicate that PSO is a 
reliable tool for inverse scattering application. 
Moreover, it has been shown that both DE and 
PSO outperform real-coded GA in terms of 
convergence speed [35], [36]. In recent decades, 
some papers have compared different algorithms 
for inverse scattering problems [14], [31], [37], 
[38]. However, to our knowledge, a comparative 
study about the performances of DDE and APSO 

mainly when applied to inverse scattering 
problems has not yet been investigated. 

 In this paper, the shape reconstruction is 
based on the application of DDE and APSO 
mainly. The forward problem is solved by the 
FDTD method, for which the sub-grid technique 
[39] is implemented to closely describe the fine 
structure of the cylinder. The inverse problem is 
formulated into an optimization one, and then the 
global searching schemes DE, DDE, PSO and 
APSO are used to search the parameter space. 
Cubic spline interpolation technique [40] is 
employed to reduce the number of parameters 
needed to closely describe a cylinder of arbitrary 
shape as compared to the Fourier series expansion. 

The cost function of the four algorithms is to 
minimize the discrepancy between the simulated 
field (mimicking the measured one) and the 
estimated scattered field data with respect to the 
parameters of the cubic-spline expansion. 
Numerical results show that DDE outperforms 
APSO slightly in terms of shape reconstruction 
accuracy, giving a lower reconstruction error for 
the same number of iterations. As a whole, DDE 
and APSO algorithms outperform the algorithms 
DE and PSO in terms of convergence speed. 

In section II, the details of the sub-grid FDTD 
method for the forward scattering are presented. In 
section III and IV, inverse problem and the 
numerical results of the proposed study are given, 
respectively. Finally, in section V some 
conclusions are drawn. 
 

II. FORWARD PROBLEM 
Let us consider a two-dimensional three-layer 

structure with the electromagnetic property 1 1( , )   

for region 1, 2 2( , )   for region 2 and 1 1( , )  for 
region 3, as shown in Fig. 1. A perfectly 
conducting cylinder to be de-embedded is buried 
in the second layer, and is parallel to z axis. The 
perfectly conducting cylinder is illuminated by a 
line source with Gaussian pulse shape placed at 
two different positions sequentially denoted by Tx 
in the first layer, and then the scattered E fields are 
recorded simultaneously at those points denoted 
by Rx in the same layer. The cross-section shape 
of the object is starlike and can be represented in 
polar coordinates with respect to the origin 

O O(X ,Y )  of the local coordinate in x-y plane as 
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shown in Fig. 2. The computational domain is 
discretized by using Yee cells [41]. It should be 
mentioned that the computational domain is 
surrounded by some optimized absorber of the 
perfect matching layer (PML) [42] to reduce the 
reflection from the surrounding PML environment. 

),( 11 

),( 22 

1 1( , ) 

 Fig. 1. Geometrical configuration of the problem. 

)ρ,(θ 11
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 Fig. 2. A cylinder of arbitrary shape is described 
in terms of a closed cubic spline. The cubic spline 
consists of the polynomials of degree 3. O O(X ,Y )  
is the center position in the x-y plane. The 

1 2, , , N    are radius parameters to describe 
cylinder. 

The direct scattering problem is to calculate 
the scattered electric fields while the shape and 
location of the scatterer are given. The shape 
function ( )F   of the scatterer is described by the 
trigonometric series in the direct scattering 
problem  

/ 2 / 2

0 1

( ) cos( ) sin( )
N N

n n

n n

F B n C n  
 

               (1) 

where Bn and Cn are real coefficients to 
expand the shape function. 

In order to closely describe the shape of the 
cylinder for both the forward and inverse 
scattering procedure, the sub-grid technique is 
implemented in the FDTD code; the details are 
presented next. 

The FDTD method is a direct implementation 
of the time-dependent Maxwell equations, written 
in finite-difference form for implementation on a 
computer.   

                                                                      (2) 
 

 (3) 
 

The finite-difference procedure was first 
proposed by Yee [41], who positioned the E and H 
fields at half-step intervals around a unit cell.  
Moreover, the E and H fields are evaluated at 
alternate half time steps, effectively through the 
use of centered difference expressions for both the 
space and time derivatives. The above equations 
can be easily implemented on a computer as 
follows: 

 
                                                                       
 
 

           (4)  
 
                    
 
                                                                      (5) 
 
 
 
                                                                      (6) 
 
 
 
 
Note that for nonmagnetic materials D  is a 

constant.  
 In Fig. 3, E and H stand for the electric and 

magnetic fields on the major grids, respectively, 
while e  and h  denote the electric and magnetic 
fields on the local grids. If the scaling ratio is set at 
odd ratio, for example 1: 3 , the E and H fields 
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coincide with e and h fields in the fine region as 
shown in Fig. 3. Note that the e  and h  fields 
inside the fine region can be updated through the 
normal Yee-cell algorithm [41] except those at the 
main-grid-local-grid (MG-LG) boundary [43], 
such as 1h , 2h  and 3h  in Fig. 3.  

 
Fig. 3. Structure of the zTM  finite difference time 
domain method (FDTD) major grids and local 
grids for the scaling ratio (1:3), H fields are 
aligned with the main-grid-local-grid (MG-LG) 
boundary. 

The h  fields at the MG-LG interface can be 
linearly interpolated as follows : 

 1 1 2 1
2

3
n v n v n v n vh H H H       

2 2
n v n vh H        , for 

1 2
,

3 3
v   and 

3
3

.       (7) 

 
Note that the H  fields don’t exist on the main 

grids actually for 
1
3

v   and 
2
3

 and need extra 

parabolic interpolation calculation by  
2

2
n v n Bv

H H Av                                 (8) 

with  
1 1

2

n nH H
A

 
                                     

1 1 2n n nB H H H                                   
The corresponding flow chart for updating the 

EM fields in the fine region is shown in Fig. 4. 

Note that at the time step 
3
6

n   the 
1
2

n
E


 fields 

on the main grids should be updated by the 

coincided 
3
6

n
e


 fields on the local grids. Similarly, 

at the time step 
6
6

n   the 1nH   fields are updated 

by the coincided 
6
6

n
h


 fields. 

 Fig. 4. The flowchart to update the (E,H) fields on 
the major grids and (e, h) fields on local grids. 

For the time domain scattering and inverse 
scattering problems, the scatterer is assigned with 
the fine region such that the fine structure of the 
scatterer can be easily described. If higher 
resolution is needed, only the fine region needs to 
be rescaled using a higher ratio for sub-grid. This 
can avoid discretizing the whole problem space 
using the finest resolution such that the 
computational resources are utilized in a more 
efficient way, which is quite important for the 
computationally intensive inverse scattering 
problems. More details on the FDTD Sub-grid 
scheme can be found in [39].  

 
III. INVERSE PROBLEM 

For the inverse scattering problem, the shape and 
location of the metallic cylinder are reconstructed 
by the given scattered electric fields measured at 
the receivers, conceptually. The inverse problem is 
resolved by an optimization approach, for which 
the global searching DDE and APSO schemes, 
etc., are employed to minimize the following cost 
function (CF): 

 vn v nvn vn HHHh   2323 3
1
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(9) 

where exp
zE  and cal

zE  are the mimically 
experimental electric fields and the calculated 
electric fields, respectively. The Ni and M are 
the total number of the transmitters and 
receivers, respectively. Q  is the total time step 
number of the recorded electric fields. The 
details of the proposed DE, DDE, PSO and 
APSO are presented next. 
 

A. Differential Evolution (DE) and Dynamic 
Differential Evolution (DDE) 

DE and DDE algorithms start with an initial 
population of potential solutions that is composed 
by a group of randomly generated individuals 
which represent the center position and the 
geometrical radii of the cylinders. The initial 
population may be expressed by 
 x : 1,  2, ,

j
j Np  , where Np is the population 

size. Each individual in DE or DDE algorithms is 
a D-dimensional vector consisting of D parameters 
to be optimized. After initialization, DE and DDE 
algorithms perform the genetic evolution until the 
termination criterion is met. DE and DDE 
algorithms, like other evolutionary algorithms 
(EAs), also rely on the genetic operations 
(mutation, crossover and selection) to evolve 
generation by generation. The flowchart of the 
DDE algorithm is shown in Fig. 5. DE and DDE 
algorithms go through six procedures as follows: 

 

1. Initialize a starting population: DE and 
DDE algorithms are initialized with a 
population that is composed by a group of 
randomly generated individuals. As 
mentioned above, individuals in DE and 
DDE algorithm represent a set of D-
dimensional vectors in the parameter space 
for the problem,  x : 1,  2, ,

j
j Np  , 

where D is the number of parameters to be 
optimized and Np is the population size. 

2. Evaluate the population using cost 
function: After initialization, DE and DDE 

algorithms evaluate the cost function (9) 
for each individual in the population.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. Flowchart for the dynamic differential 
evolution. Pessimistic sub-area stands for dynamic 
update. 
 

3. Perform mutation operation to generate 
trial vectors: The mutation operation of 
DDE algorithm is performed by 
arithmetical combination of individuals. A 
disturbing vector 1Vk

j
  is generated 

according to following equation: 
 

k 1 k k k k k
i i i i i ij j best j(v ) (x ) [(x ) (x ) ] [(x ) (x ) ]m nF        

 , 0 ~ 1
p

j N  , , [0, 1]
p

m n N  ,             (10) 
m n ; 1 ~i D  

where   and F  are the scaling factors 
associated with the vector differences 

k k
best j(x x )  and k k(x x )m n , respectively. 

The disturbing vector 1vk
j
  due to the 

mutation mechanism consists of parameter 
vector k

jx , the best trial vector k
bestx  and 

two randomly selected vectors kxm  and 

1v k
j


Xk
j

1X Xk k
j j
 

1
1 (v ) , CR

u
(x ) , CR

k
j ik

j k
j i





    

1vk
j


1(u ) (u )k k
j jCF CF 

1 1X uk k
j j
 

( ) ( )k
j bestCF X CF X
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kxn . As comparison, the disturbing vector 
1vk

j
  is generated according to equation 

(11) for typical DE [12]. 
k 1 k k k

i i i ij j(v ) (x ) [(x ) (x ) ]m nF      , 

0 ~ 1pj N  , , [0, 1]
p

m n N  ,        (11) 
m n ; 1 ~i D  

where F  are the scaling factors associated 
with the randomly selected vector 
difference k k

m n(x x ) . One of the main 
differences between DDE and DE is that 
DDE includes the idea of approaching the 
“Best” during the course of optimization 
procedure. 

4. Perform crossover operation with 
probability of crossover CR to deliver 
crossover vectors: The crossover operation 
in DE and DDE algorithms is performed to 
increase the diversity of the parameter 
vectors. This operation is similar to the 
crossover process in GAs. However, the 
crossover operation in DE and DDE 
algorithms just allows delivering the 

crossover vector 
1u k

j


 by mixing the 

components of the current vector x k
j  and 

the disturbing vector 1Vk
j
 . It can be 

expressed as:                  
1

1 (v ) , CR
(u )

(x ) , CR

k
j ik

j i k
j i






 








, 

0 ~ 1
p

j N  , 1 ~i D                             (12) 
where CR is the probability of crossover, 
CR (0,1) .   is the random number 
generated uniformly between 0 and 1.  

5. Perform selection operation to produce 
offspring: Selection operation is conducted 

by comparing the parent vector 
k

jx  with 

the crossover vectors k+1

ju . The vector with 
smaller cost function value is selected as a 
member of the next generation. Explicitly, 
the selection operation for the 
minimization problem is given by: 

       
1 1

1 u , if  CF(u ) CF(x )
x     

x  , otherwise                   

k k k
jk j j

j k
j

 
 





  

, 0 ~ 1pj N                                        (13) 
Another major difference between DDE 
and DE is that DDE algorithm is carried 
out in a dynamic way: each parent 
individual would be replaced by its 
offspring if the offspring has yielded a 
better cost function value than its parent. 
While in a typical DE, all the updating 
actions of the population are performed at 
the end of the generation, for which it is 
referred to as static updating mechanism. 

6. Stop the process and obtain the best 
individual if the termination criterion is 
satisfied, otherwise go to step 2. 

Having realized the ideas of approaching the 
“Best” and dynamic updating, DDE thus exhibits 
better searching capability than DE does regarding 
the convergence speed. Hence, DDE is able to 
reduce the numbers of cost function evaluation 
and reconstruct the microwave image efficiently.  

 

B. The modified asynchronous Particle swarm 
optimization (APSO) 

Particle swarm global optimization is a class 
of derivative-free, population-based and self-
adaptive search optimization technique which was 
introduced by Kennedy and Eberhart [13]. 
Particles (potential solutions) are distributed 
throughout the searching space and their positions 
and velocities are modified based on social 
behavior. The social behaviors in PSO exhibit a 
population of particles moving toward the most 
promising region of the search space. Clerc [44] 
proposed the constriction factor to adjust the 
velocity of the particle for obtaining the better 
convergence; the algorithm was named as 
constriction factor method (CFM). PSO starts with 
an initial population of potential solutions that is 
randomly generated and composed of Np 
individuals (also called particles), of which each 
represents the location and the geometrical radii of 
the cylinder in this study.  

After the initialization step, each particle of 
population is associated with a randomized 
velocity and position. Thus, each particle has a 
position and velocity vector, and can move 
through the problem space. In each generation, 
every particle changes its velocity according to its 
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best position up to date with the latest evolution, 

called pbestx  and the best particle in the swarm, 

called gbestx .  
Assume there are Np particles in the swarm 

that is in a search space of D dimensions, the 
position and velocity of the j-th particle is 
determined according to the following equations 
according to the constriction factor method: 

 
 
1 1 , 1

2 2 , 

( ) ( ) ( )
( )

( ) ( )

k k

j i pbest j i j ik

j i k

gbest j i j i

v c x x
v

c x x







   

 
   

 
 
 

                             

, 0 ~ 1pj N  , 1 ~i D                (14) 

1 1k k k

j j j
x x v   , 0 ~ 1

p
j N  ,  

1 ~i D                            (15) 

where 
2

2

2 4


  


  
, 1 2 4c c    . 

1c  and 2c  are the learning coefficients used to 
control the impact of the local and global 
component in velocity equation (14).   is the 

constriction factor. 1  and 2  are both random 

numbers between 0 and 1. ( )k
j iv  and ( )k

j ix  are 
the velocity and position of i-th dimension of the j-
th particle at the k-th generation. It should be 
mentioned that the Vmax method is also applied to 
control the particle’s searching velocity and to 
confine the particle within the search space [45]. 
The value of Vmax is set to be half of Xmax, where 
Xmax is the upper limit of the search space. Note 
that the Vmax and Xmax are maximum velocity and 
maximum distance, respectively. As an extreme 
case, if the maximum velocity Vmax is set to Xmax, 
the exploration in the inverse scattering problem 
space is not limited. Occasionally, the particles 
may move out of the search space, which could be 
remedied by applying the boundary condition to 
draw the foul particles back to the normal space.  

  The key distinction between PSO and APSO 
is on the updating mechanism, damping boundary 
condition and mutation scheme. In a typical 
synchronous PSO, the algorithm updates the 
velocities and positions of all particles using 
equations (14) and (15) till the end of each 

generation. And then update the best 

positions pbestx and gbestx . Alternatively, the 
updating mechanism of the asynchronous PSO use 
the following rule: after the position movement of 
each particle the new best positions 

pbestx and gbestx will be updated and then used 
for next particle immediately if the cost function 
value for the new position is better than the best 
record up to date. In this way, the swarm reacts 
more quickly to speed up the convergence.  

The “damping boundary condition” is 
proposed by Huang and Mohan [46] to ensure the 
particles move within the legal search space. In 
many practical optimization problems, the rough 
location of the global optimum is usually difficult 
to know in advance. It is therefore required to have 
a boundary condition that can offer a robust and 
consistent performance for the PSO technique 
regardless of the problem. When a particle tends to 
move outside the search space, the position of 
particle is re-located about the search boundary 
and its velocity is multiplied by a random number 
(between 0 and 1) and arranged in the reverse 
direction . 

Mutation scheme is introduced in PSO and 
APSO algorithms to speed up the convergence 
when particles are all around the global optimum. 
The mutation scheme can also avoid premature 
convergences in the searching procedure and help 

gbestx  escape from local optimal positions, thus 
the robustness of the PSO and APSO algorithms is 
assured.  

The flowchart of the modified asynchronous 
PSO (APSO) is shown in Fig. 6. APSO goes 
through seven procedures as follows: 

1. Initialize a starting population: 
randomly generate a swarm of particles. 

2. Calculate the E fields by a home-made 
FDTD code. 

3. Evaluate the population using cost 
function: the APSO algorithm evaluates 
the cost function (9) for each individual 
in the population.  

4. Find pbestx  and gbestx . 
5. Mutation scheme: the PSO algorithm 

has been shown to converge rapidly 
during the initial stages of a global 
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search, but when around the global 
optimum, the search can become very 
slow. For the reason, mutation scheme 
is introduced into APSO. As shown in 
Fig. 6, there is an additional 

competition between the gbestx  and 

mugbestx . The current gbestx  will be 

replaced by the gbest mux  if the 

gbest mux  is better than the current 

gbestx . The gbest mux  is generated by 
following way: 

 

 

 

3 3 3 4 max min

max

3 3 3 4 max min

max

X X 05

X X 05
mu

gbest mu

gbest

gbest mu

k
x c (c c ) , if .

k
x

k
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k

 

 

       



       

 
   


 
   

(16) 

where 3c  and 4c  are the scaling 

parameter. 3  and mu are both the 

random numbers between 0 and 1. k  is 
the current iteration number. maxk  is 

the maximum iteration number. maxX  

and minX  are the upper limit and lower 
limit of the search space, respectively. 

6. Update the velocity and position. 
7. Stop the process and obtain the best 

individual if the termination criterion is 
satisfied, otherwise, go to step 2. 

It should be noted that since both APSO and 
DDE realize the ideas of approaching the “Best” 
and dynamic updating, they exhibit similar 
searching capability and convergence property.  

 
B. Cubic spline interpolation technique 

It should be noted that in the inverse problem, 
the shape function of the 2-D perfectly conducting 
cylinder is described by a cubic spline in this study 
instead of the trigonometric series (1) shown in the 
section of the forward problem. The cubic spline is 
more efficient in terms of the unknown number 
required to describe a cylinder of arbitrary cross 

section. In addition, by using the cubic spline the 
coordinates of local origin inside the cylinder 
serve as the searching parameters and can move 
around the searching space, which is very hard to 
achieve, if not impossible, when the trigonometric 
series expansion is used in the inversion 
procedure.  Thus by using the cubic spline 
expansion, the justification for the objective of the 
inverse scattering is maintained. 
 

)k
idF (x

)) gbestmugbest xCFxCF  (( 

pbestx

gbestx

mugbestxgbestx
gbestx gbestx
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Fig. 6. Flowchart for the modified APSO. 

 
As shown in Fig. 2, the cubic spline consists 

of the polynomials of degree 3 ( )iP   , 
1, 2, ,i N  , which satisfy the following smooth 

conditions: 
ii1iii ρ)(θP)(θP    

)()( 1 iiii PP    

                       Ni ,,2,1                      
(17) 

                       )(θP)(θP i1iii   
and  
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)()( 01 NNPP    

                       NNN0 ρ)(θP)(θP 1           
                   )()( 01 NNPP                   (18) 

Through the interpolation of the cubic spline, 
an arbitrary smooth cylinder can be easily 
described through the radius parameters 

1 2, , , N    and the slope N , of which the 
details are referred to [40]. By combining the PSO, 
APSO, DE or DDE algorithm with the cubic 
spline interpolation technique, together with the 
FDTD sub-grid method, we are able to reconstruct 
the microwave image efficiently. 

It should be noted that the coordinates of local 
origin inside the cylinder plus the radii of the 
geometrical spline used to describe the shape of 
the cylinder will be determined by the PSO, 
APSO, DE and DDE algorithms. 

 
IV. NUMERICAL RESULTS 

As shown in Fig. 1, the problem space is 
divided in 68 68  grids with the grid size 

x y   =5.95 mm. The metallic cylinder is 
buried in a lossless slab medium 
( 1 2 3 0     ). The transmitters and 
receivers are placed in free space above the 
homogeneous dielectric. The permittivities in 
regions 1, 2 and 3 are characterized by 1 0   

, 2 08   and 3 0  , respectively, while the 
permeability 0  is used for each region; i.e., only 
non-magnetic media are concerned here.  

The scatterer is illuminated by cylindrical 
waves with the electric field polarized along the z 
axis, while the time dependence of the field is a  
derivative Gaussian pulse. The waveform is 
plotted in Fig. 7. The cylindrical object is 
illuminated by a transmitter at two different 
positions (Ni=2), which are located at (-143mm, 
178.5mm) and (143mm, 178.5mm), respectively. 
The scattered E fields for each illumination are 
collected at the five receivers (M=5), which are 
equally separated by 47.8mm along the line at 
distance 48mm from the interface between region 
1 and region 2.  

The time duration is set to 300 t ( 300q  ). 
In order to describe the shape of the cylinder more 

accurately, the sub-grid FDTD technique is 
employed both in the forward scattering (1:9) and 
the inverse scattering (1:5) - but with different 
scaling ratios as indicated in the parentheses. The 
proposed inversion procedures are implemented 
through some home-made Fortran programs that 
runs on an Intel PC (3.4 GHz/ 2G memory /500 
G). The typical CPU time needed for DDE and 
APSO examples are about 11 and 9.5 hours, 
respectively, in this study. 

 

 
 
Fig. 7. Signal represented in time domain. 

 
Three examples are investigated for the 

inverse scattering of the proposed structure by 
using the DDE and APSO, etc. There are eleven 
unknown parameters to retrieve, which include the 
center position

O O
(X ,Y ) , the radius 

, 1, 2, , 8
i

i    of the shape function and the 

slope N . Relatively wide searching ranges are 
used for DDE and APSO, etc, to optimize the cost 
function given by (9). The parameters and the 
corresponding searching ranges are listed as 
follows: -47.6mm X 47.6mm

O
  , 

-47.6mm Y 47.6mm
O

  , 5.95mm 71.4mm
i

  , 

1, 2, ,8i   , 1 1N   . The operational 
coefficients for the DDE algorithm are set as 
below: The crossover rate CR=0.8. The weighting 
factor F  =0.8 and the population size Np=110.  
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The relative coefficients of the modified APSO are 
set below. The learning coefficients 1c  and 2c  are 
set to 2.8 and 1.3, respectively. The scaling 

parameter, 3c  and 4c , are set to 0.1 and 0.05, 
respectively. The mutation probability is 0.4 and 
the population size is set to 30. Here, the shape 
error DF is defined as 

'
2 2 1 / 2

1

1
{ [ ( ) ( )] / ( )}

'

N
cal

i i i
i

DF F F F
N

  


    (19) 

where the 'N  is set to 720. 
As mentioned above, application of sub-grid 

technique can result in large savings of computer 
time and memory for the FDTD method. Thus, in 
this study, sub-grid FDTD technique is 
implemented to efficiently describe the details of 
the dielectric cylinders shape. For the first 
example, the perfectly conducting cylinder with 
shape function ( ) 29.75F   (unit: mm) is 
tested. In Figs. 8 and 9, the standard FDTD with 
uniform grid of (1:1) case is compared with the 
sub-grid FDTD cases of different scaling ratios 
(1:3), (1:5) and (1:7) for the inverse scattering by 
DDE and APSO algorithms, respectively. The 
reconstructed details are listed in Table I for DDE 
and APSO algorithms, respectively. Obviously, 
the results obtained by using the standard FDTD 
with uniform grid (1:1) are not as good as those of 
the sub-grid FDTD cases. Moreover, the values of 
DF for DDE and APSO algorithms are very close. 
 
Table 1: The errors of the reconstructed shape 
function for example 1 by using different 
subgridding ratios. 
 

subgridding ratio DF via DDE DFvia APSO 

1:1 9.38% 8.92% 

1:3 1.85% 4.50% 

1:5 1.35% 1.68% 
1:7 1.02% 1.52% 
 

It also suggests that the scaling ratio (1:5) is 
suitable for the following examples to be studied. 
On the other hand, in order to achieve the same 
accuracy for the standard FDTD with uniform 
grid, the grid size of the whole space has to be 
reduced to smoothly describe the geometry of the 
perfectly conducting cylinder, however, the 

computation time would be increased quite a lot, 
3.85 times as compared to the subgrid FDTD 
scheme of (1:5) case. Moreover, the convergence 
curves of the cost function versus generation as the 
proposed DDE and APSO algorithms being 
executed five times out of ten by using different 
random seeds are shown in Figs. 10 and 11, 
respectively to demonstrate the stability of the 
algorithms. 
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Fig. 8. The reconstructed shapes of the cylinder for 
example 1 by using different scaling ratios for the 
sub-grid via DDE. The shape function of this 
object is given by ( ) 29.75F   mm. 
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Fig. 9. The reconstructed shapes of the cylinder for 
example 1 by using different scaling ratios for the 
sub-grid via APSO.The shape function of this 
object is given by ( ) 29.75F   mm. 
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For the second example, a non-symmetric 
perfectly conducting cylinder with shape function 

( ) 29.75 11.9cos(2 ) 5.95sin( ) 5.95sin(2 )F       
 (unit:mm) is considered. Figure 12 shows the 
reconstructed images by of the use of DDE, 
APSO, DE and PSO algorithms for comparison. 
The values of DF for DDE, APSO, DE and PSO 
are about 5.8%, 11.4%, 17.9% and 25.3% in the 
final generation, respectively. The cost function 
value versus the number of function call is shown 
in Fig. 13. PSO is severely affected by premature 
convergence and stagnation problem. The key 
differences between PSO and APSO are about the 
convergence speed, the computation time and the 
accuracy, since APSO includes damping boundary 
condition scheme and mutation scheme. The 
performance of DDE is the best in this example. 
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Fig. 10. The convergence curves of the cost 

function versus generation as the proposed DDE 
algorithm being executed five times out of ten by 
using different tables of random number.  

 

In order to investigate the sensitivity of the 
imaging algorithm against random noise, the 
mimical experimental scattered fields are then 
contaminated by white Gaussian noise of zero 
mean. The relative noise level (RNL) is defined 
as:  

2exp

1 1 0
( , , )

( )( )( 1)

i i

g

N M K

z
n m k

i i

RNL

E n m k t

N M K



  



   



 (20)  

The relative noise levels of 10-4, 10-3, 10-2, 0.1 
and 0.5 are tested. Figure 14 shows the values of 
DF of the final reconstructed results vs. RNL. It is 
observed that good reconstruction can be achieved 
regarding the shape of the metallic cylinder when 
the relative noise level is below 10-2.  
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Fig. 11. The convergence curves of the cost 
function versus generation as the proposed APSO 
being executed five times out of ten by using 
different tables of random number. 
 

For the third example, the shape function of 
this object is given by 

( ) 29.75 5.95 cos(3 )F     (unit:mm) is 
considered. Figure 15 shows that the reconstructed 
images by of the use of DDE, APSO, DE and PSO 
algorithms for comparison. The values of DF for 
DDE, APSO, DE and PSO are about 5.3%, 9.6%, 
14.3% and 19.6% in the final generation, 
respectively. Figure 16 shows that the cost 
function versus the number of function call. It is 
clear that the DDE and APSO outperform PSO. 
The latter PSO is severely affected by premature 
convergence and/or stagnation problem, while the 
former DDE and APSO are more robust to avoid 
local optimal due to the inclusion of dynamic 
update and/or the “Best” concept for optimization 
as mentioned previously [32]-[34].  
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Fig. 12. The reconstructed cross section of the 
cylinder of example 2 by DDE, APSO, DE and 
PSO. The shape function of this object is given 
by ( ) 29.75 11.9cos(2 ) 5.95sin( ) 5.95sin(2 )F       mm. 
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Fig. 13. The value of cost function versus the 
number of function call for example 2. The shape 
function of this object is given by 

( ) 29.75 11.9cos(2 ) 5.95sin( ) 5.95sin(2 )F        mm. 
 

Again, investigation on the sensitivity of the 
imaging algorithms against random noise is 
conducted for this example. Figure 17 shows the 
values of DF of the final reconstructed results vs. 
RNL. It could be observed that good 
reconstruction can be achieved regarding the shape 
of the metallic cylinder when the relative noise 
level is below 10-2.  It is worth to mention that the 

image reconstruction at the backside of the 
scatterer is relative hard due to the shadowing 
effect in example 3.  
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Fig. 14. Shape error as function of RNL by DDE, 
APSO, DE and PSO, respectively. The shape 
function of this object is given by 

( ) 29.75 11.9cos(2 ) 5.95sin( ) 5.95sin(2 )F        mm. 
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Fig. 15. The reconstructed cross section of the 
cylinder of example 3 by DDE, APSO, DE and 
PSO. The shape function of this object is given 
by ( ) 29.75 17.85 cos(3 )F    mm. 

 

Finally, the computational burden, which is 
related to the generation of new solution 
candidates from the previous ones, is roughly the 
same for DDE and APSO. For the shape 
reconstruction examples studied, the computation 
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time is dominated by the FDTD procedure of the 
direct-scattering problems. 
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Fig. 16. The value of cost function versus the 
number of function call for example 2. The shape 
function of this object is given by 

( ) 29.75 17.85 cos(3 ) mm.F   
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Fig. 17. Shape error as function of RNL by DDE, 
APSO, DE and PSO, respectively. The shape 
function of this object is given 
by ( ) 29.75 17.85 cos(3 )F    mm. 

 

V. CONCLUSION 
The problem of shape reconstruction of 

perfectly conducting cylinder is investigated by 
applying DDE, APSO DE and PSO techniques, for 
which the inverse problem is reformulated into an 
optimization one. Since both DDE and APSO 

realize the ideas of approaching the “Best” and 
dynamic updating, they exhibit similar searching 
capability and convergence property and 
outperform DE and PSO. Numerical results show 
that DDE and APSO are reliable for the time 
domain inverse problem of 2D metallic cylinder 
even when the initial guess is far from the exact 
one. Moreover, DDE and APSO can result in 
accurate reconstruction even when the effects of 
noise are included under the condition of noise 
level less than 10-2. It should be mentioned that 
this comparative study is indicative and its 
conclusion should not be considered generally 
applicable in all inverse scattering problems.  
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