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A Straight-Forward Method of Moments Procedure to Solve the
Time Domain Integral Equation Applicable to PEC Bodies via

Triangular Patch Modeling

Sadasiva M. Rao
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Washington DC 20375, USA

Abstract – In this work, a simple and straight-
forward method of moments solution (MOM) proce-
dure is presented to obtain the induced current dis-
tribution on an arbitrarily-shaped conducting body
illuminated by a Gaussian plane wave directly in the
time domain using a patch modeling approach. The
method presented in this work, besides being stable,
is also capable of handling multiple excitation pulses
of varying frequency content incident from different
directions in a trivial manner. The method utilizes
standard Rao-Wilton-Glisson (RWG) functions and
simple triangular functions for the space and time
variables, respectively, for both expansion and test-
ing. The method adopts conventional MOM and
requires no further manipulation invariably needed
in standard time-marching methods. The moment
matrix generated via this scheme is a block-wise
Toeplitz matrix and, hence, the solution is extremely
efficient. The method is validated by comparing the
results with the data obtained from the frequency
domain solution. Several simple and complex nu-
merical results are presented to validate the proce-
dure.

Index Terms – Electromagnetic fields, Integral equa-
tions, Method of moments, Numerical methods,
Time Domain.

I. INTRODUCTION
In recent times, the transient analysis of elec-

tromagnetic scattering has received a great deal of
attention. With the advent of faster computers and
an increase of memory space, many scattering prob-
lems of complex objects are being performed directly
in the time domain because of the generation of a
broad-band data in a single simulation. Further, the
direct time domain (TD) techniques provide an op-
portunity to observe and interpret electromagnetic
scattering behavior.

Some of the early analytical work in transient

electromagnetic problems were based on physical
optics to obtain the approximate impulse response
from conducting flat plates, spheres, and prolate
spheroids [1]. A time domain solution for an infinite
cylindrical antenna was performed by Wu in 1961
[2]. Next, Bennett derived an integro-differential
equation applicable to a perfectly conducting square
plate by enforcing the boundary condition on the
electric field and then solved directly in the time
domain [3]. Bennett labeled this technique as the
space-time integral-equation (STIE) technique. The
STIE method discretizes the scatterer into square
patches, the time axis divided into equal increments,
and the currents at each instant are determined by
the knowledge of the incident field and currents at
previous instants.

Next, we note that the STIE solution method-
ology has been applied to many different geometri-
cal shapes, simple as well as complex, and now is
known as the Marching-on-in-Time (MOT) method
[4]. Although MOT algorithm is popular, it is prone
to late-time instabilities with growing oscillations as
time progresses which makes the technique unreli-
able. Unfortunately, most of the proposed remedies
to either arrest these oscillations or eliminate them
completely, work only for simple problems, and in-
variably fail for complex objects. In the last 20 years,
there has been an explosion of proposed remedies
with limited success and only a few selected publi-
cations are cited here for completeness [5-19].

Recently, a new type of algorithm was applied
to wire-grid models of arbitrary bodies to solve the
time domain integral equation (TDIE) using the
method of moments (MOM) [20] and [21]. The nu-
merical procedure presented in [21] and [22] is not
a MOT scheme and there is no time marching in-
volved. We solve the integral equation over a space-
time grid, and hence no error accumulation as hap-
pens in MOT schemes. This procedure eliminates
marching-on-in-time altogether, remains stable and
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also ideally suited to handle a large number of exci-
tations in a trivial manner. In the present work, we
apply this procedure to perfectly electric conducting
(PEC) bodies via planar triangular patch modeling.

Next, we further note that the present method
is not either explicit or implicit methods commonly
available to solve the time-domain integral equation
[4]. In our view, both the explicit and the implicit
methods are related to Marching-on-in-Time (MOT)
method. The only difference being the length of the
time step. If the time step is smaller than the small-
est spatial distance between the spatial basis func-
tions, Rmin, then we have explicit scheme. Other-
wise we have implicit scheme. In both cases, the so-
lution is achieved by time marching method. In such
a scheme, currents are evaluated at the first time in-
stant, t1 = ∆t by solving the governing equation
and, using this knowledge, move to obtain currents
at the second time instant t2 = 2∆t. Next, pro-
ceed to obtain currents at 3rd, 4th, and later time
instants in a similar way. Obviously, these methods
are prone to error accumulation which is avoided in
the present work.

In the following section, we present the detailed
mathematical steps describing the algorithm. In
Section III, we present numerical solution scheme
and several important guidelines to apply the pro-
cedure successfully. In Section IV, we present sev-
eral numerical results to test the validity of the tech-
nique. Finally, Section V discusses important con-
clusions along with possible improvements and fu-
ture work to be undertaken in this area.

II. INTEGRAL EQUATION
FORMULATION

Let S denote an open or closed perfectly con-
ducting arbitrarily-shaped body as shown in Fig. 1,
illuminated by a time-domain pulse. An electric field
Ei(r, t), defined in the absence of the scatterer, is
incident on and induces a surface current J(r, t) on
S. Using basic mathematical steps outlined in [4],
the scattered electric field Es(r, t) computed from
the surface current is given by:

Es(r, t) = −∂A(r, t)

∂t
−∇Φ(r, t), (1)

where the magnetic vector potential and the electric
scalar potentials are given by:

A(r, t) = µ

∫
S

J(r′, t− R
c )

4πR
dS′, (2)

and

Φ(r, t) =
1

ε

∫
S

qs(r
′, t− R

c )

4πR
dS′. (3)

x
y

z

J(     )r ,t

Incident
    Pulse

Scattered Field

Fig. 1. An arbitrary body illuminated by a Gaussian
plane wave.

In Eqs. (2) and (3), R = |r−r′|, µ and ε denote
the permeability and permittivity of the surrounding
medium, respectively, r and r′ are the locations of
the observation and source points on S and c is the
velocity of the electromagnetic wave. The surface
charge density qs is related to the induced current J
by the continuity equation given by,

∇s · J = −∂qs
∂t

. (4)

Differentiating Eq. (3) with respect to time and
using Eq. (4), we obtain the following expression for
the time derivative of the scalar potential as:

Ψ
∆
=
∂Φ

∂t
=
−1

ε

∫
`

∇s · J(r′, t−R/c)
4πR

dS′. (5)

Next, an integro-differential equation for J can
be derived using the boundary condition (Ei +
Es)tan = 0 on S as:[

∂A

∂t
+∇Φ

]
tan

= Ei
tan. (6)

The charge density appearing in the scalar po-
tential of Eq. (6) may be eliminated by differentiat-
ing Eq. (6) with respect to time and using Eq. (5).
Thus, the popular electric field integral equation
(EFIE) for an arbitrarily-shaped conducting body
in time domain is given by:[

∂2A

∂t2
+∇Ψ

]
tan

=

[
∂Ei

∂t

]
tan

, (7)

which needs to be solved for the unknown current
J(r, t).

III. NUMERICAL SOLUTION SCHEME

The first step in the numerical scheme is to de-
scribe adequately the given geometry to the digital
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computer. This task is most easily accomplished
by covering the body surface with planar triangular
patches to generate a “patch model” of the given
body. We choose the planar triangular patches to
model the body because they have the ability to
conform to any geometrical surface or boundary. In
fact, simple as well as complex bodies, can be easily
modeled by planar triangular patches and can be de-
scribed to the computer using automated schemes.
Further, for numerical purposes, it is very easy to
increase the patch density in areas where more res-
olution is required.

Next, we note that the triangular mesh con-
sists of several electrically short patches, mutually
attached to each other to approximate the given
body. The common edge where several patches are
attached is known as an interior edge. If only one
patch is attached to an edge, then that edge is re-
ferred to as a boundary edge and removed from the
solution scheme. When only two triangular patches
are attached to a given edge, that interior edge is
referred to as an ordinary edge and one unknown
is associated with this edge. Further, if more than
two triangular patches are attached to a given edge,
then we have a junction edge and the number of un-
knowns associated with this junction edge is one less
than the total number of patches connected to this
edge.

The next task in the numerical solution proce-
dure is to develop an algorithm to solve the integral
equation (7). We accomplish this task by selecting
the well-known method of moments [22].

A. Definition of space and time basis func-
tions

Assuming that the body is modeled with trian-
gular patches, we use the well-known Rao-Wilton-
Glisson (RWG) functions [23] for expansion and test-
ing of space variables. Referring to Fig. 2, the RWG
function for any edge m common to the two triangles
T±m is given by,

fm(r) =


lm

2A+
m
ρ+
m for r ∈ T+

m
lm

2A−m
ρ−m for r ∈ T−m

0 otherwise.

(8)

In Eq. (8), lm denotes the length of the mth edge
and A±m is the area of triangle T±m . Further, an ar-
bitrary point in T+

m may be located by the position
vector r, relative to the origin, O, or by ρ+

m, ref-
erenced at the free vertex of T+

m . For an arbitrary
point in T−m , the position vector ρ−m is similarly de-
fined except that it is directed toward the free vertex
of T−m . The “+” or “−” convention is determined by

O

r

T
m

+

T
m

_
edgemth

lm

ρ
m
+

_ ρ
m

__

Fig. 2. Triangle pair and geometrical parameters
associated with the mth interior edge.

choosing a reference direction for positive current
flow for the mth edge. This current is assumed to
flow from T+

m to T−m . Also, we follow the convention
where superscripts refer to the faces and subscripts
refer to the edges. For example, T+

m is the positive
triangle associated with edge m.

Now, let us define the triangle functions for the
time variable. In order to do so, let us first define
an upper limit on the time variable t = T , where T
represents the time when the incident pulse becomes
negligible. Then, we divide the time axis 0→ T into
Nt uniform time intervals given by ∆t and denote
tn = n∆t for n = 1, 2, ....Nt. We note that, initially,
the MOM scheme is applied to a finite interval 0→
T . We also note that extending the time interval
to later times is trivial and discussed later. The
mathematical description of the triangle function for
the time variable is given as,

gn(t) ≡
{

1− |t−tn|∆t t ∈ (tn−1, tn+1)
0 otherwise.

(9)

Next, we approximate the induced current J(r, t)
as:

J(r, t) ≈
NS∑
m=1

Nt∑
n=1

Im,n fm(r) gn(t), (10)

where NS and Nt represent the number of basis (ex-
pansion) functions in space and time, respectively.
Thus, for a complex body approximated by a trian-
gular mesh, we have NS space basis functions includ-
ing basis functions associated with junction edges,
Nt time functions. Thus, a straight forward MOM
application results in P = NS × Nt unknowns to
be evaluated. The MOM procedure to obtain each
unknown by solving Eq. (7) is described in the fol-
lowing:
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B. Testing procedure

Considering the Galerkin testing procedure, we
use the same functions defined in Eqs. (8) and (9)
for testing of space and time variables, respectively.
Defining

< fm(r)gn(t),F (r, t) > =∫
S

∫
T

fm(r)gn(t) • F (r, t) dS dt, (11)

we can write Eq. (7) as:

< fm(r)gn(t),

[
∂2A

∂t2
+∇Ψ

]
> =

< fm(r)gn(t),

[
∂Ei

∂t

]
> (12)

for m = 1, 2, · · ·NS and n = 1, 2, · · ·Nt. Further, we
can rewrite Eq. (12) as,∫

t

gn(t)
∂2

∂t2

∫
S

[fm(r) •A(r, t) dS ] dt

+

∫
t

gn(t)

∫
S

[fm(r) • ∇Ψ(r, t) dS] dt

=

∫
t

gn(t)

∫
S

[
fm(r) • ∂E

i(r, t)

∂t
dS

]
dt. (13)

Now, using the well-known integration by parts
scheme on the first integral of Eq. (13) and using
Eq. (9), we can re-write Eq. (13) as:∫

S

fm(r)•[
A(r, tn+1)− 2A(r, tn) +A(r, tn−1)

∆t2

]
dS

+

∫
S

fm(r) • [∇Ψ(r, tn)] dS

=

∫
S

fm(r) •
[
∂Ei(r, tn)

∂t

]
dS. (14)

Now let us look at each term in Eq. (14), as follows:

Using Eq. (8), we can write vector potential
term at any time instant as,∫

S

fm(r) •A(r, tn) dS

=

∫
T+
m

lm

2A+
m
ρ+
m •A(r, tn) dS

+

∫
T−m

lm

2A−m
ρ−m •A(r, tn) dS. (15)

The integrals will be approximated by evaluating
A(r, tn) at the centroid of the T±m triangle. There-
fore,

∫
S

fm(r) •A(r, tn) dS

≈
[
A(ρc+m , tn) • lm

2A+
m

∫
T+
m

ρ+
m dS

+ A(ρc−m , tn) • lm

2A−m

∫
T−m

ρ−m dS

]
. (16)

The integrations in Eq. (16) are trivial and the result
is given by:∫

S

fm(r) •A(r, tn) dS

≈ lm
2

[
A(ρc+m , tn) • ρc+m +A(ρc−m , tn) • ρc−m

]
, (17)

where ρc+m is the vector from the free vertex to the
centroid of T+

m and ρc−m is the vector from the cen-
troid to the free vertex of T−m .

Next, let’s consider the scalar potential term in
Eq. (14). Using the vector identity ∇ • (ΨA) =
A • ∇Ψ + Ψ∇ • A and using the properties of the
RWG function fm, we have:∫

S

fm • ∇Ψ(r, tn) dS =

−
∫
S

Ψ(r, tn)∇ • fm(r)dS. (18)

By approximating the integrand at the centroids
of the triangles, Eq. (18) becomes.∫

S

fm • ∇Ψ(r, tn) dS =

−
[
lm

A+
m

∫
T+
m

Φ(r, tn) dS − lm

A−m

∫
T−m

Φ(r, tn) dS

]
≈ −lm[Φ(ρc+m , tn)− Φ(ρc−m , tn)]. (19)

Finally, consider incident field term in Eq. (14).
The evaluation of this term is identical to the vector
potential term and the result is given by,∫

S

fm •
∂Ei(r, tn)

∂t
dS =

lm
2

[
∂Ei(ρc+m , tn)

∂t
• ρc+m +

∂Ei(ρc−m , tn)

∂t
• ρc−m

]
. (20)

C. Expansion procedure

Let us first look at the determination of the vec-
tor potential at some observation point r = rm at
time t = tn. Substituting Eq. (10) into Eq. (2) gives:
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A(rm, tn)

= µ

NS∑
p=1

Nt∑
q=1

Ip,q

∫
S

fp(r
′)gq(tn − |rm−r′|

c )

4π|rm − r′|
dS′

≈
NS∑
p=1

Nt∑
q=1

Ip,q[
gq(tn −

R+
mp

c
)κ+
mp + gq(tn −

R−mp
c

)κ−mp

]
, (21)

with

κ±mp =

∫
T±p

µf±p
4πRm

dS′, (22)

R±mp = |rm − rc±p |, (23)

Rm = |rm − r′|, (24)

where T±p represent the triangles connected to pth-
basis function.

Now, we consider the evaluation of the deriva-
tive of the scalar potential at some observation point
r = rm and time t = tn. Following steps similar to
the evaluation of the vector potential, we combine
Eqs. (5) and (10) to get:

Ψ(rm, tn)

≈
NS∑
p=1

Nt∑
q=1

Ip,q

[
gq(tn −

R+
mp

c
)ψ+
mp

+gq(tn −
R−mp
c

)ψ−mp

]
, (25)

where

ψ±mp =
−lp
A±p

∫
T±k

dS′

4πεRm
. (26)

Using the expansion and testing procedures de-
scribed so far, let us generate a matrix equation
ZX = Y of dimension P = NS ×Nt. The elements
of the Z-matrix are formed by using Eqs. (17), (19),
(21) and (25). Note that Zj,i represents a matrix
element of the Z-matrix, where

j = (n− 1)NS +m, i = (q − 1)NS + p,

n, q = 1, 2, · · · , NS , and m, p = 1, 2, · · · , Nt.

Here, we note that the Z-matrix in this case is not
a full matrix, unlike in the frequency domain MOM
procedure. In fact, it is a lower triangular, block-
wise Toeplitz matrix and given by,

Z =


Z1,1 O · · · O
Z2,1 Z2,2 · · · O

...
...

...
...

ZNS ,1 ZNS ,2 · · · ZNS ,NS

 , (27)

where each Zm,p, m = 1, 2, · · ·NS and p =
1, 2, · · · , NS is a matrix of dimension NS represent-
ing the mutual interaction between the spatial basis
functions for a given pair of testing time function
and source time function. The solution of such a
matrix equation is very efficient, involves inverting
only once a matrix of size NS ×NS , and solving the
matrix equation.

The right hand side of the matrix equation Y
is obtained by using the Eq. (20) and consists of Nt
blocks of matrices of dimension NS . At this stage,
we note that multiple incident pulses with varying
frequency content can be easily accommodated by
adding more column blocks to the Y -matrix. Also,
we note that obtaining currents for T to 2T and later
instants is similar to solving the equation for 0 to T
and presented in [20, 21].

Lastly, note that the numerical procedure pre-
sented so far allows to obtain the current distribu-
tion on the scattering structure as a function of time.
Once an accurate current distribution is obtained, it
is a simple process to obtain near-fields, far-fields,
and any other required parameters. The mathemat-
ical details to obtain such parameters are well-known
and available in [4] and hence not repeated here.

Before we present several numerical results ob-
tained using the procedure presented so far, a few
salient points must be noted as discussed in the fol-
lowing:

1. The first point to be noted is that the present
procedure is not the same as the conventional
MOT scheme although it might appear so for a
casual reader. It is because, in the conventional
MOT scheme, further mathematical manipula-
tions are carried out wherein a MOT equation
is developed to obtain the current at a present
instant as a function of incident field plus cur-
rents at previous instants [4]. Hence, the nu-
merical solution involves obtaining all the cur-
rents at a given instant before moving to the
next instant. One cannot proceed to the next
instant before completing the current calcula-
tions at the given instant because these cur-
rents are required for calculating the currents
at next instant. This may be the primary cause
for error accumulation and late-time instabili-
ties. However, in the procedure presented in
this work, we are actually solving the complete
problem in a way wherein all the currents at all
instants (i.e., from 0 to T ) are obtained at once.
There is no time marching involved and, hence,
no error propagation or accumulation.
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2. In this work, we have used triangular functions
to represent the time variable which is simple
and efficient. However, it is also possible to
use other functions such as Gaussian functions,
as done in [21], Lagurre Polynomials or spline
functions where the time-derivatives can be eas-
ily handled. The important points to be noted
for this procedure is: application of the MOM
procedure in space and time dimensions, solv-
ing for unknowns at all locations and all time
instants simultaneously, and efficient numerical
solution.

3. It may be noted that for time-domain calcula-
tions, it is customary to use a Gaussian pulse as
the incident pulse since a true impulse cannot
be generated numerically. Hence, it is always
a good idea to estimate the frequency content
in the selected time pulse for spatial discretiza-
tion. The normal guideline in the solution of
a time domain scattering problem is to obtain
λmin corresponding to the maximum frequency
component in the incident pulse. Obviously,
for a band-limited pulse λmin is easy to obtain.
For a Gaussian pulse, one needs to estimate the
maximum frequency limit in a judicious man-
ner. Then, it is necessary to make sure that all
the edge lengths are sufficiently smaller (i.e.,
less than one tenth of λmin).

4. It should be further noted that a sloppy dis-
cretization would appear as growing instabil-
ity even for the time period 0 to T . Fortu-
nately, such discretization in the frequency do-
main problem simply generates an inaccurate
result. However, in the time domain, one may
see a completely unacceptable, an even mis-
leading, solution. Hence, the spatial discretiza-
tion must confirm to the prescribed limit.

5. It appears that the time domain solution is very
sensitive to numerical processing and requires
accurate evaluation of required quantities such
as vector and scalar potentials. The numerical
integrations must be carried out to a high de-
gree of precision in each and every case.

6. The number of time functions to be used in the
solution is not very critical, at least, for the ex-
citation pulse used in this work. Here we em-
phasize that the time functions are used to rep-
resent the time variation in the interval 0 to T ,
where T represents the time instant at which
time the incident field goes to zero. Note that
the parameter T depends upon the pulse width

of the excitation pulse as discussed in the fol-
lowing:

IV. NUMERICAL RESULTS

In this section, we present numerical results for
several conducting objects modeled by triangular
patches. For all the examples presented in this sec-
tion, the incident field given by,

Ei(t, r) = Eo
4

TP
√
π

e−γ
2

, (28)

where
γ =

4

TP
(ct− cto − r · ak). (29)

In Eqs. (28) and (29), ak is the unit vector in the
direction of propagation of the incident wave, TP is
the pulse width of the Gaussian impulse, Eo ·ak = 0,
r is a position vector relative to the origin, c is the
velocity of propagation in the external medium, and
to is a time delay which represents the time at which
the pulse peaks at the origin.

Initially, we present several examples showing
the current density at a given location on the scat-
terer as a function of time and compare with the fre-
quency domain MOM using the same spatial patch
scheme and an inverse discrete Fourier transform
(FD-IDFT). For these examples we have, referring
to Eqs. (28) and (29), Eo = 120πax, TP = 4.0 LM,
k = −az, ct0 = 1.5Tp LM, and T = 2 ∗ ct0. Note
that 1 LM = 3.333 nSecs. The FD-IDFT solution
is obtained by using 512 frequency samples in the 0
to 512 MHz range. We also note that sharper pulse
can be used by adjusting the pulse width Tp.

As a first example, consider a square plate of
2.0×2.0 m, located in the XY -plane. There are 153

X

Y

Fig. 3. Current induced at the center of a square
plate (L=2.0 m) illuminated by a Gaussian plane
wave.

and 108 basis functions for space and time variables,
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respectively, for the time-domain solution. Note
that, although 30 to 60 basis functions are sufficient
for the time variable, we have deliberately used a
higher number to show that the actual number of
functions is not critical. For illustration purposes,
the induced current density at the center of the plate
is shown in Fig. 3. We note that the TD and FD-
IDFT solutions compare very well for this case.

Next, we consider a sphere of radius 1.0 m, lo-
cated with the center coinciding with the coordinate
origin. The sphere is modeled with 722 triangular
patches with 1083 spatial basis functions and 60 ba-
sis functions for time variable. For illustration pur-

X

Y

Z

Fig. 4. Current induced at the equator, shown by
a red dot, of a conducting sphere (a=1.0 m) illumi-
nated by a Gaussian plane wave.

poses, the induced current density at the equator is
shown in Fig. 4 and note that TD and FD-IDFT
solutions compare very well.

Next, we consider a conducting cube of side
length 1.0 m, located with the center coinciding with
the coordinate origin. The cube is modeled with 224
triangular patches with 336 spatial basis functions
and 60 basis functions in time. For illustration pur-
poses, the induced current density at the center of
the top face is shown in Fig. 5 and both solutions
compare very well.

Next, we consider a combination of two square
plates, each of side length a = 1.0 m and separated
by a distance d = 0.1 m, located with the center
of the bottom plate coinciding with the coordinate
origin. Each plate is modeled with 112 triangular
patches resulting in 366 spatial basis functions. The
time-domain solution is obtained by employing 60
basis functions for the time variable. For illustration
purposes, the induced current density at the center
of the top plate is shown in Fig. 6 and note that
the solutions compare very well. We note that the
induced current oscillates for a long time because of

X

Y

Z

Fig. 5. Current induced at the center of the top face
of a conducting cube (a=1.0 m) illuminated by a
Gaussian plane wave.

Fig. 6. Current induced at the center of the top plate
of a parallel plate configuration (a=1.0 m, d=0.1 m)
illuminated by a Gaussian plane wave.

the close proximity of the plates and the TD solution
captures this phenomenon very well.

Now, we consider a combination of three square
plates, each of side length a = 1.0 m and separated
by a distance d = 0.2 m, located with the center
of the center plate coinciding with the coordinate
origin. Each plate is modeled with 180 triangular
patches resulting in 753 spatial basis functions. The
time variable is approximated with 60 functions. For
illustration purposes, the induced current density at
the center of the middle plate is shown in Fig. 7
and note that the solutions compare very well. It
is obvious that this configuration represents a com-
plex scattering structure from the scattering point of
view. The electromagnetic wave bounces back and
forth between the plates and takes a very long time
to decay to a negligible value.
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Fig. 7. Current induced at the center of the center
plate of a 3-parallel plate configuration (a=1.0 m,
d=0.2 m) illuminated by a Gaussian plane wave.

Next, we consider an almond-shaped structure
described in the inset of Fig. 8. The almond is mod-
eled with 432 triangular patches resulting in 648 spa-
tial basis functions. The time variable is approxi-
mated with 60 functions. For illustration purposes,
the induced current density at the center of the equa-
tor is shown in Fig. 8 and note that the solutions
compare very well. It is well-known that the almond-
shaped body represents a body with low radar cross
section and the time domain solution performs very
well for this case.

Fig. 8. Current induced at the center of the equa-
tor of an almond-shaped structure illuminated by a
Gaussian plane wave.

Next, we consider an aircraft-like object, as
shown in Fig. 9. The object is symmetrically placed
in the XY-plane such that the center of the lower-
side (belly) approximately coincides with the coor-
dinate origin. The object dimensions are: 0.97 m,
0.86 m, and 0.25 m along the X, Y , and Z axes, re-

Fig. 9. An aircraft-like body modeled by triangular
patches.

spectively. We have used 1000 and 48 basis functions
for space and time variables, respectively. The cur-
rent is sampled at the middle of an edge shown by a
dot in the Fig. 9. The results obtained by FD-IDFT,
and the present method are shown in Fig. 10. Again,
we note good comparison between the two solutions.

Fig. 10. Current induced on an aircraft-like struc-
ture illuminated by a Gaussian plane wave.

Next, we consider a more complex aircraft-like
object, as shown in Fig. 11. The object dimensions
are: 5.85 m, 3.5 m, and 1.46 m along the X, Y , and
Z axes, respectively. We have used 2673 and 40 basis
functions for space and time variables, respectively.
The current is sampled on a wing, shown by a red
dot, in the Fig. 11. The IDFT solution is obtained in
a similar manner as in the previous example. The re-
sults obtained by FD-IDFT, and the present method
are shown in Fig. 12. Again, we note good com-
parison between the two solutions. The negligible
discrepancies in both solutions may be attributed
insufficient number of unknowns at the higher end
of the frequency.
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Fig. 11. Triangulated model of an aircraft-like body.

Fig. 12. Current induced on the wing of a model
aircraft illuminated by a Gaussian plane wave.

Next, we consider a deep cavity as shown in the
inset of Fig. 13. The depth of the cavity is 2.0 m.
The inner and outer radii of cavity are 0.267 m and
0.4 m, respectively. The object is symmetrically
placed in the XY-plane such that the center of the
bottom surface coincides with the coordinate origin.
We have used 552 and 40 basis functions for space
and time variables, respectively. The current is sam-
pled at an edge located in the inner surface at the
bottom of the cavity. The results obtained by FD-
IDFT, and the present method are shown in Fig. 13.
Although we see a reasonable comparison, consider-
ing the complexity of the problem, it is speculated
that neither solution is converged to the correct so-
lution because of the coarse spatial sampling. The
currents inside the deep zone are difficult to obtain
and may require much higher number of unknowns.

Next, we consider a ship-like object, shown in

2.0m

0.4m

Fig. 13. Current induced on the bottom surface of a
deep cavity illuminated by a Gaussian plane wave.

Fig. 14. Triangular patch model of a ship-like object.

Fig. 14. The ship is 5.56 m long, 0.716 m wide,
and 0.387 m height and placed such that the origin
is approximately coinciding with center of the top
deck. There are 13,395 and 40 basis functions for
space and time variables, respectively, for the time
domain solution. The current is sampled at the mid-
dle of the upper-deck approximately coinciding with
x = y = 0. The numerical results obtained by the
method presented in this work is shown in Fig. 15.
Also, note that IDFT solution for this example is
prohibitively expensive and hence not attempted.

Now, we present radar cross section (RCS) of
a few selected objects at a selected frequency using
the time domain solution. Although, we can cal-
culate RCS at any frequency within the pass band
of the incident pulse, we choose a single frequency
for illustration purposes. We note that once the in-
duced current at all locations on a given object is
obtained as a function of time, it is easy to use the
straight-forward Fourier Transform method to ob-
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Fig. 15. Current at the selected point on the ship-
like object modeled by triangular patches.

tain the currents at a given frequency. The Fourier
transform for a time domain data may be defined as:

Ik(f) =

∫ ∞
t=0

ik(t)e−j2π f t dt, (30)

where ik(t) is the current induced at kth-basis func-
tion and f is the given frequency. Here, we note that
the induced current is zero for t < 0.

Since the current data is obtained at equal time
intervals, the integral in Eq. (30) may be easily ap-
proximated by:

Ik(f) =
∑
j

ik(j∆t)e−j2π f j∆t ∆t, (31)

where ∆t is the time interval. Next, the far-scattered
electric field is obtained by the expression, given by:

Es(r) = −jωµ e−jkr

4πr

∫
S

fk(r′) ejak·r′ dS′, (32)

where fk represents the kth-basis function, ω = 2πf ,
k = ω

c is the wave number, ak represents the unit
vector from the origin to the observation point, and
c is the velocity of the electromagnetic wave.

Lastly, the radar cross section (σ) is given by,

σ(θ, φ) = lim
r→∞

4πr2 |E
s|2

|Einc|2
(33)

which can be easily computed from Eq. (32) and the
incident field given in Eq. (28).

In the following, we present normalized RCS (σ)
at 900 MHz for four objects, i.e., a) square plate,
b) conducting sphere, c) a deep cavity and d) an air-
craft=like body shown Fig. 9. We present two cases
viz. a) Elevation cut (E-cut) where σ is obtained
as a function of θ at φ = 00 and b) Horizontal cut
(H-cut) where σ is obtained as a function of φ at

θ = 900. The time domain solution is obtained with
a much sharper pulse with pulse width Tp = 0.5 LM
providing a bandwidth from 0 to 1000 MHz. We
also note that, the square plate, conducting sphere,
deep cavity, and aircraft-like body have been approx-
imated by 2628, 2160, 2208 and 4025 basis functions,
respectively. The RCS plots are shown in Figs. 16,
17, 18 and 19. Although both solution compare well,
the minor deviations may be attributed to the se-
lected incident pulse in the time domain because at
the selected frequency the amplitude of the incident
pulse is quite low and hence, the normalization am-
plified the deviation even more.

V. CONCLUSIONS
In this work, a simple and efficient method of

moments (MOM) solution procedure is developed
to determine the transient scattering from arbitrar-
ily shaped, conducting scatterers by a Gaussian
incident pulse directly in the time domain. The
scatterer may either be an opened or closed, finite
three-dimensional object and described to the com-
puter via planar triangular patch modeling scheme.
The numerical solution scheme involves a straight-
forward method of moments application and requires
no further mathematical manipulation. The MOM
matrix thus generated is a lower triangular matrix
which can be very efficiently filled because the ma-
trix elements are also block-wise Toeplitz. As a
result, the matrix equation can be very efficiently
solved. Presently, work is in progress to apply the
new method to material bodies.

FD Solution TD Solution

E-cut (900 MHz) H-cut (900 MHz)

Fig. 16. Normalized bistatic RCS of a square plate
(0.5 × 0.5 m) located in the XY -plane with center
coinciding with the origin at 900 MHz. NS = 2628.

ACES JOURNAL, Vol. 35, No. 8, August 2020852



FD Solution TD Solution

E-cut (900 MHz) H-cut (900 MHz)

Fig. 17. Normalized bistatic RCS of a conducting
sphere, radius=0.5 m, located with center coinciding
with the origin at 900 MHz. NS = 2160.

FD Solution TD Solution

E-cut (900 MHz) H-cut (900 MHz)

Fig. 18. Normalized bistatic RCS of a conducting
cavity, length=0.25 m, inner and outer radii of cavity
0.08 m and 0.1 m, respectively, located with center
coinciding with the origin, at 900 MHz. NS = 2208.

FD Solution TD Solution

E-cut (900 MHz) H-cut (900 MHz)

Fig. 19. Normalized bistatic RCS of an aircraft-like
body, NS = 4025.
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Abstract ─ The action performance and reliability of 
electromagnetic devices is critical to the entire working 
system. In this paper, a new method for calculating the 
output characteristics of electromagnetic devices is 
proposed. This method uses the multi-kernel radial basis 
function neural network (MK-RBFNN) approximation 
modeling by the finite element calculation results at 
the key nodes. It obtains the output response of the 
electromagnetic device under different coil voltages 
and air gaps. The key of establishing a MK-RBFNN is 
to obtain the weight coefficients of each single-kernel 
radial basis function (RBF) model by using a heuristic 
weighting strategy. When the electromagnetic output 
characteristics is calculated in the optimization design of 
the electromagnetic device, this method solves the 
problem that the traditional method is difficult to balance 
the calculation accuracy and speed. The effectiveness of 
the method is verified by the calculation results of the 
electromagnetic torque of a typical electromagnetic relay. 

Index Terms ─ Electromagnetic device, finite element, 
multi-kernel radial basis function, neural network, 
optimal design. 

I. INTRODUCTION
The key to the optimal design or robust design of the 

electromagnetic device is to analyze the influence of the 
input parameters on the output characteristics, and it is 
necessary to repeatedly calculate the static characteristics 
[1]. The existing methods for solving output 
characteristics of electromagnetic devices mainly include 
magnetic equivalent circuit method (MEC), finite 
element method (FEM) and approximation model, but 
they all need to be further improved. In this paper, the 
multi-kernel RBF neural network is used to solve the 
output characteristics of the electromagnetic device, 
which can further improve the calculation speed while 
ensuring the calculation accuracy. 

The traditional MEC has high computational 
efficiency but its calculation accuracy is not good 
because of neglecting magnetic flux leakage and 
magnetic saturation. Therefore, many researchers have 

conducted research in recent years to improve the 
calculation accuracy of MEC. Amrhein and Krein [2] 
used the magnetic resistance network method to 
establish a three-dimensional magnetic circuit model of 
the electromagnetic device based on the distribution 
of the spatial magnetic field. However, this method 
complicates the analysis of the magnetic circuit and 
increases the amount of calculation for non-linear 
solutions. It still has not improved the calculation 
efficiency. 

The high accuracy and time-consuming 
characteristics of FEM make it difficult to adapt to a 
robust design or optimization process. The researchers 
tried to combine the advantages of FEM and MEC to 
establish an approximate model of the electromagnetic 
output response. Encica et al. [3] used the idea of spatial 
mapping to construct a geometric model whose matching 
result matched the finite element. However, it is difficult 
to establish a mapping relationship in a complex 
magnetic circuit with multiple design parameters. 

The wide application of intelligent algorithms 
has led researchers to try to establish an approximate 
model through mathematical methods to achieve rapid 
calculation of electromagnetic characteristics. Xia et al. 
[4] constructed the Kriging approximation model of the
electromagnetic device and optimized the parameters of
the superconducting coil. The accuracy of the Kriging
method depends on the choice of the basis function
type. However, there is currently no uniform method
to select this basis function. An approximate model of
the electromagnetic device obtained using the custom
interpolation function is presented in [5]. This method
uses a custom interpolation function, but it is difficult to
construct a suitable interpolation function according to
different electromagnetic devices.

In 1989, Jackson demonstrated the approximation 
performance of Radial basis function (RBF) neural 
networks for nonlinear continuous functions. Papers 
[6,7] showed the advantages of RBF neural networks in 
predicting compared to other neural networks through 
experiments in different fields. Benbouza [8] explored 
the effects of radial basis functions in the field of 
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electromagnetic computing. Papers [9] improved the 
existing RBF neural network to meet the needs of 
different occasions. A number of studies have shown that 
the RBF approximation model has higher predicting 
accuracy than other approximation models in the case of 
linearity, weak nonlinearity and strong nonlinearity. 
These findings provide support for the application of 
RBF neural networks in the field of electromagnetic 
device computing. 

This paper aims to propose a new method for 
calculating the output characteristics of electromagnetic 
devices quickly and accurately. The method adopts the 
idea of approximate modeling. By selecting the finite 
element calculation results at key nodes as sample 
points, a MK-RBFNN is constructed to determine the 
output characteristics (electromagnetic torque) of 
electromagnetic devices under different coil voltages 
and air gaps. As a case study of the clapper-type 
electromagnetic mechanism of a typical electromagnetic 
relay, the accuracy and rapidity of the method are 
verified significantly and effectively. 
 

II. METHOD DESCRIPTION 
The implementation steps of the novel method 

proposed in this paper are shown in Fig. 1. It makes great 
use of the advantages of each single-kernel RBF neural 
network, which can quickly and accurately calculate the 
output characteristics of the electromagnetic device. 

 

Latin hypercube sampling

Establishing a finite element calculation model to obtain output data 
of sample points

Inputting each single-kernel RBF neural network for training

Calculating weight coefficient

Start

Error verification

End

Satisfied

EstablishIng multi-kernel RBF neural network calculation model

Unsatisfied

 
Fig. 1. Flow chart of method for output characteristics 
calculation of electromagnetic device. 
 
A. Latin hypercube sampling 
(a) Determining input variables and output variables 

The appropriate input variables and output variables 
must be selected before the test design, which is the 
premise of the approximate numerical calculation. 
Taking a rotating electromagnetic device as an example, 
the differential equation of electromagnetic output 
characteristics can be established by the voltage balance 
equation and the D'Alembert [10] equation of motion, 

the expression is: 

 

   

0

f

d
u i , R

dt

d
J T U , T

dt

d

dt


 


 





 




 






.                    (1) 

In (1), 0u   is the power supply voltage of the coil 
circuit; i is the current of the coil; R is the resistance of 
the coil;   is the flux linkage; J is the torque of inertia; 
  is the angular velocity; U is the voltage of the coil;   
is the rotation angle of armature; T is the electromagnetic 
torque; 

fT  is mechanical torque.  

The coil voltage U and the rotation angle   of 
armature of the electromagnetic device will vary over 
time during operation. In the dynamic characteristic 
calculation process, it is necessary to analyze the 
electromagnetic characteristics corresponding to different 
voltages U and different rotation angles  . U and   in 
(1) have two conditions: static (U and   are fixed), 
dynamic (U and   follow Change of time).  

Therefore, the voltage U and the rotation angle   
are input variables, and the electromagnetic torque T of 
the armature is the output variable when calculating the 
output characteristics of the rotating electromagnetic 
device. 

 
(b) Generating sample data 

The basis of constructing the approximate model is 
sample data. The appropriate number of experimental 
data with uniform distribution can better reflect the 
information of the whole space. Conversely, improper 
sample data will result in a model with poor fitting 
accuracy, and even get the wrong model, so it is especially 
important to choose the appropriate experimental design 
method. 

The Latin hypercube sampling (LHS) [11] method 
was proposed by M. D. McKay and R. J. Beckman in 
1979. The LHS is a method of approximately random 
sampling from a multivariate parameter distribution. The 
basic principle is: if N sample points need to be collected, 
then the interval with m variables is divided into N 
intervals with equal probability, take a random value for 
each variable in each interval, so each variable has N 
values. Finally, the N values of m groups are randomly 
combined into a whole sample. 

The LHS steps can be summarized as the following 
three steps: 

i) Selecting the parameters to be sampled. Such as 
the rotation angle   of armature and the voltage U of coil. 

ii) Generating random number. Each variable ix  is 
divided into K non-overlapping intervals with equal 
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probability, the probability of each interval is 1 k , then 
a representative parameter k

ix  is generated from each 
subinterval with equal probability. This parameter is 
usually the midpoint of the interval. 

iii) Generating samples. The representative samples 
of each parameter k

ix  are arranged by random number. 
Thus, N random combinations are formed, each of which 
contains a representative sample k

ix  of all variables. 
The LHS ensures that the sample points taken 

represent the entire design space, and each level of each 
design variable is considered only once. Therefore, the 
sample points obtained by this method are less repetitive, 
and the number of samples can be set flexibly, which has 
good sampling efficiency and balance performance. This 
paper uses the LHS method for initial sampling based on 
the above advantages when establishing an approximate 
calculation model for electromagnetic devices. 

 
B. Establishing finite element calculation model 

The solution of electromagnetic field is generally 
based on Maxwell’s equations, and the FEM is one  
of the most advanced and powerful methods for  
solving Maxwell’s equations [12]. FLUX is the leading 
simulation software for electromagnetic and thermal 
calculations based on finite element theory developed by 
Altair [13].  

The simulation calculation process includes 
geometry, meshing and physical description, these 
preparations make the established model as close as 
possible to the real model. The basic steps of establishing 
the finite element model of electromagnetic equipment 
with the FLUX are shown in Fig. 2. 

 
Establishing a three-

dimensional parametric 
model of 

electromagnetic 
mechanism in FLUX

Creating a 
geometric model 

and divide the 
finite element 

mesh

Setting physical 
properties, 

simulate static 
properties

Obtaining 
electromagnetic 

torque and flux at 
different currents 

and angles

 
 
Fig. 2. Basic steps of constructing a finite element 
calculation model. 
 

According to the finite element model established 
by FLUX software, the output response value of each 
input variable sample is calculated to form the sample set 
of corresponding output variables. 
 
C. Inputting each single-kernel RBF neural network 
for training 

In recent years, RBF have been widely studied in the 
field of neural networks. Their excellent interpolation 
quality has led to their application in computational  
electromagnetics [14]. The expression of the RBF is: 

   0
1

N

i i

i

ŷ x || x x ||  


   .                  (2) 

In (2), 0  is a polynomial function (determined 
form), N is the size of the hidden layer, and its value 
generally does not exceed the number of sample points, 

i   is the weight value between the i-th input layer  
neuron and the p-th hidden layer neuron,   is the kernel 
function, also known as the transfer function of the 
hidden layer, ix  is the center of hidden layer node of 
neural network, .  is Euclidean distance.  

It is worth noting that the determination method of 
center ix . After testing, the commonly used k-means 
clustering algorithm is not ideal, and its global accuracy 
is poor. In this paper, the center ix  is determined based on 
the orthogonal least square (OLS) method. Because OLS 
finds the best function of matching data by minimizing 
the sum of squares of errors, it is possible to control the 
fitting accuracy by setting errors during the training 
process, and adaptively determine the number of hidden 
nodes according to the error requirements. On the contrary, 
in the process of using the k-means clustering algorithm, 
the number of hidden nodes needs to be determined first. 
Different values have a great influence on the results of 
the fitting calculation, which is inconvenient for the 
application of the method in this paper. 

The kernel functions commonly used in the RBF 
model are shown in Table 1 [15]. r represents the 
Euclidean distance between x and center ix . The shape 
parameter c can be specified by experience. 

 
Table 1: Commonly used kernel functions in the RBF 
model 

Name Expression Abbreviation 
Linear Function  r r   LN 

Cubic Function    
3

r r c    CB 

Thin Plate 
Spline      2 2r r c ln r c     TPS 

Multi-quadric 
Function   2 2r r c    MQ 

Inverse Multi- 
quadric Function 

 
2 2

1
r

r c
 


 IMQ 

Gaussian 
Function  

2

22
r

cr e


  GA 

 
According to the test, the application effect of the 

last four kernel functions in Table 1 is better. The single-
kernel RBF neural network with them as kernel functions 
has a good fitting effect on the output characteristics of 
electromagnetic equipment. 

 
D. Establishing MK-RBFNN calculation model 
(a) Introduction of MK-RBFNN model 

The RBF model has strong nonlinear mapping ability 
and optimal function approximation performance, and has 
fast calculation speed. However, further research shows 
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that its robustness is poor, so it is necessary to choose 
different kernel functions to build RBF model according 
to different problem types. In view of the above 
shortcomings, this paper proposes a MK-RBF model 
constructed by multiple kernel functions based on the 
merits of each kernel function. This model has higher 
fitting precision and stronger robustness than the general 
RBF model constructed by a single kernel function. 

According to the four kernel functions mentioned in 
Section IIC, the MK-RBFNN model is established. The 
expression are: 

   
1

1
1

M

MK RBF i i

i

M

i

i

ˆ ˆy x y x














 






.                    (3) 

In (3), M is the number of single-kernel RBF models 
needed to construct the final MK-RBF neural network 
model, MK RBFŷ    is the predicted value of the MK-RBF 
neural network model,  iŷ x   is the predicted value of 
the i single-kernel RBF neural network model, and 

i  is 
the weight coefficient corresponding to the i single-
kernel RBF neural network model. 

The establishing structure of the multi-kernel RBF 
neural network model are shown in Fig. 3. 

 
Get the initial sample sets S

Establish TPS-RBF 
neural network

Establish MQ-RBF 
neural network

Establish IMQ-RBF 
neural network

Establish G-RBF 
neural network

Use heuristic weighting strategy to 
determine the weight value of each 

submodel

Establish initial MK-RBF neural network

Whether the accuracy 
requirements are met

Output the final MK-RBF neural network

Increase sample 
point

yes

no

 
Fig. 3. Establishing structure of MK-RBFNN model. 
 
(b) Calculating weight coefficient 

The weight coefficient is very important in 
constructing the final approximation model. The 
heuristic weighting strategy can better balance the 
weight values of each single-kernel RBF model, and can 
make the final MK-RBF model get better fitting effect. 
The basic expressions are: 

 

1

1

1

M
* *

i i i

i

*

i i avg

M

avg i

i

E E

E E
M



  

 











 

 







.                        (4) 

In (4), 1, 0,        and    respectively 
represent parameters that have a large influence on the 
degree of emphasis on the constituent model. A smaller 
  values and a larger | |  values indicate higher weights 
for single-kernel RBF models with higher prediction 
accuracy. A larger    value and a smaller | |   value 
indicate a higher average confidence for each single-
kernel RBF model. According to experience, this paper 
takes 0 05 1. ,     , so that each single-kernel RBF 
model has the optimal weight coefficient. In this paper, 

iE  
is generally obtained by Generalized Mean Square Cross-
validation Error (GMSE). The expression is: 

  
2

1

1 k
j

i i j j

j

ˆE GMSE f f
k





   .              (5) 

In (5), k represents the total number of sample points 
taken by the i-th single-kernel RBF model, and  j

jf̂
  

represents the predicted value of the i-th single-kernel 
RBF model at point  j

x , which is constructed by the 
remaining 1k   points (excluding point   ,j

jx f ). 
 

E. Error verification 
In the case of a fixed number of sample points, the 

researchers usually use some error indicators to evaluate 
the fitting accuracy of the approximate model. The error 
is further divided into relative error and absolute error. 
When the value of a certain type of data is originally 
small, the relative error can well characterize the fitting 
accuracy. Therefore, this paper chooses the relative error 
with strong applicability. 

In this paper, two global error indicators and one 
local error indicator are used to evaluate the performance 
of the model, as follows: 

a) Coefficient of multiple correlation (R2): 

 

 

2

2 1

2

1

1 1

m

i i

i

m

i

i

ˆy y
MSE

R
Var

y y







   






.                (6) 

b) Relative root mean square error (RRMSE): 

 
2

11

m

i i

i

ˆy y

RRMSE
STD m








.               (7) 

c) Relative maximum absolute error (RMAE): 

1 2 i i
i , ,...,m

ˆmax | y y |
RMAE

STD




 .                     (8) 

Where m represents the number of points sampled 
when validating the model, 

iy  represents the true value, 

iŷ   represents the predicted value obtained by the 
established model, and y  represents the average of all 
true values. MSE, Var, and STD represent the mean 
square error, the variance of the true value, and the 
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standard deviation, the calculation expressions are: 

 
2

1

m

i i

i

ˆy y

MSE
m








,                       (9) 

 
2

1

m

i

i

y y

Var
m








,                        (10) 

STD Var .                            (11) 
The global error indicators R2 and RRMSE are  

all related to the MSE. As can be seen from the above 
formulas, a larger R2 and a smaller RRMSE indicate  
a smaller MSE. The approximate model established at  
this time has a small global error and a high prediction 
accuracy. The local error indicator RMAE characterizes 
the local fitting accuracy of the approximate model. The 
smaller RMAE indicates that the approximate model  
has higher fitting accuracy. Otherwise, it indicates that 
the approximation model has poor fitting accuracy in a 
certain region.  
 

III. APPLICATION EXAMPLE: OUTPUT 
CHARACTERISTIC CALCULATION OF 

ELECTROMAGNETIC RELAY 
A. Introduction to application example 

Aiming at the above mentioned calculation method 
of multi-core radial basis function neural network 
applied in the field of electromagnetic calculation,  
this paper takes ARM2F relay as the research object, 
establishes a fast calculation model of armature 
electromagnetic torque of its electromagnetic system, in 
order to verify the effectiveness of this method. As 
shown in Fig. 4, the electromagnetic system of ARM2F 
relay belongs to a typical clapper-type electromagnetic 
structure, which is composed of yoke iron, armature, iron 
core and coil. 

 

 
 
Fig. 4. Structure of the ARM2F electromagnetic system. 
 
B. Method application 

The geometry of the coil is established in flux,  
and the input parameters of the coil are automatically 
generated by the software. Then, through generating  

grid, applying voltage (current), adding material B-H 
characteristics and other parameters, the software gets 
the flux density based on the finite element method, and 
gets the electromagnetic torque of the armature in the 
post-processing module. 

Taking the magnetic flux density of the 
electromagnetic mechanism with the 6V voltage and the 
rotation angle of armature at 2.1  as an example, the 
calculated flux density is shown in Fig. 5. 

In the range  0 24V 0 2 1U , .      of input 
parameters of electromagnetic system, 44 groups of 
sample points of input parameters are obtained by Latin 
hypercube sampling, and the output response of input 
samples is calculated by FLUX software to form the 
initial sample set S. 

 

 
(a) Isovalues 

 
(b) Arrows 

 
Fig. 5. Magnetic flux density (Isovalues and Arrows). 
 

 
  (a) Kernel function – IMQ 
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   (b) Kernel function – MQ 

 
  (c) Kernel function – TPS 

 
  (d) Kernel function – GA 

 
Fig. 6. Comparison of four single-kernel RBF neural 
network results and the FEM calculation results of test 
sample points. 

 
The sample set S is input into the single-kernel RBF 

neural networks with four different kernel functions for 
training, and four kinds of single-kernel RBF neural 
networks are obtained. 168 test sample points are taken 
at equal intervals within the range of input parameters of  

electromagnetic system, and the output response of test 
sample points is calculated by using the software of 
FLUX. The comparison between the calculation results  
of different single-kernel RBF neural network and the 
test sample results calculated based on the FEM is shown 
in Fig. 6. The total 8 curves in Fig. 6 represent the 
relationship between the rotation angle of armature and 
the output electromagnetic torque when the voltage is 24V, 
21V, 18V, 15V, 12V, 9V, 6V and 3V respectively. The 
RBF neural network models established with different 
kernel functions are shown in (a), (b), (c), and (d) of Fig. 
6. The kernel functions are IMQ, MQ, TPS, and GA. 

It can be seen from Fig. 6 that the calculated results 
of the RBF neural network trained by four different 
kernel functions are roughly the same as those of the 
finite element calculation of the test point in the range of 
6V-24V. But in the case of voltage below 6V, there is a 
large deviation. Low voltage will lead to a sharp decrease 
in the main flux of the coil, and the nonlinearity of 
electromagnetic torque with the change of rotation angle 
of armature is much higher than that of high voltage. 
Therefore, a small number of sample points make the 
prediction accuracy of RBF neural network sharply 
reduced in this range.  

In order to solve the problem of excessive local 
deviation, this paper constructs different neural networks 
in different intervals. For the part below 6V, increasing 
the sample points for neural network training. Specifically, 
in the voltage range of 0V-6V, 11 sampling points are 
obtained through LHS again. In this interval, an RBF neural 
network is additionally constructed with a similar kernel 
function to reflect the response of the electromagnetic 
torque to the armature rotation angle in this range. 
Ultimately, two RBF neural networks are constructed by 
using 55 samples in two intervals to calculate the output 
response in the whole range of input parameters. The final 
calculation results of this scheme are shown in Fig. 7. 

 

 
 (a) Kernel function – IMQ (two parts of RBFNN) 

ACES JOURNAL, Vol. 35, No. 8, August 2020860



 
 (b) Kernel function – MQ (two parts of RBFNN) 

 
 (c) Kernel function – TPS (two parts of RBFNN) 

 
 (d) Kernel function – GA (two parts of RBFNN) 
 
Fig. 7. Comparison of two parts of four single-kernel 
RBF neural network results and the FEM calculation 
results of test sample points. 
 

It can be seen from Fig. 8 that the accuracy of  
the results calculated by the two-part neural network 
constructed by using the separated interval is significantly 
improved within the voltage of 6V. In order to balance 
the calculation accuracy in the global range of parameters, 
the MK-RBF neural network model constructed by 
multiple kernel functions is established by the method 
described in Section II. The weight coefficients of each 

single-kernel RBF neural network are calculated as 
shown in Table 2. The final calculation results of MK-
RBF neural network and the FEM calculation results of 
test sample points are shown in Fig. 8. 
 
Table 2: The weight coefficient of each single-kernel 
RBF neural network 

Type of Single-kernel RBF 
Neural Network 

Weight Coefficient 
  

IMQ-RBF 0.21608 
MQ-RBF 0.24299 
TPS-RBF 0.24292 
GA-RBF 0.29801 

 

 
 
Fig. 8. Comparison of MK-RBF neural network results 
and the FEM calculation results of test sample points. 
 
C. Analysis of calculation results of application 
example 

The calculation accuracy of MK-RBF neural 
network can be reflected by the error evaluation 
indicator. If the model has a large R2 and a smaller 
RRMSE and RMAE, which means that the model has 
higher prediction accuracy and fitting accuracy. 224 
error test sample points are randomly selected in the 
range of input parameters, and the output response 
(electromagnetic torque) of test sample points is 
calculated by finite element method. Finally, the error 
results of RBF neural network with different kernel 
functions are shown in Table 3. 

Whether it is to observe the comparison with the 
finite element results, or to compare the error evaluation 
indicators, it is found that the accuracy of each single-
kernel RBF neural network within the different variation 
range of the input variables is different. For example, the 
IMQ-RBF and MQ-RBF neural networks have higher 
calculation accuracy than the TPS-RBF and GA-RBF 
neural networks under the conditions of an armature 
rotation angle of 0.1° or below it. In the working 
condition about the rotation angle of armature of 0.1° or 
over it, it is obvious that the GA-RBF neural network has 
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higher calculation accuracy than the other three single-
kernel neural networks. 
 
Table 3: Error results of RBF neural network with 
different kernel functions 

Evaluation 
Indicator 

IMQ-
RBF 

MQ-
RBF 

TPS-
RBF 

GA- 
RBF 

MK-
RBF 

R2 0.99629 0.99567 0.99574 0.99529 0.99704 
RRMSE 0.06086 0.06582 0.06525 0.06857 0.05442 
RMAE 0.34876 0.36196 0.36784 0.29412 0.32147 

 
After the coil of the electromagnetic relay is excited 

by the rated voltage, with the increase of time, the 
rotation angle of the armature gradually approaches to  
0°, the voltage gradually rises to its rated voltage, and  
the electromagnetic torque of the armature gradually 
tends to the maximum value. So it is very important to 
accurately calculate the electromagnetic torque at high 
voltage and small angle. In this case, the calculation 
accuracy of MK-RBF neural network model is better 
than GA-RBF when the rotation angle of armature is 
within 0.1°. In 0.1°-2.1°, the calculation accuracy of 
MK-RBF neural network model is better than that of the 
other three RBF neural networks because of the addition 
of GA kernel function, which has reached a satisfactory 
level as a whole. 

It can be seen from Table 3 that the global error 
performance of the MK-RBF neural network is much 
better than any single-kernel neural network, and the 
local error can be controlled within a certain range. It 
combines the advantages of each single-kernel neural 
network and enhances the robustness of the calculation. 
 

IV. CONCLUSIONS 
Aiming at the need of rapidity and accuracy of  

the calculation process, this paper proposes a new 
method for calculating the output characteristics of 
electromagnetic devices. The following conclusions are 
obtained: 

a) In terms of computational efficiency, in the case 
of a coil voltage and an rotation angle of armature of the 
above mentioned clapper-type electromagnetic relay, it 
takes about 3.2 minutes to calculate the electromagnetic 
torque by the finite element method. The calculation 
takes only 0.412 seconds to use the multi-kernel radial 
basis neural network proposed in this paper. (Note: The 
computer performance used in this example calculation 
process is dual-kernel CPU frequency 2.6GHz, memory 
8GB). The superiority of the proposed method is 
reflected in the extremely high computational efficiency 
of such calculations. 

b) In terms of computational accuracy, it is greatly 
improved by the multi-kernel RBF neural network. This 
is because the method uses the result of finite element 
calculation as the sample input, and the global accuracy 
of electromagnetic torque calculation based on multi-

kernel radial basis neural network is obviously better 
than any single-kernel radial basis neural network. This 
is mainly due to the advantages of each single-kernel 
RBF neural network being synthesized by the MK-RBF 
neural network through different weight coefficients. 

c) In terms of the scope of application of the model, 
the calculation method proposed in this paper can also be 
used in other fields of nonlinear engineering calculation. 
The method of multi-kernel RBF neural networks is 
obviously more applicable than single-kernel RBF 
neural networks. The method solves the weight value of 
each single-kernel RBF model by heuristic weighting 
strategy, which reduces the requirements of the modeler's 
own level in the modeling process. 
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Abstract ─ A fast algorithm based on AIM is proposed 
to analyze the scattering problem of the large-scale finite 
array. In this method, by filling zeros into the local 
transformation matrix, the near and far fields are isolated 
thoroughly to eliminate the near correction process. In 
the far part, a 5-level block-toeplitz matrix is employed 
to avoid saving the idle grids without adding artificial 
interfaces. In the near part, only one local cube is 
required to compute the local translation matrix and near 
impedance matrix, which can be shared by all elements. 
Furthermore, the block Jacobi preconditioning technique 
is applied to improve the convergence, and the principle 
of pattern multiplication is used to accelerate the 
calculation of the scattering pattern. Numerical results 
show that the proposed method can reduce not only the 
CPU time in filling and solving matrix but also the whole 
memory requirement dramatically for the large-scale 
finite array with large spacings. 

Index Terms ─ Adaptive integral method, diagonal 
block preconditioning, large-scale finite periodic array, 
multilevel block-toeplitz, scattering problem. 

I. INTRODUCTION
Periodic arrays [1] have been widely used in 

microwave engineering, antennas and metamaterials 
design. It is well known that the method of moment 
(MoM) [2] possess high accuracy, but inefficient in 
solving large-scale problems. In the past three decades, 
a lot of fast algorithms based on MoM have been 
proposed, such as multilevel fast multipole algorithm 
(MLFMA) [3], integral-equation fast Fourier transform 
(IE-FFT) algorithm [4,5], the adaptive integral method 
(AIM) [6], etc. For large-scale quasi-plane problems, 
these methods could reduce computational complexity 
from O(N2) to O(NlogN), and memory requirements 
from O(N2) to O(N). Among these methods, IE-FFT and 
AIM are FFT-based methods, and less dependent on 
the integral kernels. This feature enables them to be 
implemented with the standard and efficient FFT 
libraries available online. 

The IE-FFT algorithm employs Cartesian grids 
for interpolating Green’s functions, which has been 
successfully used in analyzing the large planar 
microstrip antenna arrays [7] and integrated circuits [8]. 
Different from IE-FFT, AIM is based on an “equivalent” 
source approximation, where the unstructured basis 
functions are mapped to the uniform grids by multipole 
expansion [6] without interpolating. This suggests 
that AIM is more accurate in analysis of arbitrary 
three-dimensional (3D) electromagnetic problems. 
Many hybrid methods have been proposed to solve the 
problems of periodic structures. For example, AIM is 
combined with the model-based parameter estimation 
[9] for the infinite periodic structures, with multisolution
sparse matrix (MR SM/AIM) [10] for large finite 2.5D
antenna arrays, with the MultiLayer method [11] for
the multilayer printed arrays, with Synthetic Function
eXpansion (SFX) domain-decomposition approach [12]
and with characteristic basis function method for
aperiodic tiling-based antenna arrays [13].

Nevertheless, there are two drawbacks in AIM 
based hybrid methods when the finite periodic array is 
rather large with large spacings. For the first drawback, 
referring Fig. 1, there are a lot of idle grids which do not 
contribute to far field interactions, but still waste a lot 
of computational source. Consequently, the speed of 
matrix-vector product (MVP) is slow down. To address 
this problem, the circulant AIM (CAIM) [14] and 
subdomain AIM (SAIM) [15] are developed. However, 
CAIM is only efficient for quasi-cylindrical structures 
and SAIM requires to build complicated artificial 
interfaces among different subdomains, which is less 
efficient for large-scale arrays. The second drawback is 
that it will cost a lot of time to correct the nonzeros in 
near field correction process. Moreover, it is hard to find 
a suitable preconditioner [16] for the corrected matrix. 

In this paper, a novel array AIM is proposed for the 
large-scale finite periodic array with large spacings. 
Different from SAIM, the proposed method avoids 
saving the idle grids through adopting a 5-level block-
toeplitz matrix without adding artificial interfaces. In 

ACES JOURNAL, Vol. 35, No. 8, August 2020

Submitted On: December 27, 2019 
Accepted On: May 17, 2020 1054-4887 © ACES

864

https://doi.org/10.47037/2020.ACES.J.350803



addition, the near correction is eliminated, thus the near 
and far matrix can be isolated thoroughly. To the best of 
author’s knowledge, it is seldom reported on the AIM-
based technique without near correction. To further 
improve the convergence of iteration, the block diagonal 
preconditioner is applied to reduce the cost of 
computation and memory. The rest of paper is organized 
as follows. In Section II, the details of the proposed 
method are illustrated, including the process of filling 
matrix, preconditioning, solving and post computation. 
Section III gives some numerical simulation results to 
validate the accuracy and efficiency of the proposed 
method. Finally, the summary and conclusions are 
presented in Section IV. 

 
II. FORMULATION 

A. The conventional AIM 
For an arbitrary 3D perfect electric conductor 

(PEC), the conventional MoM under Galerkin’s testing 
procedure is applied to form a matrix equation as: 

 ZI V , (1) 
where I is the current coefficients of basis functions  
and V denotes the excitation. To reduce the memory 
requirements, the impedance matrix Z is divided into 
near and far parts as Z =Znear+Zfar in AIM [6], where 
Znear is a sparse matrix and Zfar is compressed as the 
multiplications of several sparse matrices: 
 near MoM AIM Z Z Z , (2) 
 

, , ,

far T

q q

q x y z D

 Z Λ GΛ , (3) 

where ZMoM is the near interaction calculated by MoM, 
ZAIM is the inaccurate contribution from grids, G is the 
block-toeplitz transformation matrix of Green’s function 
on the auxiliary grids, and Λq are the sparse translation 
matrices. To solve equation (1) efficiently, preconditioning 
techniques, such as threshold-based incomplete LU 
(ILUT) [17], shifted symmetric successive over-
relaxation (SSOR) [18] or parallel sparse approximate 
inverse (PSAI) [19], are generally applied to improve the 
convergence of iteration.  

However, for large-scale finite periodic array, the 
conventional AIM will become less efficient. Firstly, 
filling Znear costs a lot of time especially for the 
calculation of ZAIM. It is worth noting that computing 
ZAIM with FFT is less efficient when the number of  
grids is quite large. Instead, ZAIM should be calculated 
according to (3) in order to improve the filling speed. 
Secondly, the construction of the preconditioning matrix 
will cost more time if Znear or ZMoM has more nonzeros. 
The reasons of the long time filling and preconditioning 
are the unseparated near and far fields. In other word, the 
MVP for Zfar and I brings the inaccurate values to the 
near part, which forces ZMoM need to be corrected. 
Finally, although each element is identical, the multipole 
expansion remains to be repeated many times because 

the distance between the basis functions and the 
surrounding grids may be different for each element. 
Moreover, the huge number of idle grids will also 
influence the peak memory requirements and speed of 
FFT. 

To overcome these problems, a modified AIM 
called array AIM is proposed for the finite periodic array 
with large spacings in the next part. 
 

 
 
Fig. 1. Geometry of local and idle grids for an array in 
xoy plane. The array elements are depicted in gray. 
 
B. Array AIM for the finite periodic array 

In this part, the Green’s function matrix is 
reconstructed at first in order to avoid saving the idle 
grids. Then the near correction is eliminated by isolating 
the near and far fields. The modified MVP is given at the 
end of the part. 

For a common 3D electromagnetic problem, G is 
constructed as the form of three-level block-toeplitz 
matrix in the traditional AIM. However, for the array 
with large spacings as depicted in Fig. 1, G has to keep 
many idle or unoccupied auxiliary point sources to 
maintain the Toeplitz property [20]. 

To avoid saving these idle grids, firstly each element 
is enclosed in a small local cube instead of a huge global 
cube for the whole array. Then the translation matrices 
Λl are computed just in the small local cube by the 
multipole expansion. Since each element is identical, Λl 
are calculated only once and shared by all elements.  

Secondly, the three-level block-toeplitz G used in 
SAIM is replaced by five-level block-toeplitz GArray 
without adding artificial surfaces. The interactions 
between any two elements are computed directly by (3) 
because they are well separated to meet the far-field 
condition. Based on the denotation for multilevel block-
toeplitz matrix in [20], GArray can be expressed as T5(Nu, 
Nv, Nz, Ny, Nx), where Nu, Nv are the number of elements 
at two orthogonal directions u,v in array plane 

 local grids  idle grids

y

x

v

u

r
u vr r

vr

ur

localr
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respectively, and Nx, Ny, Nz are the number of grids on  
x, y, z directions in the local cube. In the final level, the 
Green’s function between two different grids is calculated 
as: 
   exp( ) 4 , local u vg jk     r r r r r r r , (4) 
where k is the wave number, r denotes the distance 
vector measured from source point to field point, rlocal is 
the position vector if the two points are translated into 
one cube, ru and rv are the position vectors between two 
elements at u and v directions respectively, as illustrated 
in Fig. 1. It should be noted that ,u vr  and rlocal may not 
be orthogonal. 

Finally, if the far part of impedance matrix 
calculated by using GArray is expressed as ZArray, then its 
expression is: 

 
, , ,

, ,
, , ,

( ) ( )

T

Array q Array q

q x y z D

T

l q Array l q

q x y z D

diag diag





 

       





Z Λ G Λ

Λ G Λ
, (5) 

where q
Λ  is a block diagonal matrix, in which there  

are NuNv local sparse matrices Λl. GArray is saved  
as the form of FFT( ),Array ArrayG G  whose length is 

 
, , , ,

2 1A p

p u v x y z

N N


   to meet the circular Toeplitz 

property. And the submatrices of GArray for the different 
elements are asymmetric three-level block-toeplitz 
matrices although scalar Green’s function is applied. 

Next, we focus on calculation of self-impedance 
matrix Zl for each element. To eliminate the near 
correction, the global and local fields should be isolated. 

It is well known that the diagonal values of G are set 
to zeros to avoid the singularity when the source and 
field grids are the same. From another point of view, the 
self-interactions from the same grids are blocked by 
zeros. Inspired by this point, the blocked region could be 
enlarged to cover the whole local cube so that the global 
and local fields are separated thoroughly. This could be 
implemented by adding a constraint condition to (4) as: 
  . . 0 when = =u vs t g  0r r r . (6) 

For example, consider a linear array with only three 
elements. The array impedance matrix in (5) is rewritten 
as: 

   
12 13

, 21 23 ,
, , ,

31 32

T

Array l q l q

q x y z D

diag diag


 
    

    
  



0 G G
Z Λ G 0 G Λ

G G 0
, (7) 

where Gmn denotes the transformation matrix between m 
and n elements. The diagonal submatrices of GArray are 
all zeros to isolate global and local regions. In this way, 
ZAIM in (2) is not needed and Znear is filled by MoM for 
the local region since usually the array element is 
relatively small. At last, the whole impedance matrix Z 
is written as: 

  self Array l Arraydiag     Z Z Z Z Z , (8) 
where Zself is a diagonal matrix and Zl is a dense matrix 
shared by all the elements. As a result, the MVP can be 
computed by: 

 1 , 1

2 , 2
,

, , ,

,

( ) IFFT FFT

self Array

T

l l q

T

l l q

l q Array

q x y z d

T

l M l q M

diag


  

   
   
            
   
      



V Z I Z I

Z I Λ I
Z I Λ I

Λ G

Z I Λ I

, (9) 

where ○ denotes Hadamard product operator, Im is the 
current coefficients of the mth element, M is the number 
of total elements and V  is the output vector of the 
MVP. The MVP is speeded up by 5D FFT and IFFT in 
this paper. From (9) it is obvious that both Zl and Λl are 
reused by each element. Hence, only one copy of Zl and 
Λl are required, which could reduce a lot of memory if 
the number of the array elements is quite huge. 

 
C. Block Jacobi preconditioning 

In order to improve the convergence of iteration, 
block Jacobi (BJ) preconditioner is applied to alleviate 
the ill-condition of the impedance matrix. This 
preconditioner is generally more robust because of the 
diagonal dominance of Zself. Thus, with the help of BJ, 
the MVP in (9) could be multiplied by 1

self

Z  as: 

 

 1 1

1

1
,1

1
,2

1
,

self self self Array

self Array

l Array

l Array

l Array M

 









  

 

 
 
  
 
 
  

Z V Z Z I Z I

I Z V

Z V
Z V

I

Z V

, (10)

 

where VArray= ZArrayI could be divided into M parts for 
each element. Since Zl in (9) is replaced by 1

l

Z  in (10) 
and 1

l

Z  is shared by all elements, the preconditioner 
doesn’t consume extra memory. Moreover, all the 
multiplications of matrix-vector are moved to the global 
part without adding extra computations, which is hard  
to be implemented by other preconditioning technique. 
Furthermore, 1

l

Z  could be precomputed by inversing Zl 
directly if Zl is very small. Otherwise, one can also use 
LU decomposition on Zl and solve ,l m Array mZ I V  by 
direct method to get Im, where 1,2,3m M . 

 
D. Scattering field computation 

To save the memory and time of pre-process, we just 
mesh one local array element as reference since all 
elements are the same. Thus, the total unknowns N for 
array is equal to NlM, where Nl is the unknowns for  
the reference element. Actually, it is not necessary to  
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construct all basis functions for the whole array. Zl  
and Λl can be calculated from Nl local basis functions 
and GArray is independent of the basis functions. 
Nevertheless, ignoring the current, the contribution of 
each element to the scattering field is different due to its 
different position in the array. 

 

 
 
Fig. 2. Flowchart of the array AIM. 

 
This issue could be solved easily with the help of  

the principle of pattern multiplication. Firstly let En(θ,φ) 
be the scattering electric field of the nth basis functions 
at the angles of elevation θ and azimuth φ without 
multiplying the current In, where  1, ln N  is an integer. 
Secondly, the array factor  ,nS    for the nth basis 
functions can be evaluated by: 

      1
1

, exp
l

M

n mn m N
m

S I jkd 
 



  , (11) 

  , ,cos sin sinm u m u v m vd N d N d       , (12) 
where dm is the path-difference between the mth element 
and the reference element. The array factor only includes 
the current excitations and phase factors of different 
elements, which is independent of the basis functions. 
Finally, the total scattering field at (θ,φ) can be expressed 
as: 

      
1

, , ,
lN

n n

n

S     


 E E , (13) 

Once the currents are calculated by the proposed 
method, the scattering field can be evaluated quickly  
via (11), (12) and (13). To better understand the whole 
procedure of the proposed method, the flowchart is 
shown in Fig. 2. 

 
E. Memory requirements and computational 
complexity 

In the proposed method, the memory consumptions 
are primarily from 1

l

Z , Λl and 
ArrayG . Suppose that each 

basis function is expanded by K grids and the ratio of idle 
to local grids along u,v direction are c, thus the memory 
cost of the proposed method is: 

 
 

 

2

2

16 2

16 2 32

l l A

l l u v x y z

N KN N

N KN N N N N N

 

  
, (14) 

where the first and second terms are the memory cost  
of 1

l

Z  and Λl respectively. The last term for 
ArrayG  is 

rather larger than the others and 16 means all the 
matrices are saved in double precision. While the 
memory cost of AIM is approximated as: 

   216 2 2 8 1l l u v x y zTMN MKN c N N N N N   , (15) 

where T is the average number of the basis functions  
in the near field. The first term of (15) represents the 
memory cost by Znear and the preconditioning matrix, 
which is much larger than 1

l

Z  since 2 lTM N  for the 
large-scale array. The second and third terms of (15) 
denote the memory requirements of Λ and G . Compared 
with Λl, Λ is M times larger than Λl, and the length of G  
is determined by the unoccupied ratio c. If c<1, G is   
less than 

ArrayG , but when c>1 for the array with large 

spacings, 
ArrayG  is less than G  since G  is increased by 

(1+c)2 times. 
On the other hand, the computational complexity of 

Zl and Znear are  2
lO N  and  lO TMN  respectively. 

This suggests that the speed of filling Zl is much faster 
than filling Znear. The constructing time of preconditioner 
could also be further reduced. Moreover, it is easy to 
infer the time cost for calculating Λl is M times less  
than calculating Λ. The filling time of 

ArrayG  and G  are 
quite short. Similarly, the improvement on the speed of  
MVP is determined by c because the computational 
complexity of 

ArrayG  and G  are   logA AO N N  and 

  logC CO N N  respectively, where  
21 4C AN c N  . 

Therefore, for a given element, the filling time and  

Start

End

Fill [Zl] by MoM and compute [Zl]-1

Compute Λl in the local region 

Fill GArray under (4), (6) and compute FFT(GArray) with 5D FFT

Fill and Solve Parts

Solve the linear algebraic equations with an iterative 
solver, where the MVP is calculated by (10)  

Yes

Compute element factor En(θ,φ)

n<Nl?
No

Compute array factor Sn(θ,φ) with (11) and (12)

Calculate the total scattering field E with (13)

n=n+1

Post-compute Part

Read mesh of reference element, du, dv, M and Nu, Nv

Construct Nl basis functions on the reference element 

Initial Part
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memory requirements of 1
l

Z  and Λl in the proposed  
method are independent of the size and interval of  
the array, which are much less than AIM. Significant 
improvements on memory cost of 

ArrayG  and the speed 
of the MVP would be obtained if c is larger than 1. 

 
III. NUMERICAL RESULTS 

To demonstrate the performance of the proposed 
method, the scattering of 2D arrays are considered. The 
arrays are supposed to be located at xoy plane. A  
–x-polarized plane wave propagation along –z direction 
impinges the array with frequency 0.3GHz. AIM 
parameters are: the grid interval is 0.05λ, the grid order 
is 2 and the near threshold is 0.3λ. The iterative solver  
is the stabilized biconjugate gradient (Bi-CGSTAB)  
with the relative residual error less than 10-4. All the 
numerical experiments are performed on the desktop PC 
of four cores 4790 Intel processors with math kernel 
library to calculate FFT and IFFT. 

 
A. The accuracy of the proposed method 

The first example is a 99 conducting cylinder  
array with the array length lu,v=6.5m and the interval 
du,v=0.7m. The geometry parameters of PEC cylinder are 
the height h=0.8m and diameter D=0.2m as shown in  
left side of Fig. 3. Each cylinder is discretized by 334 
triangle patches, leading to 501 basis functions, and 
correspondingly 40581 unknowns for the whole array. 
The bistatic radar cross section (RCS) are plotted in Fig. 
4. Clearly, the results of the proposed method agree well 
with that of AIM and MLFMA (FEKO). Figure 5 gives 
the relative error of this example, which is defined as: 
  1010log proposed MLFMA MLFMAerror     , (16) 

where σproposed and σMLFMA represent the RCS pattern 
computed by the proposed method and MLFMA 
respectively. The average relative errors are about -15dB. 
On some angles, the relative errors exceed -10dB due to 
the round-off error. 
 

 
 
Fig. 3. Geometry and dimension of the 99 PEC cylinder 
periodic array. 

 
 
Fig. 4. Bistatic RCS pattern of the 99 cylinder array in 
the vertical plane. 
 

 
 
Fig. 5. The relative error of the 99 cylinder array in the 
vertical plane. (MLFMA as reference). 
 

 
 
Fig. 6. Bistatic RCS pattern of the 44 sphere array in 
the vertical plane. 
 

The second example is a 44 conducting sphere 
array. The array has length l=5.7m, the interval du,v =1.5m 
and the PEC sphere radius r=0.6m. Incident wave is the 
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same as last example. The geometry of this example  
is omitted for the similarity with the first one. The 
unknowns of the sphere and the whole array are 1287  
and 20592 respectively. Figure 6 demonstrates that the 
bistatic RCS of proposed method agrees well with that 
of AIM and MLFMA. 

 

B. The performance of the proposed method for 
different unoccupied ratio c 

To investigate the influence of the unoccupied ratio 
c, the interval du,v of the 99 cylinder array above  
are chosen as 0.5m, 0.6m, 0.8m, 1.2m and 2m, which  
are corresponding to c=0.42, 0.71, 1.28, 2.42 and 4.7 
respectively. The number of the local grids for the 
element is Nx=Ny=7, Nz=19 and the rest parameters of the  

array are the same as Fig. 3.  
Table 1 summarizes the performance of the 

proposed method and AIM in different intervals. We  
can see from Table 1 that the filling time and memory 
requirements of the proposed method are independent of 
c. While in AIM the memory requirement of G and  
the per iteration time increase dramatically with the 
increasing of c. It can be observed that the proposed 
method could achieve more than 99.6% reduction in 
filling time.  

In addition, in terms of the memory and per iteration 
time, AIM performs a better performance for c<1. But 
when c>1, the proposed method are more efficient than 
AIM, especially for d=2m, about 10 times improvements 
are achieved. 

Table 1: CPU time and memory requirements of the proposed and conventional AIM for the 99 cylinder array in 
different intervals 

Interval 
d(m) 

Unoccupied 
Ratio c 

Memory (MB) Filling Time(s) Each Iteration Time(s) 
GArray G Proposed AIM Proposed AIM 

0.5 0.42 27.57 16.25 0.465 74.53 0.544 0.47986 
0.6 0.71 27.57 22.86 0.417 73.356 0.544 0.53645 
0.8 1.28 27.57 39.45 0.461 75.217 0.566 1.05973 
1.2 2.42 27.57 86.14 0.435 78.098 0.586 1.33586 
2 4.7 27.57 233.51 0.464 78.696 0.586 7.848 

 
Table 2: CPU time and memory requirements of the proposed and conventional AIM for the cylinder array in different 
sizes 

Array size Unknowns Total Memory (MB) Filling Time(s) Total Time(s) 
Proposed AIM Proposed AIM Proposed AIM 

99 40581 31.81 761.95 0.465 81.20 10.614 98.16 
1616 128256 95.93 2468.38 0.465 523.53 57.582 596.61 
2727 365229 272.25 8397.46 0.465 1652.4 271.09 2000.85 
4040 801600 599.71 20663.87 0.465 12404.23 3448.8 17186.4 
 

C. The performance of the proposed method for the 
different array sizes 

In this part, the array AIM and conventional AIM 
are applied to solve the scattering problem of the 
cylinder array with different sizes. The sizes of the array 
are selected as 99, 1616, 2727 and 4040, the rest 
parameters of the array are the same as Fig. 3. The 
unknowns of the four arrays are 40581, 128256, 365229 
and 801600, respectively. RCS patterns of these arrays 
are omitted for redundancies. 

Table 2 lists the CPU time and memory 
requirements of the proposed method and AIM for  
the four cases. It can be observed from Table 2 that  
the proposed method could reduce more than 96%  
total memory requirements in comparison with the 
conventional AIM. The reason of the memory reduction 
is that the local impedance matrix and the BJ 
preconditioner only consume a little memory. 

Furthermore, the filling time of AIM rises 
dramatically as the array size increases, while the 
proposed method holds. Thus for the largest array size 
4040, the filling speed of the proposed method is  
about 26000 times faster than AIM. As a result, the total 
solution time of the proposed method is greatly less than 
that of AIM. It should be pointed that the solving time of 
the two methods are nearly the same since interval 
d=0.7m means c=1 for all the cases.  

Therefore, for the large-scale array with large 
spacings, the array AIM is much more efficient than the 
conventional AIM both on computational complexity 
and memory requirements. 

 
IV. CONCLUSION 

In this paper, a modified AIM has been proposed for 
the fast analysis of the electromagnetic scattering 
problem of the large-scale finite array. The whole array 
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is divided into array and local parts. In array part, a 5-
level block-toeplitz GArray is constructed to calculate the 
interactions between different elements, because GArray 
could reduce memory requirement by eliminating the 
idle grids. In local part, the local translation matrix Λl 
and self-impedance matrix Zl are shared by all elements 
to reduce the computational source. Through filling 
zeros into the diagonal submatrices of GArray, the local 
and array parts are isolated to eliminate the near 
correction. The numerical simulations have demonstrated 
that, without losing accuracy, the proposed method 
combined with block Jacobi preconditioning could not 
only accelerate the speed of filling matrix and iteration 
tremendously but also reduce the whole memory 
requirements dramatically, especially for the large-scale 
array with large spacings. 

Furthermore, the proposed method is suitable for 
both periodic or non-periodic array. To form a non-
periodic array, some periodic elements would be masked 
by adjusting translation matrix q

Λ of (5). This work will 
be studied in the future. 
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Abstract ─ This paper describes a modification of 
the Hybrid Boundary Element Method (HBEM) for 
electrostatic problems solving. Such improved method 
is applied for transmission lines analyses. By taking 
a quasi-static TEM approach, the Hybrid Boundary 
Element Method is applied to determine the effective 
relative permittivity and the characteristic impedance of 
different stripline structures. Comparisons with already 
published numerical results and software simulation 
have been also performed with an aim to test the validity 
of the proposed approach. A close results match can 
be noticed. The main novelties of the proposed HBEM 
modification are better accuracy and ability to determine 
the polarization charges distribution on the separating 
surface between a strip and a dielectric layer. This was 
not possible before, using the previous version of the 
method. 

Index Terms ─ Characteristic impedance, effective 
relative permittivity, finite element methods, hybrid 
boundary element method, stripline. 

I. INTRODUCTION
The Hybrid Boundary Element Method (HBEM) is 

a semi-numerical method, [1]. This method presents a 
combination of several other methods: the boundary 
element method (BEM) [2, 3], the equivalent electrodes 
method (EEM) [4] and the point-matching method 
(PMM) for the potential of the perfect electric conductor 
electrodes and for the normal component of the electric 
field at the boundary surface between any two dielectric 
layers. 

Different electromagnetic problems have been 
solved using this method up to now. The electromagnetic 
field distribution in the vicinity of cable joints and 
terminations is determined in [5], the calculation of 
permanent magnets magnetic force is performed in [6] 
and characteristic parameters of transmission lines have 
been calculated in [7-9]. Also, in [10] a two-wire line 
with a magnetic material in its vicinity is analysed and 
the line inductance is calculated. The grounding systems 
are analysed in [11] using the HBEM. 

The main idea of this method is that each conductor 
surface and the boundary surfaces between any two 
dielectric layers should be divided into a large number of 
segments as in the EEM’s application, [1]. Each of these 
segments is replaced by the equivalent electrodes (EEs), 
placed at the segment’s centres. In the case of single 
layer problems, the HBEM application is identical to 
the EEM. But, for the multilayered systems, the HBEM 
application comes to the fore. At the boundary surfaces 
between any two dielectric layers only polarization 
(bound) charges exist, [12]. According to the HBEM, the 
segments at these surfaces are replaced by discrete 
equivalent polarization charges placed in the air. The 
boundary surfaces between the perfect electric conductor 
and the dielectric layers consist of total charges, i.e., 
free and polarization charges. In the previous HBEM 
application, an approximation was done – only the free 
charges on those boundary surfaces, placed in the 
corresponding dielectric layer, were considered, [7-9]. 
Such approximation gave satisfactory results for 
majority of solved problems. The results verification 
shows that the error rate is less than 1%, [6-10]. Using 
this approximation, it is not possible to determine the 
polarization charges distribution at the conductor-
dielectric layer separating surfaces, but only at the 
separating surfaces of two dielectric layers, [7-9]. This 
paper attempts to address this issue and improve existing 
method.   

The advantages of the improved HBEM are 
illustrated by numerical results. The computation 
time is shown, as well as the results convergence. 
The characteristic impedance and effective relative 
permittivity of single and coupled striplines are 
analysed. The computed results will be verified with the 
corresponding results obtained by the finite element 
method (FEM), [13] and data available in the literature. 

II. HBEM MODIFICATION AND
APPLICATION 

The geometry of a system which consists of 
conductors and arbitrary number of dielectric layers is 
depicted in Fig. 1.  

ACES JOURNAL, Vol. 35, No. 8, August 2020

Submitted On: January 27, 2020 
Accepted On: May 25, 2020 1054-4887 © ACES

872

https://doi.org/10.47037/2020.ACES.J.350804



 
 
Fig. 1. Geometry of the problem. 

 
The shapes of the conductor and layers are also 

arbitrary. The infinite parallel planes are on the zero 
potential and the conductor is on the potential U. 

A similar system was already presented in [9] as 
well as corresponding HBEM model. Having the goal to 
improve the existing HBEM model in mind, as it is 
mentioned in the previous section, the total charges on 
the separating surface between the dielectric layer and 
conductor are taken into account now. They consist of 
free and polarized charges placed in the air. Only the 
polarized charges, placed also in the air, exist on the 
separating surfaces between dielectric layers.  

That leads to the modification of the HBEM model, 
so the improved version is shown in Fig. 2.  
 

 
 
Fig. 2. Modified HBEM model. 
 

In order to determine the potential at any point in  
the x0y plane, it is necessary to use the Green’s function 
for the line charge placed in dielectric of permittivity  
 , between two infinite parallel grounded planes, at 
distance h from the bottom plane, given in [14]. The 
function is: 
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where d is a distance between two infinite parallel 
grounded planes. Therefore, it is possible to form an 
expression for the potential at any point of the system 
given in Fig. 2: 
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With kkk qqq pft   )...,,1( Kk   the total EEs 
charges, which consist of free (f) and polarized (p) line 
charges, placed at the conductor surface, are denoted. 
These charges are at the same positions ),( t ktk yx . The 
polarized line charges, placed at the boundary surfaces 
between any two dielectric layers, are denoted with 

imqp  )1,...,1,,...,1(  NiMm i .  
The total number of unknowns is: 
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At the boundary surfaces, between two dielectrics, 
the boundary condition, should be satisfied, [12]: 
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while between the conductor and )1( i -th dielectric, the 
boundary condition has a form: 
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)grad(E  represents the electric field strength; 

imimim lq  /pp  and kkk lq  /pp  are the surface 
charges on the segments of the lengths iml  and ,kl  
respectively, ( ,...,,1 iMm   1...,,1  Ni , Kk ...,,1 ); 

imn̂  and kn̂  are the unit normal vectors oriented from 
the layer 1i  towards the layer i  and from the conductor 
towards the layer 1i , respectively. 

In order to calculate the characteristic impedance 
and effective relative permittivity, the following pro-
cedure, described in detail in [9], should be applied: 

a) Form the HBEM model (EE’s positioning); 
b) Form the system of linear equations matching 
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the potential of the conductor using (2) and 
boundary condition at the separating surfaces 
using (4) and (5); 

c) Solve the formed system of linear equation; 
d) Calculate the characteristic parameters. 

 
III. NUMERICAL ANALYSIS 

To validate and demonstrate the accuracy and 
efficiency of the proposed, improved version of HBEM, 
two types of striplines will be illustrated in this section. 
The analysis refers to the striplines, where the substrates 
are of infinite width, made of isotropic material. The 
parallel planes are also infinite with zero potential. These 
geometries are shown in Figs. 3 and 4.   

 

 
 
Fig. 3. Stripline. 
 

 
 
Fig. 4. Coupled stripline. 

 
Therefore, the HBEM will be applied, unknown 

charges determined and the characteristic parameters 
calculated. Afterwards, we will compare the results  
with those obtained using the FEMM software, [13]. All 
calculations are performed on a 4 Core CPU (Intel i5) 
running at 3.1 GHz and 4GB RAM in double precision. 
 
A. Results convergence and computation time 

The influence of number of unknowns, totN , to  
the characteristic impedance results and computation 
time, is given in Fig. 5 for the problem from the Fig. 3. 
Increasing the number of EEs, a fast results convergence 
is obtained in a short period of time. For over 1000 
unknowns the characteristic impedance value is almost 
constant.  

 
 
Fig. 5. Convergence of results and computation time. 

 
In regards the computation time, (denoted with the 

red dotted line), it is visible that the time, necessary  
to place equivalent electrodes, then to form and solve  
the system of equations and to calculate characteristic 
impedance, significantly increases with the number of 
unknowns. For 1000 unknowns the computation time is 
less than 100 seconds. In all following calculations the 
number of unknowns will be 1500, so the computation 
time is about two minutes. 
 
B. Influence of substrate width on characteristic 
impedance and effective relative permittivity  

Considering that the substrates from the Fig. 3 and 
4 are of the infinite width, it was necessary to analyse the 
influence of substrate width on characteristic impedance 
and effective relative permittivity values. What is the 
minimum substrate width above which the characteristic 
parameters do not change?  

This analysis is performed for: 0.1/ dw , 5.0/ dh , 
1.0/ wt , 21r  , 52r   (for the stripline from Fig. 

3) and 0.1/ dw , 5.0/ dh , 5.0/ ds , 1.0/ wt , 
21r  , 52r   (for both modes of the coupled stripline 

from Fig. 4), and shown in Figs. 6 and 7. 
 

 
 
Fig. 6. Influence of parameter dl /  on characteristic 
impedance and effective relative permittivity of stripline. 
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Fig. 7. Influence of parameter dl /  on characteristic 
impedance and effective relative permittivity of coupled 
stripline. 
 

As it can be noticed, for 0.1/ dl  the values for 
both characteristic parameters are constant. These led us 
to conclude that, in all following calculations, the value 

5.1/ dl  can be used. 
 

IV. RESULTS AND DISCUSSION 
The analysed problems from Figs. 3 and 4 are on  

the left and right sides unbounded, i.e., “open”. That 
means that electromagnetic fields should extend towards 
infinity. In order to simulate considered striplines with 
the finite element method solver such as FEMM [13]  
it was necessary to close the simulation domain “far 
enough”. In that way, the influence of the terminating 
boundary conditions at the far end becomes negligible. 
This is the common and easiest used approach as it is 
mentioned in [15] and [16].  

FEMM simulation will be done with about 400.000 
finite elements. So, the verification of the results can be 
made.  

In Tables 1 and 2 the effective relative permittivity 
and characteristic impedance versus the strip thickness, 
calculated using HBEM as well as using FEMM 
simulation, are given for the stripline from Fig. 3. The 
dimensions of the analysed stripline are: 0.1/ dw , 

5.0/ dh , 5.1/ dl , 21r   and 52r  . 
In those tables, the values obtained using the “old” 

version of HBEM (oHBEM) are also presented.   
 
Table 1: Effective relative permittivity distribution versus 
parameter wt /  

wt /  HBEM oHBEM FEMM 
0.1 3.2680 3.1737 3.2777 

0.05 3.3692 3.2867 3.3801 
0.02 3.4314 3.3714 3.4466 
0.01 3.4555 3.4080 3.4716 

 

Table 2: Characteristic impedance distribution versus 
parameter wt /  

wt /  HBEM oHBEM FEMM 
0.1 30.489 30.955 30.437 

0.05 32.549 32.969 32.481 
0.02 33.907 34.219 33.809 
0.01 34.405 34.653 34.291 
 
It is visible that the results of the new and improved 

HBEM are close to the FEMM results. Also, it can be 
concluded that, when the strip thickness decreases, the 
analysed characteristic parameters increase.   

Figure 8 presents a distribution of characteristic 
impedance versus parameter hw / , incorporating the 
effect of strip thickness. The stripline is without 
dielectric, placed in the centre of the system at equal 
distance from the parallel planes. In this figure the results 
from [17] are also shown. They are obtained using 
formulas given in [17] and [18] and the good results 
match is obtained. Also, it is evident that increasing the 
strip width, characteristic impedance decreases.  

 

 
 
Fig. 8. Characteristic impedance of a stripline without 
dielectric. 
 

The main advantage of the improved version of 
HBEM, besides the better accuracy, is a possibility to 
determine the polarized charges distribution on the 
separating conductor-dielectric surfaces. The attempt to 
apply this modified approach and show the normalized 
distribution is visible in Fig. 9 for stripline from Fig.  
3, for parameters: 0.1/ dw , 5.0/ dh , 5.1/ dl , 

21r   and 52r  . Considering that the strip is on the 
positive potential, those charges are negative. 

The normalized polarized charges distribution if one 
of the layers is the air, 1r1  , is presented in Fig. 10 for 
stripline from Fig. 3. Also in Figs. 11 and 12 the analyse 
was done for both modes of coupled stripline from Fig. 
4 for parameters: 0.1/ dw  5.0/ dh , 5.0/ ds ,  
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5.1/ dl , 1.0/ wt , 11r  , 52r  . 
 

 
 
Fig. 9. Polarized charges distribution along strip surface. 
 

 
 
Fig. 10. Polarized charges distribution along strip surface 
of stripline for 1r1  . 
 

 
 
Fig. 11. Polarized charges distribution along strips 
surfaces of coupled stripline for 1r1   (even mode). 
 

 
 
Fig. 12. Polarized charges distribution along strips 
surfaces of coupled stripline for 1r1   (odd mode). 

As expected, the polarized charges do not exist on 
the air-strip boundary surfaces. Also, from those figures 
can be confirmed that the polarized charges are negative 
when the strips are on the positive potential and vice 
versa. 
 

V. CONCLUSION 
In this paper, an improved version of HBEM is 

applied to quasi-static analysis of different stripline 
structures. The presented numerical results demonstrate 
the accuracy and efficiency of the method. Applying the 
HBEM, the system matrix has the greatest elements on 
the main diagonal. This leads to a better conditioned 
system of linear equations and computation time is 
shorter. The method can be used to determine the 
polarized charges distribution on the separating surfaces 
of any two layers as well as conductor-dielectric 
separating surfaces. Also, using presented methodology, 
the strips of infinitely thin metallization thickness can be 
also modelled and analysed.  
 

ACKNOWLEDGMENT 
This work has been supported by the Ministry of 

Education, Science and Technological Development of 
the Republic of Serbia. 

 
REFERENCES 

[1] N. B. Raičević, S. R. Aleksić, and S. S. Ilić, “A 
hybrid boundary element method for multi-layer 
electrostatic and magnetostatic problems,” Journal 

of Electromagnetics, no. 30, pp. 507-524, 2010. 
[2] C. A. Brebbi, J. C. F. Telles, and L. C. Wrobel, 

Boundary Element Techniques. Theory and Appli-

cations in Engineering, Berlin: Springer, 1984. 
[3] D. Li and L. Di. Rizenzo, “Boundary element 

computation of line parameters of on-chip inter-
connects on lossy silicon substrate,” ACES Journal, 
vol. 26, no. 9, pp. 716-722, 2011. 

[4] D. M. Veličković, “Equivalent electrodes method,” 
Scientific Review, no. 21-22, pp. 207-248, 1996. 

[5] N. B. Raičević, S. S. Ilić, and S. R. Aleksić, 
“Application of new hybrid boundary element 
method on the cable terminations,” 14th Inter-

national IGTE Symposium, Graz, Austria, pp. 56-
61, 2010. 

[6] A. Vučković, N. Raičević, and M. Perić, “Radially 
magnetized ring permanent magnet modelling in 
the vicinity of soft magnetic cylinder,” Safety 

Engineering, vol. 8, no. 1, pp. 33-37, 2018. 
[7] S. Ilić, M. Perić, S. Aleksić, and N. Raičević, 

“Hybrid boundary element method and quasi TEM 
analysis of 2D transmission lines – generalization,” 
Electromagnetics, vol. 33, no. 4, pp. 292-310, 2013. 

[8] M. Perić, S. Ilić, S. Aleksić, and N. Raičević, 
“Application of hybrid boundary element method 
to 2D microstrip lines analysis,” International 

ACES JOURNAL, Vol. 35, No. 8, August 2020876



Journal of Applied Electromagnetics and Mecha-

nics, vol. 42, no. 2, pp. 179-190, 2013. 
[9] M. Perić, S. Ilić, S. Aleksić, and N. Raičević, 

“Characteristic parameters determination of diffe-
rent striplines configurations using HBEM,” ACES 

Journal, vol. 28, no. 9, pp. 858-865, 2013. 
[10] S. Ilić, D. Jovanović, A. Vučković, and M. Perić, 

“External inductance per unit length calculation  
of two wire line in vicinity of linear magnetic 
material,” 14th International Conference on Applied 

Electromagnetics – ПЕС 2019, Niš, Serbia, CD 
proceeding, Aug. 26-28, 2019. 

[11] S. S. Ilić, N. B. Raičević, and S. R. Aleksić, “App-
lication of new hybrid boundary element method 
on grounding systems,” 14th International IGTE 

Symposium, Graz, Austria, pp. 160-165, 2010. 
[12] E. Rothwell, M. Cloud, Electromagnetics, Chapter 

2, CRC Press, 2001. 
[13] D. Meeker, FEMM, ver. 4.2, available at: http:// 

www.femm.info/wiki/Download. 
[14] S. S. Ilić, S. R. Aleksić, and N. B. Raičević,  

“TEM analysis of vertical broadside symmetrically 
coupled strip lines with anisotropic Substrate,” 
International Journal of Applied Electromagnetics 

and Mechanics, IOS Press, vol. 37, no. 2-3, pp. 
207-214, 2011. 

[15] S. M. Musa and M. N. O. Sadiku, “Quasi-TEM 
analysis of multiconductor transmission lines em-
bedded in layered dielectric region,” CD Proc. of 

COMSOL Conference, Boston, USA, 2009. 
[16] Q. Chen, A. Konrad, and P. Biringer, “Computation 

of static and quasistatic electromagnetic fields using 
asymptotic boundary conditions,” ACES Journal, 
vol. 9, no. 2, pp. 37-42, 1994. 

[17] H. A. Wheeler, “Transmission-line properties of a 
strip line between the parallel plates,” IEEE Trans. 

Microwave Theory Tech., vol. 26, no. 11, pp. 866-
876, 1978. 

[18] H. A. Wheeler, “Transmission-line properties of a 
strip on a dielectric sheet on a plane,” IEEE Trans. 

Microwave Theory Tech., vol. 25, no. 8, pp. 631-
647, 1977. 

 
 
 

Mirjana Perić received the Dipl.–
Ing., M.Sc. and Ph.D. degrees from 
the Faculty of Electronic Enginee-
ring (FEE) of Niš, Serbia. In 2001 
she joined the Department of 
Theoretical Electrical Engineering 
at the FEE. She is currently the 
assistant professor at the same 

faculty. Her researching interests are: electromagnetic 
field theory, analytical and numerical methods for elec- 

tromagnetic field calculations, electromagnetic compa-
tibility and transmission line analysis.  

She is a member of the ACES, IEEE MTT and IEEE 
EMC societies. 
 

Saša S. Ilić received Dipl.–Ing. 
degree in Electronics and Telecom-
munications in 1995 from the 
Faculty of Electronic Engineering 
(FEE) of Niš, Serbia. At the same 
faculty he received M. Sc. and Ph.D. 
degree in Theoretical Electrical 
Engineering in 2001 and 2014, 

respectively. From January 1998 up to now, he has 
engaged to the Department of Theoretical Electrical 
Engineering, at the FEE. His researching areas are: 
lightning protection systems, low-frequency electro-
magnetic fields penetrated into human body and micro-
strip transmission lines analysis with isotropic, aniso-
tropic and bianisotropic media.  
 

Ana Vučković received the Dipl.–
Ing., M.Sc. and Ph.D. degrees from 
the Faculty of Electronic Engi-
neering (FEE) of Niš, Serbia. In 
2003 she joined the Department of 
Theoretical Electrical Engineering at 
the FEE. She works as the Assistant 
Professor at the same faculty. Her 

main research area is computational electromagnetics 
(electromagnetic field theory, analytical and numerical 
methods for electromagnetic field calculations, electro-
magnetic compatibility and permanent magnet analysis). 
Also, she took part in numerous international projects 
and projects supported by the Serbian Ministry of 
Education and Science.  
 

Nebojša Raičević received his 
Dipl.–Ing., M.Sc. and Ph.D. degrees 
at the FEE of Niš, Serbia, in 1989, 
1998 and 2010, respectively. He 
received the Dr.-Ing. degree with     
a PhD-thesis dealing with the 
numerical electromagnetic field 
calculations. 

He is currently an Associate Professor at the FEE. 
His research interests include: cable terminations and 
joints, numerical methods for EM problems solving, 
microstrip transmission lines with isotropic, anisotropic 
and bianisotropic media, metamaterial structures, EMC, 
nonlinear electrostatic problems, magnetic field calcula-
tion of coils and permanent magnets. Prof. Raičević is a 
member of the IEEE AP Society, IEEE EMC Society, 
IEEE Dielectrics and Electrical Insulation Society and 
IEEE Magnetics Society. 

PERIĆ, ILIĆ, VUČKOVIĆ, RAIČEVIĆ: HYBRID BOUNDARY ELEMENT METHOD FOR ELECTROSTATIC PROBLEMS 877



Comprehensively Efficient Analysis of Nonlinear Wire Scatterers Considering 

Lossy Ground and Multi-tone Excitations  

Amir Bahrami and Saeed Reza Ostadzadeh 

Department of Electrical Engineering,  

Arak University, Arak, Iran 

bahrami94amir@gmail.com, s-ostadzadeh@araku.ac.ir. 

Abstract ─ In this paper based on intelligent water drops 

algorithm (IWD), comprehensively nonlinear analysis 

of nonlinearly loaded wire scatterers are carried out. 

The analyses involve two stages. First, the problem is 

modeled as a nonlinear multi-port equivalent circuit and 

it is then reformulated into an optimization problem 

which is solved by the IWD. The simulation results 

are compared with harmonic balance (HB), arithmetic 

operator method (AOM), approximate methods and 

experiment. Analysis of the problem under strongly 

nonlinear loads, presence of lossy ground, multi-port 

structures, and multi-ton excitations are included to 

cover all the complex aspects. In one hand, the proposed 

modeling approach is in excellent agreement with other 

conventional techniques. On the other hand, the run time 

is considerably reduced. 

Index Terms ─ IWD, lossy ground, multi-tone excitation, 

nonlinear load, wire scatterers. 

I. INTRODUCTION
As known, nonlinearly loaded wire scatterers 

in single and multi-port structures can be used in 

applications such as control of scattering response, 

microwave imaging and protecting against high-valued 

signals such as lightning return strokes [1-10].    

In this paper, nonlinearly loaded wire scatterers as 

single-port and multi-port are investigated as shown in 

Fig. 1. Such structures are used to control scattering 

response at frequency harmonic of interest using tuning 

the spacing among antennas and respective nonlinear 

load. From now on, the mentioned scatterers are called 

nonlinear wire scatterer for simplicity. The analyses of 

such structures are carried out in the frequency domain 

[1-5], time domain [6, 7], and mixed time-frequency 

domain [8-10]. Although the frequency-domain methods 

are suitable for inclusion of frequency dependence of the 

lossy ground, they are limited to weakly nonlinear loads 

[1-3] and suffering from drawbacks of Newton Raphson 

algorithm [4, 5] which yields unacceptable results [5]. 

Time domain methods, on the other hand, are easily used 

to treat nonlinearity effect of arbitrary order, however, 

inclusion of frequency dependence effect of the lossy 

ground is difficult. To include both effects, the mixed 

time-frequency domain methods such as harmonic 

balance technique (HB) should be used [8-10]. In the last 

method, all the mentioned scatterers depending upon the 

number of ports are modelled as a nonlinear equivalent 

circuit as shown in Fig. 2. In this figure, the nonlinear 

circuits consists of two parts. The first part is the linear 

part representing Norton circuit viewed across the 

nonlinear load. This part includes scI  as the short circuit 

current which is due to the applied excitation, 
inY and

Y as the input admittance matrix viewed across the

nonlinear load at mixing frequencies respectively for 

single-port and multi-port scatterers. The three mentioned 

quantities are conventionally computed using numerical 

methods such as method of moments (MoM). The 

second part in Fig. 2 is a nonlinear part which is used 

for modelling the nonlinearity effects of the device

connected to the wire scatterer. 

The HB technique is suitable for strongly nonlinear 

loads, but it is inefficient in analyzing multi-port wire 

scatterers under multi-tone excitations. Also, it suffers 

from initial guess and gradient operation in the Newton 

Rophson iteration algorithm. To remove these drawbacks, 

a number of optimization techniques [11-13] such as 

genetic algorithm (GA) [11], and particle swarm 

optimization (PSO) [12]] for analysis of nonlinear wire 

scatterers under single tone excitation were proposed. 

Such approaches, although yield near global solutions, 

they are time-consuming especially for multi-port 

structures under multi-tone exciations. In addition, the 

mentioned Norton circuits are computed via MoM 

which is time consuming. To remove this complexity, 

Ostadzadeh et al. proposed a model based on fuzzy 

inference (MoF) to compute Norton circuit very 

efficiently [14-16]. The rest challenge is that to compute 

the induced voltage across the nonlinear load efficiently.  
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(a) 

     (b) 

Fig. 1. Nonlinearly loaded wire scatterer as: (a) single 

port and (b) multi-port structures.  

In our previously published literature [17], the 

IWD algorithm has been used for computing scattering 

response from Gun diode-loaded antenna array under 

single-tone excitation but its efficiency in the presence 

of lossy ground, strongly nonlinear loads and multi-tone 

excitations was not addressed. In this study, 

comprehensive analysis of nonlinear wire scatterers 

based on IWD algorithm considering the mentioned 

aspects is carried out. The simulation results show that 

the IWD-based results are in excellent agreement with 

the HB, AOM, experiment and approximate methods 

while the run-time is considerably reduced.  

This paper is organized as follows. Section II is 

focused on formulation principles of the nonlinear wire 

scatterers. IWD algorithm is briefly explained in Section 

III. Section IV applies the IWD on the multi-port

nonlinear wire scatterers considering different complex

aspects. Finally conclusion is given in Section V.

II. ANALYSIS OF NONLINEAR WIRE

SCATTERERS 
As known, the main problem in analyzing nonlinear 

wire scatterers is compution of the induced voltage 

across the nonlinear load. To this end, the following cost 

function should be zero [8]:  

  0VTfDIVY sscsin  .         (1) 

All quantities in (1) are defined as below: 

scI is a vector of short-circuit currents due to the

excitations which is computed only at M excitation 

frequencies, that is, 

  ]IIIII[I MiMri1r10sc  .   (2) 

inY is a matrix containing input admittance viewed

across the nonlinear load at N mixing frequencies 

(N>M), that is,  



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
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



.      (3)

D and T  are respectively transformation matrix 

from the frequency domain to the time domain and vice 

versa. Also, f(.) is the (i-v) characteristic of the nonlinear 

load. All the above quantities are known, except sV , 

which is an unknown vector including induced voltages 

across nonlinear load at N mixing harmonic frequencies 

as follows:  

 ]VVVVV[V NiNri1r10sc  .      (4) 

The vectors of sV and scI are Fourier coefficients

of the time-domain signals )t(i sc  and )t(v , i.e., 

    



M

1j

jjijjr0sc )tsin(I)tcos(II)t(i ,    (5) 

      



N

1j

jjijjr0 )tsin(V)tcos(VV)t(v .   (6) 

In dealing with Multi-port nonlinear wire scatterers, 

the input admittance matrix inY  is replaced with the 

admittance matrix Y  as (7) in which diagonal elements 

are self-admittances which are approximately the one 

in single-port nonlinear wire scatterers, whereas off-

diagonal ones are mutual admittances between among 

scatterers.  

To solve Eq. (1) with guaranteed convergence, we 

resort to the intelligent water drop algorithm (IWD):   














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MM1M

M111
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. (7) 
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 (a) 

 
  (b) 

 

Fig. 2. Equivalent circuit of nonlinear wire scatterer as: 

(a) single-port and (b) multi-port structures. 

 

III. IWD-BASED ALGORITHM 
In this section, a succinct but nevertheless 

comprehensive explanation of the IWD algorithm is 
provided. The IWD algorithm is a constructive-based 
method, where a set of water drops move from one node 
to the next until a complete population of the solution is 
reached. This algorithm is based on the observation of 
the flow of water in rivers. The water in rivers is seen  
as a collection of water drops that flow from point in  
high terrain (source) to point in low terrain (destination) 
with a certain velocity. The water drops also carry some 
amount of soil with them while flowing along a path. 
Therefore, water drops are able to transport an amount of 
soil from one place to another. The parameters involved 
in this algorithm are classified into two kinds of static 
and dynamic parameters. Static parameters should be 
initialized before the algorithm starts, while dynamic 
parameters, as their name suggests, will vary as the 
algorithm iterates. By taking these two properties of 
water drops into account, IWD algorithm has been 
developed.  

In summary, the algorithm of IWD as step by step is 
as follows: 

1. Initialize the static parameters. The graph (V, E) of 

the problem is given to the algorithm. The value of 

the total-best solution TTBest, is initially assigned to 

the worst value:  

                          )T(q TBest .                          (8) 

The value of itmax is specified by the user. The initial 

value of the iteration counter is set to zero. That is 

itcount=0. The algorithm terminates when itcount=itmax.   

The value of NIWD (number of water drops) is set to 

a positive integer value, which is normally set to the 

number of nodes NC in the graph. The location vector  

of each water drop represents the induced voltage at 

scatterer terminal in our problem. For soil updating as, bs 

and cs for velocity updating, the parameters are av, bv and 

cv. The local soil updating parameter ρn, which is a small 

positive number less than one, is set as ρn =0.99. The 

global soil updating parameter ρIWD, which is selected 

from [0, 1], is set as ρIWD =0.99. Furthermore, the initial 

soil on each path (edge) is denoted by the constant 

InitialSoil such as the soil of the path within every two 

nodes i and j, that is set by soil(i,j)=InitialSoil. The initial 

velocity value of each IWD is set to InitialVel. Both 

parameters InitialSoil and InitialVel are users choose and 

they should be tuned experimentally for the application.  

2. Initialize the dynamic parameters. Every IWD has a 

visited node list Vc(IWD), which is initially empty:  

Vc(IWD)={ }; Each IWD’s velocity is set to InitialVel. 

3. Spread the intelligent water drops randomly on the 

nodes of the graph as their first visited nodes.  

4. Update the visited node list for each intelligent 

water drop to include the nodes that just visited.  

5. Repeat steps 5.1 to 5.4 for those IWDs with partial 

solutions. Worth mentioning that partial solutions 

are solutions with certain degree of undesirability. 

Although partial solutions are not local solutions 

and are merely acceptable, they are not the optimum 

solution. 

5.1) Consider water drop k residing at the current node 

(node i) intends to move to the next node (node j) 

through an edge e(i,j). The edge selection is done 

through a probability function, determined by 

Pi
IWD(j), as defined in (2). Then, the water drop visits 

node j by adding to Vc(IWD): 

             

 



)IWD(Vk

IWD

i

c

)k,i(soil

))j,i(soil(d
)j(P ,                (9) 
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1
)j,i(d


 ,                    (10) 

where ε is a small positive number used to prevent the 

division by zero in function d(.), and,  

,















else))h,i(soil(min)j,i(soil

0))j,i(soil(minif)j,i(soil
))j,i(soil(g

)IWD(Vl

)IWD(Vl

c

c 

(11) 

where soil(i, j) refers to the amount of soil within the 

local path between nodes i and j. Then, add the newly 

visited node j to the list Vc(IWD). 

5.2) For each IWD moving from node i to node j, update  
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its velocity velocityIWD(t) by: 

)j,i(soilcb

a
)t(velocity)1t(velocity

2

vv

vIWDIWD


 , (12) 

where av, bv and cv are the static parameters used to 

represent the nonlinear relationship between the velocity 

of water drop, i.e. velocityIWD , and velocityIWD(t+1) is 

the updated velocity for the IWD. 

5.3) For the intelligent water drop (IWD) moving on the 

path from node i to j, compute the change of soil 

ΔSoil(i, j) that the intelligent water drop (IWD) 

loads from the path by: 

            
)Vel;j,i(timecb

a
)j,i(soil

IWD

ss

s


 ,         (13) 

where, as, bs, and cs are the static parameters used to 

represent the nonlinear relationship between ΔSoil(i, j) 

and the inverse of velIWD. 

Note that time(i,j;velIWD) refers to the time needed 

for water drop to transit from node i to node j at time  

t + 1. It is defined as follows: 

 
)Vel,max(

HUD
)Vel;j,i(time

IWD

IWD


 , (14) 

where (.)HUD  is a local heuristic function defined to 

measure the degree of the undesirability of IWD to move 

between nodes i and j. In our application, it is chosen to 

be unity. 

5.4) Update the soil Soil(i, j) of the path from node i to j 

traversed by that IWD and also update the soil that 

the IWD carries SoilIWD by: 

       )j,i(soil.)j,i(soil).1()j,i(soil  ,        (15) 

            )j,i(soilsoilsoil IWDIWD  ,               (16) 

where ρ is a small positive constant between zero and 

one. 

6) Find the iteration best solution TTBest from all the 

solutions TIWD found by the IWDs using:  

 )T(qmaxargT IWD

T

TBest
IWD

 . (17) 

7) Update the soils on the paths that form the current 

iteration best solution TTBest by:  

        
)1N(N

soil2
)j,i(soil)1()j,i(soil

cc

IWD


  

                      
MT)j,i(  .                                  (18) 

Update the total best solution TTBest by the current 

iteration best solution  T
TBest using: 

 




 


elseT

)T(q)T(qifT
T

TBest

Best1TBestBest1

TBest . (19) 

8) Increment the iteration value by:  

 1ItIt countcount  , (22) 

Then, go to Step 2 if: 

 
maxcount ItIt  . (21) 

9) The algorithm stops here with the total best solution 
T1Best.    
Here TTBest is the best value for harmonics voltages. 

Itcount is the number of iterations when the algorithm has 

converged. The static and dynamic parameters in this 

paper are listed in Table 1 in [17]. 
 

IV. NUMERICAL SIMULATION AND 

DISCUSSION 

A. Comparison with AOM 

A.1. Strongly nonlinear load  
To show the capability of the algorithm on the order 

of load nonlinearity, a single-port wire scatterer having 

length to diameter ratio L/2a=74.2, and one meter length 

(L=1 m) is selected. Also, the scatterer is illuminated  

by an incident plane wave of magnitude 
i

E =1(V/m)  and 

centrally loaded with a very strongly nonlinear device, 

which is characterized by (22): 

 11 13i=10 ×v . (22) 
 

 
 

Fig. 3. The induced voltage across the strongly nonlinear 

load at the fundamental harmony under single-tone 

excitation. 
 

Prior to analysis, the Norton circuit in Fig. 2 is 

efficiently computed based on [14, 15]. The voltage 

magnitudes for various values of length to wavelength 

are shown in Fig. 3. A comparison of IWD results  

with those obtained by the AOM [4] substantiates the 

high accuracy of the algorithm while the run-time is 

considerably reduced which will be discussed in next 

sections.  
 

A.2. Lossy ground 

In the second example, the versatility of the method 

considering lossy ground is tested. Hence, a single–port 

nonlinear wire scatterer is situated 0.4 m above a lossy 

ground, while it is illuminated by a plane wave with  

the polar angle of incidence θ=60 deg. The ground is 

characterized by a relative permittivity of εr=10 and 
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conductivity of σ=0.003S/m. The nonlinear load has a  

(i-v) characteristic as below: 

 3v4v
75

1
i  . (23) 

 

 
 

Fig. 4. Spectral content across the nonlinear load of 

single-port nonlinear wire scatterer over lossy ground. 

 

 
 

Fig. 5. Mean square error (MSE) versus iteration by the 

IWD approach for single nonlinear scatterer considering 

the lossy ground and strongly nonlinear load. 

 

At first, the Norton circuit is efficiently computed 

based on the MoF in [16] and the IWD is then applied to 

Eq. (1). The voltage magnitudes are depicted in Fig. 5. A 

comparison of our results with those obtained by AOM 

[4] corroborates the accuracy of the proposed method.  

It should be mentioned that in this examples, the 

suppression of even harmonics are due to the cubic 

nature of the load's nonlinearity. As shown in Fig. 4, this 

even harmonic suppression is better demonstrated by the 

proposed method with respect to AOM. The mean square 

errors (MSEs) by the IWD, for the two mentioned cases 

are also provided in figure 5 for the first 30 iterations 

with deactivated stopping criteria (1.E-8). It shows that 

iteration process larger than 30 gives excellent 

agreement in the two examples.  

 

B. Comparison with HB and NC 

B.1. Single-port 

In this sub-section, capability of the IWD method  

in comparison with HB technique [8] is investigated. 

Hence, a single-port wire scatterer the same as previous 

sections is exposed to multiple plane waves of the same 

amplitude (
i

E =1(V/m) ) and different frequencies, i.e., 

140MHz, 160MHz.  

 

 
 

Fig. 6. Induced voltage using IWD and HB-based 

methods for single-port nonlinear wire scatterers.  

 

The scatterer is centerally loaded with a p-n junction 

diode with the following (i-v) characteristic:  

 )1e(Ii Tv/v

s  , (24) 

where nA10Is  , and mV26vT  . The induced voltage 

across the diode at different harmonic frequencies using 

the IWD, HB, and NC methods are shown in Fig. 6. 

From this figure, IWD and HB-based results are in good 

agreement, whereas the NC-based results are considerably 

violated.  

 

B.1. Multi-port 

In this section to show capability of the IWD in 

analyzing multi-port wire scatterer under multi-ton 

excitation, an infinite planar array of nonlinear wire 

scatterers is chosen. The scatterers in the array are 

equally spaced in vertical and horizontal directions. The 

nonlinear wire scatterers in the array are the same as the 

previous sub-sections. The induced voltage across the  

p-n junction diode are computed for the vertical and 

horizontal spacing 1 m and shown in Fig. 7.  

The HB and NC-based results are included in the 

same figure as well. From this figure, IWD-based results 

are in good agreement with HB-based ones [18]. In 
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addition, although the approximated method of NC is 

efficient, it is violated under strong nonlinearity.  

 

 
 
Fig. 7. The induced voltage across the diode at different 

harmonics for multi-port nonlinear wire scatterers. 

 

 
 
Fig. 8. The MSEs for single and multi-port nonlinear 

wire scatterer.  

 
To show the efficiency of the proposed approach 

better, the MSEs for the single and multi-port nonlinear 

wire scatterers with very fast convergences are shown  

in Fig. 8. Finally, the relative error percentages of the 

proosed method for single and multi-port wire scatterers 

in comparision with the HB technique are listed in Table 

1. From this table, the precise of the IWD can be 

observed. 

 

Table 1: Relative error percentage of the IWD algorithm 

in comparison with the HB technique at different 

harmonic frequencies 

Relative Error Percentage of Terminal Voltage 

f (MHz) 120 140 160 180 280 300 

Single port 6.7 2.7 3.5 6 9 2.2 

Multi port 7.2 0.5 2.4 3.5 8.3 0.8 

f (MHz) 320 420 440 460 480 Dc 

Single port 4 0.8 9 9.5 3.5 0 

Multi port 3.5 0.5 8.5 3.5 2.7 0 

 

C. Comparison with measurement 

C.1. Single-port  
To illustrate another capability of the proposed 

approach, it is compared with measurement. Figure 9 

shows complex wire scatterer namely vertical rod as 

single-and multi-port structures which are buried in a 

lossy ground and subjected to the high-valued lightning 

stroke. In this figure, the nonlinear load represents the 

ionization phenomenon in the lossy ground. The (i-v) 

characteristic of the nonlinear load is conventionally is 

expressed as follows [19]: 

 i
I/i1

R
v

g
 , (25) 

where R is low-frequency resistance of the grounding 

rod, and gI  is computed as below: 

 )R2/(EI 2

cg  , (26) 

where cE  and   are respectively critical electric field 

and conductivity of the lossy ground. Transient analysis 

of such scatterers has been carried out in time domain 

[20] where the input admittance is first computed in the 

frequency domain and then converted to time domain by 

vector fitting method [21]. Consequently, such analysis 

demands more run-time. Also, more recently, the 

ionization phenomenon has been modelled as gradually 

increasing radius of the rod by the MTL [22-26]. This 

approach, however, can not include the hystersis effect 

in the ionization process, whereas, by the proposed 

model in Fig. 9, it can be easily included [27, 28].   

To verify the performance of the IWD in such 

complex scatterers, a vertical rod with length L=3.05m, 

and radius a=12.7mm and buried in a lossy ground with 

conductivity m/S011.0 , relative permittivity 10r   

and critical electric field m/kV127Ec   is selected [29]. 

The lightning stroke is expressed as a current source and 

shown in Fig. 12 (dotted line). Prior to analysis, such 

current source is represented as Fourier series, and the 

input admittance in Fig. 2 (a) is then computed by MoM 

or the efficient method based on fuzzy inference (MoF) 

[30, 31]. Finally, applying the IWD method to Fig. 2  

(a), the lightning-induced voltage in time domain is  
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efficiently computed and shown in figure 10 which is in 

good agreement with measurement [29] (Fig. 6 in [29]). 

The slight error shown in tail time may be due to 

truncation error of the Fourier series which is used to 

obtain the lightning current.  
 

 
(a)            (b) 

 

Fig. 9. Two nonlinear wire scatterers under lightning 

strokes as: (a): single-port rod, and (b): multi-port rod. 
 

 
 

Fig. 10. Lightning-iduced voltage of the single-port 

vertical rod in time domain.  

 

 
 

Fig. 11. Lightning-induced voltage of the multi-port 

vertical rod in time domain. 

It’s worth mentioning that the HB technique is 

evidently inefficient for nonlinear multi-port networks 

under multi-tone excitations [8]. Hence, the single-port 

nonlinear scatterer only has been analyzed by 

Shariatinasab et al. [28] and the multi-port one has not 

been addressed yet, whereas the proposed method can be 

easily applied.   
 

C.2. Multi-port 
The analysis of multi-port rod by the IWD is the same 

as single port, except that Fig. 2 (b) is used. Each vertical 

rod has length L=3.05m, and radius a=12.7mm and 

buried in a lossy ground with m/S016.0 , 10r   and 

m/kV50E c   [29]. The spacing between rods is D=3.09 

m and the lightning current is the same as previous sub-

section. The lightning-induced voltage by the IWD is 

shown in Fig. 11 which is in good agreement with the 

measurement [29] (Fig. 9 in [29]). Note that the validity 

of the IWD method with commercial packages has been 

investigated [32].   
 

D. Comparison of run-times 

As a final advantage of the IWD method, the its run-

time in analyzing single and multi-port nonlinear wire 

scatterers under multi-tone excitations is compared with 

the mentioned methods.    

 

D.1. Single-port  

In the case of single-port scatterer, the wire scatterer 

is the one in the sub-section IV-A, and the nonlinear load 

is as Eq. (23). The run-times of different approaches are 

listed in Table 2. From this table, when the number of 

exciting frequencies is increased, the run-time of the 

IWD method is slightly increased. Moreover, although 

the run-time of NC-based method is very short, it is 

restricted to weakly nonlinear loads (Figs. 6 and 7).  

 

D.2. Multi-port  

In the case of multi-port nonlinear wire scatterers,  

the nonlinear load and wire scatterer are the same as 

previous sub-section, but the different arrangements of 

wire scatterers are investigated. The run-times of the 

different arrangements under double-ton excitation are 

listed in Table 3. From this table, high efficiency of the 

IWD in comparison with the others is once more proven. 

 

Table 2: Run-time of different methods for single-port 

nonlinear wire scatterers under multi-tone excitation 
Exciting Frequency Run-time (sec) 

(MHz) IWD AOM HB NC 

150 1 1 62 0.12 

140,160 2 2 113 0.14 

140,160,180 6 10 163 0.17 

140,160,180, 200 17 31 320 0.25 

140,160,180, 200,220 29 53 430 0.35 
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Table 3: Run-time of different methods for multi-port 
nonlinear wire scatterers under double-tone excitation     

Multi-port 
Scatterer 

Run-time (sec) 
IWD AOM HB NC 

1 by 1 2 2 113 0.14 
2 by 1 20 30 205 0.20 
2 by 2 30 83 445 0.25 
3 by 3 53 170 580 0.28 

V. CONCLUSION
In this study, an efficient hybrid method for 

analyzing nonlinear wire scatterers over lossy ground 
under multi-ton excitations was proposed. The proposed 
method consists of linear and nonlinear parts. The linear 
part can be used for inclusion of frequency dependence 
of the lossy ground, while the nonlinear one considers 
nonlinearity effects of the device connected to the 
scatterer so that both effects are considered. The model 
was validated using extensive examples. Comparative 
studies show excellent agreement with the existing 
methods, while run-time is considerably reduced.  

It worth noting that although all the nonlinear loads 
in this study are expressed as analytical models, the 
(i-v) characteristics of some of devices are based on 
experimental measurements and are not smooth curves 
[33, 34] (Fig. 7 in [33] and Table 2 in [34]). In such cases, 
the HB method which needs initial guess and gradient 
operation in the iteration process, may yield violated 
solutions, whereas the artificial intelligent (AI) 
approaches especially IWD outperforms the HB method. 
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Abstract ─ A compact eight-port coplanar waveguide 
(CPW)-fed ultra-wideband (UWB) multiple-input-
multiple-output (MIMO) antenna with band-notched 
characteristics in a small size of 54×54×0.8 mm3 is 
proposed in this paper. The eight-port MIMO antenna 
consists of four two-port MIMO antennas. For each two-
port MIMO antenna, two monopole antenna elements are 
printed on the FR4 substrate and placed perpendicularly 
to each other. To increase impedance bandwidth and 
improve the isolation, a stub is positioned in the 
middle of two radiating elements. The band-notched 
characteristic are achieved by etching two L-shaped 
resonator slots on each radiating elements, respectively. 
The S11 reflection coefficients, coupling isolation, 
radiation patterns, peak gain and radiation efficiencies 
of the MIMO antenna are measured. The MIMO 
performance of the proposed antenna is analyzed and 
evaluated by the envelope correlation coefficient (ECC) 
and total active reflection coefficient (TARC). 

Index Terms ─ Band-notched, CPW, ECC, MIMO, 
TARC, UWB. 

I. INTRODUCTION
Since the Federal Communication Commission 

(FCC) assigned an unlicensed 3.1-10.6 GHz bandwidth, 
ultra-wideband (UWB) devices have been one of 
the most rapidly developing technologies in wireless 
applications due to its numerous blessings, including low 
power, high transmission rate, and so on [1-2]. The 
multipath fading in UWB system has been becoming 
more and more serious because of the low power 
limited by FCC. Multiple-input-multiple-output (MIMO) 
generation has incomparable advantages in improving 
the wireless link transmission capacity and reliability 
[3]. Therefore, combining MIMO technology with UWB 
technology is an efficient way to decrease multipath 
fading in UWB system [4]. However, there is a strong 
mutual coupling among two close radiating elements, 
which result in the loss of antenna bandwidth and 
radiating efficiency and make it difficult to design 
MIMO antenna in a compact dimension. Besides, the 

UWB overlaps with other wireless frequency bands, 
especially the wireless local area network (WLAN) 
frequency band at 5.15-5.85 GHz, which can cause some 
potential interference and noisy to the UWB system. 
Thus, it is inevitable to reduce both the mutual coupling 
among UWB MIMO antenna and the electromagnetic 
interference caused by WLAN system with some simple 
and effective methods. 

Researchers have proposed various MIMO antennas 
[5-10]. Using electromagnetic band-gap (EBG) structure 
[5], or a tree-shaped parasitic structure [6], or a T-shaped 
protruded ground stub [7] to minimize the mutual 
coupling between radiating elements, or a complementary 
split-ring resonator (CSRR) etching on the antenna 
ground [8]. The MIMO antenna in [9] don’t use any 
decoupling structure, the high isolation performance 
is achieved by the asymmetrical and complementary 
structures of the quasi-self-complementary antenna 
(QSCA). The antenna in [10] has the smallest dimension 
in those UWB MIMO antennas, etching a T-shaped 
slot at the antenna ground to enhance the impedance 
bandwidth and reduce the mutual coupling. However, 
the antenna in [5] is not suitable for UWB system due 
to their narrow operation band. The operation band of 
antennas in [6], [8], [9] and [10] is UWB level, but it 
can’t avoid the noise and interference in WLAN band. 

In this paper, a compact eight-port CPW-fed 
UWB MIMO slot antenna with WLAN band-notched 
characteristics in a size of 54×54×0.8 mm3 is presented. 
The eight-port MIMO antenna consists of four two-port 
MIMO antennas. Each two-port MIMO antenna consists 
of two orthorhombic monopole antenna fed by CPW. A 
ground stub which is protruded at 45° in the middle of 
two radiating elements acts as a reflector to achieve 
UWB characteristics and high isolation. To be able to 
acquire the band-rejected characteristics at WLAN 
operation band, a L-shaped slot resonators (approximately 
half wavelength at 5.5 GHz) are etched on each radiating 
element. The proposed UWB MIMO slot antenna is 
manufactured and measured, measured outcome show 
that the designed antenna exhibits S11 < -10 dB, high 
isolation better than 17 dB, peak gain varies 1.524 dBi to 
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2.83 dBi, radiation efficiencies varies 74.7% to 85%, 
ECC < 0.02 and TARC < -15 dB over the whole UWB 
band except for a notched at 5-6 GHz. Compared to the 
previous UWB MIMO antennas in [5]-[10], this UWB 
MIMO slot antenna has the superiority of more ports, a 
notched band and better MIMO performance. 
 

II. ANTENNA DESGIN 
A. Antenna geometry 

The geometry and photograph of the proposed eight-
port MIMO antenna which consists of four two-port 
MIMO antennas is illustrated in Fig. 1. The antenna is 
engraved on a 54×54×0.8 mm3 square FR4 (dielectric 
constant of 4.4 and loss tangent of 0.02) substrate.  
All parameters are in millimeter and optimized by 
simulating in ANSYS Electromagnetics Suite 17.1, as 
shown in Fig. 1. 
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Fig. 1. The geometry and photograph of the proposed 
UWB MIMO antenna. 
 
B. The two-port MIMO slot antenna 

The design process of the presented MIMO slot 
antenna is demonstrated in Fig. 2, including antennas  
I-IV. The simulated S-parameters of antenna I-IV are 
shown in Fig. 3. First, antenna I which consists of two 
orthorhombic square monopole antennas is presented. A 
square slot is etched on the ground to obtain a wide 
operation band. The fundamental resonant frequency 𝑓𝑟  

of antenna I can be estimated by (1) [11]: 
𝑓𝑟 =

144

𝑙1+𝑙2+𝑔+
𝐴1

2𝜋𝑙1√𝜀𝑟𝑒
+

𝐴2
2𝜋𝑙2√𝜀𝑟𝑒

,                  (1) 

where 𝑙1  and 𝐴1  denote the length and area of the 
radiation patch, respectively, 𝑙2 and 𝐴2 denote the length 
and area of the ground, 𝑔 is the gap between the ground 
and the radiation patch. For antenna I, 𝑙1 = 𝐿𝑏, 𝑙2 = 𝐿𝑎, 
𝑔 = 𝑔 , 𝐴1 = 𝐿𝑏 × 𝐿𝑏  and 𝐴2 = 𝐿𝑔 × (𝐿/2 − 𝑊𝑓 −
2𝑡) + (𝐿 − 𝐿𝑔 − 𝐿𝑎) × 𝐿𝑎. 𝜀𝑟𝑒 is the effective dielectric 
constant of FR4 and 𝜀𝑟𝑒 =

𝜀𝑟+1

2
. The calculated fr is 4.8 

GHz, the simulated fr is about 5 GHz, which is very close 
to the calculated value using formula (1). 

Then, on the basis of antenna I, protruding two 
parasitic rectangular stubs on square radiation patches 
and etching two additional rectangular slots on the 
ground, as illustrated as antenna II. The antenna II 
exhibits a wider operational bandwidth than antenna I, 
especially in the low spectrum, but it still can’t reach the 
UWB level. Finally, a ground stub is extended at 45° in 
the middle of two radiating elements of antenna II to 
further expand bandwidth, as shown in antenna III. The 
ground stub acts as a reflector to make the first resonator 
move from 5.4 GHz to 3.8 GHz, as the blue S11/22 curve 
shown in Fig. 3. Therefore, the UWB characteristics 
have achieved. 
 

 
 
Fig. 2. The design process of proposed UWB MIMO slot 
antenna. 
 

 
 (a) 
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 (b) 
 
Fig. 3. Simulated S11/S22 parameters of Antenna I-IV 
(a), and Simulated S12/S21 parameters of Antenna I-IV 
(b). 
 
C. Achievement of decoupling 

Although the two radiation elements in antenna I 
and II are placed perpendicularly to one another, the 
coupling between two excited ports remains worse in 
middle spectrum. The ground stub in antenna III acts as 
a reflector which separates the two radiating elements to 
decrease the mutual coupling between the two ports. The 
S12/21 isolation results are improved to more than 17 dB 
by the addition of stub, as can be seen from the blue S12/21 
curve illustrated in Fig. 3. 

In order to further understand the function of  
the ground stub, Fig. 4 shows the surface current 
distributions at 7 GHz without and with the stub when 
port 1 is excited. Most of the current is accumulating on 
the excited port and the stub. The stub prevents current 
flowing from port 1 to port 2, resulting in high isolation. 

 

 
 (a) (b) 
 
Fig. 4. Surface current distributions of antenna II (a), and 
antenna III at 7 GHz (b). 
 
D. Achievement of band-notched characteristics 

The band-notched characteristics of WLAN spectrum 
(5.15 GHz-5.85 GHz) for the presented UWB MIMO 
antenna is accomplished by etching an L-shaped slot  
on each radiating element of the antenna III, as shown  
in antenna IV of Fig. 2. The length of the slot is about 
quarter wavelength corresponding to 5.5 GHz and 
estimated by the formula (2) [12]: 

𝑙1 + 𝑤1 =
𝑐

4𝑓0√𝜀𝑟𝑒
,                          (2) 

where c is the velocity of the light, 𝜀𝑟𝑒 =
𝜀𝑟+1

2
 is the 

relative dielectric constant of FR4. The calculated 𝑙1 +
𝑤1 is 8.4 mm approximately. 

Figure 5 (a) illustrates the simulated S-parameters 
for different values of  𝑙1 + 𝑤1. The rejected band is 
shifting to the low frequency with the increase of value 
of  𝑙1 + 𝑤1, but almost no impact on S12/21 isolation. The 
value of 𝑙1 + 𝑤1  is selected to 8.2 mm for obtaining 
notched band from 5 GHz to 6 GHz.  

Figure 5 (b) shows the surface current distributions 
at 5.5 GHz of antenna IV when port 1 is excited. A large 
amount of current has trapped in the L-shaped slot, 
which acts as a capacitance to obtain the band-notched 
characteristics. 
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Fig. 5. Simulated S-parameters for different 𝑙1 + 𝑤1 (a), 
and surface current distributions of antenna IV at 5.5 
GHz (b).  
 

III. MEASURED RESULTS 
The proposed eight-port UWB MIMO slot antenna 

has fabricated and measured to verify the simulation 
results. The port 1 is measured and other ports ceased 
with a 50 Ω load during the measurement. 
 
A. S-parameters 

The S-parameters of the fabricated antenna are 
presented in Figs. 6-7. There is a superb settlement between 
simulated and measured results. Some discrepancies  
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can be seen, which may be caused by the manufacture 
tolerance, SMA connector and the fluctuation of the 
dielectric constant of FR4. Measured outcomes show 
that the proposed MIMO antenna operates from about 
3.1 GHz to 11 GHz with S11/22 < −10 dB except for a 
notched band from 5 GHz to 6 GHz and S12-18 < -15 dB. 
 

  
 
Fig. 6. The measured and simulated S11 of the eight-port 
UWB MIMO antenna. 
 

 
 
Fig. 7. The measured S-parameters of the eight-port 
UWB MIMO antenna. 
 
B. Radiation performance 

Three frequency points (4 GHz, 7 GHz, and 10 
GHz) are selected to indicate the radiation pattern for 
low frequency, middle frequency and high frequency in 
the UWB band, respectively. Figures 8 (a-c) illustrate the 
radiation pattern of UWB MIMO antenna in E-plane 
(xoz-plane) and H-plane (xoy-plane). It can be realized 
that the radiation pattern in both E-plane and H-plane are 
quasi-omnidirectional. Besides this, the peak gain and 
radiation efficiencies of the proposed MIMO antenna is 
shown in Fig. 8 (d). The peak gain varies 1.524 dBi to 
2.83 dBi and radiation efficiencies varies 74.7% to 85% 
over the UWB spectrum except for the notched band. At 
the notched band (5.15 GHz-5.85 GHz), there is a deep 
drop in Peak Gain, this dramatical drop in gain enables 
the antenna to avoid crosstalk from signals in WLAN 
band and operate in the high interference surroundings. 
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Fig. 8. Simulated and measured radiation pattern of the 
UWB MIMO slot antenna at: (a) 4 GHz, (b) 7 GHz, (c) 
and 10 GHz. (d) The measured peak gain and radiation 
efficiencies of the UWB MIMO slot antenna vs frequency. 
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C. MIMO performance 
The MIMO performance of the proposed antenna is 

analyzed and figured out by the ECC and TARC. The 
value of ECC signifies how the two antennas are coupled 
to each other. For achieving good channel characteristics 
and antenna diversity, the ECC must be less than 0.05. 
The ECC between two elements can be calculated from 
the S-parameters using the formula (3) when the 
radiation efficiency of the MIMO antenna is high [13]: 

𝐸𝐶𝐶 =
|𝑆11

∗ 𝑆12+𝑆21
∗ 𝑆22|2

(1−|𝑆11|2−|𝑆12|2)(1−|𝑆21|2−|𝑆22|2)
.          (3) 

For MIMO antenna systems, traditional scattering 
matrixes are not sufficient to predict the real antenna 
performance. TARC which take coupling effect into 
account has been proposed. The TARC for the 8-port 
MIMO antenna could be described as [14]: 

𝑇𝐴𝑅𝐶 = −√(∑ (∑ 𝑆𝑖𝑘
8
𝑘=1 )28

𝑖=1 )/8.            (4) 

As depicted in Fig. 9, the measured ECC is less than 
0.02 and TARC is less than -20 dB for the UWB band. 
 

 
 
Fig. 9. Measured ECC and TARC of the proposed UWB 
MIMO antenna against frequency. 
 

IV. CONCLUSION 
In this paper, a compact eight-port UWB MIMO 

antenna with WLAN band-notched characteristics in a 
size of 54×54×0.8 mm3 has been designed successfully. 
Measured outcomes show that the designed antenna 
exhibits S11 < -10 dB, high isolation better than 15 dB, 
peak gain varies 1.524 dBi to 2.83 dBi, radiation 
efficiencies varies 74.7% to 85%, ECC < 0.02 and TARC 
< -20 dB over the UWB band except for a notched band 
at 5-6 GHz. In addition, the proposed scheme retains full 
planarity of the UWB MIMO antenna, involves simple 
and straightforward fabrication process. All the measured, 
simulated and calculated results indicate the proposed 
eight-port MIMO antenna is a good candidate for UWB 
system. 
 

REFERENCES 
[1] Federal Communication Commission, “First report 

and order Revision of part 15 of the Commission’s 
rules regarding ultra-wideband transmission system,” 
FCC 02 48, 2002.  

[2] I. Oppermann, M. Hamalainen, and J. Iinatti, UWB 

Theory and Applications. New York: Wiley, ch. 1, 
pp. 3-4, 2004. 

[3] A. J. Paulraj, D. A. Gore, R. U. Nabar, and H. 
Bolcskei, “An overview of MIMO communications- 
A key to gigabit wireless,” Proceedings of the 

IEEE, vol. 92, pp. 198-218, 2004. 
[4] T. Kaiser, F. Zheng, and E. Dimitrov, “An 

overview of ultrawide-band systems with MIMO,” 
Proceedings of the IEEE, vol. 97, pp. 285-312, 
2009. 

[5] Q. Li, A. P. Feresidis, M. Mavridou, and P. S. Hall, 
“Miniaturized double-layer EBG structures for 
broadband mutual coupling reduction between UWB 
monopoles,” IEEE Transactions on Antennas & 

Propagation, vol. 63, no. 2, pp. 1168-1171, 2015. 
[6] S. Zhang, Z. Ying, J. Xiong, and S. He, “Ultra-

wideband MIMO/diversity antennas with a tree-
like structure to enhance wideband isolation,” 
IEEE Antennas Wireless and Propagation Letters, 
vol. 8, pp. 1279-1282, 2009. 

[7] L. Liu, S. W. Cheung, and T. I. Yuk, “Compact 
MIMO antenna for portable UWB applications 
with band-notched characteristic,” [J]. IEEE 

Transactions on Antennas & Propagation, vol. 63, 
no. 3, pp. 1917-1924, 2015. 

[8] M. S. Khan, A. Capobianco, S. M. Asif, D. E. 
Anagnostou, R. M. Shubair, and B. D. Braaten, “A 
compact CSRR enabled UWB diversity antenna,” 
IEEE Antennas & Wireless Propagation Letters, 
2016.  

[9] X. L. Liu, Z. D. Wang, Y. Z. Yin, J. Ren, and J. J. 
Wu, “A compact ultra-wideband MIMO antenna 
using QSCA for high isolation,” [J]. IEEE Antennas 

& Wireless Propagation Letters, vol. 13, pp. 1497-
1500, 2014. 

[10] C. M. Luo, J. S. Hong, and L. L. Zhong, “Isolation 
enhancement of a very compact UWB-MIMO slot 
antenna with two defected ground structures,” [J]. 
IEEE Antennas & Wireless Propagation Letters, 
vol. 14, pp. 1766-1769, 2015. 

[11] K. G. Thomas and M. Sreenivasan, “A simple 
ultrawideband planar rectangular printed antenna 
with band dispensation,” IEEE Trans. Antennas 

Propag., vol. 58, no. 1, pp. 27-34, Jan. 2010. 
[12] R. Chandel, A. K. Gautam, and K. Rambabu, 

“Tapered fed compact UWB MIMO-diversity 
antenna with dual band-notched characteristics,” 
IEEE Transactions on Antennas & Propagation, 
vol. 1, no. 1, pp. 99-107, 2018. 

[13] S. Blanch, J. Romeu, and I. Corbella, “Exact 
representation of antenna system diversity 
performance from input parameter description,” 
Electron. Lett., vol. 39, no. 9, pp. 705-707, 2003. 

[14] S. I. Jafri, R. Saleem, M. F. Shafique, and A. K. 
Brown, “Compact reconfigurable multiple-input 

CHEN, ZHOU, HONG, AMIN: A COMPACT EIGHT-PORT CPW-FED UWB MIMO ANTENNA 891



multiple-output antenna for ultra wideband 
applications,” IET Microwaves, Antennas & 

Propagation, vol. 10, pp. 413-419, 2015.  
 
 
 
 

Jing-song Hong received the B.Sc. 
degree in Electromagnetics from 
Lanzhou University, China, in 1991, 
and the M.Sc. and Ph. D. degrees    
in Electrical Engineering from the 
University of Electronic Science 
and Technology of China (UESTC), 
in 2000 and 2005, respectively. From 

1999 to 2002, he was a Research Assistant with the  
City University of Hong Kong. He is now a Professor 
with UESTC. His research interest includes the use of 
numerical techniques in electromagnetics and the use of 
microwave methods for materials characterization and 
processing. 
 

Li-yan Chen was born in Wuhan, 
China. He received his B.S. degree 
from Shanxi University in 2016. He 
is now working towards his M.S. 
degree in Radio Physics at the 
University of Electronic Science 
and Technology of China (UESTC). 
His interests include MIMO antenna 

and MIMO system.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Wei-si Zhou was born in Anqing, 
China. He received his Bachelor 
degree from Shandong University 
of Technology in 2018. Since 
September 2018 he is a master 
student in the major of Electronics 
and Communications Engineering 
at the University of Electronic 

Science and Technology of China (UESTC). His 
interests include MIMO antenna and UWB antenna. 
 

Muhammad Amin was born in 
D.I.Khan, Pakistan. He received   
his master degree from Gomal 
University D.I.Khan Pakistan in 
2003. Since September 2014 he is    
a Ph.D. student in the major of 
Radio Physics at the University of 
Electronic Science and Technology 

of China (UESTC). His interests include antenna 
technology and wireless communication technology. 

ACES JOURNAL, Vol. 35, No. 8, August 2020892



Design of Polarization Reconfigurable Patch Antenna for Wireless 
Communications 

A. Priya 1*, S. Kaja Mohideen 1, and Manavalan Saravanan 2 

1 Department of Electronics and Communication Engineering 
1 B.S. Abdur Rahman Crescent Institute of Science and Technology, Chennai, India 

priyamarish@crescent.education*, kajamohideen@crescent.education 

2 Department of Electronics and Communication Engineering 
Vel Tech Rangarajan Dr. Sagunthala R&D Institute of Science and Technology, Chennai, India 

msarawins@ieee.org 

Abstract ─ A single fed circularly polarized 
reconfigurable patch antenna is proposed. The antenna 
consists of a radiating patch incorporated with an H-
shaped slot at its center. Four ultra-miniature switches 
are used for polarization reconfiguration. The antenna 
is designed to operate at the center frequency of 2.357 
GHz. The antenna achieves either left-hand polarization 
or right-hand polarization depending upon switching 
of corresponding switches. The antenna parameters 
are simulated using Ansoft high-frequency structure 
simulator and are validated using an Agilent network 
analyzer (N9925A) and antenna test systems. The antenna 
achieves a good impedance match of 120MHz between 
2.26GHz – 2.38GHz band and achieves low cross-
polarization isolation of -22.82 dB for RHCP and -21.77 
dB for LHCP configurations at its operating frequency. 
The antenna finds application in areas of modern 
wireless communication. 

Index Terms ─ Antenna feeds, antenna radiation 
patterns, circular polarization, microstrip antennas, slot 
antennas. 

I. INTRODUCTION
Polarization reconfigurable antenna plays a major 

role in modern wireless communication system due to 
antenna orientation restriction and to enhance channel 
capacity and suppression of multipath interference. 
Therefore designing such antennas are highly desirable 
for wireless communications. In general, polarization 
reconfiguration is achieved by reconfiguring radiating 
element by means of pin diodes, RF switches or by 
reconfiguring feed network. Lin and Wong [1] 
demonstrated polarization reconfigurable antenna by 
reconfiguring feeding network through sequential 
excitation by means of pin diodes in the feed network. 
In [2], an aperture coupled polarization reconfigurable 
antenna is proposed which consists of controllable RF 

switches on a cross aperture to excite radiating element. 
A most common method of achieving polarization 
reconfiguration is by etching a slot on radiating element 
and reconfiguring it by means of pin diodes [3]-[4] 
to bridge the gap between the slots. A reconfigurable 
monopole antenna integrated with mushroom like meta-
surface to improve antenna performance is presented in 
[5]. Panahi et al. [6] demonstrated a simple reconfigurable 
antenna using two pin diodes. Though the antenna 
achieves polarization diversity with minimum number of 
diodes, the axial ratio bandwidth of the antenna is far 
moved from resonant frequency of the antenna. Further 
the use of pin diodes in polarization reconfiguration 
requires additional biasing circuit and has to be carefully 
designed in such a way that it should not affect antenna 
performance characteristics.  

Another approach for changing polarization states is 
achieved by modifying the feed network by means of 
PIN diodes, RF switches or by using varactor diodes. 
H.Sun and S.Sun [7] proposed reconfigurable antenna by
reconfiguring feed network to induce phase difference in
the output ports. In [8], polarization diversity is achieved
by modifying feed network which gives outputs of
different phases by means of v shaped coupling strip
loaded in the feed network. This technique of
reconfiguring feed network to achieve polarization
diversity requires additional space for feeding network
and also it is highly dependent on performance
characteristics and affects its performance drastically
when it is not properly designed. Recently liquid
dielectric materials are widely studied for polarization
reconfiguration [9]-[12]. Though these methods give
linear control over polarization, it is difficult to integrate
with most of the miniature devices due to its complexity
in their control mechanism and requires additional space
for the fluid tank. Varactor diode is used recently to
reconfigure the characteristics of the antenna [13]. By
varying the bias voltage, the capacitance of the varactor
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diode is changed and thereby tuning the performance of 
the antenna. Polarization reconfigurability is achieved 
using ultra miniature diodes as in [14] and [15] where 
two diodes are placed in the symmetrical slots of the 
patch antenna to get reconfigurability in polarization. 

In this paper, a compact polarization reconfigurable 
patch antenna operating at 2.3 GHz band with a center 
frequency of 2.357 GHz is proposed. An H-shaped slot 
is etched in the radiating patch. Four miniature tactile 
switches (2mm x 3mm x 0.6mm) are used for switching 
the nature of polarization. The use of tactile switch 
eliminates the need of biasing circuit and hence reduces 
the antenna complexity and fabrication cost. The antenna 
achieves good 3-dB axial ratio beamwidth and better 
cross polarization isolation in operating band. The antenna 
is modeled using ansys electromagnetic tool and is 
fabricated over FR4 substrate. The antenna performance 
is validated using network analyzer and antenna radiation 
pattern test system. The measured results are in good 
agreement with the simulated results and are compared 
with other traditional techniques. 

   
II. ANTENNA DESIGN CONSIDERATIONS 

Initially a rectangular Microstrip antenna as shown 
in Fig. 1 (a) is modelled and its dimensions are calculated 
from equation (1)-(2): 
 𝑊 =

𝐶

2𝑓0√
(𝜀𝑟+1)

2

, (1) 

 𝐿𝑒𝑓𝑓 =
𝐶

2𝑓0√𝜀𝑒𝑓𝑓
. (2) 

A slot of appropriate dimension is made along 
diagonal axis as shown in Figs. 1 (b) and 1 (c) to induce 
90 degree phase difference between two orthogonal field 
components 𝐸𝑥 and 𝐸𝑦 and generates hand circular 
polarization. Parametric analysis of slot dimensions are 
carried to optimize antenna axial ratio performance to 
achieve better circular polarization purity at its operating 
band. Switches are used at appropriate places to switch 
between two geometries (Figs. 1 (b) and 1 (c)).  

 

   
  (a) LP (b) LHCP (c) RHCP 
 
Fig. 1. Design geometries. 

 
Figure 2 shows antenna model with H-shaped slot 

incorporated in the radiating element. The antenna is 
fabricated on fire retardant dielectric substrate (FR4) 

having a relative permittivity of Ɛr = 4.4. In order to have 
low profile thickness, the substrate is chosen to have a 
thickness of 1.6 mm and overall length and width of the 
substrate is 57 mm x 57mm.  

 

  
 (a) RHCP (b) LHCP 
 
Fig. 2. Geometry of proposed antenna. 
 

 

 

 
 

 

t=0 &T 
 

t=T/4 t=2T/4 t=3T/4 
     (a) LHCP 

 

 

 
  

t=0 &T 
 

t=T/4 t=2T/4 t=3T/4 
     (b) RHCP 

 
Fig. 3. Simulated surface current distribution. 

 
Four ultra-miniature tactile switches (TL3780) are 

used to reconfigure the polarization characteristics of  
the antenna. The switches are placed in the H-slot and 
establish a contact between the slot regions by pressing 
(100 gram-force) the switch which indicates ON state. 
According to the datasheet given by the manufacturer, 
the switch gives 500 mΩ initial contact resistance when 
in contact (ON state) and 50 MΩ when it is open (OFF 
state).The polarization reconfiguration is achieved by 
switching the appropriate pair of switches and thereby 
reconfiguring antenna geometry. Compared to traditional 
techniques to reconfigure polarization, the proposed 
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method doesn’t require any additional biasing circuit (as 
in pin diodes) or additional space for feeding network  
to achieve polarization diversity, and hence it is easy to 
integrate with other high frequency circuit components. 
Figure 3 shows the current distribution over the surface 
of the radiating patch element. The polarization 
reconfiguration is achieved by suitably switching ON the 
ultra-miniature tactile switch pair which produces two 
orthogonal modes which are spatially orthogonal, have 
equal magnitude and are in phase quadrature. Switch  
S2 and S3 is switched ON to get Left Hand Circular 
Polarization (LHCP) as shown in Fig. 3 (a) and Switch 
S1 and S4 is Switched ON to get Right Hand Circular 
Polarization (RHCP) as shown in Fig. 3 (b).  

 
III. PARAMETRIC ANALYSIS 

Parametric analysis is carried on the slot dimension 
of the antenna and its performance is discussed. The 
length of the slot is given as primary importance since  
it greatly affects the operating frequency and also the 
purity of polarization. Figure 4 shows a variation of slot 
length and its effect on the performance of reflection 
coefficient (dB). It is observed that the reflection 
coefficient curve moves towards to the lower band with 
an increase in slot length. This is due to the fact that, an 
increase in the length of slot increases the electrical 
length of the antenna and hence the antenna resonates at 
lower bands. The increase in the length of the slot also 
affects the purity of polarization. The length of the slot 
is chosen in such a way that, the electric field component 
Ex has 90 degree phase delay with respect to Ey field 
component. 

 

 

Fig. 4. Variation of reflection coefficient with respect to 
slot length. 
 

IV. RESULTS AND DISCUSSIONS 
Based on the parametric analysis discussed above, 

the optimum slot length, the dimension of antenna model 
is obtained and is given in Table 1. 

Table 1: Antenna specification 
Parameters Specifications 

Operating Frequency 2.34 GHz 
Sub_X*Sub_Y*Sub_Z 57mm*57mm*1.6mm 

Patch_X*Patch_Y 28.3mm * 28.3mm 
Slot_L*Slot_W 7.075mm*0.705mm 

Q_X*Q_Y 7.075mm*0.353mm 
Feed_X*Feed_Y 7.075mm*1.415mm 

 
The proposed model is fabricated on FR4 substrate 

as shown in Fig. 5. The model is integrated with switches 
at appropriate gap regions and are connected with 50 
ohm SMA connector.  

 

 
 
Fig. 5. Fabricated antenna. 
 

 
 

Fig. 6. Reflection coefficient (dB). 
 

The reflection coefficient curve measured for  
both LHCP and RHCP polarization is compared with 
corresponding simulation results and are shown in Fig. 6 
and shows that the antenna achieves a -10dB impedance 
bandwidth of 120 MHz (2.26GHz-2.38GHz) for both 
LHCP configuration and RHCP configuration and is 
much suitable for WLAN/WiMAX applications. The 
simulated and measured radiation pattern for the 
proposed antenna model operating at 2.34 GHz is shown 
in Fig. 7. The LHCP radiation pattern is taken by turning 
on switches S2 and S3 and RHCP radiation pattern is 
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taken by turning on switches S1 and S4. The simulation 
results agree with measured results for both LHCP and 
RHCP configurations. The antenna gives symmetrical 
radiation performance around the zenith. The small 
difference in pattern between simulated and measured 
results is due to additional resistance created by the 
switches during on state and also due to fabrication loss 
and antenna alignment losses. 

 

  
     E Plane (a) H Plane 

  
    E Plane (b) H Plane 

  Co-Pol (Measured) 
 Co-Pol (Simulated) 

  X-Pol (Measured) 
 X-Pol (Simulated) 

 
Fig. 7. Simulated and measured radiation pattern of (a) 
LHCP and (b) RHCP. 

 
Figure 8 shows a variation of axial ratio against 

frequencies for both LHCP and RHCP configurations.  
The antenna gives minimum axial ratio at operating 
frequency for both the configurations and achieves a  
3-dB axial ratio bandwidth of 60MHz (2.32GHz – 
2.38GHz) for LHCP and 50MHz (2.32GHz – 2.37 GHz) 
for RHCP configuration. 

Figure 9 shows axial ratio beamwidth characteristics 
of both LHCP and RHCP configurations. It is observed 
that the antenna achieves a good axial ratio over a wide 
beam angle of -500 to 400 for LHCP and -500 to 450 for 
RHCP.  

The antenna gives a simulated gain of around 
6.92dBic for LHCP and 6.84dBic for RHCP.  

 

 

Fig. 8. Variation of axial ratio (dB) against operating 
band (GHz). 
 

 
Fig. 9. Variation of axial ratio (dB) against beam angle 
(θ). 
  

Figure 10 shows the setup used to measure antenna 
radiation pattern for the proposed model. The antenna  
is placed inside anechoic chamber and mounted over 
rotating turn table controlled by precision stepper  
motor whose control angles are given form antenna 
measurement software. The measured gain is calculated 
using two antenna method. A standard pyramidal horn 
antenna having a gain of 9dB is used as a reference 
antenna. The distance between two antennas (R) is 
measured and the gain is calculated using Friis 
transmission equation given below: 

𝑃𝑟

𝑃𝑡

=  (
𝜆

4𝜋𝑅
)

2

𝐺𝑡𝐺𝑟 .                        (3) 

Figure 11 presents the measured gain across the 
operating bandwidth for both modes. The antenna 
achieves a peak gain of 5.19 dBic for LHCP mode with 
efficiency of 50.1% and 5.17 dBic for RHCP mode with 
efficiency of 47.3%. The antenna also achieves cross  
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polarization isolation of -22.82 dB for RHCP and -21.77 
dB for LHCP configurations at its operating frequency. 
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Fig. 10. Antenna measurement setup. 
 

Table 2 gives performance comparison of proposed 
antenna with some of the conventional antenna. It is 
observed that the proposed antenna is compact and 
achieves good beam width characteristics with minimum 
number of switching elements and also achieves better 
cross polarization isolation in the operating band. 
However the proposed model operates at narrow band 
width and reduced radiation efficiency which can further 
improved by utilizing low loss dielectric substrate in 
place of FR4 substrate. 

 

  
 

Fig. 11. Measured gain across the operating band for 
both modes. 
 
Table 2: Performance comparison of proposed antenna 
Parameters [1] [2] [3] [5] Proposed 

Model 

Size 
0.80 λ x 
0.80 λ x 
0.26 λ 

0.70 λ x 
0.55 λ x 
0.16 λ 

7.28 λ x 
2.08 λ x 
0.06 λ 

0.19λ x 
0.19λ x 
0.14λ 

0.43 λ x 
0.43 λ x 
0.01 λ 

Switching 
Element 

8 Pin 
diodes 9 DPDT 2 Pin 

diodes 
8 pin 

diodes 
4 tactical 
Switches 

3dB AR 
Band width 

(GHz) 

(1.5 – 1.9) 
GHz 

(1.42-1.88) 
GHz 

(2.25-2.47) 
GHz 

(5.68-5.9) 
GHz 

(2.26 – 
2.36) GHz 

3dB AR 
Beam width 

900 (LHCP, 
RHCP) 

640 (LHCP) 
460 (RHCP) 

530 (+450 

LP), 500 

(-450 LP), 

600 (LHCP, 
RHCP) 

900 (LHCP) 
950 (RHCP) 

Cross 
Polarization 

Isolation 

-20 dB 
(LHCP, 
RHCP) 

-13 dB 
(LHCP, 
RHCP) 

-10 dB 
(LHCP, 
RHCP) 

-15 dB 
(LHCP, 
RHCP) 

-21.77 dB 
(LHCP) 

-22.82 dB 
(RHCP) 

 
V. CONCLUSION 

In this paper, a compact H shaped slot circularly 
polarized reconfigurable antenna has been developed. 
The antenna is designed to operate at 2.3 GHz band. The 
proposed antenna achieves polarization diversity by 
means of miniature tactile switches which eliminates the 
need of additional biasing circuit or feed network for 
switching polarization state. The antenna achieves better 
cross polarization isolation of -22.82 dB for RHCP and -
21.77 dB for LHCP configurations and also a wide 3-dB 
axial ratio beam width of 900 (-500≤AR ≤400) for LHCP 
and 950(-500≤AR ≤450) for RHCP configurations, and 
hence it better suitable for modern wireless application 
which prefer CP antenna characteristics. 
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Abstract – In this paper, we present a compact array of 
4 printed dipole antennas with ground plane, operating 
at 2.7 GHz and 5.2 GHz, designed for base station 
applications. First, the elementary printed dipole antenna, 
selected for its small size and good performances, is 
described. However, this kind of structures cannot cover 
two bands at the same time, which justify our proposal 
of a 4-elemnts network. Next, the 4-elements array 
is simulated, optimized, and measured to proof its 
performances with good agreement between the 
measurements and simulations. The measured gain of 
the 4-dipoles array is 4.21 dBi and 6.15 dBi for both 
operating frequencies 2.7 GHz and 5.2 GHz, respectively. 

Index Terms – Dual-band array, horizontal polarization, 
Omnidirectional radiation pattern, printed dipole. 

I. INTRODUCTION
The last few years have seen the emergence of a 

wide variety of wireless networks, and a new need has 
arisen: that of being permanently connected to a network 
wherever you are [1]. We then see the appearance of 
many types of networks: telephony networks, broadband 
broadcasting, local or very extensive via terrestrial 
or space communications. Thus, the development of 
these wireless networks requires technological advances 
in electronic components, computer software, coding 
techniques and antennas. Indeed, the antenna is one of 
the key points of wireless networks since this element is 
the last link in the chain allowing transmission and 
reception of the signal and therefore of the information 
contained therein [2-7]. The base station antenna must be 
adapted to each link according to the desired coverage. 
The antenna must not only cover standard but must also 
keep a compact size and good efficiency. Different types 
of antennas can be used such as patch antennas, dielectric 

resonator antennas and dipole antennas. 
The printed dipole is one of the most used antenna 

structures in wireless communication systems, thanks to 
its advantages (low cost, low profile, easy to integrate 
with other electronics and omnidirectional radiation 
pattern) with several designs presented in the literature 
[8]. For a dipole, a natural resonance appears when the 
dimension of the antenna is close to half the wavelength. 
The size of the dipole antenna can be reduced with 
the ground plane effect. According to image theory [9], 
the ground plane creates an image of the antenna; the 
combination of the antenna and its image plays an 
identical role to that of a dipole. Nowadays we are 
also seeing more and more multi-standard wireless 
communication devices, especially with the evolution of 
technologies like 4G, LTE, 5G, which requires multi-
band antennas for good coverage at multi-operating 
frequencies. Some techniques used to design these types 
of antenna have also been described in the literature. 
Among these techniques, we mention the addition of 
slots [10,11] and parasites [12,13]. To meet this growing 
need to integrate several standards and new applications 
in the same device, new concepts of miniature and multi-
frequency antennas are the subject of much research. 
Several techniques identified in the literature to achieve 
significant directivities with compact antennas. These 
techniques include adding a reflector [14,15], Huygens 
sources [16,17], integrating charges [18], using parasitic 
elements within the Alford loop antennas [3] or antenna 
arrays [19,20]. 

Antenna networks represent one of the methods for 
obtaining miniature structures. This technique is based 
on the combination of radiation of multiple compact 
sources to increase the directivity of the network. 
Optimizing the network factor by controlling the 
coupling phenomena makes it possible to increase the 
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directivity. In [20], a 4 × 4 array of compact wideband 
dual-polarized printed dipole antenna for 5G base station 
application was presented with a dimension of 200 mm 
× 200 mm. A rectangular-shaped reflector is also used to 
enhance the stability of its radiation patterns over the 
operating frequencies. It achieves a 22% size reduction 
compared to the conventional printed half-wavelength 
cross-dipole. A dual-broadband printed dipole antenna 
for 2G/3G/4G base station applications is proposed in 
[21]. The dimension of the antenna is 144mm×132mm× 
2mm. The gains are about 4-5 dBi and 5-6 dBi for both 
resonance frequencies.  

In this paper, a compact network that can operate  
on two different frequencies is presented as summarised 
in Table 1. The proposed antenna employs an array 
structure which allows to obtain compactness and high 
directivity and therefore ease of integration in base 
stations. First, we describe the elementary dipole which 
will serve as the basis for the realization of the network. 
In the second part, we present the design and realization 
of the network composed of 4 dipoles. Finally, we 
propose a realistic application of the network for a 
compact base-station. The simulation has been done 
using HFSS ANSYS and the measurements are made in 
a near field anechoic chamber (Starlab from MVG). 

Table 1: Summary of the dimension and the gain of the 
dipole antenna of the literature 

References Application Dimension 
(mm2) 

Maximum 
Gain (dBi) 

[19] 5G 200 ×200 6 
[20] 2G/3G/4G 144 × 132 6 

This work 4G/5G 90 × 90 6.15 
 

II. ELEMENTARY SOURCE 
The elementary antenna consists on a printed dipole 

as shown in Fig. 1 [2]. The design parameters of the 
structure were optimized to operate at 2.7 GHz and 5.2 
GHz. The printed dipole is made of two identical arms 
of length W2 and width b, printed on both sides of a 
Neltec NY9220 substrate of size 33 × 55 mm, thickness 
h = 0.8 mm, and relative permittivity εr = 2.2. 

 

     
 (a) 

 
 

  
 (c)                    

 
Fig. 1. Schema of the elementary printed dipole: (a) front 
view and (b) back view. (c) Photograph of the proposed 
antenna. 
 

The two arms of the dipole of length approximately 
λ/2 are placed at λ/4 from of a small rectangular ground 
plane where the SMA connector is soldered. A parasitic 
strip of length λ/2 is placed at a distance of 2 mm from 
the dipole to operate at 5.2 GHz. Table 1 presents the 
dipole antenna dimensions. These dimensions were 
optimized to get good impedance matching, by using 
HFSS software. 
 
Table 2: The elementary printed dipole antenna 
dimensions 

Parameters Values 
(mm) Parameters Values 

(mm) 
W 55 a 20 
L 33 b 2 

L1 12 W1 8 
L2 4 h 0.8 
L3 18 W2 20 

 
Both simulated and measured reflection coefficients 

of the antenna are shown in Fig. 2.  
The simulated return loss of the dipole antenna 

shows a first resonating band which extends from 2.7 
GHz to 3.4 GHz and a second one from 5.2 GHz to 5.4 
GHz. However, the same performance was obtained in 
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simulation with a small frequency shift towards low 
frequencies, this may be due to the rapid realization of 
the prototype with copper ribbon. 
 

 
 
Fig. 2. Measured and simulated |S11| values of the dipole 
antenna versus the source frequency. 
 

The radiation patterns were measured at resonance 
frequencies 2.7 GHz and 5.2 GHz, at the IETR institute, 
buy using the STARLAB MVG anechoic room facilities. 
At the resonance frequency, the radiation pattern is 
omnidirectional in the x-z plane with null along the 
dipole y-axis as shown in Fig. 3. The maximum 
simulated realized gain is about 2.75 dBi while the 
measurements show a gain of 2.7dBi. 

 

 
(a) 

 
 (b) 

 
Fig. 3. 3D-radiation pattern at the resonance frequency 
2.7 GHz: (a) simulation and (b) measurement. 

As shown in Fig. 4 with the red simulated curve, 
ripples of ± 0.8 dBi in the H-plane are observed, much 
larger than in the blue measured curve. 
 

  
   (a) 

 
   (b) 
 
Fig. 4. Simulated and measured gain: (a) E-plane and (b) 
H-plane at 2.7 GHz (simulation in red and measurements 
in blue). 
 

III. DIPOLE ARRAY 
A. Dipole array design 

Antenna networks represent one of the methods  
for obtaining miniature and directive structures. This 
technique is based on the combination of radiation from 
multiple compact sources to increase the directivity  
of the network [22]. Optimizing the network factor  
by mastering the coupling phenomena [23] makes it 
possible to increase the directivity. For this reason, a 
complete network of a 4-dipole array is designed as 
shown in Fig. 5. 

The 4 dipoles with their parasitic elements are 
positioned at the 4 corners of a 60-mm diameter circular 
substrate. The power is supplied to the center of the 

GAIN 

Min 
Max 

- 25 dBi 

2.7 dBi 
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network with an SMA-connector welded on a small 
ground plane. The dipoles are positioned approximately 
at 12 mm from the small ground plane, which corresponds 
substantially to λ/4. 

 

      
(a) 

 
(b) 

  
(c) 

 
Fig. 5. Structure of proposed 4-dipole array: (a)  
front view and (b) back view. (c) Photograph of the 
manufactured prototype. 
 
B. Reflection coefficient  

Figure 6 shows the reflection coefficient of the  
4-dipole array. There is a good agreement between  
the measurements and the simulation. The resonance 
frequency of the low band is located at 2600 MHz with 
a bandwidth of -10 dB between 2550 and 2700 MHz. For 
the higher band, the resonance frequency is at 5200 MHz 
with a bandwidth of -10 dB between 5100 MHz and  
5520 MHz. 
 

 
 
Fig. 6. Simulated and measured |S11| values of the 4 
dipoles array versus the source frequency. 
 
C. Gain and Directivity  

The radiation patterns at the resonance frequencies 
are shown in Figs. 7, 8 and 9. Figures 7 and 8 show the 
simulated and measured 2-D radiation patterns of the 
proposed 4-dipoles array at 2.7 GHz and 5.2 GHz, in the 
E- plane and H- plane.  The radiation patterns show good 
agreement between measurements and simulations for 
the two operating resonance frequencies. The structure 
has a directive radiation pattern with horizontal 
polarization. 

At 2.7 GHz, we obtain a maximum gain of 2.5 dB  
in simulation and 2.4 dB in measurement. At the high 
operating frequency, we obtain 2.7 dB in simulation and 
1.95 dB in measurement as shown in Figs. 7, 8 and 9.  
 

 
 (a) 
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  (b) 
 
Fig. 7. Simulated and measured radiation patterns of the 
4-dipoles array in the H-plane: (a) at 2.7 GHz and (b) at 
5.2 GHz. (Simulation in red and measurements in blue). 
 

 
 (a) 

 
 (b) 
 
Fig. 8. Simulated and measured radiation patterns of the 
4-dipole array in the E-plane: (a) at 2.7 GHz and (b) at 
5.2 GHz. (Simulation in red and measurements in blue). 

 
                    2.7 GHz          5.2 GHz 

 
(a) 

    
(b) 

 
Fig. 9. 3D-radiation patterns at 2.7 GHz and 5.2 GHz: (a) 
simulation and (b) measurement. 
 

Figure 10 shows the measured efficiency of the  
4-dipole arrays. As we can see it about 88% for both 
resonance frequency of 2.7 GHz and 5.2 GHz.  
 

 
 
Fig. 10. Maximum measured efficiency of the 4-dipole 
arrays. 
 

IV. APPLICATION FOR COMPACT BASE 
STATION 

The base station antennas have undergone several 
changes. The first versions were simple single-band 
antennas. The deployment of new standards has been 
accompanied by new frequency bands. The antennas 
have been multiband since that time [24]. 

In this section, we propose a 4-dipoles array 
structure with a ground plane to operate in a compact 
base station. The simulated and fabricated structure is 
shown in Fig. 11. A circular ground plane of 45 mm 
diameter is placed at 21 mm from the 4-dipoles array.  
In this way, a compact structure is obtained where the 
electronic part can thus be placed on the other side of the 
ground plane.  
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The measured reflection coefficient of the 4-dipoles 
array with a ground plane is in good agreement with the 
simulation results as we can see in Fig. 12 with a small 
frequency shift of 100 MHz. The bandwidth obtained in 
the low frequency band is 200 MHz between 2620 and 
2820 MHz for an |S11| <-6 dB, whereas for the high 
frequency band, a bandwidth 820 MHz between 4860 
and 5680 MHz is obtained.  

The maximum measured gain of the 4-dipole array 
with a ground plane is shown in Fig. 13. 

 

 
(a) 

 
 (b) 
 
Fig. 11. Structure of the 4-dipoles array with ground 
plane: (a) simulated structure and (b) fabricated structure. 
 

The proposed structure has a gain which can reach 
2.6 dB for the first resonance frequency and 4.03 dB  
for the second resonance frequency. The gain seems to 
increase with the frequency as it is known. It is depending 
more on the shape (size of the structure), whereas the 
efficiency is related to the loses in the antennas (metals 
and dielectric (substrate)). 
 

 
 
Fig. 12. Reflection coefficient of the 4-dipoles array with 
ground plane versus frequency.  
 

Moreover, the prototype structure showed good 
measured efficiency which can reach 83% for both 
resonance frequencies as shown in Fig. 14. Figures 15, 
16 and 17 show the 2-D and 3-D simulated and measured 
radiation patterns of the proposed structure in the  
H-plane at 2.7 GHz and 5.2 GHz. At both resonant 
frequencies, the radiation pattern of the 4-dipoles array 
with a ground plane is more directive in the orthogonal 
plane of the antenna and has a null along the dipole axis. 
 

 
 
Fig. 13. Maximum measured gain of the proposed 
structure. 

A ground plane 

4-dipole array antenna 

    21 mm 
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Fig. 14. Maximum measured efficiency of the proposed 
structure. 
 

 
 (a) 

 
 (b) 
 
Fig.15. 2-D simulated and measured gain of the 4-dipoles 
array with ground plane in the E-plane: (a) 2.7 GHz and 
(b) 5.2 GHz. (simulation in red and measurements in blue). 

 
 (a) 

 
 (b) 
 
Fig. 16. 2-D simulated and measured gain of 4-dipoles 
array with ground plane in the H-plane: (a) 2.7 GHz and 
(b) 5.2 GHz. (simulation in red and measurements in 
blue). 
 

 
 (a) 

 
 (b) 
 
Fig. 17. 3-D measured gain of 4-dipoles array with a 
ground plane at: (a) 2.7 GHz and (b) 5.2 GHz. 
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V. CONCLUSION 
In this paper, we have designed a 4-dipoles antenna 

array based on the printed dipole structure. The proposed 
compact array, operating around 2.7 and 5.2 GHz, is 
characterized with omnidirectional radiation patterns, 
and high efficiency (about 88%). These good radiation 
properties allow it to be a potential candidate for 
compact-antenna used in wireless base stations used in 
satellite telecommunications. 
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Abstract ─ A novel multi-mode narrow-frame antenna is 
presented for 4G/5G metal-rimmed mobile phones in 
this paper. The proposed antenna is constituted by a 
monopole antenna and a coupling strip, which is printed 
on FR4 substrate with thickness of 0.8 mm. The overall 
area occupied by the antenna is only 60 × 10.4 mm2, 
which can be used as a promising narrow-frame antenna. 
The simulated results shows that the return loss of the 
antenna can provide four operating bandwidths of 822–
961 (band 1), 1697–3075 (band 2), 3280–3835 (band 3) 
and 4475–5050 MHz (band 4), which respectively cover 
824–960, 1710–2690, 3300–3600 and 4800–5000 MHz 
in 4G/5G communication systems. In order to verify the 
accuracy of theoretical analysis and simulated results, 
the proposed antenna is fabricated and measured. The 
experimental results are basically consistent with the 
simulated results, suggesting that the presented antenna 
has attractive performance for mobile phones. 

Index Terms ─ Frame antenna, metal rim, multi-mode, 
nona-band operation. 

I. INTRODUCTION
As the radio access technologies develop rapidly, an 

increasing number of portable devices can support the 
LTE function [1–2], especially metal-framed smartphones 
have evolved into fashionable and popular products for 
consumers [3–4]. Nevertheless, the metal characteristics 
of the bezel of the smartphone affect the internal 
antenna’s performance to a certain extent. Recently, 
designing the metal frame of a mobile phone with a novel 
structure has become the key to solving the problem. 
In [5–6], grounded patches and gaps are utilized to 
compensate for the performance loss due to the antenna 
being mounted internally. A novel method which takes 
part or the whole of the metal rim as antenna elements 
is proposed in [7–9] to simplify the antenna design. 
Although these antennas based on metal rim have been 
successfully implemented, none of them cover the entire 

4G/5G frequency bands. 
The 5G operating license of domestic mobile phones 

was promulgated and thLe band division of a new 
generation of mobile communication was defined by 
China's Ministry of Industry and Information Technology 
in November 2017 [10]. The 3300–3600 MHz and 4800–
5000 MHz bands are set as 5G wireless communication 
frequency bands. At the same time, some innovative 5G 
technologies are also proposed in other countries to 
obtain faster transmission rates [11-12]. Therefore, the 
antenna with high-performance and narrow-frame can be 
applied to 5G wireless communications. 

In recent years, a variety of methods are employed 
to design antenna for 4G/5G mobile phones. On the basis 
of loop antenna structure, the frame antennas are designed 
in [13–17], but amounts of inductors and capacitors 
are used which markedly increase these antennas’ 
complexity. In [18], a dual-band eight-antenna array is 
proposed for multiple input and multiple output (MIMO) 
applications in 5G mobile terminals. But, it cannot 
fully satisfy the requirement of 4G/5G multiband 
communications. In [19], a hybrid antenna is designed 
for 4G/5G MIMO application, which is made up of two 
antenna modules, namely 4G and 5G antenna modules. 
However, it is difficult for such a hybrid antenna to 
miniaturize a mobile phone antenna. Four MIMO 
antennas are also designed in [20-23], and the 
metamaterial structures are introduced to reduce the 
coupling between the antenna element, but the decoupling 
structures are not conducive to the low profile and 
miniaturization of the antenna. 

In this paper, the characteristics of multi-mode, 
ultra-wideband and multi-band are integrated into an 
antenna which applied in the 4G/5G fields. Furthermore, 
the designed antenna has compact structure without any 
lumped elements. The wider bandwidth is also easily 
achieved by using an I-shaped feeding strip and a 
stereoscopic coupled grounding strip, which are printed 
on the back side of the substrate as a part of mobile phone 
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shells. 

II. STRUCTURE AND DESIGN OF THE
PROPOSED ANTENNA 

2.1. Structure of Antenna 
The complete geometry of the proposed antenna is 

shown in Fig. 1. As plotted in Fig. 1 (a), a 0.8 mm thick 
FR4 substrate which has a relative permittivity of 4.4 and 
a loss tangent of 0.02 is utilized as the mobile phone 
housing. The housing has a volume of 120 × 60 × 5 mm3, 
and a ground plane with the size of 109.6 × 60 mm2 is 
printed on the housing. A 50 Ω mini coaxial line which 
is connected to the feeding point (Point A) and the PCB 
grounding point (Point C), is employed to excite the 
antenna.   

0.8-mm thick FR4 substrate 
as mobile phone housing 

(120×60×5mm3)
A: Feeding point
 B: Shorting point

    C: Grounding point

AC

B z

x
y

(a)

H

(b)

Fig. 1. (a) Configuration of proposed antenna. (b) Detail 
dimensions of the antenna modules (Unit: mm). 

As can be seen in Fig. 1 (a), the three-branch 
coupled parasitic ground strip (including a long branch 
and two short branches) and several tuning stubs are used 
to excite the multiple modes which work at band 1 and 
band 2. The two bands can cover the 824–960 MHz and 
1710–2690 MHz bands effectively. That shown in Fig. 
1 (b) is the proposed antenna with detailed dimensions. 
In addition, the I-shape driven strip and a rectangular slot 
are used to excite the multiple modes which work at band 
3 and band 4. The two bands can cover the 3300–3600 
MHz and 4800–5000 MHz bands effectively. The 
working mechanism of the proposed antenna is analyzed 
in detail in the section 2.2. 

2.2 Antenna Design and Analysis 
A. Slotted loading method for the high band

In this section, the S11 and the evolution processes
for different antennas are investigated to clearly explain 
the operating mechanism and design procedure of the 
proposed antenna. As illustrated in Fig. 2 (a), a ground 
clearance of 60 × 10.4 mm2 is reserved for the band 3 
and band 4. An I-shape strip (Ant1) is introduced as the 
monopole antenna. As shown in Fig. 2 (c), Ant1 creates 
two 0.25λ resonant modes respectively around 3500 
MHz and 2100 MHz. The rectangular slot with 1 mm 
width is inserted between points D and E (Ant2) to widen 
the bandwidth of band 3 and band 4, which improves 
the impedance matching through capacity coupling and 
creates a 0.25λ resonant mode at around 4850 MHz.  

      (a) 

D

E

Ground clearance
60×10.4 mm2

 (b) 

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

-30

-20

-10

0

0.6

- 6

S 11
(d

B
)

Frequency (GHz)

 Ant1
 Ant2
 Proposed antenna

   (c) 

Fig. 2. Comparison of Ant1, Ant2 and simulated S11. (a) 
Ant1, (b) Ant2, and (c) Simulated S11. 

For Ant2, bandwidths of 14.6% (3180–3680 MHz) 
and 8.6% (4680–5100 MHz) are obtained, which can 
meet the requirements for 5G mobile phones. 
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B. Technologies for the low band 
According to the above analysis in section 2.2A, 

Ant2 can cover 3300–3600 MHz and 4800–5000 MHz. 
This antenna cannot cover 824–960 MHz and 1710–
2690 MHz from Fig. 2 (c). An effective solution is 
introduced to merge multiple modes through utilizing 
multiple strips. Here, we will introduce the evolution 
process in order to cover the low band. In Figs. 3 (a)–(c), 
there are three types of configuration, which represent 
three important states during the evolution. The 
corresponding simulated S11 is also given in Fig. 3 (d). 
 

U-shape branch

 
 (a) 

Coupling branch

 
 (b) 

L-shape branch

Tuning stub1

Tuning stub2

 
 (c) 

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0

-30

-20

-10

0

0.6

- 6

 

 

S 11
(d

B
)

Frequency (GHz)

 Ant3
 Ant4
 Proposed antenna

 
   (d) 
 
Fig. 3. Comparison of An3, Ant4, proposed antenna and 
simulated S11: (a) Ant3, (b) Ant4, (c) the proposed 
antenna, and (d) simulated S11. 
 

As shown in Fig. 3 (a), a U-shape branch is inserted 
into Ant2 to form Ant3. The U-shape branch is disposed 
on the right side of the system ground plane, the length 
of which is 84.1 mm. Ant3 creates a 0.25λ resonant mode 
at around 850 MHz. In order to broaden the bandwidth 
of the band 1, a coupling branch is added to Ant3 to form 
Ant4, as shown in Fig. 3 (b). Thus, the resonance point 
at 850 MHz is shifted to 900 MHz, and its bandwidth is 
820–973 MHz. To obtain a characteristic of broadband 
which coverage in the 1710 MHz frequency band, an L-
shape branch and two tuning stubs are inserted into Ant4 
to form the proposed antenna. As illustrated in Fig. 3 (d), 
by inserting the L-shape branch and two tuning stubs, the 
band 2 is enhanced. The simulated results show that the 
S11 of the frequency band 1700–3061 MHz is less than -
6 dB. So, the proposed antenna can cover LTE/WWAN 
(4G) bands. 

The antenna configuration is modeled by HFSS full-
wave simulator and optimized design parameters are 
listed in Table 1. 
 
Table 1: Geometric parameters of the proposed antenna 
(Unit: mm) 

 
C. Operating principle 

The surface current distributions of the proposed 
antenna at 900, 1800, 2400, 3350 and 4800 MHz are 
simulated as depicted in Figs. 4 (a)–(e). As shown in Fig. 
4 (a), the strong surface current distributions at U-shape 
branch, attribute to the length of U-shape branch is  
85.6 mm, which corresponds to about 0.25λ at 900 MHz. 
Figure 4 (b) plots that the surface current at the 1800 
MHz is mainly distributed on U-shape branch and 
coupling branch, which infers that the coupling branch 
generates a lower-frequency resonant mode around 1800 
MHz. In Fig. 4 (c), it can be seen that the surface currents 
concentrate upon L-shape branch and I-shape driven 
strip. Figure 4 (d) shows that strong current flows along 
the I-shape driven strip, which demonstrates that driven 
strip can provide a 0.25λ resonant mode at about  
3350 MHz. Furthermore, the simulated surface current  

Parameter Value Parameter Value 
W 60.0 H1 38.4 
L 120.0 H2 2.0 
H 5.0 H3 1.8 
W1 50.8 W5 20.2 
W2 29.8 W6 9.5 
W3 10.0 W7 9.2 
L1 10.4 L6 4.0 
L2 9.4 L7 3.0 
L3 4.7 H4 11.2 
W4 16.0 H5 1.0 
L4 4.5 L8 5.0 
L5 7.4 L9 3.0 
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distribution excited at 4800 MHz is illustrated in Fig. 4 
(e), in which intense and uniform current distributions 
can be observed around the rectangular slot. In addition, 
it can be confirmed from Fig. 4 (e) that the higher-
frequency resonant mode at about 4800 MHz is mainly 
contributed to the rectangular slot of the system ground 
plane, owing to the path (length 18.4 mm) corresponding 
to about 0.25λ at 4800 MHz. 
 

85.6 mm

(a) 900 MHz 

(b) 1800 MHz 

(c) 2400 MHz 

(d) 3350 MHz 

(e) 4800 MHz

Nulls

Nulls

Slot

18.4 mm

 
 
Fig. 4. Simulated surface current distributions at: (a) 900 
MHz, (b) 1800 MHz, (c) 2400 MHz, (d) 3350 MHz, and 
(e) 4800 MHz. 
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Fig. 5. Effects of the rectangular slot on input impedance. 
 
 

The rectangular slot has a positive effect on the 
impedance matching of the proposed antenna in band 4. 
Figure 5 shows the input impedances with and without 
the rectangular slot. In band 4, the addition of the 
rectangular slot decreases the reactance to improve the 
impedance matching. Therefore, the bandwidth of the 
band 4 is widely enlarged, covering the 4680–5050 MHz 
band. 

 
D. Parametric study 

In the design of this antenna, changing the length of 
W5 and W1 respectively, the corresponding effects on the 
resonant mode are depicted at Fig. 6 and Fig. 7. When 
the length W5 varies from 17.7 to 22.7 mm, it can be seen 
from Fig. 6 that the change of antenna’s bandwidth is 
relatively remarkable in band 2 and band 3. 
 

 
 
Fig. 6. Simulated S11 as a function of the length W5. 
 

Figure 7 shows the simulated S11 as a function of the 
length W1 of the U-shape branch. It can be seen from  
Fig. 7 that when the value of W1 increases, the antenna 
bandwidth becomes narrower in band 1. This indicates 
that the length of the U-shape branch is an important 
parameter of the designed antenna. 

 

 
 
Fig. 7. Simulated S11 as a function of the length W1. 
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III. EXPERIMENTAL RESULTS AND 
DISCUSSION 

Figure 8 shows the fabricated prototype of the 
proposed antenna, which is excited by a 50 Ω mini 
coaxial line. What was used for testing the S-parameters 
is an Agilent N5247A vector network analyzer. Figure 9 
presents the measured results of S11, which is consistent 
with the simulated results. The measured bandwidths  
are 822–961 MHz, 1697–3075 MHz, 3280–3835 MHz 
and 4475–5050 MHz, respectively, and they can cover 
824–960 MHz, 1710–2690 MHz, 3300–3600 MHz and 
4800–5000 MHz which is widely used as the design 
specification for 4G/5G mobile antennas. 
 

50-Ω mini 
coaxial feeding

z

x
y

back view front view front view

back view

(a) (b)  
 
Fig. 8. Photographs of the fabricated antenna. (a) Overall 
view and (b) enlarged view. 
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Fig. 9. Comparison between the measured and simulated 
S11 of the proposed antenna. 
 

Figure 10 shows the 2-D radiation patterns of the 
fabricated prototype at 900, 2400, 3350 and 4800 MHz. 
As shown in the placement direction of the antenna in 
Fig. 1, the copol (Eθ) and cross-pol (Eϕ) in the xoy, yoz 
and zox-planes are simulated and measured, and it can  
be concluded from Fig. 10, the Eθ varies smoothly in  

yoz-plane, which is beneficial to actual smartphone 
applications. 

Figure 11 shows the simulated and measured results 
of the gain and efficiency. It can be concluded from Fig. 
11 that the measured results are basically consistent with 
the simulated results. At the 4G frequency bands, the 

measured antenna's gain is around 3.2 dBi, and the 
measured radiation efficiency varies from 51% to 70% 
measured. In the 5G frequency bands, the measured  
gain fluctuates from 2.5 dBi to 3.1 dBi. Meanwhile, the 
efficiency of the proposed antenna fluctuates from  
53% to 61%, which can satisfy the requirement of 
wireless communication for mobile devices. In addition, 
a comparison between the proposed antenna and the 
typical reported mobile phones according to the 
dimensions, frequency bands, bandwidth, and efficiency 
is shown in Table 2. Thus it can be concluded that the 
proposed antenna is more suited to 4G/5G metal-rimmed 
mobile phones. 
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 x-y plane 

  
y-z plane                           z-x plane 

  (c) 

 
 x-y plane 

  
y-z plane                           z-x plane 

 (d) 
 
Fig. 10. Simulated and measured 2-D radiation patterns 
at: (a) 900 MHz, (b) 2400 MHz, (c) 3350 MHz, and (d) 
4800 MHz. 
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Fig. 11. Simulated and measured gain and efficiency of 
the proposed antenna: (a) 4G and (b) 5G. 

 
IV. CONCLUSION 

A novel multi-mode narrow-frame antenna for 
4G/5G metal-rimmed mobile phone is proposed in this 
paper. The proposed antenna with compact size of 10.4 
× 60 mm2 is integrated on a metal-rimmed mobile phone 
with size of 120 × 60 × 5 mm3, which meet the volume 
requirements of handheld terminals. The bandwidth of 
the antenna is widened by using meander technologies 
for the operating band of 822–961 MHz, 1697–3075 
MHz which can cover 824–960 MHz, 1710–2690 MHz. 
The bands of 3280–3835 MHz, 4475–5050 MHz are 
obtained by slotted loading method which can cover 
3300-3600 MHz, 4800-5000 MHz. Therefore, this 
antenna can satisfy the requirements for smartphone 
systems without matching circuits or lumped elements.  

 
Table 2: Comparison of proposed antenna and reference antennas 
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Reference Dimension (mm3) Frequency Band Bandwidth (MHz) Gain (dBi) Efficiency (%) 
[1] 72×6.5×5.8 Octa-band 700–1030/1700–2690 1.56/2.38 >46.5/45.5–81.75 
[3] 70×9×5 Octa-band 704–960/1700–2830 0.2–2.49/1.18–4.24 44–75/43–76 
[7] 71×5×6 Hepta-band 800–1000/1700–2780 –/– 62–85.7/66.9–91 
[9] 71.6×10×5 Hepta-band 801–1002/1695–3000 0.7–3.4/2.0–5.0 31–38/42–69 

[10] 27×10.8×0.8 Deca-band 685–960/1710–2170/3288–3613 1.4–2.5 40–65/60–92 
[16] 120×70×6 Octa-band 675–1050/1600–2800 0–2.1/1.6–3.6 52.7–78.7/45.6–81 
[17] 72×8×5 Hepta-band 824–960/1710–2690 0.98–2.1/2.45–5.1 41–48/49–76 
[18] 140×70×1 di-band 3300–3600/5150–5925 –/– 51–59/62–80 
[20] 100×60×0.5 di-band 2500–2700/3400–3600 –/– 72–88/53–68 

Proposed 60×10.4×5 Nona-band 822–961/1697–3075/ 
3280–3835/4475–5050 3.4/2.5–3.1 51–70/53–61 
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Abstract ─ Placing dielectric lens structures into an 
antenna's aperture has proven to be one of the most 
reliable methods of enhancing its gain. However, the 
selected material and the prototyping method usually 
limit their fabrication process. With the advances in 
3D printing technology and their applications, the 
microwave designs that were either impractical or 
impossible in the past to manufacture using traditional 
methods, are now feasible. Herein, a novel prototyping 
method by using 3D-printer technology for low-cost, 
broadband, and high gain dielectric lens designs has been 
presented. Firstly, the elliptical lens design has been 
modeled in the 3D EM simulation environment. Then 
fused deposition modeling based 3D-printing method 
has been used for the fabrication of the dielectric lens. 
The measured results of the 3D printed antenna show 
that the lens antenna has a realized gain of 17 to 20.5 dBi 
over 8-12 GHz. Moreover, the comparison of the 
prototyped antenna with its counterpart dielectric lens 
antenna in the literature has indicated that the proposed 
method is more efficient, more beneficial, and has a 
lower cost. 

Index Terms ─ 3D Printer, Lens Antenna, Dielectric 
Lens, Broadband, Novel Prototyping Methods. 

I. INTRODUCTION
One of the essential components in wireless 

communication systems is antenna stages with high gain 
characteristics. Although Antenna Arrays are a standard 
solution for high gain performance, it is known that 
increasing the array element directivity also increases the 
complexity of its design, decreases its efficiency, and 
leads to a higher level of loss in the feeding network. On 
the other hand, dielectric lens structures, having the 
ability to focus the incoming electromagnetic waves, 
provide another solution for high gain performance. 

Dielectric lens antennas are not only free from the 
disadvantages of Antenna Arrays but also advantageous 
due to their low loss and wide operation band. Moreover, 
these designs have been used in a vast range of 
applications such as millimeter wave, automotive radar, 
satellite or indoor communications [1-8], beamforming, 
and generation of multiple beams [9-10]. However, some 
of the most commonly used dielectric lens structures 
such as Luneburg, Einstein, dielectric rod, and Fresnel 
lens are usually optical or quasi-optical, and they have 
a 3D design structure that makes them difficult to 
manufacture by using dielectric materials.  

With the advances in 3D printing technology, the 
application areas of these devices continue to expand. 
One of the most recent applications of 3D printing 
technology is the prototyping of microwave designs such 
as Antennas [11-13]. Due to being fast, highly accurate, 
and their ability to print even the most complex 
structures which would become either impractical or 
high cost using traditional prototyping methods, the 
usage of 3D printing technology has become more 
prevalent in microwave design prototyping field [14-20]. 

In this paper, the design and realization of a 
modified elliptical lens antenna for X band applications 
by using 3D printing technology has been presented. To 
this aim, first, elliptical lens design has been modeled in 
the 3D EM simulation environment. Then, the optimally 
designed elliptical lens model has been prototyped by 
using 3D printing technology. The measurements and 
the simulations show that the proposed prototyped 
elliptical lens antenna has a desirable performance where 
it achieves a gain level of 17 to 20.5 dBi over the 
operation band of 8-12 GHz. Moreover, when it is 
compared with its counterpart in literature, it is found 
that the proposed method is more efficient, has a lower 
cost, and it is an effective method for prototyping 
dielectric lens structures with 3D properties.  
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II. DESIGN AND SIMULATION OF
DIELECTRIC LENS ANTENNA

One of the most commonly used antenna types is a 
waveguide horn antenna. Although they have relatively 
good gain characteristics, they are limited by their 
dimensions as they must have a specific size with 
respect to the wavelength of their operating frequency. 
Otherwise, they would have efficiency problems. One of 
the solutions to go beyond this limitation and improve 
their performance is to place a dielectric lens structure 
into their aperture. 

In this section, an elliptical lens antenna is designed 
for X band applications. The elliptical dielectric structure 
is a modified version of the lens design in [21-22], where 
the endpoint of the structure is trimmed to increase the 
performance of the antenna in the X band. The design 
of the Modified Elliptical Dielectric Lens Antenna 
(MEDLA) is given in Fig. 1. The primary design 
considerations of the proposed antenna can be named as 
follows:  

(i) Gain performance of the antenna can be
increased/decreased by increasing/decreasing the 
dielectric diameter of the ellipsoid.  

(ii) The operating frequency can be increased/
decreased by decreasing/increasing all dimensions of the 
model. 

(iii) Same phenomena can also be said for the
dielectric permittivity of the lens material, which plays 
an essential role in the performance characteristic of the 
design. 

Furthermore, by adding additional matching layers, 
the reflections at the antenna surface can be reduced at 
the expanse of increasing the manufacturing cost. 

Fig. 1. Schematic of MEDLA. 

The variation of Directivity and S11 performances of 
the MEDLA concerning its design parameters are given 
in Table 1 and Fig. 2. 

Table 1: Parametric analyses of design parameters of 
MEDLA given as (S11/Directivity) 

Parameters 
(mm) 

Frequency GHz 
8 10 12 

L1

50 -13.6/18.9 -17.9/20.1 -19.2/21
70 -14.1/18.9 -17.7/20.2 -19.7/21
90 -3/19.1 -5.3/20.2 -20.5/21.4

L2

80 -6.5/16.8 -9/18.8 -10.7/19
100 -14.1/18.9 -17.1/20.2 -19.7/21.1
120 -7.6/17.8 -8.6/19 -9.1/18.1

W1 

50 -14.1/19 -18/20.3 -19.4/21
70 -14.1/18.9 -17.8/20.2 -19.8/21.1
90 -14.8/19.1 -17.8/20.3 -20.6/21.1

W2 

10 -15/18.9 -17.8/20.2 -19.8/21.1
20 -14.1/18.9 -17.7/20.3 -19.8/21.2
30 -13/18.9 -18/20.3 -20.8/21.2

W3 

60 -6.5/18.8 -8.7/20.2 -9/20.6
80 -14.1/18.9 -17.7/20.2 -19.7/21.4

100 -6.1/18.5 -8.9/19.9 -12.7/21.4

   (a) 

   (b) 

Fig. 2. Simulated performance of: (a) return loss and (b) 
Directivity; for variant dielectric constant values. 
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As can be seen from Table 1 and Fig. 2, each design 
parameter has a unique effect on the performance 
response of MEDLA design. Thus, the determination  
of optimal design parameters of antennas geometrical 
and material parameters can be considered as a multi-
objective, multivariable optimization problem. The design 
parameters of MEDLA can be taken as input variables of 
the optimization process, and the performance measures 
of MEDLA, such as S11 and directivity, are taken as 
outputs or objectives of the optimization problems. In 
Table 2, optimization variables and their upper and lower 
constants are presented. 
 
Table 2: Constraints of the variables 
Parameter Constraint Parameter Constraint 

w1 (mm) 50~90 L1 (mm) 50~90 
w2 (mm) 10~30 L2 (mm) 80~100 
w3 (mm) 60~100 εr 1.2~2.7 

 
In our design process, two metaheuristic 

optimization algorithm that had shown great potential in 
design optimization of microwave stages; (1) Honey Bee 
Mating Optimization (HBMO) [23-24], (2) Differential 
Evolutionary Algorithm (DEA) [25-26], are being  
used in a hybrid combination of Global (HBMO) and 
Local (DEA) search tool for finding the optimal design 
parameters of MEDLA. HBMO algorithm has the 
capability of searching in ample variables space, which 
makes it an excellent global optimizer. However, the 
design optimization of an antenna requires a fine-tuning 
of design parameters for achieving the ideal performance. 
For this mean, the DEA optimization method had been 
used to do a local search around the optimal values 
obtained by HBMO. Both of the algorithms had been 
coded in MATLAB environment that can simultaneously 
work alongside CST simulator [27]. Based on the 
designer's hardware capabilities, this process can be 
accelerated via the use of parallel processing methods for 
reducing the total time required. The cost function that  
is given in Eq (1) is being used for guiding the hybrid 
search of HBMO and DEA. The total cost is calculated 
based on the candidate solution's directivity and S11 
values at each desired frequency:  

 
12GHz

1 2

8GHz 11

Cost
( ) ( )

i

i
f i

C C
Directivity f S f=

= +∑ , (1) 

where, C is weighted constrained determined by the user 
(Here in C1=0.9, C2= 0.3, which is determined with trial 
and error method), i is the index of the candidate solution 
in search space. In Table 3, the optimal design 
parameters of MEDLA have been presented. 
 
Table 3: Parameters of MEDLA in (mm) 

W1 70 L1 67.5 
W2 20 L2 95.8 
W3 84 εr 2.5 

III. 3D MANUFACTURING AND 
EXPERIMENTAL RESULTS OF MEDLA 

In this section, the CEL Robox® Micro 
manufacturing platform using PLA material "PLA 
Filament - Polar White RBX-PLA-WH002" is employed 
for carrying out the prototyping of the MEDLA designed 
in Section II. One of the advantages of 3D printers is 
their ability to adjust the infill rate of the printed material 
within the structure, which is used by many for creating 
a design with lower weight values. In addition, making 
use of this advantage, it is possible to adjust the dielectric 
properties of the 3D printed structure by increasing or 
decreasing the infill rate of the design as it is given  
in Table 4 [28-29]. By using the Eq (2) obtained via 
regression methods from data in Table 4, the infill rate 
of the MEDLA is chosen as 70%, which would provide 
a dielectric constant value of 2.5: 

 6 3 6.421.3 10 0.0374 0.217r x x x
x

ε −= − + + + , (2) 

where x indicates the infill rate in %. 
 
Table 4: Dielectrıc constant value of PLA with respect to 
the infill rate [28] 
Infill Rate % Dielectric Constant rε  Loss Tangent 

18 1.24 0.002 
33 1.6 0.004 
73 2.53 0.006 

100 2.72 0.008 
           

The 3D printed MEDLA design is presented in  
Fig. 3. The measurement results are obtained using the 
measurement setup given [30-31]. A Network Analyzer 
with a measurement bandwidth of 9 kHz to 13.5 GHz, and 
two identical antennas "Rohde—Schwarz RS Zvl13 and 
LB8180 0.8 to 18 GHz" have been used for measurement 
of the 3D printed Dielectric Lens antenna. 
 

 
(a)                                        (b) 

 
Fig. 3. Dielectric lens antenna and feed network: (a) side 
view and (b) top view. 
 

The measured return loss characteristics are given in 
Fig. 4. It can be observed in Fig. 4 that placing the 3D 
printed elliptical lens structure into the aperture of the 
waveguide does not have any distortive effects on the S11 
characteristics of the system, and the design achieves 
return loss characteristics of less than -10 dB over the 
operation band of 8-12 GHz. In addition, it should also 
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be noted that the main reason for the difference between 
the simulated and the measured S11 characteristics is that 
the simulations were carried out by assuming an ideal 
waveguide, whereas non-ideal real waveguides are used 
for the measurements. 

 

 
 
Fig. 4. The measured return loss of MEDLA. 
 

The radiation patterns of the 3D printed MEDLA 
and the comparison of the maximum gain values 
between the simulations and the measurements are given 
in Fig. 5 and Table 5, respectively. It can be concluded 
from the measurement results shown here that the 3D 
printed MEDLA structure increases the directivity of the 
waveguide up to 11 dB over the operation band of 8-12 
GHz. 

 

 
    (a) 

 
    (b) 

 
    (c) 
 
Fig. 5. Measured and simulated radiation patterns of the 
MEDLA at: (a) 8 GHz, (b) 10 GHz, and (c) 12 GHz. 
 
Table 5: Maximum hgain (dB) comparison between 
simulation and measurement 

f GHz) 
MEDLA Waveguide 

Simulated Measured 
8 18.7 17.1 7.9 
9 19.8 18.2 8.2 

10 20.7 19.8 8.7 
11 21.5 20.5 9 
12 21.8 20.3 8.9 

 
Furthermore, a gain (dB) comparison of the proposed 

MEDLA design with similar works in literature [32-35] 
is given in Table 6. As can be seen from the comparison 
table, the proposed antenna design achieves a high 
wideband gain performance compared to the counterpart 
designs in [32,34], where designs have much larger 
sizes. In cases of [33, 35] where the designs have much 
smaller sizes, the gain performance is almost half [35], 
or much lesser [35] than of the proposed MEDLA 
design. Thus, it can be said that the proposed MEDLA 
module achieves a more desirable Gain vs. Volume 
performance within the requested operating frequency 
compared to its counterpart designs. 
 
Table 6: Comparison of gain (dB) of typical dielectric 
loaded antenna modules 

 Size 
(mm) 

Volume 
cm3 

Operation Mand (GHz) 
8 9 10 11 12 

Here 163.3x70x84 960.2 17.1 18.2 19.8 20.5 20.3 
[32] 279x244x159 10824 16 18 14.8 17 15 
[33] 85.x30.8x15.9 41.62 8.5 9 9 9 10 
[34] 90.7x210x210 4013 --- --- 17 --- --- 
[35] 87.4x59.3x80 414.6 14 15.5 16.5 15 17 

 
VII. CONCLUSION 

Herein, a modified elliptical lens antenna was 
designed for X band applications and realized by using 
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3D printing technology. The optimally designed elliptical 
lens model was prototyped by using 3D printing 
technology, and then its simulated and measured 
performance were compared. The results were found to 
be desirable, where the proposed prototyped elliptical 
lens antenna achieves a gain level of 17 to 20.5 dBi 
over the operation band of 8-12 GHz. In addition, 
the comparison of the prototyped antenna with its 
counterpart dielectric lens antenna in literature proved 
that the proposed method is more efficient, has a lower 
cost, and it is an effective method for prototyping 
dielectric lens structures with 3D properties. Thanks to 
the unique manufacturing capability of 3D printers and 
varying permittivity values of materials concerning their 
infill rates, it is possible to have elliptical or non-uniform 
geometrical designs for dielectric lens stages with 
multiple layers with different dielectric constant values. 
Furthermore, with recent developments in 3D printing 
materials such as conductive filaments, the design of 
multi-material-lens stages can also be achieved. 
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Abstract ─ For variable speed applications, flux 
controlling capability of electrically excited flux 
switching motors (EEFSMs) attract researchers’ 
attention. However, low copper slot filling factor of 
the EEFSM with standard stator slot vitiates the 
electromagnetic performance and efficiency. This paper 
has proposed a new Octane Modular Stator (OMS) 
EEFSM model that has pentagonal stator slot and high 
copper slot filling factor. Copper slot filling factor is 
deliberated analytically for the proposed model and 
designs with standard stator slots, i.e., trapezoidal and 
rectangular. Electromagnetic performance of the OMS, 
Rectangular Stator Slot (RSS) and Trapezoidal Stator 
Slot (TSS) EEFSM designs are evaluated by finite 
element analysis (FEA) through JMAG v18.1 FEA 
solver. The proposed OMS EEFSM model has 9% 
higher copper slot filling factor in comparison with 
standard stator slots designs under same geometric 
parameters.  The high copper slot filling factor of the 
proposed OMS EEFSM model has improved performance 
in term of low electric and magnetic loading. 

Index Terms ─ Electrically Excited Flux Switching 
Motor (EEFSM), Finite Element Analysis (FEA), non-
overlapped windings, Octane Modular Stator (OMS), 
single phase motor, salient rotor. 

I. INTRODUCTION
Strong overload capability, high average torque, low 

torque ripples and high efficiency are the main desired 
characteristics of every motor and especially for high 
speed applications [1-4]. In permanent magnet (PM) flux 
switching motor (FSM), PM as well as armature 
windings are located at stator and making a robust rotor 
structure. Furthermore, it has high power density, easy 
heat dissipation and suitable for high speed applications. 
Despite these pros, in this type FSM an enormous 
amount of rare earth permanent magnet is used that 
overall increases the cost of the machine. The resources 
of the PM material are depleting day by day and prices 
to be raised [5-9]. As temperature suddenly increases the 
performance of the PMFSM is greatly degraded and 

hence limiting its application at high temperature. 
The fixed and uncontrolled flux is the undesired 
characteristic for variable high speed operations [10-11]. 
The flux of electrically excited (EE) FSM can be 
controlled electronically, performance is not degraded 
with increase in temperature and overall cost is low. The 
simple manufacturing process of single phase EEFSM, 
easy maintenance, longer lifetime and low cost are the 
core points that prioritized it for high speed applications 
[12]. 

For fan applications, single phase 12Slots-6Poles 
(12S-6P) EEFSM novel design with trapezoidal slot 
stator, non-overlapped windings arrangement and 
segmental rotor has presented in [13]. The key 
characteristics of this design are low weight, less copper 
losses and higher efficiency. However, it cannot be used 
for high speed operations as it has segmental rotor. In 
[14] authors have presented two novel model 12S-6P and
8S-4P designs of single phase EEFSM with overlapped
windings arrangement and  both the designs are validated
experimentally. In these design overlapped windings
arrangement cause high copper losses. Authors have
designed a novel model 8S-6P single phase EEFSM
with non-overlapped windings arrangement in [15], this
design has robust rotor structure and low copper losses.
Similarly 24S-10P single phase EEFSM is proposed in
[16]. All the designs discussed above have standard
trapezoidal slot structure. High power density and
efficiency are key factors for motors used in high
speed applications. The most desired characteristics for
high speed operation are high power density and high
efficiency [17-18]. Increasing copper slot filling factor
of the stator windings of EEFSM can increase the power
density and efficiency [19]. This work has proposed
single phase 8S-6P Octane Modular Stator (OMS)
EEFSM model and the direction for this design is from
[20] as presented by Fig. 1. The proposed model has
pentagonal slot structure which has high copper slot
filling factor than the trapezoidal stator slot (TSS) and
rectangular stator slot (RSS), and this is validated via
algorithm [21]. Design methodology, copper slot filling
factor calculation, no-load analysis, load analysis and
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conclusion are conferred in Sections II, III, IV, V and VI 
respectively.  

Fig. 1. Poki-Poki model of MITSUBISHI ELECTRIC. 

II. DESIGN METHODOLOGY
The three single phase 8S-6P topologies shown in 

Fig. 2 are designed and analyzed in JMAG v18.1 as 
per geometric design parameters given in Table 1. The 
position of the field/armature windings are justified 
through coils arrangement test. 

(a) (b) (c)
Armature 
winding 

Field 
winding 

Fig. 2. Electrically excited FSMs: (a) OMS, (b) RSS, and 
(c) TSS.

Table 1: Single phase 8S-6P EEFSMs parameters 
Design Parameter OMS TSS RSS 

Stator slot width (mm) 8.2 
Stator yoke height (mm) 5 

Field/armature slots 
area (mm2) 

430.0
8 

607.1
2 

401.4
4 

Stator outer radius (mm) 45 
Armature/field coil turns 154 180 129 

Armature current (A) 
@ 15A/mm2 6.57 6.73 6.60 

Field excitation current 
(A) @ 15A/mm2 4.65 4.75 4.67 

III. COPPER SLOT FILLING FACTOR
CALCULATION 

Copper slot filling factor is calculated by procedure 
in [21] for the OMS, RSS, TSS EEFSM designs and 
the results are compared. The input parameters of the 
algorithm are the slot cross section and dimensions of the 
wire, where the output is the highest figure of conductors 
in the slot to be accommodated. Equation (1) is 
mathematical model for the copper slot filling factor: 

𝑓𝑠𝑙𝑜𝑡 =
𝑁𝑤 × 𝐴𝑤

𝐴𝑠𝑙𝑜𝑡
.                                     (1)

Here fslot is copper slot filling factor, Nw number of 
copper conductors, Aw cross-sectional area of conductor 
and Aslot slot area. As the copper losses are inversely 
proportional to copper cross section, so maximizing the 
copper slot filling factor will minimize the copper losses. 
Below in Fig. 3 are the slot sections of OMS, TSS and 
RSS EEFSMs. 

(a) (b)

(c)

Fig. 3. Slot sections of EEFSM: (a) OMS, (b) TSS, and 
(c) RSS.

The algorithm for this work has been implemented 
in MATLAB and geometrical model of the slots are 
used. Also it is important to select the dimensions and 
type of the conductor. To insert a conductor in the slot, 
the conditions below to be satisfied. Here (xc, yc) and 
𝑑𝑚𝑎𝑥  represent the center point and diameter of the
circular conductor. The distance of the conductor from 
y-axis is d1, x-axis d2, slop line d3 and arc d4 as in Fig. 4.
For any conductor to be inside the slot profile, the
conditions applied in xy frame reference are:
𝑓𝑜𝑟 𝑑1 ≥ 0;

|(𝑥𝑐 − 𝑑𝑚𝑎𝑥 2) − 𝑥𝑣𝑙𝑖𝑛𝑒| ≥ 0⁄ .   (2) 

𝑓𝑜𝑟 𝑑2 ≥ 0;

|(𝑦𝑐 − 𝑑𝑚𝑎𝑥 2) − 𝑦ℎ𝑙𝑖𝑛𝑒| ≥ 0.⁄   (3) 

𝑓𝑜𝑟 𝑑3 ≥ 0; 
𝑖𝑓 𝑦𝑐 > 0; 

(𝑦𝑝𝑙𝑖𝑛𝑒−𝑦𝑐) − 𝑠𝑙𝑖𝑛𝑒.(𝑥𝑝𝑙𝑖𝑛𝑒−𝑥𝑐)

√𝑠2
𝑙𝑖𝑛𝑒+1

−
𝑑𝑚𝑎𝑥

2
≥ 0.    (4)     

𝑖𝑓 𝑦𝑐 < 0; 

(𝑦𝑝𝑙𝑖𝑛𝑒 + 𝑦𝑐)  −  𝑠𝑙𝑖𝑛𝑒 . (𝑥𝑝𝑙𝑖𝑛𝑒 − 𝑥𝑐)

√𝑠2
𝑙𝑖𝑛𝑒 + 1

−
𝑑𝑚𝑎𝑥

2
≥ 0.    (5) 
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𝑓𝑜𝑟 𝑑4 ≥ 0; 
   𝑖𝑓 𝑦𝑐 > 0; 

(𝑟1,2 −
𝑑𝑚𝑎𝑥

2
) − √(𝑥𝑐 − 𝑥𝑐,𝑎𝑟𝑐)

2
+ (𝑦𝑐 − 𝑦𝑐,𝑎𝑟𝑐)

2
≥ 0.     (6) 

   𝑖𝑓 𝑦𝑐 < 0;     

(𝑟1,2 −
𝑑𝑚𝑎𝑥

2
) − √(𝑥𝑐 − 𝑥𝑐,𝑎𝑟𝑐)

2
+ (𝑦𝑐,𝑎𝑟𝑐 − 𝑦𝑐)

2
≥ 0.     (7) 

 

d1

d2

d3

y

x0  
 
Fig. 4. Conductor placement in slot. 
 

Figure 3 shows the horizontal implementation of 
slot contour in algorithm. Before starting the algorithm, 
the placement of first conductor is the first step and 
coordinate for its center are: 

 

𝑥𝑐 =
𝑑𝑚𝑎𝑥

2
+ 𝑑 + 𝑥𝑖  ;    𝑦𝑐 =  − (

𝑤 + 𝑑𝑚𝑎𝑥

2
) + 𝑦𝑖 .      (8)  

For placement the conductors in the remaining part 
of slot, the slot area is divided into grid of ith columns 
and jth rows. Circular conductors are always placed in 
honey comb structure. Equations (9) and (10) are used to 
determine the maximum number of rows and columns: 

𝑖𝑚𝑎𝑥 = 𝑟𝑜𝑢𝑛𝑑 (
𝑥𝐸

√3𝑑𝑚𝑎𝑥 2⁄
),                        (9) 

𝑗𝑚𝑎𝑥 = 𝑟𝑜𝑢𝑛𝑑 (
𝑤

𝑑𝑚𝑎𝑥
).                            (10) 

Round(x) rounds each element of x to nearest 
integer. Two “for loops” are used here, the outer loop 
fixes the index i and inner loop varying index j: 
 

𝑦𝑐(𝑖, 𝑗 + 1 ) = 𝑦𝑐(𝑖, 𝑗) + 𝑑𝑚𝑎𝑥 + 𝑑𝑤 .                (11) 

After the increment in index i, conductor center 
coordinates are given by equations (12) and (13): 
 

𝑥𝑐(𝑖 + 1, 𝑗) = 𝑥𝑐(𝑖, 𝑗) + √3 2⁄  . (𝑑𝑚𝑎𝑥 + 𝑑𝑤),        (12) 

𝑦𝑐(𝑖 + 1, 𝑗) = 𝑦𝑐(𝑖, 𝑗) + 𝑚𝑜𝑑(𝑖 + 1, 2) . 𝑑𝑚𝑎𝑥 2⁄ .    (13) 

Where mod(i+1, 2) is a function that returns the module 
after division between 'i+1' and 2. The results of the 
algorithm implemented in MATLAB for the arrangement  

of conductors in slots are in Fig. 5. The dimensions of 
the conductors in all three designs are selected according 
to maximum current requirement for the field and 
armature windings. Copper slot filling factor for each 
type slot is calculated by the mathematical model (1), 
results are presented in Fig. 6 and tabulated in Table 2. 
From the results it can be seen, the copper slot filling 
factor of OMS slot is 7% higher than that of TSS and 9% 
higher than that of RSS. 
 

(a) (b)

(c)
 

Fig. 5. MATLAB results for copper slot filling: (a) OMS, 
(b) TSS, and (c) RSS. 
 

 
 
Fig. 6. Comparison of copper slot filling factor for three 
designs. 
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Table 2: Single phase 8S-6P EEFSMs copper slot filling 
factor 

Description Copper Slot Filling Factor 
OMS TSS RSS 

Field slot 0.73661 0.69890 0.51686 
Armature slot 0.73103 0.63867 0.66682 

 
IV. NO-LOAD ANALYSIS 

The no-load analysis key indicators are: flux linkage, 
cogging torque, back-emf and total harmonic distortion 
(THD), all these are discussed in subsections. 

 
A. Flux linkage 

The operation of single phase 8S-6P OMS, TSS and 
RSS EEFSMs for non-overlapped windings arrangement 
is validated via coil test. Equations (14) and (15) are used 
to calculate the EE coil current density Je and armature 
coil current density Ja. For the three designs no-load 
magnetic flux linkage are analyzed and compared, the 
EE windings current density is set to 15A/mm2 and the 
results are presented in Fig. 7. TSS machine design has 
the highest flux linkage of 0.069Wb, where OMS has 
0.050Wb and RSS design has the lowest 0.029Wb at 
maximum Je=15A/mm2 and Ja=0: 

𝐽𝑎 =
𝐼𝑎𝑁𝑎

𝑆𝑎𝛼𝑎
,                                      (14) 

𝐽𝑒 =
𝐼𝑒𝑁𝑒

𝑆𝑒𝛼𝑒
.                                       (15) 

Where, J, S, N, and α represents current-density, slot-
area, number of turns, and winding-factor respectively 
while subscripts “a” and “e” represent armature and EE 
coils correspondingly. 
 

 
 
Fig. 7. No-load flux linkage. 
 
B. Cogging torque 

The Je =15A/mm2 current density of EE coil, Ja=0 
armature coil current density and 1000 rpm rotor speed 
are used for the no-load cogging torque analysis at 

different rotor position represented by mechanical 
degree. Figure 8 shows cogging torque comparison of 
three designs which illustrates that RSS EEFSM design 
has lowest maximum peak cogging torque value of 
0.010Nm as compared to the other designs of this paper. 
Where TSS has the highest maximum peak cogging 
torque of 0.136Nm and OMS model has the maximum 
peak cogging torque value of 0.10Nm. 
 

 
 
Fig. 8. Single phase no-load cogging torque. 
 
C. Back-emf 

2D FEM is used for the investigation of no-load 
back emf and the designs discussed above are included 
in this analysis. The no-load parameters were kept the 
same, i.e., Je =15A/mm2 current density of EE coil, Ja=0 
armature coil current density and 1000 rpm rotor speed  
for all no-load tests. The results of the no-load back emf 
versus rotor position in electrical degree are presented in 
Fig. 9. In this study, TSS EEFSM design has the highest 
maximum peak back emf of 39.124 volts, where that  
of OMS is 28.711 volts. RSS design has the lowest 
maximum peak back emf value of 1.976 volts but back 
emf maximum peak values of all three designs are in the 
range of normal operation and graphs pattern is identical 
at different field currents. 
 
D. Total harmonic distortion  

The performance of conductors and insulators  
of electrical machines are degraded by harmonics, 
therefore, the calculation of total harmonic distortion 
(THD) for the all three designs are obligatory and 
obtained via equation (16): 

 

𝑇𝐻𝐷 =
√3𝑟𝑑ℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐2 + 5𝑡ℎℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐2 + 7𝑡ℎℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐2 + ⋯ 

1𝑠𝑡 ℎ𝑎𝑟𝑚𝑜𝑛𝑖𝑐
. 

(16) 

The calculated THDs from the simulation results are: 
RSS 8S-6P single phase EEFSM design has the highest 
THD vale of 4.465%, TSS and OMS models have almost 
the same THD values of 3%. For better performance and 
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long lifetime of electrical machines, the THD should be 
always less than 5%. 
 

 
 
Fig. 9. No-load back-emf. 
 

V. LOAD ANALYSIS 
This section comprises analysis of average torque, 

instantaneous torque, torque and output power versus 
speed, losses and efficiency. Each one are deliberated in 
detail in the following subsections. 

 
A. Average torque 

The average-torque of single phase 8S-6P OMS, 
TSS and RSS EEFSM with salient rotor designs are 
shown in Fig. 10. The current density of EE coil is kept 
constant at Je=15A/mm2 and armature current-density Ja 
range is varied from 2.5A/mm2 to 15A/mm2. From 2D 
FEM analysis it is observed that increase in armature 
current density changing the average electromagnetic 
torque proportionally. TSS design with non-overlapped 
windings arrangement has the highest average 
electromagnetic torque value of 0.85 Nm, OMS has 
average electromagnetic torque 0.77 Nm and RSS has 
the lowest average electromagnetic torque value 0.58 
Nm. 
 

 
 
Fig. 10. Average torque vs Ja at Je=15A/mm2 plot. 
 

B. Instantaneous torque 
Instantaneous torque is the important part of  

load analysis, simulation results of the 2D FEA for  
the instantaneous torque at various rotor positions in 
electrical degree are labeled by different lines in Fig. 11 
for the three designs. The TSS model has the highest 
maximum peak instantaneous torque value of 1.86 Nm 
and minimum bottom value -0.138 Nm. OMS EEFSM 
has maximum peak instantaneous torque value of 1.55 
Nm and minimum bottom value -0.109 Nm, where RSS 
design has the lowest maximum peak value of 1.28 Nm 
and minimum bottom value -0.00002 Nm. This shows 
that TSS design has the highest peak to peak ripples, RSS 
design has the lowest and OMS has peak to peak ripples 
in-between the other two designs. 
 

 
 
Fig. 11. Instantaneous torque. 
 
C. Average torque and output power versus speed   

The torque and power versus speed curves of the 
initial designs of the EEFSM are plotted in Fig. 12. The 
maximum torque of OMS, TSS and RSS are 0.83 Nm, 
0.94 Nm and 0.59 Nm at speed 1327.5 rpm, 1036.3 rpm 
and 1913.3 rpm respectively. Similarly, the maximum 
output power of the above discussed designs are 115.42 
watt, 109.5 watt and 119.75 watt at speed 1327.5 rpm, 
1362.2 rpm and 1913.3. Below and above these speeds 
the average torque and output power are reduced. 
Analysis of the deliberated three EEFSMs show that 
OMS EEFSM has stable and high average torque and 
output power at same speed, while for the other two 
designs either average torque or output power are low. 
So, OMS EEFSM is the suitable option out of the three 
designs. 

 
D. Losses and efficiency analysis    

Core losses for the three designs are assessed by 2D-
FEA via JMAG v18.1 FEA solver, while copper losses 
are calculated by the following equation [22]: 

𝑃𝑐 = 𝜌(2𝐿 + 2𝐿𝑒𝑛𝑑) × 𝐽 × 𝐼 × 𝑁 × 𝑛𝑠𝑙𝑜𝑡 .        (17) 
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In (17) Pc copper losses, 𝜌 = 2.224 × 10−8Ω𝑚 copper 
resistivity, L stack length, Lend calculated end coil length, 
J current density, I current, N number of turns and nslot 
number of pairs of slots. OMS-EEFSM has efficiency 
76.7% and losses 37.7 watt, the efficiency of TSS-EEFSM 
is 66.6% and losses are 60.64 watt and RSS-EEFSM has 
75.3% efficiency and 34.37 watt losses. 
 

 
 
Fig. 12. Average torque and output power vs speed. 
 

VI. CONCLUSION 
Single phase OMS 8S-6P, TSS and RSS EEFSM 

with salient rotor are designed and evaluated in this 
research work. Copper slot filling factor is calculated  
for the three designs, the proposed design OMS model 
has 7% higher copper slot filling factor than TSS design 
and 9% higher than the RSS with the same geometric 
specifications, which is the core motive of this work.  
No-load and load analysis are carried out, the average 
torque of the proposed un-optimized OMS EEFSM 
model is 0.90 times of TSS design, at the cost of 17% 
less number of field and armature windings turns, 3% 
less field current and 3% less armature current.  Besides, 
the peak to peak value of the instantaneous torque for the 
proposed design is 20% less than the TSS design, this 
entails that the proposed design has less peak to peak 
ripples than the standard trapezoidal slot design. Copper 
losses OMS EEFSM are 0.62 times that of TSS EEFSM 
and 1.09 times that of RSS EEFSM. Similarly, efficiency 
of proposed model is 1.15 times that TSS EEFSM and 
1.02 times that of RSS EEFSM. Although the copper 
losses of RSS EEFSM are less than OMS EEFSM but 
OMS EEFSM has 1.4 times high average torque than 
RSS EEFSM and 0.90 times that of TSS EEFSM at  
the same current density. Based on the analysis, it is 
concluded that the proposed OMS EEFSM model  
has better overall performance, copper losses can be 
reduced, average torque and efficiency of the initial 
design can be further improved by optimization and is 
best option for high speed applications. 
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Abstract ─ In this paper, a straightforward yet effective 
design methodology to design wideband antenna with 
band notched characteristics has been proposed. 
Sierpinski carpet fractal geometry has been used to 
realize the antenna structure. Co-planar waveguide 
feed is used with a novel structure to achieve larger 
impedance bandwidth and band notching characteristics. 
Proposed antenna is designed using High Frequency 
Structure Simulator (HFSS) on a low cost FR4 substrate 
(ɛr=4.4) which resonates at three frequencies 1.51 GHz 
(1.19-2.06GHz), 6.53 GHz and 8.99 GHz (4.44-9.54 
GHz) while a band is notched at 10.46 GHz (9.32-11.92 
GHz). The proposed antenna has an electrical dimension 
of 0.36 λm× 0.24 λm, here λm is the wavelength with 
respect to lowest resonating frequency of the antenna. 
The resonating and radiation characteristics of the antenna 
are verified experimentally. Further, investigations are 
made to achieve easy integration of the antenna to the 
monolithic microwave integrated circuits. For that the 
antenna has been designed on micro-machined high 
index Silicon substrate which improve matching and 
gain of the antenna. The results of the micro-machined 
Sierpinski carpet fractal antenna are highly convincing 
over the conventional FR4 based antenna. 

Index Terms ─ Gain, micro-machining, Sierpinski 
fractal, silicon, wideband. 

I. INTRODUCTION
Wideband antennas are potent solution for reducing 

the number of onboard antennas for such kind of 
applications which operate in different bands. Design of 
wideband, compact, light weight antennas with acceptable 
performance become a more complicated and challenging 
task for the researcher. Therefore this work is aimed 
to develop a low profile antenna with wideband 
performance. Wide bandwidth of antenna is a desirable 
characteristic to meet the challenges like: high data rate, 
capacity and multi-functionality etc. There are various 
techniques to improve the bandwidth like the use of 
frequency selective surface, multiple resonators, thicker 
substrate, parasitic patch, folded and self-complementary 

structures, use of stacked configuration, shorting pins, 
presenting of U-openings, cavity-backed slot antenna, 
utilizing of high permittivity substrates, slots, and fractal 
geometry [1-5], developed by researcher and scientist to 
meet these challenges. The primary objective of this 
research is to develop a low profile wideband fractal 
antenna. Therefore a review of various wideband fractal 
antennas adopted. Fractal antennas have gained a lot of 
popularity in comparison of ordinary patch antennas. 
Many Fractal radiators were used to achieve wideband 
characteristics like: an effort was made in [6]. Similarly 
various antennas were proposed using fractal geometries 
[7-11]. To achieve band-notched function various 
techniques have been applied in literature like: 
embedding of slots [12-15] on the patch or ground, and 
utilizing parasitic elements near the radiator [16]. All 
these techniques require more space and difficult to 
implement because of structural complexity, but the 
proposed technique is very simple to implement and 
does not consume extra space. Microstrip patch antenna 
performance predominantly decided by the selection 
of substrate material and shape of the patch. At high 
frequency surface wave and substrate losses are more 
significant in case of substrates which have higher 
value of dielectric constant like: Silicon and GaAs in 
comparison to substrates which low dielectric constant 
[17,18]. In this work, a special method known as micro-
machining has been exercised to win over the limitations 
of the high resistive Silicon substrate. In micro-
machining an air cavity is created by etching out a 
specific portion of the substrate to avoid the surface 
wave and substrate losses. Micro-machining reduce the 
dielectric constant of the substrate thus improving the 
performance [19,20]. Although the antennas reported 
in literature were wideband in nature, certain limitation 
exist in terms of design complexity, size and presence 
of undesired bands/complicated techniques for band 
notching. Thus from the literature, it is perceptible that 
there is still a huge possibility of development of micro-
machined fractal antenna. 

In this paper, a common but proved fractal structure 
has been used from [21]. The work intends to provide a 
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simple yet effective design methodology to design 
multiband antenna with wide band and band notched 
characteristics. Proposed fractal antenna covers the 
frequency bands for fixed satellite services (FSS) in  
L-Band, C-Band and X-Band. The novelty of the work 
is twofold as follow: (i) Modified CPW-feed has been 
utilized to get larger impedance bandwidth (S11<=-10 
dB) approximately of 5 GHz and at the same time the 
undesired frequency band has been notched with only 
simple structural modification in comparison of the 
techniques used in literature. (ii) Proposed antenna is 
designed on high index micro-machined silicon substrate 
with an additive feature of easy integration of antenna to 
the Monolithic Microwave Integrated Circuits (MMIC). 
This specially featured antenna also provides higher 
order of impedance matching and higher gain than 
Sierpinski Carpet Fractal Antenna (SCFA) designed on 
FR4 substrate. The results of the micro- machined SCFA 
are highly convincing over the conventional FR4 based 
antenna.  
 

 
 
Fig. 1. All iterations of SCFA: (a) 0th Iteration, (b) 1st 
Iteration, (c) 2nd Iteration, (d) 3rd Iteration, and (e) final 
design. 
 

The rest of the work is divided in three sections  
as follow: Section II contains the design procedure  
and performances of the proposed antenna, Section  
III discusses the results, Section IV discusses the 
experimental validation, Section V the micro-machined 
SCFA is discussed which is followed by Section VI 
containing conclusion. 
 

II. ANTENNA DESIGN 
The antenna design procedure begins by designing 

a square patch antenna on low index FR4 substrate with 
a loss tangent of 0.02 and a dielectric constant of 4.4 
having a size of The antenna dimensions are simply 
calculated using the standard equation given in [22]. 
After designing a square patch antenna of side length 
41.08 mm fed by CPW-feed, the Sierpinski carpet fractal 
geometry has been etched out. Sierpinski Carpet fractal 
geometry is considered in this work to design the 
proposed antenna which has been extensively used in 
literature for designing multiband antenna. For 1st 
iteration Initial Square is scaled with a factor of 1/3 in 
both x-axis and y-axis and subtracted from 0th iteration 
structure as shown in Fig. 1 (b). Same procedure is used  

to generate further two iterations. In last step CPW-feed 
is modified to step feed to enhance the bandwidth of the 
antenna as shown in Fig. 1 (e). Figures 1 (a) to 1 (d) show 
transformation of the antenna design from basic square 
patch to 3rd iteration of Sierpinski carper fractal structure, 
and Fig. 1 (e) shows the final proposed antenna with 
modified CPW-feed. Figure 2 shows the dimensional 
details of the proposed antenna which are tabulated in 
Table 1. The overall size of the proposed antenna is  
0.36 λm× 0.24 λm × 0.0064 λm, here λm is the wavelength 
with respect to lowest resonating frequency of the antenna. 
 

 
 
Fig. 2. Dimensional details of SCFA. 
 
Table 1: Dimensional details of SCFA 
Parameter Value (mm) Parameter Value (mm) 

SUB L 90 GND L 38.05 
SUB W 60 GND W 28 

PATCH S 41.08 FL 34.55 
S1 13.69 FW 1.8 
S2 4.56 ST1H 2 
S3 1.52 ST1W 10 
G 1 ST2H 2.5 
  ST2W 5 

 
III. RESULT AND DISCUSSION 

High frequency structure simulator (HFSS) is used 
to design and simulate the proposed antenna. Proposed 
SCFA is characterized using characteristics like reflection 
coefficient (S11), radiation pattern, gain and bandwidth. 
Figure 3 shows the reflection coefficient values for  
all iterations which have been also tabulated in Table 2 
[21]. In iteration 3rd there is a little improvement in 
performance of antenna in comparison of 2nd iteration 
therefore the analysis is done up to 3rd iteration only. It 
is noticed from the Fig. 3 [21] that after changing CPW-
feed in CPW-feed with two steps the bandwidth of the 
antenna is significantly improved and also band notching 
is achieved for the band 9.32-11.92 GHz which is not 
useful for desired applications. Without modification  
the maximum bandwidth of antenna is only 2.6 GHz 
whereas after feed modification and optimization the  
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antenna resonates at 1.51 GHz (1.19-2.04 GHz), 6.53 
GHz and 8.99 GHz (4.44-9.54 GHz) with a maximum 
bandwidth of 5.09 GHz in the required frequency band 
for the desired application. From Fig. 3, it can be seen 
that the antenna at 3rd iteration is operating at 10.46 GHz 
whereas for final design with modified CPW-feed the 
band is notched at 10.46 GHz. 
 

 
 
Fig. 3. Simulated reflection coefficient (S11) values of all 
iterations of SCFA. 

 
 
Fig. 4. Fabricated antenna in anechoic chamber. 
 

 
 
Fig. 5. Simulated and measured reflection coefficient of 
proposed SCFA. 
 

Table 2: Performance parameters of the proposed antenna 

Iterations Resonating 
Frequency (GHz) 

Reflection Coefficient 
(dB) VSWR Bandwidth 

(MHz) 
Gain 
(dB) 

Zeroth 1.62 -14.4 1.46 900 0.2 
10.35 -14.8 1.21 2450 4.1 

First 
1.58 -15.7 1.39 870 0.2 
5.62 -14.8 1.40 2650 1.4 

10.42 -16.9 1.14 2490 2.2 

Second 
1.58 -14.9 1.43 880 -0.4 
5.65 -14.8 1.44 2560 1.4 

10.49 -24.1 1.13 2500 3.2 

Third 
1.62 -14.7 1.45 820 0.07 
5.58 -14.8 1.43 2470 1.3 

10.46 -21.6 1.16 2600 4.2 

Proposed Antenna 
Design 

1.51 -14.8 1.44 850 0.08 
6.53 -11.6 1.71 5100 1.3 
8.99 -11.8 1.68 3.6 

Proposed Micro-
machined Antenna 

1.99 -42 1.02 1320 3.78 
8.07 -31.7 1.05 4690 2.96 

  
IV. EXPERIMENTAL VALIDATION 

A. Reflection coefficient  
Prototype of the proposed antenna has been 

fabricated on FR4 substrate as shown in Fig. 4. 
Measurement of reflection coefficient has been done 
using Anritsu (Model No. MS46322A) Vector Network 
Analyzer. Measured and simulated reflection coefficient 
versus frequency plot is shown in Fig. 5. Measured and 
simulated results show higher degree of matching for the 
proposed antenna. The proposed antenna resonates at 
1.51 GHz, 6.53 GHz and 8.99 GHz. The frequency bands 
of interest for FSS are (1.24-1.35 GHz), (1.559-1.626 

GHz), (4.5-4.8 GHz), (5-5.65 GHz), (5.725-8.4 GHz) 
and (8.75-9.5 GHz). The proposed antenna covers desired 
frequency bands in L-Band, C-Band and X-Band. 
 
B. Radiation pattern  

Figure 6 shows the simulated and measured radiation 
characteristics of the proposed SCFA at 1.51 GHz, 6.53 
GHz and 8.99 GHz. Radiation pattern has been measured 
in receiving mode in anechoic chamber. Experimental 
measured pattern are shown with simulated radiation 
pattern to verify the radiation characteristics of the 
fractal antenna. Measured and simulated results show the 
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higher degree of matching. It can be observed that, at all 
frequencies, the antenna has nearly omnidirectional 
radiation pattern in the H-Plane, while in the E-Plane the 
radiation pattern at 1.51 GHz is bidirectional, 6.53 GHz 
and 8.99 GHz patterns are broadside.   
 

 

 

 

 
 
Fig. 6. Radiation pattern proposed SCFA: (a) at 1.51 
GHz, (b) at 6.53 GHz, and (c) at 8.99 GHz. 
 

V. MICROMACHINED SCFA 
A Monolithic Microwave Integrated Circuit 

(MMIC) is an integrated circuit that works at microwave 
frequencies. These circuits are generally fabricated using 
High Index substrate like: Silicon (ɛr=11.9) or GaAs 
(ɛr=12.9) to work at high frequencies. To integrate patch 
antenna over these high index substrate, the limitation  
of surface wave losses and dielectric losses of these 
substrate should be avoided. To avoid these losses a 
process of micromachining is done. In this process 
selective portion of the high index substrate is removed 
and an air cavity is created beneath the patch to make  

a low index conditions. By creating a low index 
environment in high index substrate performance of  
the patch antenna can be improved [19,20]. Micro-
machining process is of two types: 1) Bulk Micro-
machining and 2) Surface micro-machining. When 
selective bulk material from substrate is removed by 
etching then it is known as bulk micro-machining. In this 
work, process of bulk micro-machining is used to design 
a fractal antenna on low index environment as shown in 
the Fig. 7. The overall effective dielectric constant has 
been calculated from the Equations (1-3) [19]: 

ɛc =
ɛaɛs

ɛa+(ɛs−ɛa)ka
,                                   (1) 

ɛ𝑓

ɛ𝑐
=

ɛ𝑎+(ɛ𝑠−ɛ𝑎)𝑘𝑎

ɛ𝑎+(ɛ𝑠−ɛ𝑎)𝑘𝑓
,                                  (2) 

 ɛreff = ɛc (
L+2∆L

ɛf
ɛc

L+2∆L
).                               (3) 

Here, ɛs is dielectric constant of substrate. ɛa air dielectric   
height in the mixed field region. kf represents ratio of air 
cavity height to substrate height in the fringing field 
region. L represents side length of the design.  

Proposed SCFA has been designed on high index 
silicon (ɛr=11.9) substrate having height of 1.6 mm. An 
air cavity (shown in light blue color underneath the 
patch) has been created by etching off 43 mm × 49 mm × 
1.5 mm substrate volume underneath the patch leaving  
a 0.1 mm thick membrane under the patch. Figure  
8 illustrates comparison of the simulated reflection 
coefficient of the proposed fractal antenna on FR4  
and micro-machined silicon substrate. Micro-machined 
antenna resonates at1.99 GHz and 8.07 GHz. The best 
value of reflection coefficient for FR4 antenna is -14.8 
dB whereas for micro-machined antenna it is -42 dB. The 
value of reflection coefficient got improved by nearly -28 
dB in case of micro-machined antenna. The performance 
parameters of micro-machined antenna are tabulated in 
Table 2. However, the proposed micro-machined antenna 
has better performance and approximately equal 
bandwidth to the conventional FR4 antenna but there is 
a small deviation in the resonating characteristics of the 
micro- machined antenna which may be due to change in 
substrate properties. To get deeper physical insight into 
the behavior of antenna and band rejection, the proposed 
micro-machined antenna is modeled in terms of lumped 
components by estimating the value of R, L, and C from 
the input impedance of the antenna using foster’s network 
synthesis [23-25]. Figure 9 illustrates the impedance 
versus frequency plot for the micro-machined silicon 
antenna. It can be observed from the Fig. 9 that the real 
part of the impedance fluctuate around the 50 ohm value 
while the imaginary part is nearly zero for both of the 
resonating bands. The value of real and imaginary part 
of impedance at 10.46 GHz (Band Notched) is nearly 35 
ohm and -28 respectively. It is observed that at the notch 
frequencies of 10.46 GHz, input impedances are akin to 
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that of the series RLC circuit, because the imaginary 
graph is going towards positive (Inductive) value from a 
negative (Capacitive) value while the real part is falling 
towards the zero value. The lumped component model 
with complex input impedance Zc in Fig. 10 shows the 
equivalent model of the proposed antenna. Each parallel 
RLC circuit shown in Fig. 10 signifies the corresponding 
operating band like: R1, L1, and C1 are corresponding to 
first operating band, R2, L2, C2 for second operating band 
and series RLC circuit of R3, L3, C3 signify the rejected 
band. Figure 11 shows the gain versus frequency plot for 
the FR4 and micro-machined antenna. It can be seen 
from the gain plot that the gain of the micro-machined 
antenna is far better than the FR4 antenna. The gain  
at 1.51 GHz got improved by nearly more than 4 dB; 
similarly a significant improvement in gain for second 
operating band can be seen from the plot. In addition to 
the above-discussed characteristics, the proposed SCFA 
on FR4 and Micro-machined silicon substrate has  
been compared with the existing antennas in Table 3.  

The proposed fractal antenna on FR4 has multiband 
performance with wide bandwidth, good gain and better 
matching as compared to antenna proposed in literature. 
Moreover, the antenna has been designed successfully  
on micro-machined silicon substrate for MMIC circuits 
with enhanced parameters like impedance matching, 
bandwidth and gain. 
 

 
 
Fig. 7. (a) Micro-machined substrate and (b) 3D view of 
the proposed antenna. 
 

Table 3: Comparison of the proposed antenna with existing antenna 

Reference 
Resonating 
Frequency 

(GHz) 

Reflection 
Coefficient 

(dB) 

Band 
Rejected 

Bandwidth 
Improved 

(MHz) 

Max. 
Gain 
(dB) 

Electrical 
Dimension 

Technique/ 
Inferences 

[1] 2.45 -32 -- 10.3 -- 0.3 λm × 0.34 λm 
Substrate removal/ 

difficult and complex 
process 

[2] 2.45 -- -- 40 5 0.45 λm× 0.51 λm Using via hole/Increase 
structural complexity 

[3] 1.3 -30 -- 2600 2 0.65 λm× 0.65 λm 

Folded and self-
complementary 

structures/Increased 
dimensions by 13% 

[4] 1.5, 2.5, 2.8 -- -- 11.5 8.9 0.93 λm× 0.93 λm 

Closed resonant slot 
pair/Small 

improvement in 
bandwidth 

[5] UWB -15 3 -- 3 0.31 λm× 0.30 λm 
Quarter-wavelength 

band-rejected elements/ 
Complicated design 

[15] UWB -35 1 -- 6 0.41 λm× 0.51 λm λ/4 short stub/Increase 
Structural complexity 

Proposed 
antenna on 

FR4 
substrate 

1.51 -14.8 

1 2630 4 0.36 λm× 0.24 λm 

Modification in feed 
completed both 
requirements of 

bandwidth 
enhancement and band 

rejection 

6.53 -11.6 

8.99 -11.8 

Proposed 
Micro-

machined 
Antenna 

1.99 -42 
1 2220 6 0.36 λm× 0.24 λm 

MMIC compatible 
antenna with enhanced 
bandwidth, Impedance 

matching and band 
rejection characteristics 

8.07 -31.7 
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Fig. 8. Comparison of simulated reflection coefficients 
of the proposed antenna for two different substrates. 
 

 
 
Fig. 9. Simulated impedance versus frequency plot for 
micro-machined antenna.  
 

 
 
Fig. 10. Equivalent circuit of the proposed antenna. 
 

 
 
Fig. 11. Comparison of gain of the proposed antenna for 
two different substrates.  
 

VI. CONCLUSION 
A wideband Sierpinski carpet fractal antenna fed 

with a novel modified CPW feed has been presented 
here. The modification in CPW feed structure successfully 

increased the impedance bandwidth of the antenna by 
107% and also notched an undesirable frequency  
band. The antenna has been designed and parametrically 
optimized to operate at 1.51 GHz (1.19-2.06GHz), 6.53 
GHz and 8.99 GHz (4.44-9.54 GHz) covering fixed 
satellite services in L-Band, C-Band and X-Band.  
The radiation patterns are stable and approximately 
omnidirectional in H-plane at all three operating bands 
and antenna exhibits satisfactory gain at different  
bands. The measured reflection coefficient and radiation 
characteristics indicate high degree of matching with  
the simulated. Further, the proposed antenna has  
been designed on micro-machined Silicon substrate. 
Improvement in the crucial parameters like: Gain and 
Reflection coefficient, of the proposed SCFA has been 
achieved successfully using micro-machined Silicon 
substrate. MMIC compatible fractal antenna with very 
simple structure utilizing a small space has been proposed 
with effective radiation and resonance characteristics. 
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Abstract ─ This letter presents a new compact multi-
mode filtering power divider (FPD) design based on co-
shared FPD topology with sharp frequency selectivity, 
improved out-of-band harmonic rejection and port-to-
port isolation. Power splitting and quasi-elliptic filtering 
functions are achieved by masterly integrating only 
one triple-mode resonator. By loading different open-
circuited stubs at the input/output ports, multiple 
additional transmission zeros (TZs) are generated at both 
lower and upper stopband, resulting in an improved 
stopband performance. Meanwhile, a better port-to-port 
isolation is obtained by adopting frequency-dependent 
resistor-capacitor parallel isolation network. The proposed 
multi-mode FPD design stands out from those in the 
literature by both nice operation performance and compact 
topology with only one resonator. For demonstration 
purposes, one triple-mode FPD prototype and its 
improved one are implemented, respectively. Measured 
results exhibit the superiority of the FPD design. 

Index Terms ─ Compact, filtering power divider, 
harmonic rejection, isolation. 

I. INTRODUCTION
Modern mobile communication systems require the 

RF front-end system to become more compact and multi-
functional. In this context, the concept of filtering power 
divider (FPD) has emerged. By integrating both filtering 
function and power division function into singly one 
circuit, such this component can not only decrease 
insertion loss and avoid cascading mismatch problems to 
improve the overall performance of the package system, 
but also significantly reduce the size. In recent years, 
some achievements have been made in exploring high-
performance FPDs [1-10]. 

In [1], the FPD is designed by using multiple 
resistors coupled output structures. Although this design 
achieves well isolation, its return loss (RL) is not 
satisfactory. In [2], the coupled-resonator circuit theory 
is utilized to guide narrow band FPD designs. However, 

its port-to-port isolation performance and its overall size 
are not ideal. In [7], using two resonators to achieve well 
two-way power divider filtering performance. However, 
the adopted topology results in a relatively large size. In 
order to improve the above operation performance, other 
discriminating couplings [3], mixed electric and magnetic 
couplings [4], radial/rectangular-shaped resonators and 
Ring Resonators [5-6], quarter-wavelength transmission 
lines [8], and Parallel-Coupled Line Structures [9] are 
also employed in different power divider configurations, 
respectively. For good in-band isolation, a coupled line 
isolation network consisting of a resistor and a capacitor 
connected in series is put forward in [10]. However, the 
above series connection results in the design difficulty. 

The main intention of the paper is to propose a 
compact high-performance multi-mode filtering power 
divider design. By embedding different open-circuited 
stubs and frequency-dependent resistor-capacitor parallel 
isolation network into just one triple-mode resonator 
based design, the proposed FPD exhibits compact size, 
high selectivity, improved lower/upper stopband  and 
increased in-band isolation performance. To validate the 
design concept and method, two prototypes including the 
first presented FPD and its improved one are designed 
and implemented, respectively. Measured results validate 
the design concept.  

W50

L50
Port #2

L1L0

L3L2

W50

L1

L3L2

L50

Port #3

Port #1

L4

L5

Port #2
Port #3

Port #1

L0

L6

Lf Lf
R1

R1C1

W1
W2

W2
W1g1

g2

g1

g2

(a) (b) 

Fig. 1. Configuration of the proposed filtering power 
dividers. (a) The first presented FPD; (b) the improved 
FPD. (Substrate Rogers RO4003C: εre=3.55, tanδ=0.0027, 
and h=0.508 mm). 
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Fig. 2. The design coupling topology of the proposed 
FPDs. 
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Ⅰ
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Fig. 3. Equivalent circuit for odd excitation of the 
improved FPD. 

II. PROPOSED FPDS DESIGN
These two prototypes are presented with the 

structures illustrated in Figs. 1 (a) and (b). The first 
presented FPD is mainly constructed by only one 
cross-shaped resonator and one resistor. By elaborately 
attaching one open-circuited stub at input line and two 
at output coupled lines, and loading one frequency-
dependent capacitor with isolation resistor in parallel, the 
improved FPD is constructed. With the above loaded 
stubs, more favorable filtering response is achieved. 
Simultaneously, the improved isolation network further 
improves the in-band isolation flexibly and effectively. 

For the configurations in Fig. 1, the input signal 
excited by the source (Port #1) will be coupled to the 
multi-mode resonator, and then equally divided to the 
feed-lines of the output ports through another arm of the 
resonator. The design coupling topology is shown in Fig. 
2, where the light gray disks S and Lp (p=1, 2, 3) denote 
source and loads while dark gray disks 1-3 represent 
the three modes of the resonator. Since the coupling 
topology is symmetrical, the isolation network hardly 
affects the filtering responses [11] and thereby not yet 
being considered in Fig. 2.  

As the proposed structure is symmetric, its 
resonance characteristic can be analyzed by making 
use of even-/odd-mode analysis method [11-12]. The 
standard scattering parameters of the proposed filtering 
power divider in Fig. 1 can be calculated as [11]:  

11 11eS S ,        (1a) 

21
21 31 2

eS
S S  ,         (1b) 

22 22
23

( )
2

e oS S
S


 ,         (1c) 

22 22
22 33

( )
2

e oS S
S S


  ,         (1d) 

According to the design principles (1a)-(1d) of the 
filtering power divider in the manuscript, idea filtering 
response can be determined at first, then in order to 
achieve good matching and isolation for output ports, 
equivalent circuit for odd excitation of the improved 
FPD can be analyzed. Detailed analysis is given in the 
followings. 

According to the prescribed specifications (f0=2.5 
GHz, ripple bandwidth of 0.33 GHz, the passband return 
loss of 20 dB), the targeted coupling matrix coefficients 
is synthesized with the analysis method in [11] as: MS1 = 
ML1 = 0.4465, MS2 = -ML2= -0.8374, MS3 = ML3 = 0.4552, 
M11 =1.3933, M22 = 0.0165, M33 = -1.4006. Based on 
equation (2), the required even-mode resonant frequencies 
(fe1, fe2) and odd-mode resonant frequency fo of the multi-
mode resonator (MMR) can be derived as fe1 = 2.27 GHz, 
fo =2.49 GHz and fe2 = 2.73 GHz. With the help of the 
derived resonant frequencies, the physical dimension of 
MMR can be determined:  

20

0 0

. ( ) 4 , 1,2,3; 1, , 2
2n ii ii

f BW BW
f M M i n e o e

f f

 
     

  
. (2) 

The I/O couplings to even- and odd-modes can be 
characterized in terms of external quality factors Qe_n 
(n =e1, o, e2), which are found from 2

_ 0 ( )e n siQ f BW M 

as: Qe_e1=37.8, Qe_o=10.5, Qe_e2=36.4. Based on these 
derived external quality factors, the width (W1 =0.6 mm) 
and gap (g1=0.1 mm and g2=0.25 mm) can be determined 
by extracting the I/O couplings from _ ( )e n i iQ f f    
through the group delays as in [12]. 

Next, once the filtering response is determined, the 
port-to-port isolation and matching can be fulfilled 
by changing the isolation network of the odd mode 
equivalent circuit as shown in Fig. 3. Z can then be 
derived with odd mode equivalent circuit. The input 
impedance is then calculated as: 

, 0in oo

AZ B
Z Z

CZ D


 


,                   (3) 

where A, B, C, D are the elements of the transmission 
matrix [A] for block I, which are derived as follows: 

 
1 1 1

1 1
21

cos 4 sin 1 0
. 11 1sin cos

4

j Z

A
j

ZZ

 

 

   
               

,         (4) 

where Z1 and θ1 are the impedance and electrical length 
for the transmission line as shown in Fig. 3. 

Thus, Z can be calculated as 162+j532, in other 
words, R1 and C1 are calculated as 162 and 0.12 pF. 
Figure 4 plot the theoretical results on the in-band 
isolation versus the value of the parallel resistor and the 
capacitor. 
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Secondly, to clarify the design procedure of the 
proposal, the detailed design steps are described for 
explanation.  

1) Firstly, according to the given specifications, the 
targeted coupling matrix coefficients is synthesized.  
 

 
 
Fig. 4. The corresponding S-paramters S22 and S23 with 
varied R1 and C1. 
 

 

 
 
Fig. 5. The operation performance for the first presented 
FPD. 
 

Based on equation (2), the required resonant 
frequencies of the multi-mode resonator (MMR) can be 
derived as fe1 = 2.27 GHz, fo =2.49 GHz and fe2 = 2.73 
GHz. With the help of the derived resonant frequencies, 
the physical dimension of MMR can be determined. 

2) Subsequently, determine the input/output coupling 
space (g) and feedline width (w) by extracting the group 
delays based on the formulas  2

_ 0 /e n siQ f BW M  and 

_ ( )e n i iQ f f   . The first FPD is initially designed 
and fine-tuned to achieve optimal filtering response.  

3) Next, determine initial isolation network to 
achieve favorable port matching and port-port isolation. 

4) Finally, execute the final optimization of the 
realized entire circuit layout relying on the commercial 
EM simulator HFSS. 

For demonstration, the layouts of the proposed 
FPDs shown in Figs. 1 (a) and (b) were simulated, 

fabricated and measured. The images of the fabricated 
FPDs are exhibited in the insert plot of Fig. 5 and Fig. 6.  

The final parameters are determined as follows 
(Units: mm): L0=14.45, L1=15.8, L2=17.85, L3=19.8, 
Lf=0.7, L50=5, W50=1.18, W1=0.6, W2=1.2, g1=0.1, 
g2=0.25, R1=140Ω. The size of the design circuit is about 
0.32λg × 0.12λg, where λg is the guided wavelength at  
the center frequency. Figure 5 shows the simulated and 
measured results, indicating the first presented FPD 
operates at the center frequency of 2.48 GHz with a  
3-dB fractional bandwidth (FBW) of 17.3%. As expected, 
two inherent TZs are created due to the virtual grounds 
existing in the resonators. Within the passband, the 
measured input return loss (RL) is better than 20.5 dB 
and the output port RLs are better than 20.5 dB, while 
the insertion loss (IL) is smaller than 0.8 dB, respectively. 
The measured port-to-port isolations is higher than  
17.3 dB. 
 

 

 
 
Fig. 6. The operation performance for the second 
presented FPD. 
 

As for the improved one in Fig. 1 (b), the optimal 
layout parameters are finally determined as follows 
(Units: mm): L0=13.5, L1=15.7, L2=16.9, L3=18, L4=8, 
L5=6.4, L6=34.7, Lf=0.7, L50=5, W50=1.18, W1=0.6, 
W2=1.2, g1=0.1, g2=0.25, R1=180Ω and C1=0.1pF. The 
size of the design circuit is about 0.33λg × 0.18λg. Figure 
6 shows the simulated and measured results. As observed 
from the figure, the measured center frequency is 2.6  
GHz with the 3-dB FBW of 13.2%. The corresponding 
measured in-band IL of the FPD is 0.8 dB, and the input 
RL is better than 20.0 dB, respectively. Additionally, the 
RLs at the output ports are better than 21.0 dB while the 
port-to-port isolations are higher than 21.1 dB. It is worthy 
noting that seven generated TZs achieve high frequency 
selectivity and a better than 20 dB harmonic suppression 
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from DC to 8.0 GHz (3.1f0). The additional 3λg1/4 folded 
open-circuited stub loaded at the input line can introduce 
two additional TZs (TZ1 and TZ4) as showed in Fig. 6. The 
lengths of loaded open-circuited stubs at output lines 
mainly determine the position of the fifth TZ as indicated 
in Fig. 6. The relationship between the position of the TZn 
(n=1, 4, 5) and the electrical length of the loaded stubs  

lengths of loaded open-circuited stubs at output lines 
mainly determine the position of the fifth TZ as indicated 
in Fig. 6. The relationship between the position of the TZn 
(n=1, 4, 5) and the electrical length of the loaded stubs  
(

stub ) can be expressed as: 

 0
1/4/5 ( ), 0,1,2,

2z

stub

f
f k k





    . (5) 

Table 1: Performance comparisons with other reported works 

Ref. Insertion 
Loss  

Input 
Return 
Loss  

Output 
Return 
Loss  

In-band 
Isolation TZs Number-

way Topology Dimension 
(λg × λg) Suppression 

[1] 0.74 dB 10.0 dB 12.0 dB 20.0 dB 3 Two-way Two Double Resonator  0.33×0.25 No 

[2] 0.9 dB 17.0 dB Not given 15.5 dB 4 Two-way Two Double Resonator 0.89×0.29 Yes 

[3] 1.3 dB 15.0 dB 22 dB 16.0 dB 2 Two-way Four Double Resonator 0.19×0.13 Yes 

[7] 1.1 dB 17.0 dB Not given 21.0 dB 6 Two-way Two Double Resonator 0.67×0.35 Yes 

Work-I 0.8 dB 20.5 dB 20.5 dB 17.3 dB 4 Two-way Co-shared Single 
Resonator  0.32×0.12 No 

Improved 
work- II 0.8 dB 20.0 dB 21.0 dB 21.1 dB 7 Two-way Co-shared Single 

Resonator 0.33×0.18 Yes 

Table 1 illustrates the comparison of the 
performances of this work with other state-of-the-art 
FPDs. It indicates that the proposed improved FPD have 
advantages of nice port matching, sharp frequency 
selectivity, superior in-band isolation and wide stopband 
performance. Furthermore, compared with other 
counterparts, the proposed designs exhibit a very flexible 
topology and competitive compactness against others. 
 

VI. CONCLUSION 
In this letter, a new compact multi-mode filtering 

power divider (FPD) design has been presented based on 
co-shared multi-mode coupling topology. It exhibits nice 
return loss, sharp passband skirt, as well as decent in-
band isolation. An improved design is for high port-to-
port isolation and wider stopband is realized by loading 
the additional open-circuited stubs and modifying 
isolation network. The high port-to-port isolations 
greater than 21.1 dB and 20-dB harmonic suppression 
from DC to 8.0 GHz (3.1f0) are obtained. It is believed 
that the presented FPD design is promising in many 
practical modern wireless and mobile communication 
system applications. 
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Abstract ─ Twisted wire used in complex systems has 

the ability to reduce electromagnetic interference, but 

crosstalk within the wire is not easy to obtain. This paper 

proposes a method to predict the crosstalk of multi-

twisted bundle of multi-twisted wire (MTB-MTW). A 

neural network algorithm based on back propagation 

optimized by the beetle swarm antennae search method 

(BSAS-BPNN) is introduced to mathematically describe 

the relationship between the twist angle of the wire 

harness and the per-unit-length (p.u.l) parameter matrix. 

Considering the symmetry of the model, the relationship 

between the unresolved angle of the BSAS-BPNN 

algorithm and the p.u.l parameter matrix is processed by 

using the multilayer transposition method. Based on the 

idea of the cascade method and the finite-difference 

time-domain (FDTD) algorithm in Implicit-Wendroff 

format, the crosstalk of the wire is obtained. Numerical 

experiments and simulation results show that the new 

method proposed in this paper has better accuracy for the 

prediction of the model. The new method can be 

generalized to the MTB-MTW model with any number 

of wires. All theories provide preliminary theoretical 

basis for electromagnetic compatibility (EMC) design of 

high-band circuits. 

Index Terms ─ Beetle swarm antennae search (BSAS) 

method, back propagation neural network (BPNN), 

crosstalk, multi-twisted bundle of multi-twisted wire 

(MTB-MTW), multilayer transposition method, multi-

conductor transmission lines (MTLs). 

I. INTRODUCTION
Multi-conductor transmission lines used in aerospace 

and automotive machinery are particularly vulnerable to 

electromagnetic interference, but twisted wires have 

been shown to improve anti-interference capabilities [1]. 

With the increase of the current operating frequency, the 

influence of crosstalk between wires cannot be ignored 

[2, 3]. 

This paper discusses an MTB-MTW model. The 

same wires are twisted into MTW, and multiple sets of 

MTWs are twisted into MTB-MTW. The MTB-MTW 

model will have regular twists along with the axis, 

and there will be corresponding changes in the p.u.l 

parameter matrix in the MTL equation [4]. Similar 

models have been proven to have high anti-interference 

ability, but the problem of crosstalk in its wire is not clear 

[5]. 

Recently, a large number of researchers have 

studied the prediction of twisted wire crosstalk [6]. Most 

researchers focus their research on the twisted wire pairs 

(TWP), while the research on twisted wires of multi-core 

harnesses is relatively few [7-9]. Other researchers have 

focused on the effects of externally applied excitation 

fields on MTB-TWP crosstalk [10, 11]. Traditional 

transmission line models are mostly parallel transmission 

lines, and crosstalk can be obtained by solving the 

transmission line equation directly [12]. The research 

method of non-uniform multi-conductor transmission 

line can be used as a reference to solve the crosstalk 

problem [13, 14]. According to the cascaded transmission 

line theory proposed by Paul and McKnight, cascaded 

multi-segment transmission lines are used to replace the 

overall harness [15-17]. The FDTD algorithm is also 

essentially a special cascaded transmission line method. 

The FDTD algorithm has been applied to the crosstalk 

problem of non-uniform transmission lines by some 

researchers [18, 19]. Therefore, as long as the p.u.l 

parameter matrix at different positions is obtained, the 

crosstalk of the wire harness can be obtained by the 
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FDTD method. 

The different positions of MTB-MTW represent 

different twist angles, and the p.u.l parameter matrix  

is affected by the twist angle and the return plane. 

Considering the symmetry of MTB-MTW, the BPNN 

algorithm with strong non-linear mapping ability is 

introduced to mathematically describe the relationship 

between a part of the angle and the p.u.l parameter matrix 

[20, 21]. The dimension of the p.u.l parameter matrix 

will increase with the number of wire harnesses, so the 

result of the BPNN algorithm will fall into a local 

minimum. By introducing the BSAS method to optimize 

the BPNN, the global optimal value of the network is 

achieved [22, 23]. The relationship between the angles 

of the remaining parts and the p.u.l parameter matrix can 

be handled by the multilayer transposition method. 

The structure of this paper is as follows. A model of 

MTB-MTW is established in Section II. In Section III, 

the extraction method of p.u.l parameter matrix and the 

prediction process of crosstalk are introduced. In Section 

IV, the new method is verified by numerical experiments 

using the MTB-MTW model, and the near-end and far-

end crosstalk results are analyzed. The conclusions are 

given in Section V. 

 

II. MTB-MTW GEOMETRIC MODEL AND 

ITS MTL MODEL 

A. Geometric model of the MTB-MTW 

The MTB-MTW cable bundle is a uniform twisted 

wire bundle, and its inner N group cable bundle contains 

an n-core uniform twisted wire. The twist direction of the 

n-core twisted wire and the N group of cable bundles is 

opposite. The materials of the N sets of cable bundles are 

all the same, with a total of nN core wires. 

The MTB-MTW model is shown in Fig. 1. From the 

outer cable bundle (MTB-MTW), the transmission line 

can be divided into S1 identical small segments, and from 

the inner n-core stranded wire bundle (MTW) can be 

further divided into S2 identical small segments according 

to its twisted condition: 
2

1
,

S
S

S
                                  (1) 

where S represents the twisting ratio of MTB-MTW. It 

means that in each 1
iS , the n-core twisted wire in the 

inner layer will twist S segments. 
 

 
 

Fig. 1. Segmentation of MTB-MTW. 

Since the models of S1 segments are all the same, 

only 1 segment needs to be considered. Using the idea of 

the cascade method, a model of the entire transmission 

line can be obtained. 

For the convenience of description, three groups of 

cable bundles composed of three core wires are used as 

examples. The MTB-MTW model and the corresponding 

cross-section model are shown in Fig. 2. The model  

takes S=3. After the outer cable bundle (MTB-MTW) is 

twisted for one turn, the corresponding inner core 3-core 

twisted wire (MTW) is twisted for 3 turns. 
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Fig. 2. Cable bundle and section model of MTB-MTW. 
 

The position coordinates of each core are as follows: 

3 2 1

2 1 2

3 2 1

2 1 2

1

360
=( )cos{ ( )+ }

360
     +( )cos{ ( )+ }

360
=( )sin{ ( )+ } ,

360
      +( )sin{ ( )+ }

=

i

i

i

x r r N i
N

r r n i
n

y r r N i
N

r r n i
n

z















 













               (2) 

among them, r1 represents the radius of the core wire,  

r2 represents the radius of MTW, r3 represents the radius 

of MTB-MTW, and   represents the twist level of  

the cable bundle. N(i) and n(i) are the twisting degrees 

of MTB-MTW and MTW, respectively. 1  and 2  

represent the twist angles of the outer and inner wire 

harnesses relative to the reference ground, respectively. 
According to formula (1) and the opposite twist direction 

of the inner and outer layers, it can be seen that it satisfies 

formula (3): 

 2 11 .S                               (3) 
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Based on the above analysis, the model of Fig. 2  

and the coordinates of formula (2) are generalized to  

the overall transmission line. MTB-MTW model was 

established out. 
 

B. MTL model of the MTB-MTW 

The established MTB-MTW model is divided 

uniformly. Each small segment is regarded as a parallel 

transmission line according to the idea of the cascade 

method. The multi-conductor transmission line model  

of its unit length is shown in Fig. 3. rij, lij, cij, and  

gij represent the elements in the parameter matrix  

of resistance R, inductance L, capacitance C, and 

conductance G, respectively, where , 1,2, , .i j nN  
 

j

i

0



 





( )jV z

dijl z

djjl z

diil z

dijc z dijg z

djjg zdjjc z

diic z diig z ( d )iV z z

( d )jV z z

djjr z

dziir( )iI z

( )jI z ( d )jI z z

( d )iI z z



( )nNI z ( d )nNI z z, dnN nNl z

( )iV z

( )nNV z



, dnN il z

, dnN nNr z

, dnN nNc z

, dnN jc z, dnN ic z

, dnN ig z , dnN nNg z

, dnN jg z

( d )nNV z z





nN

 
 

Fig. 3. MTL model of MTB-MTW. 
 

Its satisfied transmission line equation [12]: 

( , ) ( , )
+ ( ) ( , )+ ( ) =0

( , ) ( , )
+ ( ) ( , )+ ( ) =0,

z t z t
z z t z

z t

z t z t
z z t z

z t

 

 

 

 

V I
R I L

I V
G V C

          (4) 

where V(z,t) and I(z,t) are the voltage and current 

vectors at different positions and different times on  

the transmission lines, both of which are n-dimensional. 

The R(z), L(z), C(z) and G(z) parameter matrices are 

variables related to the position z of the transmission 

lines, and they are all n×n order matrices. 

For simplicity, the four p.u.l parameter matrices can 

be expressed as: 

11 12 1,

21 22 2,

,1 ,2 ,

= ,

nN

nN

nN nN nN nN

m m m

m m m

m m m

 
 
 
 
 
 

M                 (5) 

where M represents different R, L, C and G parameter 

matrices. mij represents the corresponding parameter 

matrix specific resistance rij, inductance lij, capacitance 

cij and conductance gij. The p.u.l parameter matrices at 

different positions represent different matrices M. 
 

III. PREDICTION OF PER-UNIT-LENGTH 

PARAMETER AND CROSSTALK 

A. Predicting p.u.l parameter by BSAS-BPNN 

algorithm 

For MTB-MTW harnesses, different positions 

represent different twist angles 1 , and the corresponding 

p.u.l parameter matrices are also different. Combining 

(2) and (3), there is a functional relationship between the 

parameter matrix M and the twist angle 1 2,  : 

1 2 1( , ) ( ).f  M                           (6) 

Therefore, this paper introduces a BSAS-BP neural 

network algorithm with strong non-linear mapping 

capabilities, in which the BSAS algorithm is used to 

optimize the weight of the BPNN [23]. Its network 

topology is shown in Fig. 4. 
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Fig. 4. Network topology of BSAS-BPNN. 

 

The input of the network is the twist angle 1   at 

different positions. Considering the axis symmetry of  

the MTB-MTW model, 1 [0 ,360 ).N    The parameter 

matrices in the other angular ranges can be obtained 

through part B. The output is a symmetric parameter 

matrix at this position, which can be represented by the 

vector Y as: 

  1 2= , , , ,
onY M y y y                         (7) 

where M  is a row vector arranged by triangular elements 

on the parameter matrix. 

The number of output layers no is determined by the 

parameter matrix RLCG, and the number of hidden 

layers nh is an empirical value determined by the number 

of input layers and output layers, which is usually as 

follows: 

 0.5 1 ,   1,2, 10.h on n a a                  (8) 

BSAS algorithm is used to optimize the weights 
1
1iw  

and 2
ijw . Specific steps are as follows. 

Step 1: Determine the optimized objective function. 

The output of the network is: 

1
1

2

1

.
1

h

i k

n
ij

j w
i

w
y

e







                           (9) 

For N sets of data, the mean square error between 

the network output value and the actual value is: 

 
2

1 2

1

1 1

) ,
1

( = ,
2

onN

i ij j j

i j

f w E w w y y
N  

 （ ）         (10) 

where jy   is the data value of the parameter matrix 

actually given, and all the weights are listed as a single 

row vector w. f(w) is the objective function to be 
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optimized. 

Step 2: Initialize the beetle position vector w and the 

optimal value fbest of the objective function: 
   0

,1 ,w rands k                         (11) 

where w represents the initial position of the beetle in the 

high-dimensional data space. k represents the dimension 

of the weight vector, and rands represents the generation 

of a uniformly distributed row vector. 

Step 3: The direction (dir) and position (w) of M 

group beetles are randomly generated: 

( )

2

( ) ( ) ( )

( ,1)

( ,1) ,

t

n

t t t

n n

rands k
dir

rands k

w w dir







 

                  (12) 

where 0,1,2, . 1,2, ,Mt n  . 
Step 4: Obtaining the optimal objective function 

value and updating the beetle’s position. 

When ( ) ( )min( ( ))t t
n bestf w f , 

 

( 1) ( )

1

1 ( )

1

.
arg min

=

( ( ))

min( ( ))

t

t t

best n
n

t

n
n m

m

w

f w

f

f

w





 











                (13) 

When 
( ) ( )min( ( ))t t
n bestf w f , the left and right beard 

positions of beetle can be calculated by the following 

formula (14): 

( ) ( ) ( )

( ) ( ) ( )

( )
2

,

( )
2

t t t

n n n

t t t

n n n

d
w r w dir

d
w l w dir


  


   


                  (14) 

where d is the distance between the left and right beards. 

Step 5: The objective function value of the left and 

right beards can be calculated by the following formula: 
( )

( )

( ( ))
,

( ( ))

r t

n n n

l t

n n n

f f w r

f f w l

 



                        (15) 

( 1) ( ) ( ) ( ),t t t r l

n n n n nw w dir sign f f                  (16) 

where   is the step size of the beetle, which is generally 

taken as k , and sign represents the sign function. 

Step 6: In summary, the objective function and the 

position of the beetle can be obtained: 

 

( 1) ( )

1 ( 1)

1

.
arg min( ( ))

t t

best best

t t

n
n m

f f

w f w



 

 

 




                (17) 

For the new 
( 1)tw 

, the position of the beetle in each 

search direction can be obtained, and the next iteration 

calculation is performed. 

Until iteration to the maximum number of iterations, 

the global minimum of the average error can be obtained. 

The process of BSAS optimizing the weight of BPNN is 

shown in Fig. 5. 

The trained BSAS-BPNN algorithm can predict  

the parameter matrix at the corresponding position of 

0~360o/N. However, the BSAS-BPNN algorithm cannot 

predict the parameter matrix at each position on the 

transmission line. 
 

Determine the objective 

function f(w)

Initialize the beetle position w 
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Fig. 5. BSAS algorithm to optimize the weight of BPNN. 

 

B. Multilayer transposition method to obtain p.u.l 

parameter at arbitrary positions 

The parameter matrix at the corresponding position 

of 0~360o/N has been predicted by the BSAS-BPNN 

algorithm. Considering the symmetry of the MTB-MTW 

cable and the periodicity of the twist angle, the parameter 

matrix at the corresponding position of 360o/N~360o can 

be obtained by the multilayer transposition method. 
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Fig. 6. Parameter matrix transformation between different 

positions and the same cross-section model. 
 

The transformation process of the parameter matrix 
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at different positions and the same section is shown in 

Fig. 6. This means that the cross-section corresponding 

to any angle in 360o/N~360o ( 1 [360 ,360 )N   ), the 

same cross-section model can always be found in 

0~360o/N ( 1 [0 ,360 )N    ). Although the parameter 

matrices between the two cross-section models are not 

the same, but the transformation shown in Fig. 6 is also 

satisfied. 

The parameter matrix M is represented as a block 

matrix with respect to the MTB-MTW: 
11 12 1

21 22 2

1 2

,

N

n n n n n n

N

n n n n n n

N N NN

n n n n n n

  

  

  

 
 
 
 
 
  

M M M

M M M
M

M M M

             (18) 

( 1) 1, ( 1) 1 ( 1) 1, ( 1) 2 ( 1) 1,

( 1) 2, ( 1) 1 ( 1) 2, ( 1) 2 ( 1) 2,

, ( 1) 1 , ( 1) 2 ,

= ,

n i n j n i n j n i nj

n i n j n i n j n i njij

n n

ni n j ni n j ni nj

m m m

m m m

m m m

         

         



   

 
 
 
 
 
  

M    

      (19) 

where 
ij
n nM  represents the parameter matrix between 

the MTB of the i-th and j-th bundle. n and N are the 

numbers of MTW and MTB, respectively. Because M is 

a symmetric matrix, we know ( )ij ji T
n n n n M M . 

The initial cross-section I is transformed to a cross-

cection II in Fig. 6. At this time, no twists occurred in 

MTB. Considering only the twist angle of the MTW, the 

corresponding transformation is: 

1 2 1 2( , )= ( , ) ,ii ii

n n n n n n

     
M T M T               (20) 

where 1 2( , )ii
n n  M  represents the parameter matrix of 

the cross-section I between the wire in the i-th bundle, 

and 1 2( , )ii
n n   Μ  represents the parameter matrix of  

the corresponding cross-section II. Tn represents the 

transformation matrix of n-core MTW under 360o/n 

twisting.   is the number of twists of MTW: 

2 2

360
.

n
  


                             (21) 

The mutual parameter matrix 1 2( , )ij
n n   M  between 

the wires in the i-th and j-th bundles also satisfies the 

above transformation: 

1 2 1 2( , )= ( , ) .ij ij

n n n n n n

     
 M T M T                (22) 

According to equations (20) and (22), the parameter 

matrix of cross-section II can be obtained as: 

1 2 1 2( , )=[ ( , )] .ij

n n N N    
 M M                  (23) 

But cross-section II is just a virtual cross-section for 

the convenience of description. The final cross-section 

III can be transformed on the basis of cross-section II. 
The transformation of its parameter matrix is as follows: 

1 2 1 2( , )= ( , ) ,N N

      M P M P                    (24) 

where 1 2( , )  M  is the parameter matrix of cross-

section III, and PN is the transformation matrix of MTB-

MTW under 360o/N twisting. The MTB-MTW twisting 

times   satisfy: 

1 1

360
.

N
  


                           (25) 

Combining formulas (3), (21), and (25) shows: 

( 1)
.

n S

N
 


                          (26) 

Different n and N correspond to different 

transformation matrices Tn and PN. In the MTB-MTW 

model of n=N=3 discussed in this paper, Tn and PN are: 

3 3 3 3 3 3

3 3 3 3 3 3 3 3

3 3 3 3 3 3

0 0 1 0 0 1

1 0 0 , 1 0 0 .

0 1 0 0 1 0

  

  

  

   
   

 
   
      

T P          (27) 

 

C. Solving MTL equations and crosstalk 

Combining parts A and B, the p.u.l parameter matrix 

at any position on the MTL model of MTB-MTW can be 

obtained. Discrete the MTL equation (4) as [24]: 
1 1 1 1

1 1 1 1

1 1 1 1

1 1 1 1

( ) ( )
.

( ) ( )

t t t t t t t t
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The correlation matrix is: 
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 (29) 

where z  and t  represent the length of space 

division and time division respectively. 
According to the p.u.l parameter matrix at different 

positions, V(z,t) and I(z,t) at different positions and times 

can be iteratively obtained through equations (28) and 

(29). 
 

P.u.l parameter 

matrix  at all 

positions

Algrorithm:   BSAS-BP

Angle range: 10 360 N  
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Fig. 7. Crosstalk prediction process of MTB-MTW. 
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IV. VERIFICATION AND ANALYSIS 

A. Verification of BSAS-BPNN algorithm 

In order to verify the correctness of the method 

proposed in this paper, an MTB-MTW cable with n=N=3 

is taken as an example to verify the new method. The 

wires in the model are copper wires with a diameter of 

0.8mm. The wire insulation material is polyvinyl chloride 

(PVC), which has a thickness of 0.6 mm and a relative 

dielectric constant of 2.7. The length of the wire is  

1m along the axial direction, and 50 ohm resistors are 

connected to both ends of the wire. Some related 

parameters are shown in Table 1. 

 

Table 1: Related parameters 

Name Value 

Wire diameter 0.8mm 

Conductivity of the wire 58000000 S/m 

Insulation layer thickness 0.6mm 

Wire length 1m 

Height of center wire from ground 15mm 

Twist ratio 3 

Number of MTB (N) 3 

Number of MTW (n) 3 

 
The initial reference cross-section model is as 

shown in Fig. 6 (cross-section I), and the p.u.l parameter 

matrix is extracted using ANSYS simulation software 

[25]. Figure 8 shows the error E iteration process of the 

BSAS-BPNN algorithm for four p.u.l parameter matrices. 
The units of the four p.u.l parameter matrices are Ω/m, 

nH/m, pF/m, and mS/m. The corresponding iteration 

errors reach 4×10-6, 5×10-3, 1×10-3, and 2.5×10-7, 

respectively. Figure 9 shows the average error value of 

the p.u.l parameter matrix at 10 randomly selected 

angles, the maximum of which is less than 0.2%. 

 

 
 

Fig. 8. Error iteration process of BSAS-BPNN algorithm. 

 
 

Fig. 9. Mean error of p.u.l parameter matrix. 
 

B. Analysis of crosstalk results 

Simulation was performed using CST Cable Studio 

software based on the transmission line matrix (TLM) 

method. It is a high-precision numerical calculation 

method of electromagnetic field, which has high reference 

value [26]. Its arrangement in CST is shown in Fig. 10. 
 

50

50

50

50

50

50
... ...

P1 P2

P8 P16

VS

 
 

Fig. 10. Full-wave simulation experiment schematic 

diagram. 
 

Near-end crosstalk (NEXT) and far-end crosstalk 

(FEXT) of each line are defined as follows: 

, ,

10 1020log , 20log ,
i NEXT i FEXT

i i

S S

V V
NEXT FEXT

V V
   (30) 

where VS represents the applied interference voltage on 

line 1, Vi,NEXT represents the disturbed voltage of the i-th 

line near the interference voltage terminal, and Vi,FEXT 

represents the disturbed voltage of the i-th line away 

from the interference voltage terminal. 2,3, ,9i  . 

The crosstalk of the disturbed lines (#2, #3, #5, #6, 

#8, #9) in MTB-MTW is shown in Fig. 11 and Fig. 12, 

respectively. The solid line is the result obtained by the 

method proposed in this paper. The relevant parameters 

are shown in Table 1. The segmentation point of the 

FDTD algorithm is divided into 900 segments. The 

dashed line is the result of the CST simulation, and its 

arrangement is shown in Fig. 10. 

It can be seen from Fig. 11 and 12 that the wires 

close to the interference wires (#2, #3) are more 

susceptible to interference than the wires far from the 

interference wires (#5, #6, #8, #9). Crosstalk between 

wires (#5, #6, #8, #9) far from the interference wires is 

very similar. 
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    (a) 

 
    (b) 

 

Fig. 11. Crosstalk prediction and simulation values of 

different bundle (#2, #5, and #8) in MTB-MTW. (a) 

NEXT and (b) FEXT. 

 

 
    (a) 

 
   (b) 

 

Fig. 12. Crosstalk prediction and simulation values of 

different bundle (#3, #6, and #9) in MTB-MTW. (a) 

NEXT and (b) FEXT. 

In the frequency range below 107 MHz, the curve 

obtained by the proposed method and the TLM method 

agrees very well. In the frequency range higher than 

107MHz, the approximate contours of the images 

obtained by the new method and the TLM method are 

very similar, but the deviations at each frequency point 

are 0~3dB. This may not take into account that the 

parameter matrix will change with frequency. 

Tables 2 and 3 are the average error percentages 

between the results of the method proposed in this paper 

and those obtained by TLM. In the frequency ranges  

of 0.1~100 MHz, 100~500 MHz, and 500~1000 MHz, 

the maximum average errors are 4.508%, 13.800%, and 

10.536%, respectively. From the perspective of average 

error, the results of the new method are more accurate in 

the low frequency and high frequency ranges. 
 

Table 2: Average error (%) of different wires (NEXT) 

Frequency 

(MHz) 
0.1~100 100~500 500~1000 

#2 3.730 12.436 10.010 

#3 3.684 13.800 8.082 

#4 1.584 7.960 3.703 

#5 2.011 7.638 8.048 

#6 1.107 5.944 8.642 

#7 1.799 10.771 6.150 

#8 1.017 7.727 10.536 

#9 2.025 7.551 7.961 

 

Table 3: Average error (%) of different wires (FEXT) 

Frequency 

(MHz) 
0.1~100 100~500 500~1000 

#2 4.508 4.900 2.721 

#3 4.446 4.727 2.912 

#4 1.208 4.238 2.143 

#5 1.787 7.879 6.988 

#6 1.800 10.981 3.487 

#7 1.318 4.627 2.764 

#8 1.494 10.562 6.174 

#9 1.849 7.303 2.831 

 

 
    (a) 
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   (b) 

 

Fig. 13. Crosstalk prediction and simulation values of the 

bundle (#4, #5, and #6) in MTB-MTW. (a) NEXT and 

(b) FEXT. 

 

In addition to the crosstalk curves of #5 and #8 (#6 

and #9), it can be seen from Fig. 13 that the crosstalk 

curves of a bundle (#4, #5, #6) in the MTB-MTW are 

also very similar. The crosstalk curves of bundle (#7, #8, 

#9) in another MTB are also similar to Fig. 13. For the 

MTB-MTW model, the crosstalk between the wires is 

very close due to its double-layer twist. For the crosstalk 

suppression measures, only one wire condition needs to 

be considered, and the other wires are theoretically 

applicable. 

 

V. CONCLUSION 
For the MTB-MTW model, this paper proposes a 

p.u.l parameter matrix prediction process based on the 

BSAS-BPNN algorithm and the Multilayer transposition 

method. And the FDTD method under Implicit-Wendroff 

difference format is combined to solve the crosstalk. In 

this paper, the twisted wires under the MTB-MTW 

model with n=N=3 are studied and compared with the 

TLM method. The numerical experimental results first 

show that the iteration error of different p.u.l parameter 

matrices under the BSAS-BPNN algorithm can reach 

4×10-6, 5×10-3, 1×10-3, and 2.5×10-7, respectively. Second, 

the proposed method is in good agreement with the 

NEXT and FEXT results of the TLM method at low  

and high frequencies. Finally, the results show that the 

crosstalk of the wires far away from the interference 

lines in MTB-MTW is very similar. 

The method in this paper can be generalized to the 

MTB-MTW model of arbitrary conductors and twists, 
but the effect of frequency on the p.u.l parameter matrix 

and the non-uniform twisted wire model have not been 

considered. Therefore, there is still much research space 

after this paper. 
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Abstract ─ This study proposes a new omega-shaped tag 
antenna with inductively-coupled feeding (ICF) using 
U-shaped stepped- impedance resonators (SIRs). It aims
at improving the performance of the tag antennas for
Radio Frequency Identification (RFID) applications.
The radiating body of the antenna is fed using two
mirroring symmetrical U-shaped SIRs. This antenna is a
simpler alternative for the existing antennas that match
the impedance of the antenna to the chip impedance
effectively applying varied reinforcement of the
equivalent inductance of the radiating structure. In
addition to the use of an omega-shaped structure, the
proposed feeding technique boosts performance of the
antenna impedance, dimensions, and peak gain. The
measured size of the antenna was 50×55.55×1.6 mm3. It
attains a peak gain of 1.8 dBi and radiation efficiency
higher than 85% at its operating frequency. The
experimental results revealed that this tag antenna has
the characteristic of good impedance matching within
the frequency range of 900-940 MHz, corresponding to
a better power reflection coefficient of -3 dB. Comparison
between the measured and simulated results verified that
the proposed feeding method is capable to improve
overall performance of RFID tag antennas.

Index Terms ─ Inductively-coupled feed, omega-shape, 
Radio Frequency Ddentification (RFID), RFID tag, 
stepped-impedance resonator. 

I. INTRODUCTION
The RFID technology is swiftly progressing to 

produce simpler and more efficient object identification. 
Currently, it is inevitable to avoid the rapidly-growing 
applications of RFID in daily life, particularly passive 
RFID applications. For example, RFID antennas and 

sensors are not only embedded into general detection 
systems, but also involved modern vehicle and 
transportation devices, access point networks, business 
transactions, healthcare purposes, and logistics systems 
[1], [2]. 

Essentially, the ideal passive RFID tag relies on 
agreeably matching an antenna into a chip tag, which is 
combined in a circuit. The perfect matching enhances the 
chip functionality power, hence, extending the reading 
range. The most vital section of each passive RFID is 
considered as the tag antenna. There is growing interest 
in reducing the cost and size of the RFID for varied 
applications in numerous fields especially where cost of 
fabrication and matching networks concerned. The only 
way is to achieve a direct matching between the antenna 
and the chip. The suggested approach is to solve the 
complicated impedance problem, albeit, its variable 
factors, frequency and the input power magnitude [3]. 

Recently, among the solutions applied are these tag 
antennas for RFID purposes mentioned in [4]–[10]. 
Regrettably, only a few of them offered high 
omnidirectional gain antennas with miniaturized 
dimensions. Thus, the urgency is concentrated more on 
designing methods. For example, an inspiring low-profile 
antenna design was proposed in [4] that employed a 
“Vivaldi-like” aperture loaded with meander line and 
then fed through a slot line which was electromagnetically 
coupled with the microstrip line. This antenna utilized an 
ordinary 50-Ω impedance system instead of common 
chip impedance at a 2.97 dB peak gain. Meanwhile, in 
[5], a proposed dual-band tag antenna was functioning at 
both HF and UHF bands. It comprised a spiral shape coil 
and two meander lines to resonate at HF and UHF bands, 
respectively. Moreover, it could be easily adjusted and 
the antenna using various means to handle the coarse and 
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fine-tuning. Despite these benefits, it is still considered 
large at the dimensions of 51.4 × 83.6 mm2 with a 
maximum gain of almost 1.5 dB. Another research by 
Tang et al. [6] developed a rectangular-loop feeding 
antenna with a bent meandered strip and extra patches to 
allow it to function in the UHF RFID bands. However, 
the size of this proposed antenna is 77.5 × 22.2 mm2 at 
maximal gain: 1.6 dB. 

Several RFID tag antennas were developed with 
some configurations specifically optimized to be 
mountable on metallic objects [11]–[14]. Those RFID 
tag antennas performance offered low gain because of 
their reduced size. Other different designs of RFID 
antennas were proposed in [15]–[18] with inductively-
coupled feeding (ICF) designed to improve the gain of 
tag antennas. This proposed feeding method, specifically 
ICF, yields enhanced performance in relation to gain and 
impedance. However, the sizes of the antennas presented 
in [15]–[18] were still considered big. Therefore, the size 
required further reduction. 

A unique broadband UHF RFID tag antenna for 
bio-monitoring applications was proposed in [19]. This 
antenna has a bandwidth of 120 MHz, which allows it to 
operate at all the UHF frequency band. The levels of 
performance were improved in both free space and on 
the human body. Yet, at approximately 80 mm× 50 mm× 
200 µm, the size of this antenna is still big. Another 
RFID tag was designed to detect the dielectric materials 
in [20]. The basic configuration of this antenna included 
a printed spiral configuration. The testing results 
confirmed it could produce tags with acceptable 
readability and showed a reading distance of up to 7 m 
when incorporated with metallic objects and 10 m in the 
case of dielectric objects. But it is also big at 115 × 26 × 
3.38 mm3. Next in the list is a high-performance UHF 
RFID tag antenna consisting of a liquid-filled bottle [21]. 
It comprised of a folded dipole and a loop-matching unit 
placed on a water bottle. The testing results determined 
that the reading range of this antenna can reach up to 
4.2 m when placed on a water bottle at the frequency of 
915 MHz. Ironically, without the bottle, the reading 
range of this antenna increased significantly and reached 
up to 8 m. Yet, it remains a challenge to design a high-
performance RFID tag antenna that is suitable to be 
placed onto a liquid-filled bottle due to the variety of 
potential liquids and the associated high conductivities 
and permittivity. 

After further review of the literature, this study set 
forth with the objective to design a cost-effective, high 
gain, and miniaturized tag antenna with minimal losses 
to use in RFID applications. The proposed design is 
based on ICF using U-shaped SIRs that are tuned to 
operate at a center frequency of 0.915 GHz. Section 2 
presents a detailed analysis of the suggested stepped-
impedance resonator feeding. Then, the configuration of 
the proposed tag antenna follows in Section 3. Both the 

theoretical and evaluated results are presented in Section 
4 and then it is concluded in Section 5. 

II. ANALYSIS OF THE FEED STRUCTURE
OF THE U-SHAPED STEPPED-IMPEDANCE

RESONATOR 
The stepped-impedance resonators (SIRs) are used 

extensively in the designs of microstrip and microwave 
devices for their easier regulator and miniature size. 
Exclusively, previous studies reported in [22]–[24] 
reported that the SIRs are tunable over a wide range 
of frequencies by the effect of the impedance ratio (Rz) 
of the low-impedance to the high-impedance sections. 
Once Rz is reduced, the resonator length will also be 
minimized. The flexibility in reducing the length of the 
resonator is beneficial in meeting the miniaturization 
demand of the industry. 

Figure 1 shows the U-shaped SIR feeding 
configuration. It is fed based on two symmetrical U-
shaped SIR units to excite the radiating dipole via ICF. 
Its opposite central points directly connected to the RFID 
chip at the head of the two U-shaped SIR structures (Fig. 
1). The equivalent inductance in the previously stated 
dipole is achieved by utilizing the proposed feeding 
configuration. The parameters SU, LZ1, LZ2, WZ1 and WZ2 
provide flexible control over the inductive coupling 
strength. Figure 2 depicts the ICF’s equivalent circuit. 
The inductive-coupling unit can be turned into a 
transformer. The Zin known as the antenna input 
impedance, is recorded at the terminals of the U-shaped 
SIR and is estimated as follows [15]: 

𝑍𝑖𝑛 =  𝑅𝑖𝑛 + 𝑗𝑋𝑖𝑛 =
(2𝜋𝑓𝑀)2

𝑍𝑎𝑛𝑡

+ 𝑍𝑈,  (1) 

where Zant and ZU are the dipole antenna impedance 
and the U-shaped SIR feeds impedance, respectively. 
Likewise, M has shared inductance between the two 
impedances. The value of ZU can be calculated using 
Equation 2:  

𝑍𝑈 = 𝑗2𝜋𝑓𝐿𝑈,                                (2)
where LU is the self-inductance of the SIR feed structure. 
The equation 3 can assist to calculate the antenna 
impedance at the resonant frequency (f = f0) of dipole 
antenna as:   

𝑍𝑖𝑛 =  (
(2𝜋𝑓0𝑀)2

𝑍𝑎𝑛𝑡

) + (𝑗2𝜋𝑓0𝐿𝑈).               (3)

Equation 3 confirms that the inductance of the 
U-shaped SIR (LU) specifies the input reactance.
Meanwhile, the transformer mutual inductance (M)
determines the resistance regardless of whether the
radiating dipole antenna is operating at the resonance
frequency or at any other frequencies. Theoretically,
reactance and resistance can be adjusted independently.
Besides, the proposed feeding structure is a simple and
ideal alternative to match the antenna impedance to the
chip impedance effectively.
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Fig. 1. The proposed layout of ICF using the U-shaped 
SIRs. 

Fig. 2. The equivalent circuit model of ICF. 

Figures 3, 4, 5, 6, and 7 shows plots, indicating how 
the U-shaped SIR designing parameters such as LZ1, LZ2, 
WZ1, WZ2, and SU affecting the return loss (dB) results. 
The return loss plots were simulated using Murata 
RFID MAGICSTRAP LXMS31ACNA-011 tag chip, 
with input impedance of (25-j200) Ω at resonance 
frequency of 915 MHz. The simulation results summary 
is any increment in the LZ1 will reduce the resonant 
frequency. In contrary, it works for different values of 
the impedance ratio (RZ). The results demonstrate that 
any increment in RZ value will affect the resonant 
frequency of the tag antenna and shift it down. It can be 
concluded that RZ is a vital electrical parameter for 
characterizing properties of the U-shaped SIRs feeding 
structure. Therefore, the selection of RZ offers a flexible 
method to tune the resonant frequency of the tag antenna 
to the desired operating frequency. 

Fig. 3. Simulated return loss at different LZ1 values. 

Fig. 4. Simulated return loss at different LZ2 values. 

Fig. 5. Simulated return loss at different WZ1 values. 
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Fig. 6. Simulated return loss at different WZ2 values. 
 

 
 
Fig. 7. Simulated return loss at different SU values. 
 

 
   (a) 

 

 
  (b) 
 
Fig. 8. Simulated input impedance of the tag antenna for 
different values of RZ: (a) resistance and (b) reactance. 
 
III. CONFIGURATION OF THE PROPOSED 

TAG ANTENNA 
A miniaturized microstrip tag antenna is proposed 

for RFID purposes. It comprises of two U-shaped ICF 
SIR arms and an omega-shaped resonator as a radiating 
dipole body. The omega-shaped resonator configurations 
have competent resonance property and can shrink the 
length of the resonator, in which such adjustment is 
frequently adapted by the researchers in many designs 
applications to meet higher performance enhancement 
and miniaturization targeted like in the reported works in 
[25]–[28]. However, based on the authors’ knowledge, it 
has been used solely in the development of RFID tag 
antennas as proposed in this work. 

In this antenna design procedure, both structures 
(the U-shaped ICF SIR arms and the omega-shaped 
radiating dipole body) are located on the upper surface 
of the substrate (Fig. 9). Also, it has no conductor 
attached to the bottom surface of the substrate. The 
absence of any direct contact material is purposely done 
to avoid obstruction during experimental sessions. Its 
elliptical shapes, and dimensions were carefully specified 
to improve impedance matching. Its IC chip terminals 
are placed directly in the middle of the two opposing U-
shaped SIR units. Encouragingly, the mutual coupling 
assists the feeding to communicate with the body of  
the tag antenna. That is how it offers attractive features 
in sensing applications. Figures 9 and 10 show the 
simulated and fabricated prototype of the proposed RFID 
tag antenna, respectively. Additionally, the geometrical 
properties of this antenna are tabulated in Table 1. The 
values of the listed geometrical properties are the 
optimized values for better functionality to obtain the  
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antenna in its UHF operation frequency RFID band from 
860 to 960 MHz. These optimized values (Table 1) were 
gained during the simulation process.  

Fig. 9. The simulated prototype of the proposed tag 
antenna. 

Fig. 10. The fabricated tag antenna prototype. 

A Murata RFID MAGICSTRAP LXMS31ACNA-
011 tag chip [29] was utilized to fabricate the antenna. 
At assumed (25-j200) Ω input impedance and operating 
at 915 MHz resonant frequency, the minimum point 
of threshold power is -8 dBm. This tag antenna was 
fabricated on an epoxy FR4 substrate with a loss tangent 
of 0.02, h= 1.6 mm, and 𝜀𝑟= 4.4. Its measurement is
50×55.55×1.6 mm3. These dimensions, as well as the 
resonance frequency of this antenna are based on 
optimized simulations that matched the inductance with 
a conjugate impedance of the selected chip. Furthermore, 
it has miniaturized dimensions corresponding reductions 
of nearly 20.64%, 30.5%, 7.1%, 32.18%, and 22.84% in 
size compared to those antennas proposed in [16], [19], 
[20], [30], [31], respectively. 

The CST Microwave Studio 2019 was used as a full-
wave electromagnetic simulator to simulate the proposed 
tag antennas characteristics using Finite-Difference 
Time-Domain (FDTD) method [32]. Figures 11 and 12 
depict the simulated return losses (RL) of the proposed 
antenna in terms of W1 and W2, respectively. This step 
was taken to determine what influences the width of the 
omega-shaped antenna from its overall performance. 
The values of parameters presented in Table 1 are 
considered in the simulation process. It suggests that 
the increases in W1 and W2 will slightly increase the 
frequency response of the antenna. Therefore, it is 
concluded that the dimensions of the omega-shaped 
antenna largely influence its performance. 

Fig. 11. The simulated return loss of the proposed 
antenna in terms of W1. 

Fig. 12. The simulated return loss of the proposed 
antenna in terms of W2. 

Figure 13 indicates a plot of the simulated RL of 
tag for three antennas of different geometrical shapes 
according to the geometrical parameters of the antenna 
listed in Table 1. The simulation results shown in the 
figure were intended to compare the properties and 
performance among antenna designs: the proposed 
design, the ones without omega-shape and without the 
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U-shaped SIRs. The results (Fig. 13) demonstrate that 
the proposed tag antenna yields better results in terms  
of RL, lower than -35 dB compared to other antennas 
configurations. Therefore, by combining both techniques 
of design structures (the U-shaped SIR resonator as 
feeder structure and the Omega-shaped as a radiating 
body of the antenna) simultaneously overcomes the 
mismatching problem between the antenna and its chip 
impedances. Consequently, also solves the antenna size 
problems. In fact, using the U-shaped SIR resonator as a 
feeder structure offers an easier controlling method for 
resonant frequency by adjusting the impedance ratio (the 
low-impedance to the high-impedance). However, there 
are rooms to improve better matching techniques between 
the antenna impedance and the IC chip impedance. 
Additionally, the omega-shaped insertion turns the 
resonator length of the dipole antenna shrinkable. The 
reducible length of the resonator is advantageous in 
meeting the miniaturization demand of the industry. 
Overall, researchers found that the proposed design for 
the tag antenna meets the current engineering demands 
on the antenna design for RFID applications. 

Next, the lumped-element values of the equivalent 
circuit model of the proposed ICF tag antenna shown  
in Fig. 2 were optimized using CST design studio 
modelling, including its material substrate effects. Then, 
the results were compared with the ones obtained from 
the 3D full-wave model as illustrated in Fig. 14. The 
simulated return loss of the tag antenna shown in Fig. 14 
were simulated by considering the lumped-element values 
of chip impedance operating at the frequency of 915 
MHz (based on the geometrical parameters in Table 1). 
Obviously, both the modeled and the full wave simulated 
results seemed in good agreement, which validates the 
equivalent circuital model illustrated in Fig. 2. Also, Fig. 

14 indicates that the antenna performs well in terms of 
the achieved return loss, which is lower than -30 dB. 

 

 
 
Fig. 13. The simulated return loss results for three 
various geometrical shapes. 

 

 
 
Fig. 14. Comparison between modeled data and full 
wave simulated results. 

 
Table 1: The antenna designing parameters 

Parameter L W W1 W2 S1 S2 LZ1 LZ2 WZ1 WZ2 r1 r2 g 

Value (mm) 55.55 50 1.8 1.0 0.5 0.75 15.78 10 0.8 8 5 8 0.5 

IV. EXPERIMENTAL RESULTS AND 
DISCUSSION 

In order to conduct standard measurement, a 
differential probe was utilized in a room environment. 
The differential probe has a symmetrical structure and it 
was originally developed by Palmer et al. [33]. Two 
ports are connected through a fixture with the metal 
shields of the semi-rigid coaxial cables soldered to build 
the virtual common ground. After that, the free space 
measurement was administered connecting the differential 
probe to a Vector Network Analyzer (Anritsu 37347D 
model) at one end and then it is soldered to the tag 
antenna from the other end. 

Figure 15 illustrates the comparison between the 
measured and the simulated impedance results. The 

former results were achieved after de-embedding the 
effect of the semi-rigid cables from the reflection and 
transmission coefficients. And then it was measured at 
the Sub-Miniature Version A (SMA) connectors applying 
the technique presented in [33], [34]. Figure 15 shows 
only a slight difference in the resistance and reactance 
curves in both measured and simulated results. The  
main difference observed between these values (Fig. 15) 
can be attributed to the soldered measurement probe. 
Another potential explanation is any probable mismatch 
between the SMA connectors and feeding lines, the 
potential defects in the fabrication process, and the 
variations of chip impedance, are usually common in the 
real implementation. Additionally, Fig. 15 uncovers that 
the measured and simulated impedances at the center 
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frequency of 915 MHz are (12.98 + j191.7) Ω and (24.77 
+ j200.2) Ω, respectively.

In other respects, the present study followed the
method for the power reflection coefficient (PRC) 
analysis described in [35]. The simulated and measured 
PRC results of the proposed tag antenna with half-power 
bandwidth (HPBW) are shown in Fig. 16. The HPBW 
is defined based on the PRC < 3 dB criterion. The 
simulated and measured HPBW values are 1.97% 
(906-924 MHz) and 4.35% (900-940 MHz), respectively 
(their center frequencies are 915 MHz and 919 MHz). 
The measured results are varied slightly from the 
simulated results and it might be due to many main 
reasons such as fabrication process defects, a variation 
of the chip impedance as well as the soldering 
imperfection that exists between the differential probe 
and the tag antenna. In addition, the measurement carried 
out in a normal room environment, not inside an 
anechoic chamber. Nonetheless, the results prove that 
the antenna is working within the standard UHF 
frequency RFID band between 860 and 960 MHz. 

Fig. 15. The measured and simulated impedance. 

Fig. 16. The power reflection coefficient values in 
measurement and simulation. 

The maximum possible theoretical read range (rmax) 
of the proposed tag antenna can be computed using Friis 
free-space method [3]:  

𝑟𝑚𝑎𝑥 =
𝜆

4𝜋
√

𝑃𝑡𝐺𝑡𝐺𝑟

𝑃𝑡ℎ

,  (4) 

where λ is the wavelength, Pt represents the power 
transmitted by the reader, Gt is the gain of the reader 
antenna, Gr is the gain of the receiving tag antenna, and 
Pth is the minimum threshold power that required to turn 
on the chip.  

The highest theoretical reading range of the 
proposed tag antenna calculated using Equation 4 
was 5.56 m. To verify the match of the actual reading 
range with this theoretical value, the measurements were 
performed at a setting of 30 dBm output power for the 
reader corresponded to a nearly 4.0 W of equivalent 
isotropic radiated power (EIRP). With the ATid (AT-
870) hand-held reader, the reading range measured
5.1 m, which is approximately 8.2% lower than the
maximum theoretical reading range. This difference
between the calculated (theoretical) and measured
(actual) reading ranges has mainly ascribed the fact that
the measurements were taken in the normal room
environment.

Figure 17 demonstrates the simulated and measured 
peak gain of the proposed antenna at the desired UHF 
RFID frequency band. For further investigation, the 
simulated radiation efficiency and the far-field radiation 
pattern of the proposed tag antenna are presented in Figs. 
18 and 19, respectively. Besides, the proposed antenna 
achieves an omnidirectional gain of 1.8 dBi and radiation 
efficiency of almost 85 % at 0.915 GHz which are higher 
than those presented in [4]–[6], [11], [13], [14], [18]–
[20], [30], [36]. The main improvement of this antenna 
compared to previous ones is its enhanced performance 
by ICF using the U-shaped SIRs and the omega shaped 
design. These parts add inductance to the radiating 
dipole antenna that does not exist in the conventional 
feeding techniques such as the coupled open-loop 
reported in [15]. 

In order to verify further and highlight the 
originality of the proposed tag antenna design and 
feeding configuration, a comparison was made with 
several recently developed UHF RFID tag antennas in 
terms of antenna dimensions, gain, and the reading 
range. The comparisons (Table 2) reveal that the propose 
one presents size reduction of 20.64%, 30.5%, 7.1%, 
32.18%, and 22.84% as compared to the antennas 
reported in [16], [19], [20], [30], [31], [36], respectively. 
Furthermore, a higher peak gain is obtained in 
comparison with tag antennas introduced in [14], [19]–
[21], [30], [31], [36] at 915 MHz. Moreover, the proposed 
antenna shows a longer read range as compared to similar 
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works in [14], [16], [19], with a better improvement for 
radiation efficiency. However, the proposed antenna 
uses the same value of chip impedance (25-j200 Ω) with 
the antennas reported in [14], [16]. The proposed antenna 
features a lower read range compared to some existing 
RFID antennas reported in [20], [21], [30] because of the 
high minimum threshold power required to turn on the 
MURATA chip of -8 dBm (160 µW). Using another type 
of chip may improve the effectiveness in extending the 
read range further. For instance, some of them may offer 
lower minimum threshold power (e.g., NXP Ucode8 
chip with threshold sensitivity of -20 dBm). Accordingly, 
the proposed design attracts RFID applications that 
demand economical choice of compact-sized antennas, 
an extended reading range, and good performance 
concerning the gain and radiation efficiency. 

 

 
 
Fig. 17. The measured and simulated realized gain. 
 

 
 
Fig. 18. Simulated antenna radiation efficiency. 
 

 
 
Fig. 19. Simulated far-field radiation pattern at the 
frequency of 915 MHz. 

 
Table 2: Comparison between the proposed RFID tag antenna and recently developed works 

Reference Chip Impedance (Ω) at 915 MHz Size (mm2) Gain (dBi) Reading Range (m) 
[14]  25-j200 82.75 × 19.5 -0.53 3.72 
[16]  25-j200 50 × 70 2.50 4.92 
[19]  23-j202 80 × 50 1.75 4.6 
[20]  25-j237 115 × 26 2.08 7.5 
[21]  24.5-j190 44 × 20 -5.54 5.6 
[30] - 64 × 64 -1.18 10.2 
[31] 13.5-j111 60.1 × 60.1 0.25 6.7 
[36] 13.5-j111 60 × 60 -9.7 3.36 

Proposed Antenna 25-j200 50 × 55.55 1.80 5.1 

VI. CONCLUSION 
This study develops an omega-shaped tag antenna 

with ICF using U-shaped SIRs for RFID applications. It 
consists of two omega-shaped radiating arms that are fed 
by an innovative method implementing ICF using U-
shaped SIRs to reduce the antenna size and improve the 
gain. It produces an inductance that is equivalent to the 
radiating dipole antenna. Hence, it offers a transformative 

method to augment the strength of inductive coupling as 
well as a simple alternative to perfectly match between 
antenna and impedance. Furthermore, the simulated and 
measured results present an omnidirectional peak gain  
of nearly 1.8 dBi. This peak gain (1.8 dBi) is higher  
than the peak gains of the traditional antennas recently 
proposed in [14], [19]–[21], [30], [36]. In addition, the 
herein proposed tag antenna has a compact size with an 
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area of just 50×55.55 mm2. As such, it is 20.64%, 30.5%, 
7.1%, 32.18%, and 22.84% smaller in size than the tag 
antennas proposed recently in [16], [19], [20], [30], [31], 
respectively. It can be concluded that the tag antenna 
proposed in this paper has a better overall performance 
than the other tag antennas due to its higher radiation 
efficiency, size, gain, and impedance. The overall results 
of this study suggests turning it into a more desirable 
design for its potentialities for various applications of the 
UHF RFID systems.                                                                                   
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Abstract ─ The multi-target scattering field consists of 
the scattering fields of each target, but it is difficult to 
know the scattering characteristics of the specific target 
from the total scattering field. However, the scattering 
characteristics of single target embedded in the total 
scattered field have important research significance for 
target recognition and detection. In this paper, a method 
is proposed to extract and recover each target’s scattering 
characteristics from the total scattering field of multiple 
targets. The theoretical basis of the method is that the 
scattering echoes corresponding to different targets 
reach the receiver at different time. We acquire the 
total scattering field at first. Then, we perform the signal 
processing with time-frequency analysis to obtain the 
arrival time of different scattering echoes. According to 
the time slot difference, the time domain signal of each 
target can be extracted to recover its scattering field. 
Several examples validate the proposed method. 

Index Terms ─ Extraction and recovery, radar detection, 
scattering characteristic, time-frequency analysis. 

I. INTRODUCTION
Since the scattering field of multi-target is redundant 

and aliased, it is very difficult to obtain the individual 
scattering characteristics of each target from the total 
scattering field. However, the scattering characteristic of 
each target is of great significance for target recognition 
and radar detection [1-4]. In this paper, we extract and 
recover scattering characteristics from the total scattering 
field with time-frequency analysis. Time-frequency 
analysis is used in [5] and [6] to process radar imaging 
to reduce multiple scattering and clutter in radar images, 
based on the principle that different scattering echoes 
have different resolutions. Time-frequency analysis is 
also used in [7] to process the target’s scattering field to 
suppress the scattering centers caused by the coupling 

effect in radar imaging. All of them have used time-
frequency analysis only to improve the probability of 
radar recognition. [8] uses the linear frequency-modulated 
continuous-wave radar system and Gabor-Wigner 
transform to realize the recognition of multiple targets, 
which realizes the detection of the number of multiple 
targets. [9] also uses linear frequency-modulated 
continuous-wave radar system to achieve the detection 
of the speed and distance of each target in multiple 
targets. In the field of multi-target detection, the existing 
work is mostly to design radar detection systems or 
methods to improve the detection efficiency and accuracy 
of multiple targets [10-14], which mainly detects the 
number, speed, and direction. [15-17] use image 
processing methods to extract the scattering center in 
radar imaging, and use the extracted scattering center to 
rebuild the local scattering characteristics of the target. 
They depend on the radar images of the target and cannot 
extract and recovery the scattering characteristics of the 
target through only one-dimensional data. In this paper, 
we focus on extracting and recovering the individual 
scattering characteristics of each target from the multi-
target’s total scattering field, which has very great 
significance for multi-target recognition.  

The paper is organized as follows. In Section II, we 
introduce the theoretical basis of the method and its 
numerical realization. In Section III, some results are 
presented, and we use specific examples to illustrate how 
to extract the scattering field. Some conclusions are 
made in Section IV. 

II. EXTRACTION AND RECOVERY
FORMULATIONS 

In this section, we represent the theory and the 
process of the extraction and recovery method. In 
multiple target scattering case, times for scattering 
echoes of different targets to reach the receiver are 
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different. However, when the distance between two 
targets is very close, it is difficult to distinguish the time 
difference in testing, so the scattering field received by 
the radar is usually the total scattering field, i.e., the 
mixed scattering field of multiple targets. However, this 
time slot difference can be used to achieve the extraction 
and recovery of the scattering characteristics of different 
targets from the total scattered field in simulation. For 
instance, the distance between the i-th target and the 
radar is 

iD , and the time from the electromagnetic wave 
being transmitted to it being received by the radar is 

2i iT D c , where c is the speed of light in free space. 
There is a time slot difference iT  between the times 
when the scattering echoes from different targets reach 
the radar:  

12 i i

i

D D
T

c


  .                         (1) 

The total scattered E field 
sE  of multiple targets is 

obtained by calculation or experiment.  
We perform Short-Time Fourier Transform (STFT) 

[18] on the scattering field 
sE  to obtain the time 

difference, which is defined as (2): 
j( , ) ( ) ( )e ds sSTFT t E h t    







  .          (2) 

The window function ( )h t  is a Kaiser window in (2), 
which is defined as (3): 

0

0
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2 2

J n N N N
n n
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N N
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


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
 

   


,     (3) 

             

where 0J  is 0th-order Bessel function of the first kind, n 
and N are the width of the window function and the 
length of the signal, respectively.   is a parameter used 
to adjust the performance of the window function.  

Afterwards, the time domain signal ( )R t  consisting 
of multiple peaks at 

i  in ( , )sSTFT t   is extracted: 
( ) ( , )

i
sR t STFT t

 



 .                      (4) 

( )R t  is a time-domain signal composed of multiple 
peaks, we can simplify it as (5) and the times 
corresponding to different peaks are the time when the 
scattering signal of different targets are received: 

1 2( ) ( ) ( )
( ) ( )i l

R t P t P t

P t P t

    

    
,                  (5) 

where ( )iP t  is the peak occupying the time period of 

it , l is the number of peaks that ( )R t  has. 
Since the scattering echo of a scatterer may 

correspond to multiple peaks, the group delay processing, 

defined as (6), is performed on the scattering field before 
STFT for better observing the time slot difference [15]: 

j2' e if d

s sE E


 ,                            (6) 
where d is the group delay time, and '

sE  is the scattering 
data obtained after group delay processing. 

We extract the ( )sP t , which is the set of peaks 
belonging to the same scatterer from ( )R t , and fill them 
with zero at the default time, so that the length of the 
reconstructed signal ' ( )R t : 

'( ) ( )s ( )R t P t Z t t    ,                    (7) 
and remain the same with ( )R t . In (7), ( )Z t t  is the 
zero signal at the occupied time of other peaks. For the 
time-domain signal, there is no good way to identify 
different scatterers correspond to each peak in ( )R t . 
However, in principle, we can distinguish each peak in 
this way. The larger the amplitude of the peak, the earlier 
the corresponding scattering echo reaches the receiver, 
since the EM wave is continuously attenuated during the 
propagation. And, the larger the peak, the larger the 
volume of the corresponding scatterer. 

Finally, the extracted scattering signals are 
reconstructed with the Inverse Short-Time Fourier 
Transform (ISTFT) defined as (8) [18]. Thus, the 
scattered fields of each target in multiple targets can be 
recovered: 

j1( ) ( , )e d d
2

t

sS t STFT    


 

 

   .           (8) 

The steps of extraction and recovery of scattering 
characteristics mainly include (see Fig. 1). 
 

 

Fig. 1. The steps of extraction and recovery of scattering 
characteristics. 
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The range resolution 2r c B   needs to meet 
certain conditions. Where B is the frequency bandwidth. 
Firstly, the resolution needs to be smaller than the size  
of the target. If the resolution is larger than the size of  
the target, we cannot observe the scattering echo 
corresponding to the target in the time-domain signal. 
Secondly, the resolution also needs to be smaller than the 
distance between the targets. This is because when the 
resolution is greater than the separation between objects, 
the scattering echoes of different objects in the time-
domain signal will overlap, which is not conducive to  
the extraction and recovery of their scattering 
characteristics.  

III. NUMERICAL EXAMPLES 
In this section, we explain in detail the method for 

extraction and recovery of the scattering characteristics 
through several examples. The incident wave in the 
paper is horizontally polarized. 

A. Double PEC spheres 
Firstly, we use double-PEC spheres shown in Fig. 2 

to specifically explain the application of this algorithm 
for scattering characteristic extraction and recovery of 
different targets. The diameter of the big ball is 1m, and 
the diameter of the small ball is 0.1m. The Shooting  
and Bouncing Ray (SBR) algorithm is used to calculate 
their scattering field [19-20]. The incident direction  
is 20 , 0   , where   is the angle between the 
incident wave and z axis,   is the angle between the 
projection of the incident wave on the xoy plane and x 
axis, and the frequency is from 3GHz to 6 GHz, with 
0.05 GHz interval, and the range resolution 0.05r m   
is smaller than the diameter of the small sphere. The 
radar cross section (RCS) is shown in Fig. 3. 

 

 

Fig. 2. The double PEC spheres. 

Then, group delay is performed on the scattering 
field to obtain '

sE , where 99 10 sd   . Afterwards, we 
perform the STFT on the '

sE  with 61, 6n   , and these 
parameters are designed to maximize the resolution of 
time-frequency analysis. 
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Fig. 3. The RCS of double PEC spheres. 

The time-frequency analysis result is shown in Fig. 
4 (a). In addition to the two strong scattering echoes, 
there are obvious smears in Fig. 4 (a). The scattering of 
the big sphere produces the strongest scattering echo, 
and the scattering of the small one corresponds to the 
second strong echoes, while the multiple scattering 
between the double spheres produces weaker scattering 
echo and smears [21].  
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Fig. 4. The time domain signal extracted from the time-
frequency result. (a) The time-frequency analysis result, 
and (b) the extracted time domain signal. 
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We extract the time domain signal ( )R t  from the 
time-frequency analysis result at 6GHz, which is shown 
in Fig. 4 (b). In ( )R t , there are three peaks, and they  
can be decomposed according to the time occupied by 
themselves. The peak1 indicates the time when the echo 
by the big sphere reaches the radar, the peak2 is occupied 
by the small sphere, and the peak3 occupies the time  
of multiple scattering echoes between the two spheres 
reaching the radar. When the range resolution cell 
contains different scatterers, these corresponding 
scattering echo will be mixed together and appear in the 
same peak of the time domain signal. Therefore, after  
we extract the scattering field of such peak in ( )R t , the 
extracted scattering field will contain the fore mentioned 
multiple scatterers’ scattering characteristics, and this will 
cause the extraction  and recovery failure in this case. 

We do the same for every time domain signals in the 
time-frequency analysis result. After that, it’s necessary 
to extend the length of extracted signals to N by ‘zero 
padding’, and then they are processed with ISTFT to 
obtain the scattering characteristics corresponding to 
different targets.  

We calculate the scattering field of the big sphere  
by SBR with the same parameters, and compare the 
calculated scattering field with the extracted one to 
verify the validity of the recovered scattered field.  

The RCSs of the double spheres and the large sphere 
are shown in Fig. 5. In Fig. 5, due to the existence of the 
small sphere, the RCSs of the double-PEC spheres and 
the large sphere are quite different, with a maximum 
difference of nearly 3dB. The recovered RCS of the large 
sphere and its calculated RCS are in good agreement 
from 3.1GHz to 5.8GHz, which shows that peak1 
corresponds to the scattering field of the large sphere. 
Since the side lobe of the window function ( )h t  used in 

STFT is large, so they do not match well at both ends of 
frequency. This can be improved by using different 
window functions.  
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Fig. 5. The comparison of RCSs.  

Calculate the scattering E field of the double PEC 
spheres from 20 , 180    to 20 , 0    with
0.67  interval, and the frequency from 3 GHz to 6GHz, 
with 0.05 GHz interval, and the radar image of the 
double PEC spheres is shown in Fig. 6 (a), in which there 
are two scattering centers according to different spheres 
[22-23]. It is easy to know that the scattering center 
located at (20,20) corresponds to the large sphere and the 
scattering field of the small sphere forms the scattering 
center located at (20,30). 

Similarly, we perform the decomposition process  
on the scattering field at every angle, and image the 
extracted and recovered scattering fields individually as 
shown in Figs. 6 (b) and (c). The scattering E fields of 
the large sphere and the small sphere are recovered well. 

       
(a)   (b)   (c) 

Fig. 6. The radar images of different spheres (calculated and recovered). (a) The double PEC spheres (calculated), (b) 
the small PEC sphere (recovered), and (c) the big PEC sphere (recovered). 
 
B. Plane with corner reflector 

A plane can disguise its own scattering characteristic 
by emitting a corner reflector as shown in the Fig. 7. Here 

a plane about 16m long and 10m meters wide, and a 1.5m 
corner reflector, are shown in Fig. 7. The SBR algorithm 
is used to calculate the scattering E field at 0 , 0   ,  
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and the frequency is from 1.5GHz to 4.5 GHz, with  
0.005 GHz interval. The RCS is shown in Fig. 8. 

 

Fig. 7. Plane with corner reflector 
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Fig. 8. The RCS of the plane with corner reflector. 

The scattering E field is recovered according to the 
proposed method. In order to verify the accuracy of  
the recovered field, the RCS of the plane without the 
corner reflector is calculated with the same calculating 

parameters. The calculated and recovered RCSs of the 
plane are shown in Fig. 9.  
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Fig. 9. The calculated and recovered RCSs of the plane. 

The two RCS curves in Fig. 9 match very well, 
which demonstrates that the scattering characteristic of 
the plane is well recovered and the influence of the 
corner reflector is eliminated.  

Similarly, we calculate the radar image of the  
plane with the corner reflector, which is shown in Fig.  
10 (a). The angle range is form 30 , 0    to 

30 , 0   , with 0.1  interval, and the frequency  is 
from 1.5GHz to 4.5GHz, with 0.005 GHz interval. 

In Fig. 10 (a), the scattering center located at 
(300,300) is generated by the corner reflector and the 
scattering centers located at upper area correspond to the 
plane. Figures 10 (b) and (c) are the radar images of the 
recovered scattering fields of the plane and the corner 
reflector respectively, which demonstrate the total 
scattering filed is decomposed well. 

      
(a)  (b) (c) 

Fig. 10. The radar images of plane and corner reflector (calculated and recovered). (a) Plane with corner reflector 
(calculated), (b) plane without corner reflector (recovered), and (c) corner reflector (recovered).  

C. Target array 
As shown in Fig. 11, three types of targets form a 

target array. The space occupied by the target array is 
approximately9m 11m . 

The SBR algorithm is used to calculate the 
scattering field of the target array at 30 , 0    , and 
the frequency is from 1.5GHz to 4.5 GHz, with 0.01 GHz 
interval. The result is shown in Fig. 12. 
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Fig. 11. The target array. 
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Fig. 12. The RCS of the target array. 

We process the total scattering field to recover the 
scattering fields of each targets. Simultaneously, we 
calculate the scattering characteristics of each targets 
separately, and compare the recovered results with the 
calculated ones as shown in Fig. 13. The respective 
comparison of target 1 and target 2 are very consistent, 
indicating that their scattering fields recovered from the 
total scattering field are very accurate. 

However, there is a significant difference between 
the calculated and the recovered RCS of target 3 in Fig. 
13 (c). This is because part of target 3 is blocked by target 
1 at 30 , 0    , which is quite different from the 
calculated result in which there is no shielding effect 
from other object. 
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  (c) 
 
Fig. 13. The calculated and recovered RCSs of each 
target: (a) target 1, (b) target 2, and (c) target 3. 
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Fig. 14. The calculated and recovered RCSs of target 3 
at 30 , 0   . 

In order to verify such analysis, we recalculate  
the scattering fields of the target array and target 3 
respectively at 30 , 0   , and the recovered and 
calculated RCSs of target 3 are shown in the Fig. 14, 
which shows good agreement. Therefore, to recover the  
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true scattering characteristics of each target in target 
array, it is necessary to obtain scattering fields at multiple 
angles to prevent the target from being shadowed. 
 
D. The test double-PEC spheres 

The double-PEC spheres as shown in Fig. 15 are 
measured in a chamber to obtain the scattering field. The 
large metal sphere has a diameter of 300mm. The small 
metal sphere has a diameter of 116mm. The distance 
between the two spheres is 38mm. The angular is from 

20 , 180    to 20 , 0   , with 1  interval, and 
the frequency is from 6GHz to 12GHz, with 0.15GHz 
interval, and the measured radar image of the test double-
PEC sphere is shown in Fig. 16.  

 

Fig. 15. The test double-PEC spheres.  

In Fig. 16, there are three scattering centers. The 
scattering center at (13,15) is formed by the scattering of 
the large sphere, while the scattering field of small 
sphere forms the scattering center at (22,18). The 
scattering center at (20,20) is caused by multiple 
scattering between the double spheres [24]. Despite the 
interference of multiple scattering, the proposed method 
can still effectively extract and recovery the scattering 
characteristics of each sphere. 

 

 

Fig. 16. The radar image of the test double-PEC spheres. 

We use the proposed method to deal with the 
measured scattering field of the double spheres, and 
extract and recover the scattering fields of the large and  

small spheres respectively from the total scattering field. 
Because the scattering mechanism contained in the 
measured scattering field is more complicated than the 
calculated one, we directly image the extracted scattering 
field to observe whether the scattering field has been 
accurately extracted and recovered. 

The recovered scattering fields of the large and 
small spheres are imaged as shown in Figs. 17 (a) and  
(b) respectively, which shows that the double spheres’ 
total scattering field is well decomposed, and we have 
completely extracted the large and small spheres’ 
scattering fields from it, and accurately recovered their 
scattering characteristics.  

 
(a) 

 
(b) 

Fig. 17. The rebuild radar images: (a) the large sphere, 
and (b) the small sphere. 

In addition, we extract multiple scattering from  
the total scattering field, which is imaged in Fig. 18. 
Extracting different scattering mechanisms from the 
total scattering field is also of great significance for deep 
understanding and further controlling of the scattering 
characteristics, and has a wide range of applications in 
radar detection such as to improve the accuracy in the 
target recognition based on radar image. 
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Fig. 18. The radar image of the multiple scattering. 

VI. CONCLUSION 
In this paper, we extract and recover the scattering 

characteristics from the total scattered filed of multiple 
targets based on time-frequency analysis to determine 
the time of each scattering echoes arrival. For the double 
PEC spheres, the plane with corner reflector, the target 
array, and the test double PEC spheres, their scattering 
characteristics are well recovered, indicating that the 
proposed method is very useful for scattering field 
decomposition, and is also of great significance for 
complex target’s electromagnetic scattering cognition 
and feature recognition. 
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Abstract ─ A wideband microstrip patch antenna, 
exciting the fundamental transverse electric (TE) mode, 
is investigated. The excitation of the TE mode is 
facilitated through replacing both of the patch and 
ground plane of a conventional microstrip antenna 
with artificial magnetic conductors (AMC), consisting 
of unipolar compact photonic bandgap (UC-PBG) unit 
cells. The AMC patch and the ground plane of this 
antenna behave as magnetic conductors within the 
bandgap region of the unit cells. Similar to conventional 
patch antennas, it is shown that by cutting a U-shaped 
slot in the AMC patch, wideband characteristics are 
realized. The antenna shows a 40% impedance bandwidth 
and operates at the TE10 mode. Moreover, the width of 
the patch is 1.75 times smaller than its length, reducing 
the overall size of the antenna by about 60%, compared 
with the conventional U-slot PEC antenna supporting the 
transverse magnetic (TM) mode. 

Index Terms ─ Microstrip patch antennas, transverse 
electric modes, wideband antennas. 

I. INTRODUCTION
Microstrip patch antennas are narrowband antennas 

with a maximum bandwidth of 3-6% [1-3]. In emerging 
wireless communications and radar systems, however, 
large bandwidths are necessary to transmit massive 
amounts of data and to enhance the resolution in radar 
systems. The U-slot technique is used to enhance the 
bandwidth of a microstrip patch antenna by 30% [4]. If 
an L-probe is used to excite a U-slot rectangular PEC 
patch antenna, the bandwidth is increased by 40% [5]. 
Recently, a novel microstrip patch antenna exciting the 
TE10 mode was reported by the authors in [3], where both 
the patch and the ground plane consisted of uniformly 
distributed unipolar photonic bandgap (UC-PBG) [6] 
unit cells to mimic magnetic conductors’ properties in 
order to satisfy the proper boundary conditions for the 
TE mode excitation. In [3], it was shown that the TE10 
patch antenna was 44% smaller in size than its TM10 
patch antenna counterpart. In this letter, the TE10 mode 
patch antenna is further investigated for wideband 
applications by implementing a U-slot in its patch layer. 

The wideband antenna supports the TE10 mode, which is 
excited by an L-probe, and shows a bandwidth of about 
40%. Moreover, due to the inherent size reduction 
property of the TE patch antenna [3] [7], the width of the 
AMC patch is about 1.75 times smaller than its length, 
i.e., W=L/1.75. This results in about 60% reduction
of the lateral size of the wideband TE antenna. Thus,
the lateral dimensions of the proposed U-slot antenna
exciting the TE mode would be smaller than those of the
conventional U-slot patch antenna exciting the TM
mode.

II. ANTENNA GEOMETRY
Herein, wideband characteristics of the TE patch 

antenna are studied based on the design reported by 
the authors in [3], which is a narrowband TE10 mode 
microstrip patch antenna. To widen its impedance 
bandwidth, a U-shaped slot is cut in the patch layer of 
the AMC antenna, a side view of which is depicted in 
Fig. 1. The antenna consists of a radiating patch and a 
ground plane, both made of UC-PBG AMC surfaces that 
are separated by a layer of air (ԑr=1) with a height of 
h=6.4 mm. Each AMC surface consists of periodic UC-
PBG unit cells backed by a grounded dielectric substrate 
Rogers RO3010 [8] with relative permittivity of ԑr=10.2 
and a height of h1=0.635mm. The antenna excites the 
TE10 mode by an L-probe connected to a 50Ω SMA 
connector and oriented perpendicular to the length of the 
patch. The vertical arm of the L probe has a radius of 
rv=0.635mm and a length of Lv=5.535mm, and the 
horizontal arm has a radius of rh=1.1mm and a length of 
Lh=15mm. The L-probe is placed at an offset of Lf=7mm 
from the center of the patch. This antenna is numerically 
finalized to obtain a bandwidth of ~40%, which makes 
it suitable for wideband wireless communications. The 
numerical computations are carried out by ANSYS 
HFSS, V. 18 [9], which is a finite-element full-wave 
electromagnetic solver. The patch and the ground plane 
layers are detailed in the following sections.  

A. Antenna patch layer
In order to excite the TE10 mode, the top and bottom

walls of the antenna cavity should be made of magnetic 
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conductors. To this end, the patch layer itself is 
constructed by an AMC, consisting of 7×4 UC-PBG unit 
cells placed on one side of the 82.6mm×82.6mm dielectric 
material Rogers RO3010 with relative permittivity ԑr 
=10.2 and a height h1=0.635mm. The other side of the 
substrate contains a PEC metal plate of dimensions 
L×W=46.2mm×26.4mm. The top and bottom views of the 
patch layer are shown in Fig. 2. The combination of the 
unit cells and the metal plate, separated by the dielectric 
material, acts as an AMC within the frequency bandgap of 
the UC-PBG material. The vertical and horizontal arms of 
the U-slot, denoted by Ls and Ws in Fig. 2, are equal to  
46 mm and 6 mm, respectively. The entire U-slot has a 
uniform thickness of 1 mm. The vertical and horizontal 
arms of the slot, i.e., Ls and Ws, are placed 4 mm and 0.1 
mm away from the length and the width of the patch, 
respectively. 

 
 

 

 

 

   

Fig. 1. Side-view of the wideband TE10 patch antenna 
with UC-PBG unit cells in both the patch and the ground 
plane excited by an L-probe with Lv=5.535 mm, Lh=15 
mm, Lf=7mm, h=6.4mm, and h1=0.635mm. 
 

    
 
      
 
 
 
 
 
 
 
 
 

(a)                                        (b) 
 
Fig. 2. (a) Top-view of the patch with PEC metal plate 
with a U-slot. (b) Bottom-view of the patch with unit  
cells and U-slot placed exactly below the PEC metal plate 
with dimensions of L×W=46.2mm×26.4mm; Ls=46mm, 
Ws=6mm. 

 
B. Antenna ground layer 

To satisfy the proper boundary conditions for the  
TE patch antenna under study, the ground plane should  

also be made of an AMC layer, which consists of 12×12 
UC-PBG unit cells etched on the thin grounded Rogers 
RO3010 of ԑr=10.2 and height h1=0.635mm. It has 144 
UC-PBG unit cells placed above the dielectric material 
with a size of 82.6 mm×82.6 mm. The UC-PBG unit 
cells along with the dielectric material and the metal 
plate together form the AMC ground plane. This ground 
plane behaves as a high impedance surface within the 
frequency band of the UC-PBG unit cells. The top and 
bottom views of the designed AMC ground plane are 
depicted in Fig. 3. 

 
 

       
(a)                                   (b) 

 
Fig. 3. (a) Top-view of the ground plane consisting of a 
12×12 unit cells. (b) Bottom-view of the ground plane 
consisting of a solid PEC metal plate. 
 

III. NUMERICAL RESULTS 
The proposed U-slot AMC antenna shows a wide 

bandwidth of ~40%, ranging from 3.1 GHz to 4.8 GHz. 
The reflection coefficient of the antenna with the U-slot 
is plotted in Fig. 4. It is worth mentioning that the AMC 
antenna without the U-slot shows a bandwidth of 10% 
due to the L-probe, whose result is also overlaid in Fig. 
4 for comparison. The impedance bandwidth increases 
to ~40%, when the U-slot is cut from the patch layer. The 
frequncy range of the UC-PBG material in [3] will shift 
down due to the miniaturization attribution of the U-slot 
in the patch layer. More specifically, it is observed that 
the AMC antenna with the U-slot has three distinct resonat 
frequencies of 3.2 GHz , 3.9 GHz and 4.6 GHz below the 
-10 dB line, which are closely coupled together to widen 
the impedance bandwidth. It is found that the bandwidth 
is quite sensitive to the length of the longer arm (Ls) of 
the U-slot, which is manily due to the strong interaction 
of the U-slot with the unit cells of the engineered magnetic 
material in the patch layer.  

The antenna peak gain versus frequency is plotted  
in Fig. 5, reaching to a maximum value of 8.4 dBi near 
the frequency of 3.3 GHz, with less than a 2-dB gain 
variation over the entire frequency range of 3.1 to 4.8 
GHz. Such a small variation in the antenna gain is in part 
attributed to the potential impact of the U-slot on the 
effective bandwidth of the reflection phase response of  
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the UC-PBG unit cell. 
 

 
 
Fig. 4. Reflection coefficients of the AMC antenna 
exciting the TE10 mode with and without the U-slot. 
 

 
 
Fig. 5. Peak gain of the wideband U-slot AMC antenna 
against frequency. 
 

The radiation patterns of the antenna at the three 
distinct frequencies of 3.2 GHz, 3.9 GHz and 4.6 GHz 
are plotted in Fig. 6. It is found that the antenna generates 
broadside radiation patterns up to 4.3 GHz. As the 
frequency increases beyond 4.3 GHz, higher order 
modes are excited to some extent, which create a saddle-
shaped pattern. The same trend is also observed for the 
conventional U-slot antennas [4]. Thus, the bandwidth 
within which the radiation pattern of this PMC antenna 
remains broadside is ~30%.  
 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 6. Radiation patterns of the wideband AMC U-slot 
patch antenna at: (a) 3.2 GHz, (b) 3.9 GHz, and (c) 4.6 
GHz; E-plane: solid black line, H-plane: dashed blue 
line.   
 

IV. CONCLUSION 
The concept of the U-slot patch antenna was 

investigated in the AMC microstrip patch antenna, 
exciting the TE10 mode using an L-probe. It was shown 
that the U-slot AMC antenna proposed in this letter 
provided a bandwidth of ~40%, ranging from 3.1 GHz  
to 4.8 GHz. The antenna parameters such as impedance 
bandwidth, gain, and radiation patterns were studied. 
The radiation patterns remained broadside for about 30% 
of the bandwidth. More importantly, it was demonstrated 
that the width of the U-slot TE10 patch is 1.75 times 
smaller than its length, i.e., W=L/1.75, resulting in  
~60% reduction in the overall size, compared with the 
conventional U-slot patch antennas. 
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Abstract ─ In this paper, a new single layer 
subwavelength unit cell is designed for reflective 
metasurface at 28 GHz suitable for 5G communication 
with linear phase response and wide bandwidth 
characteristics. The proposed unit cell is analyzed 
through Floquet mode analysis for two different sizes. 
The unit cell with conventional half-wavelength size 
(HWS) has achieved 590° phase range while the unit cell 
with a subwavelength size (SWS) of 𝜆/3 has achieved 
exactly 360°phase range. It is observed that the unit cell 
with SWS provides linear phase response as compared 
to the unit cell with HWS. Since non-linear phase 
response may produce more phase errors on wide range 
of frequencies, so SWS unit cell with 360° phase range 
and linear phase response is more suitable option for 
wideband operation as compared to conventional HWS 
unit cell with more than 360° phase range.  

Index Terms ─ 5G communication, metasurface, 
reflectarray, reflective, subwavelength, wideband. 

I. INTRODUCTION
Antenna array beamforming has a key role to 

achieve higher data rates in 5G communication system 
[1,2]. Reflective metasurface (RM) or reflectarray 
antennas are widely used to generate high directional 
pencil beams and considered as the most promising 
solution for point to point and 5G communication 
systems [3-6]. RM is a low-cost and low-profile solution 
as compared to the conventional parabolic reflectors. 
Despite its various advantages, RM has narrow bandwidth 
due to inherent narrow-band nature of microstrip elements 
and phase dispersion due to non-linear phase response of 
such elements.  

An RM unit cell needs to achieve at least 360° phase 
shift range for compensation of phase delays [7]. This 
phase shift range is usually achieved by varying the size 

of the patch element within the fixed size of the unit cell. 
A conventional unit cell size is usually half-wavelength 
at designed frequency to avoid grating lobes [7]. 
However, the phase curve achieved by such unit cell size 
is usually non-linear that results in significant phase 
errors particularly when frequency is different from the 
designed frequency [8]. Due to such significant phase 
errors the metasurface cannot be used for wideband 
operation. However, if phase response is linear then such 
phase errors will be reduced significantly due to less 
sensitivity of phase curve. 

During the past few years, various wideband 
approaches have been proposed to improve bandwidth 
performance for RM. Multi-resonant element [9-11] and 
subwavelength element [12-17] are famous techniques, 
which are usually designed with multilayer configurations 
with air-gap to enhance bandwidth. However, RM with 
multi-layer elements leads to more fabrication complexity 
with higher cost. In the proposed technique a single layer 
simple element is designed without any air-gap by 
combining multi-resonant element and subwavelength 
element techniques to achieve linear phase response and 
hence wideband operation for 5G communication.  

To achieve the goal, first a single layer unit cell with 
conventional half-wavelength size (HWS) is designed 
that achieves 590° phase range with non-linear phase 
response at 28 GHz. The size of the unit cell is then 
restricted to sub-wavelength size (SWS) that achieves 
sufficient 360° phase range with linear phase response at 
28 GHz for 5G communication system.  

As, SWS unit cell achieved 360° phase range that is 
sufficient for phase compensation, so redundant phase 
range can be avoided to achieve linear phase response 
and hence wideband performance. SWS unit cell is 
also compared with HWS unit cell through sensitivity 
response at designed frequency and phase response over 
a wide range of frequencies to verify its wideband 
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performance. 
The rest of the paper is as follows. In Section II, the 

structure of the proposed unit cell for RM is briefly 
discussed. Section III discusses the performance analysis 
of the unit cell and finally the paper is concluded in 
Section IV. 

II. PROPOSED UNIT CELL FOR RM
RM antenna design is mainly depending on the unit

cell. The first step in the design of RM is to choose a 
unit cell that can span a 360° reflection phase range. By 
achieving this condition, we can compensate for the total 
phase delay from the feed to all RM elements on aperture 
plane in order to transform a spherical wavefront to a 
plane wave.  

A. Unit cell structure
The unit cell for RM operates around 28 GHz for 5G

communication system. The unit cell is a part of a square 
lattice in which proposed multi-resonant microstrip 
element printed on a substrate layer without air gap is 
shown in Fig. 1.  

The proposed microstrip element of the unit cell 
is simple and cost effective without any fabrication 
complexity. The substrate used is Rogers RT/duroid 
5880 with dielectric permittivity εr = 2.55, thickness 
hs = 1.575 mm, loss tangent δ = 0.0009. Diameter Do is 
the main parameter of the microstrip element, which is 
varied to control phase response. Other geometrical 
parameters, which are optimized through parametric 
analysis for the proposed microstrip element are following: 
Wo = 0.3 mm, g1 = 0.3mm, Wg = 0.3 mm, Lc = 0.5 mm. 

(a) (b) 

(c) 

Fig. 1. Configuration of the unit cell element in the 
proposed RM: (a) unit cell, (b) front view, and (c) side 
view. 

B. Simulation setup and phase response
Floquet mode of CST Microwave studio suite is

used to analyze the scattering characteristics of the unit 
cell. We use periodic boundary conditions along x and y 
axes whereas boundary condition for z-axis is kept open. 

Surface roughness of the unit cell is ignored during 
simulation due to availability of smooth lithographic 
printing facility for microstrip elements. The phase 
response of unit cell is analyzed for two sizes, i.e., 
conventional HWS with 𝑃 = 5.35 mm (λ/2 at 28 GHz), 
and SWS for which 𝑃 = 3.5 mm (λ/3 at 28 GHz). The 
phase responses for the SWS and HWS unit cells at 28 
GHz are shown in Figs. 2 (a) and 2 (b) respectively. The 
diameter Do is varied from 2 to 5.3 mm and 2 to 3.5 mm 
with a step size of 0.01 mm for HWS and SWS unit cells 
at 28 GHz, respectively. The conventional HWS unit cell 
achieves 590° phase range, however the phase response 
is non-linear, due to which more phase errors will be 
generated when frequency deviates from 28 GHz. On the 
other side, the phase response of SWS unit cell is almost 
linear and it achieves sufficient 360° range required to 
compensate phase delays. For RM design, the value of 
Do may not be fixed to a single value instead several 
different values of Do may be used for compensation of 
phase delays from 0 to 360 degree. Due to linear phase 
response of the SWS unit cell wideband performance is 
expected.  

C. Parametric analysis
To achieve more than 360°phase range and linear

phase response, optimum parameters are selected through 
parametric analysis. The phase response of a unit cell 
depends on element size, shape, substrate thickness and 
dielectric permittivity. The parametric analysis for the 
two critical geometrical parameters of the unit cell (Lc, 
and Wg) are shown here in Figs. 3 and 4 for both HWS 
and SWS unit cells. Other geometrical parameters are 
not much sensitive to phase response, so the effect of 
their variation is not shown here for brevity. 

First, Lc is varied from 0.1 mm to 0.5 mm as shown 
in Fig. 3, and it can be seen that non-linear phase 
response of HWS unit cell is more obvious and phase 
response of SWS unit cell remains almost linear at all 
values, Lc = 0.3 mm is selected as an optimum value 
because at other values the phase range is less than 
360°for SWS unit cell. Thereafter, Wg is varied from 
0.2 mm to 0.4 mm while other parameters are fixed. 
Figure 4 shows that the phase response of HWS unit cell 
is still non-linear with more than 360° phase range for 
all values of Wg. While, the phase response for SWS unit 
cell becomes more linear as Wg increases, however 
Wg = 0.3 mm is selected as optimum value because it 
achieves exactly 360° phase range. 

III. PERFORMANCE ANALYSIS
The performance of the proposed unit cell is 

evaluated using sensitivity, bandwidth and cross-
polarization analysis.  

A. Sensitivity analysis
The sensitivity of the unit cell is determined by
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computing the partial derivative of the reflection phase 
response with respect to microstrip patch size (Do). The 
sensitivity analysis helps in determining the tolerance 
against the fabrication errors and related to the slope of 
the reflection phase curve, i.e., the smooth reflection 
phase curves exhibit more stable bandwidth performance 
as well as lower fabrication sensitivity or high tolerance 
over a wide range of frequencies with less fabrication 
and phase errors. Figure 5 shows the sensitive responses 
of the SWS and HWS unit cells. From the plots, it is 
observed that the SWS unit cell is less sensitive to 
fabrication and phase errors as compared to the HWS 
unit cell. 

B. Bandwidth analysis
The bandwidth of the RM antenna is also determined

from the reflection phase curves of the unit cell. The 
phase responses of both HWS and SWS unit cells 
are analyzed for different frequencies to observe the 
bandwidth of the unit cell. Figure 6 shows reflection 
phase response of the unit cell from 26 GHz to 30 GHz, 
it is observed that the reflection phase curves are linear 
and parallel to each other for the SWS unit cell as shown 
in Fig. 6 (a). On the other hand, the phase curves for 
HWS unit cell in Fig. 6 (b) are not as much parallel and 
linear particularly at the lower ends as compared to SWS 
unit cell and hence more significant phase errors are 
expected from HWS unit cell for wideband operation. It 
verifies significant superiority of SWS unit cell over 
HWS unit cell for wideband performance. 

(a) (b) 

Fig. 2. Phase response for the proposed: (a) SWS unit 
cell and (b) HWS unit cell. 

C. Cross polarization analysis
The cross polarization shows isolation of a co-

polarized radiation wave with an orthogonal polarized 
radiation wave. Since the unit cell structure is symmetric 
so cross polarization can be suppressed, so it is necessary 
to analyze cross polarization of the unit cell. The unit cell 
is analyzed through Floquet ports in CST Microwave 
Studio. For cross polarization analysis the two ports of 
the unit cell are used in cross polarized modes, if one port 
is in TE mode then the other port is converted to TM 
mode to see cross polarization response of the unit cell. 
The cross polarization of both types of unit cells is shown 

in Fig. 8. It is clear that the cross-polarization level is less 
than −40 dB in both cases. It confirms that the proposed 
unit cell is also suitable to achieve cross polarization 
isolation.  

(a) (b) 

Fig. 3. Phase response for the proposed unit cell for 
different Lc values: (a) SWS unit cell and (b) HWS unit 
cell. 

(a) (b) 

Fig. 4. Phase response for the proposed unit cell for 
different Wg values: (a) SWS unit cell and (b) HWS unit 
cell. 

 (a)  (b) 

Fig. 5. Sensitivity response of proposed unit cell: (a) 
SWS unit cell and (b) HWS unit cell. 

(a) (b) 

Fig. 6 Bandwidth response of unit cell at 28 GHz: (a) 
SWS unit cell and (b) HWS unit cell. 
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 (a)  (b) 
 
Fig. 7 Cross polarization response for the proposed unit 
cell: (a) SWS unit cell and (b) HWS unit cell. 
 

IV. CONCLUSION 
A simple single layer RM unit cell was proposed  

to achieve wideband performance. The unit cell was 
analyzed for both HWS and SWS for a wide range of 
frequencies. HWS unit cell achieves 590° phase range 
(Fig. 2b) with non-linear phase response which is not 
suitable for wideband operation. The phase response for 
HWS unit cell remains almost linear for Do = 2 to 3.3mm 
and becomes non-linear for Do = 3.3 to 5.35mm. Thus, 
more phase errors will be generated due to non-linearity 
of phase curve that may reduce performance of the RM 
for a wide range of frequencies. While, the SWS unit cell 
provided exactly 360° phase range with almost linear 
phase response for Do = 2 to 3.5 mm (Fig. 2 (a)). Moreover, 
the phase response curves remain almost linear and 
parallel for a wide range of frequencies (Fig. 6 (a)), 
which complements the wide bandwidth requirement of 
RM for 5G communication systems. Sensitivity (Fig. 5) 
and cross polarization analysis (Fig. 7) of the unit cell 
also demonstrated that SWS unit cell is simple and cost 
effective without any fabrication complexity and it also 
achieves good cross polarization isolation. 
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