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Abstract— A random-phase-assisted ray-tracing
technique for predicting spatio-temporal wireless
channel parameters is presented. A two dimensional-
three dimensional (2D-3D) hybrid ray-tracing algo-
rithm is implemented in code for the prediction
of channel parameters in outdoor micro- and pico-
cellular urban environments. Meanwhile, a Random
Phase Approach (RPA) is applied in the ray-tracing
algorithm. The application of the RPA is intended
for two purposes: 1) to account for the effects of in-
accurate antenna positions; 2) to predict the range of
short-term fading fluctuation. Several measurements
carried out in pico-cell environments confirm the cal-
culation accuracy of this technique. It was found that
measured fluctuation of path-loss and delay profiles
are almost fully confined within the 90% confidence
interval, proving that the approach can account for
the effects mentioned above. In addition, the conven-
tional verification of path-loss and delay profiles pre-
dicted by ray tracing was extended to include the ver-
{fication of angle-of-arrival (AOA). The demonstrated
calculation accuracy in spatial and temporal domain
confirms the applicability of authors’ technique to an-
alyze system performance in real environments.

I. INTRODUCTION

Recently, ray-tracing methods have become pop-
ular approaches applied in prediction of cell cover-
age in wireless networks [1]-[3] and even proposed
for deterministic channel modeling [4]. In fact, ray
tracing combines computer graphics techniques and
pumerical electromagnetic computation techniques
(e.g., Uniform Theory of Diffraction (UTD)) to-
gether, Current ray-tracing methods mainly focus
on predicting path loss or delay spread in microcell
and picocell environments {1]-[3](5]-[9]. However,
the fast progress of spatio-temporal signal processing
techniques (e.g., smart antenna) for next-generation
wireless systems has demanded an accurate predic-
tion of channel parameters not only temporally but
also spatially for system performance evaluation.
Verification of predicting spatio-temporal channel
parameters from ray tracing, however, has not been
fully completed. There are few verifications reported
in the literature. In addition, a number of disadvan-
tages inherent in existing ray-tracing methods frus-
trate people who use them. For example, although
3D ray-launching methods [1][5][7] launch rays from
an icosahedron, they are launched with unequal sep-
arating angles that can cause deterioration in the ac-

curacy of a calculation. Alternatively, image meth-
ods [3](6][8][9] normally require a substantial amount
of memory to establish high-order image sources. A
disadvantage of ray tracing is that phases of rays
can not be correctly predicted due to inaccurate co-
ordinates of buildings and antenna positions. These
phase errors can cause inaccurate results when the
rays are summed in vector forms [1].

Therefore, the RPA [10][11] is applied in authors’
code to address the phase-error problem by assum-
ing the rays have random phases. With this assump-
tion, the statistical distribution of signal strength at
each location (for path-loss prediction) and at each
sampling instant (for delay-profile prediction) can
be derived analytically. With this distribution, the
phase-error problem can be mitigated by choosing
a local mean value obtained from the distribution.
Besides this effect, it was also found that the fluc-
tuation range of fast-fading signal levels and delay
profiles can be accurately predicted with the RPA.
This range is impossible to predict with the conven-
tional ray-tracing codes. In this paper, the RPA
is incorporated with a 2D-3D hybrid ray-tracing
method [12] to be proposed for predicting spatio-
temporal channel parameters in outdoor micro- and
pico-cellular environments.

The organization of this paper is as follows: Sec-
tion 2 presents the detailed ray-tracing algorithm
and the RPA. Section 3 describes the measurement
and comparison of ray-tracing results with measure-
ment data in: 1) path-loss, 2) delay profiles and 3)
azimuth-delay profiles. Finally, section 4 draws con-
clusions on this ray-tracing technique.

II. 2D-3D HYBRID RAY-TRACING METHOD

The purpose of the authors’ ray-tracing code is
to predict spatio-temporal channel parameters in
micro- and pico-cellular environments. The follow-
ing assumptions are made :

» Transmitting antenna heights are below the
rooftops of surrounding buildings

« The ground is smooth and flat.

o Walls of buildings are perpendicular to the
ground.
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The main body of the authors’ 2D-3D hybrid ray-
tracing code can be divided into three parts: 1) Ray
tracing, 2) Electromagnetic wave calculation, and
3) Random-phase processing (Fig. 1). Ray tracing
traces rays from transmitter to receiver as efficiently
as possible to find detailed ray paths. Electromag-
netic wave calculation uses electromagnetic wave the-
ory to calculate theoretical values in a realistic envi-
ronment. The RPA is then applied to calculate the
local mean or median value and a confidence interval
which corresponds to the fluctuation range of fading.

A. Ray-Tracing Formulation

The 2D-3D hybrid ray-tracing method [12] is based
on the ray-launching idea [5], which regards the
transmitter as being a point source that launches
rays in every direction. In the authors’ approach,
rays are launched in a 2-dimensional horizontal plane
with equal angle sepatation. The location of the re-
flection and diffraction points and the formulation of
reflected and diffracted rays are carried out based on
Geometrical Optics (GQO), Snell’s Law of Reflection,
and Keller’s Law of Diffraction(13].

1.1 Determination of the ray path

When vertical walls are only considered, 2D trac-
ing gives correct 3D results. The locations of reflec-
tion points are determined by simple line and line
intersection in a 2-dimensional coordinate system.
Since the incident angle should be equal to the reflec-
tion angle (the Law of Reflection), the reflected ray
vector is determined by the following simple vector
calculation [14]:

K, =k;—2(f- ki) h (1)

where

~

k; : unit vector of the incident ray
# : unit vector of the surface normal
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k, : unit vector of the reflected ray

Building corners are checked by setting up capture
circles to determine diffraction points [5]. As the in-
cident angle (the angle between the incident ray and
the edge of a building wall) is equal to the diffraction
angle (the angle between the diffracted ray and the
edge of a building wall), if we virtually unfold the
incident plane and diffraction plane into one plane,
the incident ray and the diffracted ray are actually
in a straight line. After determining the intersection
points, the ray paths are established by geometrically
calculating the heights of intersection points. The
height hi of the kth reflection or diffraction point is
obtained as:

— Ly - he + he - (Ltr - Ltk)

h
* Ltr

2
where

L;; : 2D ray path length from the transmitter to
the intersection point

Ly : 2D ray path length from the transmitter to
the receiver

h. : the height of the transmitter

h, : the height of the receiver

As each ray path generates a pair of rays (one with
ground-reflection and one without), ground-reflected
rays are formed by searching the ground-reflection
point in the previous ray path. The ray path length
from the transmitter to the ground-reflection point
L., is calculated by:

_ ht 'Ltr
= Mt h 3)

The ground-reflection point is formed along the ray
path, and the heights of other intersection points are
adjusted by the Eq. (3). Finally, the heights of inter-
section points are compared with the heights of the
buildings. If one of the intersection points is higher
than the building, the ray path does not exist.

The capture circle [5] is set up to determine
whether the ray reaches each building corner and
receiving point or not. The circle radius is de-
fined as 0.5 - a - L, where a is the angle separation,
and L is the whole length of the ray path between
the source and the capture circle. Although cal-
culation accuracy is improved when launching-angle
separation is smaller, computational time increases.
There is a tradeoff between accuracy and compu-
tational time with regard to launching-angle separa-
tion. In the authors’ experiences, a 0.1° to 1° launch-
ing angle separation is sufficient for pico-cells (0.1°—
0.5° for 60 x 60 m?) and micro-cells (0.5°— 1° for
600 x 600 m?). In addition to the ray reaching the
receiving point, ray tracing is terminated if one of
the following three conditions is met:

1. The signal level of the ray is below the threshold
value,

Ly
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2. The intersection order of the ray exceeds the
user-specified maximum reflection and diffrac-
tion number,

3. The ray leaves the whole area.

1.2 Application of ray-acceleration techniques

To decrease computational time, a series of ray-
acceleration techniques [14] is used in the authors’
ray-tracing code. These are:

1. Back-face Culling
Since most of the computational time is spent
on intersection checks, the authors’ main inten-
tion is to reduce intersection-check times. The
dot product of the normal vector of a surface
(building wall) with the launching ray vector is
used to determine if the wall is invisible to the
launching ray {back-face). If the dot product is
greater than zero, the building face is invisible
to the launching ray and it does not need to be
checked for an intersection.

2. Volume Bounding
The volume bounding technique is used to re-
duce the number of buildings required for an
intersection-check. An area is divided into sev-
eral rectangular sub-areas (bounding volume)
and users specify the size of the bounding vol-
ume. When the bounding volume intersected by
the ray is determined, the buildings in that vol-
ume are checked for an intersection. Without
this technique, every building in the area would
have to be checked. Computational time would
then be dramatically increased.

3. Partition Vector
The authors propose Partition Vector (PV)
as a simple but effective technique for ray-
acceleration. The ray vector is bounded with
two partition vectors: unit vectors that start
from the end point of the current ray vector and
can be directed along positive/negative = or y-
axis direction. A bounding area formed by using
two partition vectors in one bounding volume is
shown in Fig, 2. If the coordinates of one of the
building’s corners are confined in the bounding
area, this building then qualifies for an intersec-

tion check.

B. Theoretical Calculation

The authors’ ray-tracing code allows the user to
specify the positions of the transmitter and the re-
ceiver, the electrical parameters (conductivity and
permittivity) of every building and ground plane,
and carrier frequency and the vector field directiv-
ity of antennas. Since in real environments building
walls may not be smooth, the roughness of reflecting
surfaces can be specified by the standard deviation
of the surface height with respect to the mean sur-
face height. The randomness of the surface height is
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the bounding volume

.

Fig. 2.  Application of partition vectors in one
bounding volume

assumed to be modeled by a Gaussian distribution.

2.1 Field calculation

The rotation of the polarization vector is consid-
ered for each reflection and diffraction event. The
dyadic reflection and diffraction coefficients [15] are
used for the field calculation. At reflection and di-
firaction points, the electric field components in the
global coordinate system E, , . are first resolved into
parallel and perpendicular components (with respect
to the incidence plane) and multiplied by correspond-
ing reflection/diffraction coefficients. After the cal-
culation, the polarization components are resolved
again to F;, . in the global Cartesian coordinate
system. The average rough-surface reflection co-
efficient [16] and the heuristic dielectric wedge di-
ffraction coefficient [17] from UTD are used for the
calculation of reflection and diffraction loss.

The received electric field at the receiving antenna
is therefore calculated by the following formulas:
Direct ray

E .
Eos = Toe_, kd (4)
Reflected rays
Ey — ,
Eg = _dE - Rrougne™7%¢ (5)

Once-diffracted rays

E —

Ep = -.370 Reough - D g~ ik(s+s') (6)

s(s' + s)

Twice-diffracted rays[1]

Ey, o S —
ED[):s—,o'Rrough‘Dl'DZ

s —ik(sts 45"
‘/ss"(s' +s+ s”)e T )(7)

where

E; : emitted electric field observed at the unit
distance
d : propagation path length



s’ : path length from the source to the first di-
ffracting wedge

s : path length from the first diffracting wedge to
the receiver (for once-diffracted rays) or to the
second diffracting wedge (for twice-diffracted
rays)

s" : path length from the second diffracting wedge
to the receiver

I—%,-wgh : dyadic reflection coefficient of the rough
surface

D : dyadic diffraction coefficient of the dielectric
wedge

The total field strength at any receiving point
is contributed by reflected, diffracted and multi-
ple reflected /-diffracted signals due to the multipath
phenomena. This is calculated by the determinis-
tic linear superposition of all single contributions as
follows:

k k
Buw =) Ei=) Eé &% (8)
i=1 i=1

where

€ : unit vector of polarization for i-th arrival ray
E; : amplitude of i-th arrival ray (|E;|)
¢; : phase of i-th arrival ray

and ¢; is given as follows:

¢i = i — kd; (9)

where

/4 : phase shift caused by interaction with obsta-
cles
d; : propagation path length of i-th arrival ray

In the authors’ approach, ¢; is assumed to be ran-
dom. A statistical superposition of single contribu-
tions to calculate the total field strength is therefore
adopted.

2.2 Calculation of the vector antenna pattern

Normally, the antenna radiation pattern used in
ray tracing is approximated by the E and H plane
patterns [18] ot applied by a 3D radiation pattern
stored in the computer [6]. The former is accurate
only near the antenna main beam. The latter wastes
computer memory. In the authors’ approach, far-
field pattern functions K, (0, ¢) and the expansion
coefficient @mn [19] express the field directivity pat-
tern of the antenna. The index s distinguishes the
two modes: s = 1 denotes TE mode and s = 2 de-
notes TM mode. The indices m and n indicate the
mode numbers of the wave functions in the ¢ and @
directions respectively.

Since the radiating power of the antenna is given
by:

P = %E,mlesmnlz (10)
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the transmitting power can be normalized to a 0 dB
gain and the vector directivity function is obtained

as:
Zamn QsmnKamn (9; ¢)

V Samn IQamnl

Therefore, if the field pattern of an arbitrary an-
tenna is given, the expansion coefficient is obtained
by the following equation:

D(6,¢) =

(11)

Quran = f;} E.-K3,.d0 (12)
The expansion coeflicient is stored as a look-up ta-
ble in the computer. Finally, the emitted field is
calculated according to the Eq. (11} and resolved
into E,,, components from spherical coordinates
in the global coordinate system. The use of the far-
field pattern function has some advantages. First, it
strictly satisfies Maxwell’s equations and is therefore
widely used in spherical near-field antenna measure-
ments [19]. Second, the mode number of the func-
tion, sufficient to the expansion, is limited and pro-
portional to the antenna size. This can reduce the
need for computer memory to store antenna patt-
€rns.

C. Random-Phase Processing

The conventional power-summing approach [20]
sums up the power of each individual ray to obtain
the total signal level by assuming that the incoming
rays are incoherent. However, this approach can not
indicate the fluctuation range of the signal level or
demonstrate the fading phenomena. Alternatively,
the phase-summing approach [20] calculates the to-
tal signal level from the sum of individual complex
rays. Fast variation {multipath fading) of the sig-
nal can be observed in the total signal level. How-
ever, the calculation is quite possibly corrupted by
the phase errors of some rays. This approach re-
quires a sufficiently large observation window to ob-
tain the statistical parameters of the signal fluctua-
tion [20]. Since the statistical parameters are calcu-
lated from a number of sampling points inside this
window, it is definitely a time-consuming approach.
In the authors’ approach, the idea of random phase
ray-tracing [10][11] is adopted to model the level of
fluctuation due to the coherent interaction among
different rays.

Since the building database and the positions of
the antennas may not be accurate in the order of
wavelength, a phase error is introduced into each
ray. This may dramatically deteriorate the accuracy
of the ray-tracing results. As the total field at the
receiving point is expressed in Eq. (8), the ampli-
tude A; is predicted deterministically from ray trac-
ing and the phase ¢; is then assumed to be random.
The cumulative probability of the total field strength
(fading statistics) at the receiving point can be de-
rived by the characteristic function method and is
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given as [21]:

- 155 S, (48

where

Yn @ the n-th root of zeroth-order Bessel function

Jo(\)
Ji(.) : the first order Bessel function.

and \ .
®(z) = exp (—-—2—) 1 Jo(Asiz)

where

o? : receiver noise power

A; : the amplitude of the ith ray

and R is an upper limit parameter, as sufficiently
large as possible and chosen as [22]: '

k
R=) Ai+50 (15)

i=1

With the amplitudes of received rays predicted
from ray tracing, the cumulative probability and
the corresponding amplitude |E| can be determined
from above equations. The total field strength cor-
responding to the cumulative probability from 5% to
95% is selected as the confidence interval. The pre-
diction error of ray-tracing approaches, caused by
incorrect phases, can be improved by using the local
mean calculated by the RPA. By incorporating the
RPA into the ray-tracing method, it provides an in-
sight into the fading mechanism and also a specific
range, within which the signal level will fluctuate.

The RPA can also be applied to predict the fluctu-
ation range of delay profiles [23]. The band-limited
delay profiles are obtained by convolving the channel
impulse response predicted from ray tracing with a
channel filter. In fact, these delay profiles are sam-
pled and the sampling interval is decided by the sys-
tem bandwidth. At each sampling instant, the in-
teraction between different impulses occurs due to
convolution, which can be represented as:

h(nT,) = Z Aie?® P(r; — nT's)
i=1

(16)

where

T, : symbol duration or chip duration
P(t) : impulse response of the channel filter

Correspondingly, the RPA can be applied here by
assuming ¢; is random.
III. F1ELD MEASUREMENT AND COMPARISON
RESULTS

This ray-tracing code is designed in object ori-
ented programming paradigm and implemented by
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Fig. 3. GUI interface of the ray-tracing code

Fig. 4. 3D illustration of the received rays in VRML
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using the C++ computer language. In order to help
the user to enter parameters, a user-friendly Graphic
User Interface (GUI) is also implemented with the
Tcl/Tk computer language as seen in Fig 3. After
calculation, the incoming rays at the desired receiv-
ing point are illustrated in 3D graphics by using the
Virtual Reality Modeling Language (VRML) as seen
in Fig. 4. The program was compiled by using the
GCC public domain C++ compiler and then run at
a Sun Ultra-Sparc workstation. It can also work on
a Intel Pentium processor running at 166 MHz and
equipped with 32 MByte memory. Borland C++ is
used to compile the program on the PC.

The accuracy of the code is verified by comparing
the calculation result with measurement. The mea-
suring environments are shown in Fig. 5 and Fig. 6.
Both measurement sites are typical pico-cell cases
with areas under 60 x 60 square meters. Since it
is very difficult to verify the calculation accuracy of
ray tracing in AOA, a good starting point is to com-
pare ray-tracing results with measurement in pico-
cell environments. The Tokyo Institute of Technol-
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ogy (TIT) measurement environment is rather sim-
ple and the Yokosuka Research Park (YRP) mea-
surement environment is quite complex with mixed
heights of buildings and a nearby hill. A metal pil-
lar and doors are indicated by a square black box
and thin black boxes. The heights of a car, build-
ings and antennas are also shown in the figure. The
electrical parameters [24] used for the calculation of
ray-tracing in all environments are listed in Table L.

The other simulation parameters are listed in Ta-
ble II. In different environments the results were
checked iteratively by changing the order of reflec-

TABLE 1
ELECTRICAL PARAMETERS USED IN RAY-TRACING

& | oS m]
building wall | 5.5 0.023
ground plane | 15.0 | 0.005
metal - oo
hill 3.5 0.01
TABLE II

SIMULATION PARAMETERS USED IN RAY-TRACING

TIT YRP
Carrier frequency [Hz] [ 128G | 845 G
Tx height [m] 1.45 2.7
Rx height [m] 1.45 1.65
Reflection no. 4 6
Diffraction no. 1 1
Antenna V-polarized 0.5\ dipole
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Fig. 7. Comparison of fast-fading variation of signal
level between ray tracing and measurement

tions and diffractions. It was found that the results
converged with the above order of reflections and di-
ffractions in different environments. The measure-
ments of path loss, delay profile, and AOA were car-
ried out and compared with the ray-tracing results.

A. Path Loss

During the measurement, the transmitter moved
from the line-of-sight (LOS) area to the non-LOS
(NLOS) area while the receiver was put in a fixed
position. The transmitter antenna was connected to
a signal generator and 1.28 GHz CW signal of 10
dBm transmitted. A spectrum analyzer measured
the received signal level. The whole moving range
was 7.5 m and the transmitter moved at a step of 10
cm, which was nearly equal to 0.5 of the CW signal.

Figure 7 shows the measured fast-fading pattern
of signal level with the calculated ray-tracing result.
The level deviation of the fast-fading signal can be
observed at around 15 dB in the NLOS region. Fig-
ure 8 shows a local mean calculated over l-meter
range with the moving-average method for compari-
son. The local mean predicted from the RPA is also
shown there. The improvement of accuracy by using
the RPA can be seen in the NLOS region. That is
because the result is more sensitive to phase-errors in
the NLOS region. The underestimated result in the
NLOS due to phase-errors can be improved by us-
ing local mean predicted from the RPA. Meanwhile,
with the RPA, a 90% confidence interval is calculated
as seen in Fig. 9. Almost all of the measurement
data fell into this confidence interval. That proves
that the RPA can predict the fluctuation range of
the fast-fading signal.

B. Delay Profile

The delay profile measurement is carried out in
another pico-cellular environment as shown in Fig. 6.
A delay profile measurement system utilizing pseudo
noise (PN) code [25] is used here. A 8.45 GHz spread-
spectrum signal with the rate of 50 Mchips/s was
transmitted. The whole dynamic range is above 60
dB (2047 chips of PN length) and the whole band-
width of this system is 100 MHz. The receiving an-
tenna is moved at 8 x 8 grid points with a 0.4 sep-
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3

aration distance between grids. Since the scattering
effects of a small hill near the receiving point can
not be neglected, it is modeled as a tall rectangular
obstacle. The effects of metal doors and pillars are
also modeled in the ray-tracing process.

The delay profiles corresponding to 5%, 50% and
956% cumulative probabilities are extracted from all
64 measured delay profiles. Alternatively, the delay
profiles corresponding to 5%, 50% and 95% cumula-
tive probabilities derived from the random phase ap-
proach are then compared with measurement results.
Figure 10 shows a high level of agreement between
the median delay profiles of ray tracing and measure-
ment. Especially, there is an almost 100% overlap of
the peaks of direct wave, second arrival waves, third
arrival waves in the graph. The over-estimation of
ray tracing is observed at around 260 ns. This may
be caused by inaccurate approximation of electrical
parameters because the signal level is still strong en-
ough after the ray traveled 78 meters. Figure 11
shows that the fluctuation range of measured delay
profiles in this small area (about 4 x 4)) are almost
totally confined within the 90% confidence interval
calculated by the RPA. It proves that the RPA can
predict an accurate short-term fluctuation range of
delay profiles. In other words, the effects of inaccu-
rate antenna positions (4 in this case) can be also
addressed.

C. Azimuth-Delay Profile

In this measurement, the measurement setup is the
same as that described in the section I1I-2. To obtain
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Fig. 11. Comparison of fluctuated delay profiles be-
tween ray tracing and measurement

a synthetic aperture, the receiving antenna is moved
at 8 x 8 grid points with a 0.4\ separation distance
of grids. A 8 x 8 2-dimensional array antenna sys-
tem is therefore simulated. An azimuth-delay power
profile (beam-forming pattern) of this antenna sys-
tem is calculated and compared with the correspond-
ing ray-tracing result. The ray-tracing result is first
transformed into the band-limited response in the
delay domain and then convolved with the antenna
pattern to generate the beam-forming pattern.

These azimuth-delay profiles are plotted in contour
figures. Figure 12 plots the measurement data. Fig-
ure 13 shows the ray-tracing result. From these two
graphs, a good agreement can be observed at direct
waves (at around 200 degrees) and back-reflection
waves (at 340 degrees). At these directions, the first,
the second and the third arrival waves (for 200 de-
grees only) are all separated around 70 ns. Some an-
gle deviations of the second and third arrival waves
are also observed. These phenomena are all accu-
rately predicted by ray tracing. However, the arrival
waves between 40 degrees to 120 degrees are not pre-
dicted by ray tracing. Among these directions, there
is almost an open space, because the hill is quite far
away. Since they almost arrived at the same delay
time as the direct waves, they can be understood as
the local scattered waves by the nearby equipments.

Overall, the authors’ ray-tracing tool showed a
high level of accuracy and was fully verified with re-
gard to the path loss, the delay profiles and the angle
of arrival.
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Fig. 12. Contour plot of the measured azimuth-delay
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Fig. 13. Contour plot of the predicted azimuth-delay
profile from ray tracing

IV. CONCLUSION

This paper described a random-phase-assisted ray-
tracing technique, which is designed for predicting
spatio-temporal channel parameters. The main pur-
pose of this technique is to provide an accurate pre-
diction tool for deterministic wireless channel mod-
eling. The RPA is applied in ray-tracing to give sta-
tistically correct results in the calculation of path
loss and delay profiles. It was also found that the
RPA could predict an accurate fading-fluctuation
range of signal level and delay profiles. These advan-
tages can not be achieved with the conventional ray-
tracing codes. In addition to those, the authors also
verified the prediction accuracy of the ray-tracing
method with respect to angles. The further verifica-
tion of this technique in micro-cellular environments
has been continued [26] and will be submitted as ano-
ther paper. The authors are continuing their efforts
to launch a full-functional ray-tracing code both for
channel modeling and network planning.
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