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Abstract ─ Planar antenna designs have many advantages 

such as low-profile, light-weight, and ease of fabrication 

and integration. Here, a planar slot antenna implemented 

on ceramic substrate with coplanar waveguide feed is 

considered. With absorber loading the design provides 

50  input impedance over the frequency range 0.3–3 GHz 

so it is considered ultra-wideband. This paper summarizes 

a numerical investigation using both frequency and time-

domain solvers. The results serve to guide the future 

analysis of broadband antennas with lossy dielectric 

loading for ground penetrating radars. The evaluation of 

radar performance requires further simulation and model 

validation based on antenna measurements. 
 

Index Terms ─ Ground Penetrating Radar, Method of 

Moments, microwave absorber, planar slot antenna, 

Time-Domain Finite-Difference. 
 

I. INTRODUCTION 
This paper investigates the numerical analysis of a 

planar slot antenna in the time- and frequency-domains 

using commercial solvers. FEKO (www.feko.info) is 

used for the frequency-domain solver while the GEMS 

Simulator (www.2comu.com) is used for the transient 

response. In free space the time-domain solver can be 

more efficient, but when calculating field penetration 

into the soil the problem space increases substantially. In 

addition, the time domain solver can have limitations or 

reduced accuracy when loading the antenna with high 

loss materials. 

Planar slot antennas can have input impedance near 

50  over a broad bandwidth (BW) without additional 

impedance matching [1]. A metal reflector can also be 

used to increase directivity, but introduces gain variations 

as a function of frequency. For handheld ground penetrating 

radar (GPR) applications, the embodiment considered 

here is restricted in size to a 3-inch (76.2 mm) cube. A 

model was constructed using FEKO to modify the baseline 

shape resulting in an antenna size 75 mm (W) x 72 mm (L) 

with SMA edge connector. 
 

II. ANTENNA DESIGN 
The antenna is a coplanar waveguide (CPW) fed  

patch radiator exciting a rectangular slot. A broad 

frequency BW slot can be obtained by careful design of 

the structure exciting the slot and tapering the slot 

corners. A common implementation was presented in [2] 

shown in Fig. 1 (a), but the provided model parameters 

were not consistent with the fabricated antenna. Some 

parameters were modified resulting in the antenna model 

in Fig. 1 (b). The CPW line appears to be designed for a 

larger permittivity than described in [2]. The revised 

antenna size was increased by a factor of three and 

modified to improve the low frequency bandwidth as 

shown in Fig. 1 (c) with the prototype shown in Fig. 1 (d). 

The planar slot antenna with coaxial end-launch connector 

is modeled with a thin wire or an edge port. The CPW 

feed was adjusted to be on TMM10 having r = 9.2 and 

tan = 0.0022 [3] with thickness 0.787 mm (31-mils). An 

edge port was used with FEKO as can be seen in Fig. 1, 

while GEMS used the same feed structure with a wire 

port to represent the SMA connector. Multiple CPUs 

were used with the required CPU times and RAM 

adjusted to be for a single processor and for symmetry 

when used. With this linear scaling GEMS required 1.53 

CPU hours (0.22 GB RAM), while FEKO took 10.6 CPU 

hours (0.52 GB RAM) for 151 frequencies. The GEMS 

runtime was much shorter but only 27 far field patterns 

were calculated (requiring 7.7 min). In general, the time 

domain solver is more efficient for UWB antennas and 

the impedance transformed to the frequency domain can 

be done for an arbitrary number of frequencies. 

This planar slot was simulated with FEKO and 

GEMS over the frequency range 0.3–3 GHz with the S11 

comparison shown in Fig. 2 (a). The FEKO and GEMS 

results have similar frequency dependence and fair 

agreement in amplitude, but neither fully captures the 

measured impedance variations. GEMS obtains the 

measured low-frequency behavior but without absorber 

loading the antenna is not well matched. Adaptive or fine 

meshing was used in both codes and the GEMS residual 

signal converges to a level 54 dB below peak. Compared 

to the measured data, GEMS obtains an artificial result 

near 2.5 GHz, which is the largest error in return loss 

obtained with the time-domain solver (15 dB), while 

FEKO has a 3 dB discrepancy near 2.7 GHz.  
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Over the required BW the radiation pattern is stable 

becoming multi-lobed above about 3 GHz. However, the 

E-plane pattern tilts forward near 3 GHz as can be seen 

in Fig. 2 (b) where the realized gain at zenith is reduced 

at high frequency owing to a tilted main lobe. The 

measured boresight gain indicates a more tilted pattern 

shape. The oscillations observed in the measured gain 

are artifacts of the anechoic chamber being noise limited 

at certain frequencies. 

 

  
 (a) (b) 

  
 (c) (d) 

 

Fig. 1. Planar slot antennas: (a) original design [2], (b) 

modified version, (c) proposed design, and (d) fabricated 

antenna. 

 

 
 (a) 

 
 (b) 

 

Fig. 2. Planar slot antenna on TMM10 substrate: (a) 

return loss and (b) realized gain vs. frequency. 

 

III. ABSORBER LOADING 
This structure has a larger impedance BW and 

higher gain compared to the radiator only as a planar 

monopole antenna. At low frequencies the antenna has 

the radiation pattern of a dipole with the electric (E-) 

field being parallel to the CPW feed. This antenna is 

loaded with a lossy dielectric 2.5-inch thick to extend the 

impedance BW to lower frequencies at the expense of 

antenna efficiency. A 3-layer graded microwave absorber, 

such as AN74 [4] is used with or without metal backing. 

The high loss layer (r = 3 and tan = 2) is next to the 

antenna with the middle and last layers having less loss 

at r = 1.5 and tan = 0.5 and r = 1.4 and tan = 0.45, 

respectively. This 3-layer absorber is simulated in 

GEMS using r = 3 with conductivity  = 0.24 S/m with 

the same parameters used in FEKO for comparison. At 

low frequency both representations are similar and 

consistent with measured data. But as can be seen in  

Fig. 3, the graded absorber better represents the 

measured return loss above 1.5 GHz. The results indicate 

that for GPR applications the antenna is poorly matched 

at low frequency. The antenna transient excitation and 

radiated field indicate some late time ringing which can 

be mitigated by absorber loading. This loading requires 

a tradeoff between impedance matching at low 

frequencies and antenna efficiency and should be 

measured to determine adequate radar performance. 

Ground penetrating radars typically operate over a 

decade impedance BW with antennas in close proximity 

to the soil. Thus, the absorber loading and slightly tilted 

main beam may not hinder performance for this 

application. 
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Fig. 3. Planar slot antenna on TMM10 substrate return 

loss with microwave absorber. 

 

The gain at zenith vs. frequency is shown in Fig. 4 

without metal backing for constant conductivity,  

 = 0.24 S/m. The results indicate that the absorber 

parameters vs. frequency are not known exactly and 

should be measured. The simulation results are in good 

agreement but the measured gain is less than predicted 

indicating higher loss than assumed. The results with 

absorber and metal backing are shown in Fig. 5 where 

the metal backing introduces gain variations with 

frequency. The design requires a tradeoff between 

impedance matching at low frequencies and antenna 

efficiency. A customized absorber with known frequency 

dependence may be required to optimize performance 

with this antenna. 

 

 
 

Fig. 4. Absorber loaded planar slot antenna realized gain 

on boresight vs. frequency. 

 

 
 

Fig. 5. Absorber loaded slot antenna with metal backing 

realized gain on boresight vs. frequency. 

 

IV. CONCLUSION 
The UWB antenna is a critical component for GPR 

systems and should radiate a sharp pulse with low 

reverberation (ring down) from multiple reflections over 

the antenna structure [5]. The design objective is 

complicated by physically (and electrically) small 

antenna requirements for hand-held systems. Both time 

and frequency domain codes produce similar results 

indicating that this antenna would require lossy dielectric 

loading to avoid ringing from the edges. This is common 

practice to sacrifice antenna efficiency for broad 

impedance BW and flat gain response over the required 

frequency band. Although some of the measured gain 

variations are artificial, a frequency dependent absorber 

will be used in future simulations to better capture the 

measured frequency dependence. 
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Abstract ─ In this paper, a compact microstrip low-pass 

filter with elliptic-function response is presented. A half-

ring along with two half-elliptic patch resonators is 

cascaded to design a compact low-pass filter with very 

wide stop band and high selectivity in a small circuit 

area. This filter has the stop band from 3.3 up to 27.57 GHz 

with attenuation level better than -20 dB. The proposed 

filter has low insertion loss in the pass band and stop 

band, high return loss (RL), and very wide rejection in 

the stop band, along with compact size and simple 

configuration .The filter is designed, fabricated and 

measured. Simulation and measurement results are 

presented and compared to previous researches. The 

results of simulations and measurements are in agreement. 

 

Index Terms ─ Low-pass filter, microstrip components, 

semi-elliptic resonator, semi-ring resonator, stop band 

range. 

 

I. INTRODUCTION 
In new days microwave communication systems, 

microstrip low-pass filter (LFP) has a vital importance 

improving the performance of such systems. Compact 

size low-pass filters with high rejection and low insertion 

loss are important in developing the modern microwave 

communication systems.  

Recently, studies on low-pass filter have been 

reported with different configurations in microwave 

applications. To achieve sharp response, we use multiple 

cells; these increments enlarge the size of the circuit and 

insertion loss in the pass band region of the proposed 

filter in [1]. In [2], the traditional low-pass filters produce 

slow roll-off and narrow stop band. In [3], a microstrip 

low-pass filter with a small size and mostly wide stop 

band using cell resonator has been introduced. The main 

disadvantage of this filter is the low rejection and the 

existence of harmonic in the stop band. The presented 

low-pass filter in [4] which uses the half-elliptic patch 

resonator, in spite of having an appropriate sharp roll-off 

and mostly wide stop bandwidth has a large size of the 

circuit and an unsuitable return loss. The low-pass filter 

in [5] which has been designed by the means of the 

hairpin resonator contains a harmonic and improper level 

suppression in the stop band having a high insertion loss. 

Also, in this filter, the defected ground structure cannot 

be etched on the metal surfaces. Compact quasi-elliptic 

microstrip LPF in [6] does not have sharp response, and 

has inadequate attenuation level in the stop band. The 

presented LPF in [7] which has been designed by the aid 

of half-circular and half-elliptic patch resonator is 

proposed to achieve wide stop band and sharp response. 

Despite the above mentioned advantages, the return loss 

in the pass band and the size of the filter is not suitable. 

The presented filter by the use of tub in hairpin resonator 

with radial stubs in [8], despite its small size, contains a 

low return loss in the pass band, and stop bandwidth with 

-20 dB suppression level is unsatisfactory. In [9], there 

is not sharp response and low insertion loss. In [10], 

measured result show that the design filter has a better 

than -10 dB stop band rejection but the new filters design 

with -20 dB attenuation level. The results in [11] are 

acceptable but quantity of cut-off frequency is about  

4.24 GHz that is high value for design filter. 

In this work, we have attempted to improve the 

major filter parameters by decreasing the filter size, 

simple configuration, decreasing the insertion loss, 

increasing the return loss and rising the stop bandwidth 

with a high rejection. The mentioned filter has been 

designed and manufactured using a semi-ring resonator 

and two semi-elliptic resonators with different size. The 

stop bandwidth is from 3.3 GHz to 27.57 GHz with under 

-20 dB suppression level. This filter was manufactured 

after designing and the experimental results have been 

measured. Measured and simulated S-parameters are in 

agreement. 

 

II. DESIGN OF PROPOSED FILTER 
The designed filter is shown in Fig. 1 (a) and designed  
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filter’s dimensions are as follows: R1 = 1.75 mm, R2 = 4.25 mm, 

L1 = 0.2 mm, W0 = g = 0.1 mm. Figures 1 (b) and 1 (c) 

illustrate the simulation results of S21 of the designed 

resonator against W0 and R1. 

Figure 1 (b) shows that by changing the value of W0, 

the location of cut-off frequency and transmission pole 

can be controlled, with increasing of W0 from 0.1 to 0.3 mm 

with steps of 0.1 mm, transmission zero in 3.6 GHz will 

approach the upper frequency. The effect of R1 on the 

frequency response of resonator is shown in Fig. 1 (c). 

It can be observed that the cut-off frequency is 

affected by the R1. In fact, the existence of R1 is the basis 

of the designed resonator. The performance of the 

resonator is affected by the narrow line located along 

with the radius of the semi-ring patch. The narrow line is 

used to create equivalent inductance. Compared to the 

microstrip resonator in [4] & [7] the proposed resonator 

is more compact in size. 
 

 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 1. (a) Schematic diagram of the designed filter, (b) 

simulation results for S21 with variation of W0, and (c) 

simulation results for S21 with variation of R1. 

 

Compact size, simple configuration, high return loss 

and low insertion loss in the pass band are the advantages 

of the designed resonator. The designed semi-ring 

resonator has a low stop bandwidth which reaches to 

high rejection level and ultra wide stop band with the 

addition of two semi-elliptic resonators with different 

size in series. 

 

III. SIMULATION AND MEASUREMENT 
Figures 2 (a) and 2 (b) show the designed filter and 

fabricated filter respectively. Two other patches dimensions 

are as follows: R3 = 3.49 mm, R4 = 3.73 mm, R5 = 2.19 mm, 

R6 = 2.03 mm, W1 = 1 mm, W2 = 0.45 mm, Wf = 1.65 mm, 

Lf = 0.7 mm, L2 = 0.4 mm, L3 = L4 = 0.2 mm, L5 = L6 = 0.2 mm. 

Simulated and measured results of designed filter are 

illustrated in Fig. 2 (c).  

In order to impedance match, a pair of open microstrip 

stubs are fabricated at both sides of the LPF, so that the 

50 Ω impedance at the input and output ports of the 

designed filter achieved, with the width Wf = 1.65 mm 

and length Lf = 0.7 mm.  

For fabricating of the deigned filter, a substrate with 

a relative dielectric constant εr = 2.2, thickness h = 0.508 mm, 

and loss tangent tanδ = 0.0009 is used. ADS used to 

simulate the results of designed filter. Agilent network 

analyzer N5230A is used to measure the S-parameters. 

Figure 2 (c) illustrating the simulated and measured 

results of the designed filter. It can be seen from figures 

that the designed filter has -3 dB cut-off frequency equal 

to 2.71 GHz, insertion loss less than approximate 0.3 dB 

in the pass band from DC to 1.81 GHz, by return loss 

about 16.55 dB and suppression level more than -20 dB 

from 3.3 GHz to 27.57 GHz that shows we achieve a 

ultra wide stop band and a proper suppression harmonic 

in the designed filter. The transition band is 0.59 GHz, 

from 2.71 to 3.3 GHz with -3 dB and -20 dB, respectively, 

which shows that the designed filter reaches a proper 

performance. The designed filter has a transmission zero 

at 3.48 GHz with attenuation level of -57.66 dB. Compared 

to the LPF in [7], our designed low-pass filter has 56% 

size reduction (considering input and output ports), 

along with 58% increase in stop bandwidth with -20 dB 

suppression level, 43% improved in return loss and also 

the configuration of the proposed filter is simpler than 

those of in [7]. The designed filter size is 21.11×4.55 mm2. 

 

 
 (a) 

 
 (b) 
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 (c) 

 

Fig. 2. (a) Schematic of the designed filter, (b) photograph 

of fabricated filter, and (c) simulation and measuring 

results. 

 

Table 1 shows the performance comparison between 

the proposed filter and other reported LPFs. In Table 1, 

ζ  RSB, NCS, SF, AF, FOM and RL correspond to the 

roll-off rate, stop band bandwidth, normalized circuit 

size, suppression factor, architecture factor, figure of 

merit and respectively [11]. The roll-off rate is given by: 

 ζ =
αmax−αmin

fs− fc
, (1) 

where α max is the 20 dB and α min is the 3 dB. Fc and fs 

are the -3 dB cut-off frequency and -20 dB stop band 

frequency. The relative stop band bandwidth (RSB) is 

defined as: 

 RSB =
stop band bandwidth

stop band centre frequency
. (2) 

The suppression factor (SF) shows the stop band 

suppression level divided by 10: 

 SF =
rejection level 

10
. (3) 

The normalized circuit size (NCS) is defined as: 

 NCS =
physical size (length ×w𝑖𝑑𝑡ℎ)

λ2
𝑔

, (4) 

where λg is the guided wavelength at -3 dB cut-off 

frequency. The architecture factor (AF) is the complexity 

factor of the circuit, which is defined as 1 when the 

design is 2D and as 2 when the design is 3D. Finally, the 

figure of merit (FOM) is the overall index of the 

proposed filter, which is defined as: 

 FOM =
RSB× ζ ×S𝐹

AF ×N𝐶𝑆
. (5) 

 

Table 1: Performance comparisons between published 

works and proposed filter 

Ref. Fc 

(GHz) 

ζ RSB NCS SF FOM RL 

(dB) 

7 3.12 30.35 1.35 0.059 2 1388.9 11.5 

8 1.67 21.21 1.42 0.010 1 3011.82 12 

9 2 14 1.35 0.0093 1 2032.25 11 

10 2 43.9 1.636 0.0151 1 4788 13 

This 

Work 
2.71 28.81 1.57 0.0174 2 5199 16 

 

This filter can be used in applications in which a  

wide stop band is necessary. Experimental and simulated 

results are in agreement. 

 

IV. CONCLUSION 
In this new designed filter, we have used a half-ring 

resonator and two half-elliptic resonators in series. This 

LPF is designed and fabricated in a way that is in a good 

consistent with the simulation results and the experimental 

sample. In the designed filter, parameters such as size, 

stop bandwidth, configuration, return loss and insertion 

loss have been improved. Return loss in the pass band is 

about 16.55 and stop bandwidth with -20 dB suppression 

level is satisfactory. Experimental and simulated results 

are in agreement. The compact size and ultra wide stop 

band of the proposed filter make it a good choice for 

microwave communication systems. 
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Abstract ─ Optical couplers, which are passive devices, 

couple optic waves through optical waveguides and can 

be employed in many applications, including power 

splitters, optical switches, wavelength filters, polarization 

selectors, etc. In this work, a simple, fast and instant 

optimization design is presented for an optical 

directional coupler based on Genetic Algorithms (GA). 

This optimization design is preferred due to its 

favourable usage and fast convergence capability. 

Finally, the designed methodology has been analytically 

and experimentally evaluated and the results show that 

the GA is an advantageous method for designing an 

optical element where the measurable data is obtainable 

instead of complex formulas. 

 

Index Terms ─ Genetic Algorithm, optical directional 

coupler. 

 

I. INTRODUCTION 
An optical directional coupler, which consists of 

two parallel optical fibers or two bent or one straight and 

one bent optical fibers, is a four-port circuit element and 

is fed by a laser or a light emitting diode at one of the 

ports. However the data transmission is provided through 

the other three ports. Due to interaction within the optical 

fibers, there is a periodic exchange of power between the 

two waveguides [1-6]. 

The IN 1 is the input port, OUT 1 is the output port, 

OUT 2 is the coupled port and IN 2 is the isolated port, 

as seen in Fig. 1. 

 

 
 

Fig. 1. The general model for directional couplers. 

 

The concept of coupled modes at electromagnetic 

problems have emerged in the 1950’s. The application of 

the coupled mode theory to optical waveguides had 

started by Vanclooster and Phariseau [4]. Marcuse, who 

worked on the interaction mechanism of parallel optical 

waveguides, contributed to the literature on coupled 

power equations [5]. The implementation of coupled 

mode theory to the optical waveguides can be found 

within Snyder and his working group studies. By 

increment the importance of directional couplers, 

especially after 1970, there are many studies in the 

literature on this subject [6]. 

A simple, fast and evolutionary structural 

optimization, which is based on Genetic Algorithms 

(GA), is described for optimization part. This optimization 

design is preferred due to its favourable usage and fast 

convergence capability [7]. The GA method can be 

applied by using a fitness function (FF). If the 

optimization is a minimization problem, the FF can be 

renamed as cost function (CF). 

The remainder of this paper is organized as follows: 

In Section 2, the coupling mechanism between two 

optical directional coupler is analysed by using the 

coupled mode theory and perturbation theory. The 

interaction between the couplers, which consists of 

identical, slab, parallel, weakly guiding, lossless and 

uncladded optical waveguides, is analysed for a time 

dependent term of exp(𝑗𝑤𝑡). TE even and odd, TM even 

and odd modes are determined in the slab and identical 

optic guides [1-6]. The propagation constant change  

is analysed to be used in the optimization as CF. In 

Section 3, the applicability of GA optimization in the 

optical directional coupler is investigated and concluded 

successfully. The comments on the results are explained 

in Section 4 and determined that the GA optimization 

results are compatible with the modal analysis results. 

 

II. COUPLING ANALYSIS IN OPTICAL 

DIRECTIONAL COUPLER 
In this study, the coupling is analyzed by using the 

coupled mode theory and perturbation theory. 

Perturbation theory is a mathematical method often used 

to obtain approximate solutions to equations for which 

no exact solution is possible, feasible or known. Detailed 

information about perturbation theory for solutions in 

optic can be found in [8]. Coupled mode theory is the 
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perturbational approached analyses for the coupling of 

the systems [1-6, 9]. 

The parameters for the proposed optical directional 

coupler are seen in Fig. 2. The weakly guiding optical 

waveguides are also thought to be weakly coupled to 

each other and the approximate field expressions in wave 

guides are adopted independent of polarization. In the 

weak coupling analysis, process is facilitated through 

ignoring the modes in the opposite direction. The 

coupling will be investigated in space domain. 

 

 
 

Fig. 2. The coupling between two parallel, identical, 

slab, weakly guiding, lossless and uncladded optical 

waveguides. The power reflection coefficient versus 

groove size. 

 

The amplitude functions of the modes in the first and 

second optical waveguides are given with the propagation 

constants β for a time dependent term of exp(𝑗𝑤𝑡) as 

follows: 

)exp()( 0 zjaza ii   i=1,2. (1) 

In lossless optic waveguides β values are real values 

[9] and the analyses are in space domain as follows: 

,/ iii ajzda   (2) 

where the coupling equations are: 

,/ 212111 acajzda    (3) 

./ 121222 acajzda    (4) 

Here c12 and c21 are the coupling coefficients. c12 is 

the effect of II optical waveguide to I optical waveguide 

per unit length, and c21 is the effect of I optical waveguide 

to II optical waveguide per unit length. 

TE and TM modes are examined as a result of 

solving the Maxwell equations, Helmholtz equations and 

boundary conditions through optical waveguides [1-6].  

TE even and odd guided field definitions in the 

waveguides in the core and the surrounding area 

respectively are as follows: 

 
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d x  , 

(5) 

where κ is the is the eigenvalue of core region and γ is 

the eigenvalue of the region surrounding the cores. 

TM even and odd guided field definitions in the 

waveguides in the core and the surrounding area 

respectively are as follows: 
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The propagation constant change of identical modes 

through identical waveguides in accordance with 

Maxwell’s equations when the quadratic small terms are 

neglected:  

  .
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P is the modes’ power, nΙ
  is the refractive index of the 

first waveguide, nΙΙ is the refractive index of the second 

waveguide, n3 is the refractive index of the region 

surrounding the cores. nΙ and nΙΙ are the equal values for 

providing the identicalness. The propagation constant 

change for TE even and odd modes is given below: 
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and the propagation constant change for TM even and 

odd is given below: 
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(9) 

The modes corresponding to azimuthal mode number 

𝜐=1 are investigated for this study. Vc  is the normalized 

frequency and the relation is given as follows: 

2
)(


  cc Vd  ..3,2,1,0  (10) 

 

III. GA OPTIMIZATION OF THE OPTICAL 

DIRECTIONAL COUPLER 
GA is an evolutionary algorithm that mimics the 

natural evolution such as inheritance, mutation, selection 

and crossover. The algorithm steps are simplified as: 

 Randomly initialize the population and determine 

the fitness. 

 Repeat the following steps until best individual is 

good enough: 

o Select the parents from the population, 
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o Perform the crossover on the parents creating 

the population, 

o Perform the mutation of the population, 

o Determine the fitness of the population. 

GA has become a very popular optimization as it can 

be employed to various areas and provide global research 

in the solution spaces. The basic principles and 

applications in computer systems were presented by 

Holland [10] and de Jong [11] in 1975 and described in 

detail by Goldberg [12].  GA solver from Matlab toolbox 

is used in this study where we can also find multi 

objective GA which is concerned with the minimization 

of multiple objective functions. 

GA solver finds the optimum results that gives the 

optimum propagation constant change with the relevant 

parameters. The CF is formulated by: 

.min FunctionCost  (11) 

Design parameter values in this coupling study are 

given as follows: 

Operation frequency = 200 THz 

,5.1   nn  ,49.13 n  

,1351 mU   ,3.1352 mU   .8.1353 mU   

The rest parameters are equal in all simulations for 

good comparison. 

TE and TM modes are analyzed and optimized via 

GA Matlab Solver in Figs. 3-6, where the compatible 

results of propagation constant change are figured due to 

the optical waveguide radius. Moreover Table 1 gives 

the accuracy percentage of GA results in comparison 

with the analytical results of each modes. 

 

Table 1: Accuracy of GA 

Accuracy of GA 
Even 

(% Accuracy) 

Odd 

(% Accuracy) 

TE modes 99.56 99.65 

TM modes 99.57 99.65 

Average accuracy: % 99.60 

 

 
 

Fig. 3. GA optimization results catch the modal analysis 

results with high accuracy for TE even modes. 
 

 
 

Fig. 5. GA optimization results catch the modal analysis 

results with high accuracy for TM even modes. 

 
 

Fig. 4. GA optimization results catch the modal analysis 

results with high accuracy for TE odd modes. 
 

 
 

Fig. 6. GA optimization results catch the modal analysis 

results with high accuracy for TM odd modes. 
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IV. CONCLUSION 
As a reminder, identical guides and equal 

parameters are employed to see comparative results. It is 

known via the modal analysis, the coupling between TE 

modes is more efficient than the coupling between TM 

modes. Moreover the coupling between even modes is 

more efficient than the coupling between odd modes. In 

addition, the propagation constant change increases with 

the radius of the fiber. As it is observed from the figures 

that GA results are in agreement with the analytical 

results. Thus, GA is a fast, simple, helpful and alternative 

method for designing a complex optical directional 

coupler. Consequently, GA can be enhanced in optical 

systems for the independent and automated processes. 
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Abstract ─ The commands to control the phases shifters 

in a phased array can be sent through a parallel or serial 

channel. Parallel commands simultaneously change  

the phase shifters, allowing the beam to nearly 

instantaneously hop from one direction to another. If a 

serial channel is used, then the commands are 

sequentially sent to the phase shifters. The sequential 

approach causes the beam to gradually move from one 

position to another, rather than the quick hop 

encountered with a parallel channel. This paper shows 

simulated results of the behavior of the array factor due 

to serial phase shifting and effects the element sequence 

has on that behavior and a method to optimize the 

command sequence. 

 

Index Terms ─ Antennas, beamforming, genetic algorithm, 

linear array, phase steering, phased array, planar array. 
 

I. INTRODUCTION 
Phased arrays steer the main beam of the antenna 

by placing a linear phase shift across the elements. 

When the signals from all the elements add in phase, 

then this coherent addition results in a main beam peak. 

Phase steering began in the early 1930’s when, the nulls 

of a two element array were steered by using a 

calibrated variable phase changer in order to determine 

the direction of arrival of a signal [1]. Today’s digitally 

controlled phased arrays use state-of-the-art MIMC 

technology with phase shifters, amplifiers, and 

attenuators in the same module [2]. 

Commanding the phase shifters, especially for a 

large array, is a very complex engineering design. The 

commands may be sent to the element phase shifters 

over a parallel or serial control channel [3]. If the 

commands are sent in parallel, then all the phase 

shifters change at once. Serial phase shifting switches 

one phase shifter at a time in the array. Parallel phase 

shifter control is generally much faster than serial 

control, because a serial link transmits less data in one 

clock cycle than a parallel link. Unlike parallel control, 

serial control requires less hardware, is cheaper, 

occupies less space, has less crosstalk, and being 

asynchronous, clock skew is not an issue. Implementing 

serial phase shifting in place of parallel phase shifting 

may save cost and complexity for an array. 

This paper explains the implications of serial phase 

shifting upon the array pattern during beam steering by 

a phased array. Mutual coupling, element patterns, 

phase shifter quantization, and bandwidth are ignored in 

order to isolate the effects on the array factor due to 

strobing one phase shifter at a time. The next section 

describes the effects on the array pattern of serial phase 

shifting in linear and planar arrays. Section III has an 

example that demonstrates how to reduce the main 

beam wandering due to serial phase shifting by sending 

nonsequential commands to the phase shifters. The 

order of the commands can be further optimized to 

reduce main beam wandering. 

 

II. SERIAL PHASE SHIFTER CONTROL IN 

LINEAR ARRAYS 
The effects of serial and parallel phase shifting can 

be demonstrated using the array factor formulation. An 

N element uniform linear array factor is given by: 

 
   1 sin 1 sin

1

s

N
j n kd j n kd

n

AF e e
   



 , (1) 

where d  element spacing, 
s  steering angle, 

2 / wavelength,k   and    angle off boresight. 

If all phase shifters receive their steering phase 

simultaneously, then the beam jumps from one steering 

angle, A

s , to another, B

s . If the phase shifters receive 

commands from a serial data connection, then the 

antenna elements receive their phase shifts one at a 

time. Consequently, the main beam does not jump from 

one direction to another, but morphs from a main beam 

pointing at A

s  to a main beam pointing at B

s .  

Serial phase shift commands go first to element 1, 

then element 2, then …, finally to element N. Serial 

commands split the array factor into two contiguous 

parts with the left n elements receiving a linear phase 

shift that steers the beam to 
A

s , and the right part of  

N-n elements having a main beam that points to B

s . 

The array factor for a uniform array becomes a 
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superposition of the two parts of the linear array: 

 
       1 1

1 A B B

A

j n jn j N

B

AF e e e
         

    . (2) 

When all the phase shifters receive commands to 

point at A

s , then only term A in (2) exists. Steering the 

beam to B

s  causes term B to emerge in (2). If the phase 

shifts are delivered to the elements starting with element 

1 and going in sequence to element N, then the array 

factor is a superposition of an n element uniform array 

factor pointing at A

s , and an N n  uniform array factor 

pointing at B

s  the new steering direction. The examples 

that follow demonstrate the beam transition from A

s  to 

B

s .  

Assume a linear array has 20 isotropic point 

sources spaced / 2  apart, and the elements receive 

phase shift commands sequentially from element 1 to 

element 20. The commands are separated by a time 

st . Figure 1 shows a plot of the array factor starting at 

broadside ( 0A o

s   and 0t  ) and ending when the 

beam reaches the desired steering angle at 0.5B o

s  , 

( 20 st t  ). The main beam at broadside slowly steers 

to 0.5B o

s  , so serial beam steering seems to work 

well for small beam steering increments (about a 

quarter of a 3 dB beamwidth or less). 

Figure 2 shows a plot of the array factor starting at 

broadside ( 0A o

s   and 0t  ) and ending when the 

beam reaches the desired steering angle at 45B o

s  , 

( 20 st t  ). The main beam at broadside gradually 

degrades, while the main beam at 45B o

s   gradually 

emerges. Beam steering with parallel commands skips 

the distorted array factors for 19s st t t    .  

 

 
 

Fig. 1. Array factors as a function of time when steering 

a 20 element uniform linear array from boresight to 

0.5o . 

 

 
 

Fig. 2. Array factors as a function of time when steering 

a 20 element uniform linear array from boresight to 

45o . 

 

The effects of serial steering on the array factor 

depend upon how far the beam is steered. The 20 

element uniform array has a 3 dB beamwidth of 5.1o  

and a null-to-null beamwidth of 11.4o . Steering from 

0A

s   to 3B o

s   keeps the peak of the main beam near 

the 3 dB beamwidth of the broadside beam. Figure 3 (a) 

is a plot of the array factor after each phase shifter 

receives its steering command. At first, the broadside 

beam starts moving in the negative   direction, while 

the new main beam begins to emerge at about 8 st t  . 

The broadside main beam and the emerging main beam 

steered at 3B o

s   eventually merge into one beam at 

20 st t  . Figure 3 (b) is a plot of the maximum 

directivity, and its location in   as the beam steers 

from broadside to 3B o

s  . This plot confirms that the 

main beam starts moving in the negative   direction 

before moving to 3B o

s  . Along the way, the peak 

directivity decreases by 3 dB. 

Increasing the beam steering to 5.7B o

s   puts the 

steered beam at the peak of the first sidelobe of the 

broadside pattern. Figure 4 (a) is a plot of the array 

factor after each phase shifter receives its steering 

command. The directivity of the broadside main beam 

decreases until it becomes the first sidelobe of the main 

beam steered at 5.7B o

s  , while the first sidelobe of 

the broadside beam becomes the main beam at 

5.7B o

s  . Figure 4 (b) is a plot of the maximum 

directivity and its location in   as the beam steers from 

broadside to 5.7B o

s  . The maximum directivity shifts 

from 0o   to 1.2o    at the same time the 

directivity decreases over 3 dB. At the half way point, 

the peak gain dramatically shifts from 1.2o    to 

7.3o  . It then slowly gains directivity as it moves to  
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the desired steering angle at 5.7B o

s  . 
 

 
 (a) 

 
 (b) 
 

Fig. 3. Array factor as a function of time for a 20 

element uniform linear array when serially steering 

from 0A o

s   to 2.5B o

s  . (a) Circles indicate the main 

beam peak. (b) Location of maximum directivity. 
 

 
 (a) 

 
 (b) 
 

Fig. 4. Array factor as a function of time for a 20 

element uniform linear array when serially steering 

from 0A o

s   to 5.7B o

s  . (a) Circles indicate the main 

beam peak. (b) Location of maximum directivity. 

As with the linear array, the main beam directivity 

of a 16 16  uniform planar array decreases while the 

main beam peak wanders in space when steering from 

one location to another. Figure 5 (a) shows the location 

of the main beam peak as it is serially scanned from 

   , 0 ,0A A o o

s s    to    , 5 ,45B B o o

s s   . As with the 

linear array, the peak does not travel in a straight  

line from the initial angle to the desired steering  

angle. Instead, it wiggles about 45o   as it goes  

from    , 0 ,0A A o o

s s    to    , 5 ,45B B o o

s s   . The 

corresponding change in the peak directivity is shown 

in Fig. 5 (b). The main beam loses over 1 dB along its 

steering path. 

 

 
 (a) 

 
 (b) 

 

Fig. 5. Array factor as a function of time for a 16 16  

element uniform planar array when serially steering 

from    , 0 ,0A A o o

s s    to    , 5 ,45A A o o

s s   . (a) 

Circles indicate the main beam peak. (b) Location of 

maximum directivity. 

 

III. NONSEQUENTIAL SERIAL PHASE 

SHIFTING 
Sending the commands one phase shifter at a time 

in sequence from element 1 to element N has some 

undesirable consequences, such as the main beam peak 

moving to angles other than the starting and ending 

pointing directions. This section explores sending the 

phase shift commands to elements nonsequentially in 

order to prevent main beam wandering. 
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It is possible to reduce the main beam wandering 

due to serial phase shifting by not sending the phase 

shift commands to the elements in a random order. A 

random order for sending the phase shift commands 

was found by minimizing the maximum main beam 

deviation using a genetic algorithm from either A

s  or 

B

s  over 5o  increments of the scan range: 16, 19, 4, 14, 

8, 11, 5, 17, 9, 3, 12, 6, 18, 15, 1, 2, 13, 10, 7, 20. 

Figure 6 compares sequential and nonsequential beam 

steering for 0A o

s   to 2.5B o

s  . The nonsequential 

path for the main beam does not go below 0o  or above 

2.5o  at any time. Sequential steering, on the other hand, 

steers the peak of the main beam below 0.5o . The 

tradeoff with nonsequential steering is that the maximum 

decrease in the directivity is an additional 1 dB. 

 

 
 

Fig. 6. Location of main beam peak vs. angle as a 

function of time as the main beam scans from 0A o

s   

to 2.5B o

s  . 

 

IV. CONCLUSIONS 
The main beam of a phased array can be scanned 

by sending the phase shifts to all the phase shifters, then 

changing their phase simultaneously, or by sending the 

phase shifts one at a time and changing the phase 

whenever the phase shifter receives the command. The 

simultaneous phase shift quickly moves a beam from 

one location to another. A serial phase shift, however, 

results in the main beam traveling a path from its 

present position to its desired new position with 

accompanying sidelobe level distortions. Serial 

commands can be sent to phase shifters and buffered (if 

there is available memory) until a strobe signals causes 

all the phase shifters to change at once, much like 

parallel phase shifting but slower. The beam wandering 

resulting from sequential serial phase shifting for beam 

steering greater than a fraction of a beamwidth can be 

limited by sending the phase steering commands in a 

random or optimal nonsequential order. There is a 

greater loss in directivity, though. 
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Abstract ─ This work demonstrates how the graphical 

user interface of VSim (electromagnetic simulation 

software package) is modified and utilized to run a 

custom finite difference time domain algorithm. 

Commercial programs typically offer conventional 

FDTD functionality. More often than not, researchers 

may want to use their own code versions with proprietary 

modelling tools and extensions; for example, high-order 

differencing or specialized absorbing boundary 

conditions. VSim offers the flexibility of integrating an 

independent FDTD solver-engine that is tailored for the 

end user’s needs. A detailed example is presented here 

of the replacement of VSim’s own FDTD engine with a 

high-order FDTD code written with CUDA Fortran. 

Other custom FDTD codes could be integrated using the 

presented procedure. 

 

Index Terms ─ CUDA Fortran, FDTD, High Order 

FDTD methods, VSim. 
 

I. INTRODUCTION 
The objective of this paper is to serve as a tutorial 

for using the graphical user interface (GUI) of VSim 

[1,2] as input/output interface, initially to define problem 

parameters and later to visualize the simulation results, 

while utilizing a custom-made FDTD algorithm. The 

custom FDTD algorithm used here is the high order 

FV24 algorithm [3,4], which has an extended unit cell 

reach that requires modifying some of the standard 

FDTD simulation parameters. The main constituents of 

VSim are the VSimComposer and VSim Engine (Vorpal). 

VSimComposer is the GUI that allows users, via its Setup 

page, to define inputs and parameters such as problem 

space size, material properties and sources. 

The VSimComposer or VorpalComposer also 

provides Run, Analyze and Visualize functionality. The 

available options on VSimComposer are shown in Fig. 1. 

Once the structure and behaviour of a simulation model 

is set using the Setup page, we start the simulation using 

the Run page. This starts the VSim’s own EM 

computation engine, Vorpal, which is based on 

conventional FDTD. After the simulation is complete, 

the results, designated electric and magnetic fields, are 

placed in HDF5 (.h5) file format [5] that can be readily 

visualized using the Visualize page [6]. The main 

objectives of this work are to show how the same 

available interface of VSimComposer is used to initially 

set the problem space, import a CAD .stl file [6,7], then 

simulate the problem space by hooking a custom FDTD 

code to Vorpal, so that this custom scheme is run instead 

of VSim’s FDTD engine, and finally to convert the 

output files to the appropriate (HDF5) format to enable 

VSim to understand the data to enable visualization. 

VSim offers the flexibility of integrating an independent 

FDTD solver-engine that is tailored for the end user’s 

needs by using Python [1,2,8] scripts. 

 

Fig. 1. Available page options on VSimComposer. 

 

II. THE SIMLATION INPUT FILE 
The input file to any VSim simulation is created 

with the .pre extension [6,9]. An already existing pre file 

can be customized according to the problem. We modify 

the simulation input parameters such as problem size, 

VSimComposer

Setup Run Analyze Visualize
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material properties, scatterers, source location and 

frequency, etc. These appear in the form of table on 

Setup page and are collectively called exposed variables. 

We can also view the entire pre file and edit from the 

Setup page as text (using the View Input File button) or 

it can be modified in any text editor. Scatterers in the 

form of primitive shapes (rectangular prism, sphere, box, 

…etc.) or additional wave sources can be included in the 

problem space by defining their location, sizes, material 

and frequency (for sources). Scatterers of complex 

shapes are either formed by combining the primitive 

shapes or can be imported from a CAD file in binary .stl 

(STL: Stereo Lithography) format [6,9]. Some key 

variables that are defined in the pre file are described in 

Table 1. 

 

Table 1: Description of key variables defined in pre file 

Variable Name Description 

Primary_Frequency 

The frequency of the 

source. Any harmonics 

are defined with respect 

to this frequency. 

X_cells, Y_cells, Z_cells 

No. of cells in each 

direction define the size 

of the problem. 

Cells_ Per_ Wavelength 

This gives the resolution 

of the grid: no. of cells 

that fit in one wavelength 

that is calculated from 

primary frequency. 

Timesteps 

How long the simulation 

will run, which also 

determines how far the 

wave will propagate. 

Dump_Period 

How often intermediate 

results of the simulation 

will be saved for 

visualization. 

CAD_FILE_NAME 
Name of the CAD file 

example.stl) 

CAD_MATERIAL 

Permittivity of material 

of scatterers in CAD file 

(0 for metal, ≥1 for 

dielectrics) 

STRUCTURE_X,Y,Z 

Location in the grid 

where the scatterer in 

CAD file needs to be 

placed. 

 

A. Calculations of simulation parameters 

Once the pre file is constructed as desired, it is 

validated (button in the upper right hand corner on Setup 

page) to check the pre file for errors. The output window 

at the bottom gives information about any syntax errors 

the verifier finds. While the pre file is being validated 

and saved, VSim performs some calculations so that the 

.h5 files, placeholders for simulation data, are properly 

set up to hold all the required EM data.  

A few key calculations are given below. The length 

of a cell is given by: 

 ℎ = 𝛥𝑥 = 𝛥𝑦 = 𝛥𝑧 =  𝜆/𝑅, (1) 

where R is cells per wavelength and, 

 𝜆 = 𝑐/𝑓, (2) 

where f is the frequency of the source and c is the speed 

of light in free space. The extent in a direction is thus, 

 𝐿𝑥,𝑦,𝑧  = ℎ𝑁𝑥,𝑦,𝑧, (3) 

where Nx,y,z is the no. of cells in the x, y or z direction. 

And the time step is given by: 

 𝑑𝑡 = (𝑇𝐼𝑀𝐸𝑆𝑇𝐸𝑃_𝐹𝐴𝐶𝑇𝑂𝑅) ℎ/( 𝑐 √3), (4) 

where TIMESTEP_FACTOR is the Courant number. 

Various steps involved in the implementation and 

the VSimComposer page they are started from and are 

given in the form of a flow diagram in Fig. 2. 

 

 

Fig. 2. Various steps involved in the implementation. 

 

III. IMPORTING A CAD FILE 
A CAD file is imported by initializing a variable in 

pre file with its name. As of VorpalComposer 6.0 

version, the only types of CAD files available to be 

imported are .stl files [7]. These files are a common 

format that many CAD programs can export to. If the file 

is not in this format, currently they are being converted 

by importing them into a CAD program and then 

exporting them as a binary .stl file. Generally, the .stl file 

has no representation of unit of measure, so the exporting 

units are arbitrary and need not be changed. 

Since .stl file does not specify what units its 

distances are in, it needs to be resized according to the 

size of the problem space defined in the pre file, so that 

it fits inside the problem space. This task is accomplished 

by a separate C program (will be posted on ACES 

website). Currently this program simply scales the files 

to make each dimension less than a desired size and 

places the resized file in the working directory. 

It is then possible to use the following macro in pre 

file to import shapes from a resized .stl file directly: 

Customize .pre File 

and Setup Simulation 
(Setup and Run page) 

Create CAD .stl 

File and Resize 

Run Python Script 
(Analyze page) 

Visualization 
(Visualize page) 
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fillGeoCad(objectName, 

example_resized.stl,SHAPE_COMPLEMENT,SHAP

E_SCALE,SHAPE_TRANSLATION) 

By setting SHAPE_COMPLEMENT to zero the 

complement of the shape will not be taken. The 

SHAPE_SCALE is used to scale the resized CAD file 

shape into meters, the default units for length in 

VorpalComposer [6] for visualization purposes. The 

SHAPE_TRANSLATION can then be used to translate 

the .stl file relative to the location of the origin. 
 

IV. SETTING UP THE SIMULATION 
Once the pre file is customized as desired, the vorpal 

engine can be run using Run page on VSimComposer. 

This accomplishes two tasks: First, it creates empty .h5 

files. The pre file is modified such that no actual 

computations occur here; rather the empty .h5 files are 

created to serve as placeholders for EM data (to be 

computed by the custom FV24 engine in the next step). 

This implies that the EM value for each cell at each dump 

time is temporarily 0. This is accomplished by using 

dummyUpdater in the FieldUpdater block in the pre file 

[9]. 

Second, it converts the resized .stl file to .h5 file. 

The pre file is also modified to capture any resized .stl 

file placed in the working directory. It gets converted to 

.h5 file that contains tables of information about the 

scatterer used for VSim’s visualization. One of the tables 

contains the coordinates of the locations the scatterer 

occupies in the grid. This table is later picked and 

converted to .txt file to be used by the custom FDTD 

engine. 

 

V. RUNNING THE SIMULATION 
Now that the simulation has been set up, the custom 

FDTD engine, is called next. This is done using the 

Analyze page and selecting the Python script copied 

earlier to the working directory. This script can also be 

run from the command prompt after navigating to the 

working directory. The following subsections give a 

description of what this script does. 

 

A. Parse the pre file 

This is a string search that finds the names of 

variables and grabs their values. They are saved as 

python variables. 

 

B. Convert scatterer .h5 file into text file 

Converts one of the tables in the scatterer .h5 file 

generated earlier into a .txt file. This text file contains the 

coordinates of the scatterer elements in the grid. Material 

properties of the scatterer specified in the pre file are also 

added to the text file in the conversion process. This text 

file is later used by the custom FDTD engine. 

 

C. Construct object arrays 

An array of integers is constructed for each 

primitive object and additional source defined in pre file. 

This array identifies whether the object is sphere, box, 

etc. or a source and contains information on location and 

size. 

 

D. Make a call to the custom FDTD engine 

The compiled and ready-to-run custom FDTD 

engine is called and also, the parameters grabbed from 

the pre file and object arrays are passed to the custom 

FDTD engine. This engine should also pick the text file 

containing scatterer and material data. For our example, 

the results of the execution are saved in .csv (comma 

separated values) files as Dump_1E.csv (for electric 

field), Dump_2E.csv, etc. based on the dump period 

specified in pre file. There will be one electric field file 

and one magnetic field file for each data dump. 

 

E. Conversion from .csv to .h5 data format 

Another python script is called that takes the data in 

the .csv files generated by custom code, and populates 

the .h5 placeholders that were created by Vorpal engine 

earlier in the working directory. 

 

VI. DATA VISUALIZATION 
The EM data calculated by the custom FDTD engine 

are now present in the .h5 files in the working directory, 

and can be viewed using the Visualize page of 

VSimComposer. VSim automatically detects the .h5 

files. Here is a list of important features in the 3D 

visualizer: “Display Contours” box in the lower left 

corner needs to be checked to see the wave nature of 

fields. On the left side, there are drop-down menus for 

Scalar and Vector data, as well as geometric objects. In 

the Scalar tab, the x, y, z component or the magnitude of 

either the electric or magnetic field can be selected. In 

the vector field tab, the electric or magnetic vector field 

can be selected. In the Geometries section, the user can 

check the primitive objects and imported CAD model to 

view them. 

Once the data loads, the 3D visualizer can be used 

to pan and zoom around the waves. The time step bar at 

the bottom of the window is used to move in time. The 

number of contours shown can be changed between 2 

and 20; this can be used to display every variation in the 

field, or only the major ones. Using the Colors button, 

the color scale of the visualizer can be changed. By 

default, the scale will update for each time step. If one 

wishes to keep the scale set for all time steps, the 

minimum and maximum values in the color options 

dialog may be fixed. This is useful for observing how the 

field strength decreases over time. A 3D view of electric 

field magnitude and the scatterer is shown in Fig. 3. In  
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addition to 3D visualization, 2D cuts can be made to 

observe waves in 2D space using the Data View menu. 

A 2D view of electric field and the scatterer is shown in 

Fig. 4. 

 

 
 

Fig. 3. A 3D view of electric field magnitude and shuttle 

scatterer at t = 180 time steps. 

 

 
 

Fig. 4. A 2D slice in XY plane showing magnetic field 

magnitude at t = 180 time steps. 

 

VII. SUMMARY AND CONCLUSION 
A step-by-step implementation of a custom FDTD 

engine using the GUI data input and data visualization 

modules of a commercial EM simulation package is 

presented. Problem space defining parameters are set 

using the data input tool. Embedded scatterer definitions, 

if simple enough, could be defined by the same tool, or 

imported as a CAD file. The CAD file is then reshaped 

and combined with the user provided custom FDTD 

engine using a Python script. The visualization tool of 

the software package is finally used to observe and 

analyze collected simulation data. Although a custom 

high order FDTD engine was used as an example here, 

readers are at liberty to use their own FDTD engines 

written in their programming language of choice. A key 

data reshaping software tool will be posted to ACES 

website to facilitate this process. 
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Abstract ─ A novel planar ultra-wideband (UWB) 

bandpass filter (BPF) using radial-stub-loaded resonator 

is proposed, where the resonator consists of three radial 

stubs, one located in the middle and two symmetrically 

at both sides. This radial-stub-loaded structure situates 

the first four resonant modes in the UWB passband 

(3.1~10.6 GHz) and makes the fifth resonant mode far 

away from this passband. To enhance the coupling 

degree, two interdigital coupled feed lines are utilized 

in this UWB filter. Finally, a UWB BPF with wide 

upper-stopband and sharp upper rejection skirt has been 

realized and its design steps have been also presented. 

The measured and full-wave simulated results of the 

proposed filter are in good agreement. 

 

Index Terms ─ Bandpass filter, microstrip, radial-stub-

loaded, ultra-wideband. 

 

I. INTRODUCTION 
UWB devices and systems have received great 

attention from both the academic and industrial fields 

since the U.S. Federal Communications Committee 

(FCC) fixed the UWB frequency spectrum range of 3.1 

to 10.6 GHz for commercial use in 2002 [1]. As one of 

the key devices in a UWB system, UWB BPFs with 

low loss, compact size, and good selectivity attract the 

interest of the scholars and the industry. Many efforts 

have been carried out to make UWB BPFs better 

performance, e.g., the multiple-mode resonator (MMR) 

filters. A MMR with step-impedance structure was first 

presented to construct a UWB filter in [2]. However, 

this filter has a large size and its selectivity is also not 

very good. Then, three open-circuited stubs and three 

pairs of ones were employed to design MMR BPFs in 

[3] and [4], respectively, which produce four resonant 

modes in the passband. To improve the response and 

the rejection skirt of high frequency stopband, a novel 

UWB filter with three pairs of the rectangle stubs was 

introduced in [5]. Moreover, two types of quint-mode 

UWB filters were proposed to improve the in-band 

performance in [6] and [7]. The former one is using 

short-circuited shunt stub-embedded multiple-mode 

resonators, while the latter is based on dual stepped-

impedance stub-loaded resonators without metalized 

via holes in the ground plane. In [8], the proposed 

multiple mode filter with a novel modified trisection 

stepped impedance resonator (SIR) is constructed to 

improve both in-band and out-band performance. 

In this paper, a new UWB bandpass filter using 

triple-radial-stub loaded structure with interdigital 

coupling lines has been proposed. These triple radial 

stubs can not only situate the first four resonant modes 

in the passband but also move the fifth resonant mode 

up to the high frequency. To control the resonant modes 

of this structure within the FCC-regulated UWB 

passband, only a few variables need to be adjusted. 

Moreover, the proposed filter possesses an improved 

rejection skirt with a wider upper stopband compared 

with the References [2-8]. 
 

II. UWB BPF DESIGN 
The structure of the proposed radial-stub-loaded 

UWB BPF on the printed circuit board (PCB) is shown 

in Fig. 1 (a). Figure 1 (b) is the equivalent network 

diagram of Fig. 1 (a). Three radial stubs are loaded in 

the middle of the resonator and the characteristic 

impedances of the filter input and output ports are both 

taken as 50 Ohm. The interdigital coupling lines can be 

seen as J-inverters, and their lengths are all around 

/ 4,g  where g  is the guided wavelength at the center 

frequency of the UWB filter. 

The parameters l2, w1 and s1 in Fig. 1 (a) can affect 

the coupling strength between the resonator and feed 

lines, while the variation of the resonant modes can be 

observed and analyzed easily in the case of weak 

coupling. The simulated S21-Magnitude results of the 

proposed radial-stub-loaded UWB filter under weak  

(l2 = 0.5 mm, w1 = 0.1 mm, s1 = 0.1 mm) and strong  
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(l2 = 7 mm, w1 = 0.1 mm, s1 = 0.1 mm) coupling are 

illustrated in Fig. 2 (a) and Fig. 2 (b), respectively, 

where Taconic RF-35 is used as the substrate of this 

filter with the relative dielectric constant of r = 3.5 

and thickness of 0.508 mm. As depicted in Fig. 2 (a), 

the in-band resonant modes of UWB (3.1-10.6 GHz) 

filter increase from two to four modes as the number of 

the radial stubs goes up; meanwhile, the harmonic 

responses are moved to higher frequency to make upper 

stopband wider. Furthermore, the rejection skirt of the 

filter is sharpened as the number of radial-stubs rises as 

shown in Fig. 2 (b). We can also see that the S21-

Magnitude curve in the UWB passband gradually rises 

towards the 0 dB line as the coupling strength increases. 

In the strong coupling case with l2 = 7 mm, a desired 

UWB passband is realized. Compared with the filter 

using three rectangle stubs in [3], this structure using 

triple radial stubs achieves better performance. 
 

 
 (a) 

 
 (b) 
 

Fig. 1. (a) Schematic diagram of the proposed radial-

stub-loaded UWB BPF (the structure is symmetrical 

with the red dash lines), and (b) its equivalent network 

diagram. 
 

 
 (a) 

 
 (b) 

 
Fig. 2. Simulated S21-magnitude comparisons of the 

filter: (a) when using single, dual and triple radial-stubs 

under weak coupling with l2 = 0.5 mm, w1 = 0.1 mm,  

s1 = 0.1 mm, and (b) when using single, dual and triple 

radial-stubs under strong coupling with l2 = 7 mm,  

w1 = 0.1 mm, s1 = 0.1 mm, where the other dimensions 

are fixed as l1 = 9.5 mm, l3 = 2.2 mm, w = 1.1 mm,  

rc = 2.4 mm, rs = 2.1 mm, 55c   and 65s  . 

 

Figure 3 illuminates the simulated frequency 

characteristics of the radial-stub-loaded resonator under 

weak coupling case of Fig. 1 (a) with varied rs, s , and rc, 

c  respectively. We can see that the first four resonant 

frequencies, namely, fm1, fm2, fm3 and fm4 are located in the 

passband from 3.1 to 10.6 GHz, which can determine the 

passband frequency. Figure 3 (a) shows the relationship 

between parameters of two side radial stubs and the 

resonant frequencies. As rs varied from 1.9 to 3.2 mm, fm3 

and fm4 shift downwards but fm1 and fm2 almost remain 

unchanged although the angle of 
s  changes from 50 to 

80 degree, while fm5 stays around 18 GHz all the time. In 

Fig. 3 (b), fm1 and fm3 almost remain the same when rc and 

c  vary but fm4 decreases with the increase of rc, while 

fm2 and fm4 increase with the decrease of 
c . 

The aforementioned relationships assist us easily 

control the dimensions of the radial stub-loaded 

resonator to achieve the expected S21-magnitude 

responses. Based on the above analysis, the design steps 

of the proposed filter are listed as follows. Firstly, we 

let l2 equal to / 4.g  Secondly, l3 will be chosen to 

meet the requirement of the lower cut-off frequency, 

and then make l1 equal to around l2+l3. Thirdly, rc, s , 

rs, and 
c  need to be adjusted to fit in the right side of 

the passband or the upper cut-off frequency. Finally, 

adjust w1 and s1 slightly to achieve the required 

coupling coefficient and meet the desired frequency 

selectivity. 
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 (a) 

 
 (b) 

 

Fig. 3. Simulated characteristics of the proposed radial-

stub loaded structure under weak coupling case with 

varied: (a) 
s  and rs, (b) 

c  and rc, where the other 

dimensions are fixed as l1 = 9.5 mm, l2 = 0.5 mm,  

l3 = 2.2 mm, s1 = 0.1 mm, w = w1 = 1.1 mm. 

 

III. FABRICATION AND MEASUREMENTS 
Based on the above analysis, a novel adjustable 

UWB BPF using radial-stub-loaded structure is designed 

and fabricated on a Taconic RF-35 substrate with a 

relative permittivity of 3.5 and a thickness of 0.508 mm. 

The variables shown in Fig. 1 are chosen as follows:  

l1 = 9.5 mm, l2 = 7 mm, l3 = 2.2 mm, s1 = 0.1 mm,  

w1 = 0.1 mm, w = 1.1 mm, rc = 2.4 mm, 55 ,c    

rs = 2.1 mm, 65 .s   The overall size of the filter still 

only amounts to 19.2 mm × 4.5 mm, though a low 

dielectric constant of this substrate has been used. The 

photograph of the fabricated microstrip radial-stub-

loaded UWB BPF is shown in Fig. 4. 

 
 

Fig. 4. Photograph of the fabricated microstrip UWB 

BPF. 

 

The simulated and measured results are 

accomplished by using software HFSS [9] and vector 

network analyzer, respectively. As the SMA connectors 

in Fig. 4 is rated to 26.5 GHz, the frequency range of 

measurement is set from 1 to 26.5 GHz. Figure 5 show 

S-parameter and group delay results of the proposed 

filter, where the simulations and measurements are in 

good agreement. Slight deviation is observed between 

simulated and measured results, which could be 

attributed to unexpected tolerances in fabrication, 

material parameters and soldering. In the measurement, 

the 3-dB bandwidth is from 3.4 to 10.5 GHz. As shown 

in Figs. 5 (a) and (b), the insertion loss, including the 

losses from two SMA connectors, is less than 1.8 dB 

while the return loss is greater than 11.5 dB from  

3.4 GHz to 10.5 GHz, which achieves a fractional 

bandwidth of 102%. The upper out-of-band rejection  

is greater than 23 dB from 11 to 26.5 GHz, which 

realizes a significant improvement compared with the 

References [2-8]. Moreover, the measured group delay 

is less than 0.8 ns in the UWB passband as depicted in 

Fig. 5 (c). 

 

 
 (a) 
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 (b) 

 
 (c) 

 

Fig. 5. Simulated and measured results of: (a) S21, (b) 

S11, and (c) group delay of the proposed UWB BPF. 

 

IV. CONCLUSION 
In this paper, a UWB BPF based on radial-stub-

loaded resonator has been presented. Following the 

design procedure, we successfully allocate the first four 

resonant modes of the proposed BPF within the FCC-

regulated UWB passband. Compared with UWB BPFs 

in [2-8], the proposed structure has better skirt 

selectivity and out-of-band rejection demonstrated both 

in simulation and measurement. The measured results 

validate the proposed design. 

 

REFERENCES 
[1] U. F. C. Commission, “FCC revision of part 15 of 

the commission's rules regarding ultra-wideband 

transmission systems: first report and order,” 

Technical Report, Feb. 2002. 

[2] L. Zhu, S. Sun, and W. Menzel, “Ultra-wideband 

(UWB) bandpass filters using multiple-mode 

resonator,” IEEE Microwave and Wireless 

Components Letters, vol. 15, pp. 796-798, 2005. 

[3] R. Li and L. Zhu, “Compact UWB bandpass filter 

using stub-loaded multiple-mode resonator,” IEEE 

Microwave and Wireless Components Letters, vol. 

17, pp. 40-42, 2007. 

[4] S. W. Wong and L. Zhu, “EBG-embedded 

multiple-mode resonator for UWB bandpass filter 

with improved upper-stopband performance,” 

IEEE Microwave and Wireless Components 

Letters, vol. 17, pp. 421-423, 2007. 

[5] S. W. Wong and L. Zhu, “Implementation of 

compact UWB bandpass filter with a notch-band,” 

IEEE Microwave and Wireless Components 

Letters, vol. 18, pp. 10-12, 2008. 

[6] S. W. Wong and L. Zhu, “UWB bandpass filters 

using short-circuited shunt stub-embedded 

multiple-mode resonators,” Microwave and Optical 

Technology Letters, vol. 51, pp. 2556-2559, 2009. 

[7] S. Oh, B. Shin, J. Jeong, Y. S. Kim, and J. Lee, 

“UWB bandpass filter using dual stepped 

impedance stub loaded resonators,” Microwave 

and Optical Technology Letters, vol. 56, pp. 448-

450, 2014. 

[8] L. Y. Chen, C. H. Lee, and C. I. G. Hsu, “Novel 

UWB BPF design using modified trisection 

MMR,” Microwave and Optical Technology 

Letters, vol. 50, pp. 2904-2907, 2008. 

[9] Ansoft High Frequency Structural Simulator 

(HFSS), 12th ed., Framingham, MA, USA, Ansoft 

Corp., 2006. 

 

23DENG, ET. AL.: NOVEL UWB BANDPASS FILTER USING RADIAL-STUB-LOADED STRUCTURE



Slotted Triangular Monopole Antenna for UHF RFID Readers 
 

 

Khaled ElMahgoub 1,2 

 
1 Autoliv ASP, Inc. 

1001 Pawtucket Blvd, Lowell, MA 01854, USA 
2 Auto-ID Labs, Massachusetts Institute of Technology 

77 Massachusetts Avenue, Cambridge, MA 02139, USA 

kelmahgoub@ieee.org 

 

 

Abstract ─ A new compact slotted triangular monopole 

antenna for ultra-high frequency (UHF) radio frequency 

identification (RFID) applications is presented. The 

antenna exhibits an omnidirectional radiation pattern 

and has a bandwidth (BW) of more than 13%. It covers 

the global UHF RFID band and has a maximum gain of 

around 2.6 dBi. An overview of the antenna design 

along with the full wave simulation is provided. A 

prototype of the antenna is fabricated and tested. Good 

agreement is obtained between simulated and measured 

results. Moreover, the antenna is used with a UHF 

RFID reader in real use cases where read range and 

read rate with different commercial tags are used to 

evaluate the antenna performance. 

 

Index Terms ─ Monopole antenna, Radio Frequency 

Identification (RFID), read range, read rate. 

 

I. INTRODUCTION 
These days' radio frequency identification (RFID) 

use cases have increased considerably. RFID is a 

technology which uses RF signals for automatic 

identification of objects. It is utilized for several 

applications as a part of different territories, for 

example, electronic toll gathering, retail administration, 

access frameworks and numerous others [1]. In spite of 

the fact that these applications are important around the 

world, diverse districts have distinctive administrative 

standards for ultra-high frequency (UHF) RFID 

frameworks. In China the UHF RFID bands are  

840-845 MHz and 920-925 MHz, while for North 

America, Europe 902-928 MHz band, 865-868 MHz 

band are used respectively, while for Japan up till 2018 

two bands can be used 916-924 MHz and 950-956 MHz. 

So for an UHF RFID item to work all inclusive it 

should be reconfigurable or has enough band to cover 

the whole UHF RFID band (840-960 MHz). This adds a 

challenge in designing a global UHF RFID antenna. 

Many broadband UHF RFID reader antennas have been 

proposed in literature [2]-[5]. 

In this paper, a new compact omnidirectional  

broadband antenna for UHF RFID is proposed. The 

antenna is based on a triangular monopole antenna 

structure with triangular slot [6]. It has an impedance 

matching (<10 dB) BW over 13% and covers the global 

UHF RFID band (840-860 MHz). The antenna has a 

maximum gain of 2.6 dBi, and a gain around 2.5 dBi 

over the entire band. The antenna is small (dimensions 

< λ/3 × λ/3 at the center frequency of the band f = 900 MHz) 

and is suitable for small or handheld UHF RFID 

readers. The antenna was fabricated and different 

properties were measured, simulation and measured 

results showed good agreement. Moreover, the antenna 

was used with a commercial reader and real uses cases 

were tested. 

The paper is organized as follows: In Section II, 

the antenna design is described, a parametric study is 

conducted to examine the effect of the slot dimensions 

and the final dimensions of the antenna are stated. In 

Section III, the antenna simulation and measurements 

results are provided. Conclusions are provided in 

Section IV. 
 

II. ANTENNA DESIGN AND PARAMETRIC 

STUDY 
In this section, the design process of the antenna is 

described. The final design is shown in Fig. 1 and the 

final dimensions are stated. First step of the design 

process is using an equilateral triangular monopole 

antenna for wide band operation [7]; the antenna 

perimeter is chosen to be equal λ/2 where λ is the 

wavelength at 900 MHz. A microstrip line is used for 

feeding, and the antenna is mounted over a Roger 

RT/droid 6006 substrate with εr = 6.15, tanδ = 0.0019, 

and thickness of 1.9 mm. Second step is adding a 

triangular slot to enhance the matching, and to study the 

effect of such slot a parametric study was conducted on 

the dimensions of the slot using high frequency 

structural simulator (HFSS) [8]. Two parameters are 

studied, first the slot gap size g, which is changed while 

other dimensions are kept fixed. As shown in Fig. 2 (a), 

it is clear that the gap size can be used to shift the 
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matching BW toward the required center frequency. 

Based on the parametric study g = 4.215 mm was chosen 

for this design. The second parameter is the slot width 

S3, the slot width is changed while other dimensions are 

kept fixed. It could be noticed from Fig. 2 (b) that the 

slot width also causes a shift in the center frequency,  

S3 = 60.415 mm was chosen. Moreover, genetic algorithm 

optimization was used to finalize the rest of the 

dimensions. The default parameters of HFSS genetic 

algorithm were used as follows: maximum number of 

generations is 1000, and number of individuals for 

parents, mating pool, children, next generation is set to 

30, the number of survivors is set to 10, the goal was set 

that |S11|(dB) at 900 MHz is ≤ -25 dB. 

 

III. SIMULATION AND MEASUREMENTS 

RESULTS 
In this section, the full wave simulations are carried 

out using HFSS. Moreover, measurement results are 

provided for the fabricated antenna shown in Fig. 1 (b). 

There is good agreement between the simulation and 

the measurement results. 
 

 
 Front view (a) Back view 

     
 (b) 

 

Fig. 1. (a) Antenna design, and (b) fabricated antenna 

(all dimensions in mm) [L = W = Wg = 105, S1 = 77.275, 

S2 = 77.553, S3 = 60.415, S4 = 56.55, Lf = 22.914,  

Wf = g = 4.215]. 
 

 
 (a) 

 
 (b) 
 

Fig. 2. Parametric study (units in mm): (a) g and (b) S3. 
 

A. Return loss 

First the return loss is simulated and measured, and 

the results are shown in Fig. 3. As shown in the figure, 

the antenna is matched (|S11| < -10 dB) for the entire 

UHF RFID band (840 MHz to 960 MHz) with BW of 

more than 13%. Good agreement between simulated 

and measured results can be noticed. 
 

 
 

Fig. 3. Simulated and measured |S11| in dB. 
 

B. Maximum gain 

The maximum gain (at φ = θ = 0) of the antenna is 

simulated and measured for different frequencies, the 

measurement setup is shown in Fig. 4 (a). The antenna 

has a gain around 2.5 dBi for the entire RFID UHF 

global band as shown in Fig. 5. 
 

C. Radiation pattern 

The radiation patterns of the antenna are simulated 

and measured at 915 MHz (center frequency for North 

America band). Measurement setup is shown in Fig.  

4 (b), the radiation pattern are measured using what is 

defined in this paper as active measurement technique 

(measurement is done while reading a real tag). In this 

measurement technique the antenna is connected to 

M6e-M reader [9] (commercial UHF RFID) and the 

reader is set to the required frequency, the reader 

software is used to read a real tag (Alien Higgs 3 ALN-

9640-Squiggle [10]) and report the tag received power.  
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The antenna is set at a fixed distance from the tag (1 

meter) and the antenna is rotated using the 2 stepper 

motors as shown in the Fig. 4 (b). The received power 

at different angles is used to plot the measured radiation 

pattern (normalized to maximum received power). 

Figure 6 shows the different plane cuts for the radiation 

pattern, as shown the antenna exhibits an omnidirectional 

radiation pattern. Moreover, there is good agreement 

between the simulated and measurement results. 
 

D. Read range 

The Friis equation is used to calculate the 

theoretical maximum read range of an Alien Higgs 3 

ALN-9640-Squiggle tag as follows: 
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where, r is the read range in meters, λ is the wavelength 

in meters, Pt is the transmitted power by the reader in 

watts, Gt the gain of the transmitting antenna, Gr the 

gain of the receiving tag antenna, p the polarization 

efficiency, Tantenna is the power transmission coefficient 

of the antenna (account for mismatch), Ttag is the power 

transmission coefficient of the tag and Pth is the 

minimum received power necessary to turn on the chip 

in watts. For maximum theoretical read range the 

following parameters are used: Pt is used as 1 W, which 

is the maximum allowed transmitted power in USA, p 

is used as 1 for polarization matching, Pth is used as  

-14 dBm (39.8107 μW) as provided by the chip vendor 

[11] for the measured equivalent circuit, λ is set for 

each frequency from 800 MHz to 1 GHz. As for the 

return loss and the transmitting maximum gain they are 

calculated from the HFSS simulation, the maximum 

gain (at φ = θ = 0) is used for maximum read range. 

While the receiving gain is used as 2 dBi for small 

dipole and Ttag is assumed as 1 for matching case. The 

read range is around 7.5 meter on average, and it has a 

maximum value of 8 meter in the 840 MHz China band. 

Moreover, the read range was measured using the M6e-

M reader and two commercial tags Alien Higgs 3 ALN-

9640-Squiggle, and Monza 4 Frog 3D tag [12]. The 

measurement setup is shown in Fig. 4 (c), the reader is 

set to 5 different frequencies (866.3, 915.25, 918.5, 

919.2 and 922.625 MHz) to cover most of the UHF 

RFID global band, and the reader power was set to 30 

dBm. The theoretical result is compared with the 

measurement results in Fig. 7. As shown in Fig. 7, the 

measured read range for the ALN-9640-Squiggle tag is 

6 meter for EU band and around 6.5 meter for USA 

band, which is less than the maximum theoretical read 

range, and this is due many factors such as the return 

loss of the tag in real case can't be neglected, also 

polarization mismatch factor should be added due to 

misalignment, in addition the tag antenna gain might be 

less the 2 dBi used in the theoretical read range 

calculation. Moreover, the read range of the Frog  

3D tag is less than the ALN-9640-Squiggle due to 

polarization mismatch, the Frog 3D tag is dual 

polarized while the other tag is linear polarized which is 

in alignment with the proposed antenna polarization. 

 

E. Read rate 

The read rate is measured using two fabricated 

prototypes of the proposed antenna connected to the 

M6e-M reader as shown in Figs. 4 (d) and 4 (e). The 

universal reader assistant (URA) software [13] is used 

to read a large tag population of 230 GEN2 Tags with 

several chips and antennas. The default profile is used 

with the following configuration: region is set to USA 

with band 902 to 928 MHz with 50 hopping frequency, 

transmitted power of 30 dBm, two antenna ports 1 and 

2, Miller 4 encoding, backscattered Link Frequency 

(BLF) of 250 kHz. As shown in Fig. 8, the reader reads 

221 unique tags per second (tags/sec), while the reader 

reads 220 tags/sec when using two 6 dBi commercial 

antennas set underneath the table as shown in Fig. 4 (e). 

The result proves that the proposed antenna can be used 

in real life use cases. 
 

   
                  (a)                      (b)                     (c) 

   
                         (d)                               (e) 
 

Fig. 4. Measurement setup: (a) antenna gain, (b) radiation 

pattern, (c) read range, (d) commercial reader, and (e) 

read rate. 
 

 
 

Fig. 5. Simulated and measured maximum gain versus 

frequency. 
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                      (a)                                 (b) 

 
 (c) 
 

Fig. 6. Simulated and measured radiation patterns 

normalized Etotal at 915 MHz: (a) x-z, (b) y-z, and (c) x-y 

planes. 
 

 
 

Fig. 7. Transmission coefficient for sandwiched 

composite-FSS structure under oblique incident TEz 

plane wave (θ = 30o, φ = 60o). 
 

 
 

Fig. 8. Read rate measurements. 
 

IV. CONCLUSION 
A compact slotted triangular monopole antenna for 

universal UHF RFID applications is presented. The 

antenna exhibits an omnidirectional radiation pattern 

and has a bandwidth (BW) of more than 13%, and a 

maximum gain of around 2.6 dBi. The antenna design 

process was introduced and a prototype of the antenna 

was fabricated and measured. Good agreement is 

observed between the full wave simulation and 

measured results. Moreover, the antenna performance 

was evaluated with a UHF RFID reader in real use 

cases where read range and read rate with different 

commercial tags were measured. The antenna is 

suitable for small or handheld global UHF RFID  

readers. 
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Abstract ─ This letter presents a microstrip-to-microstrip 

vertical via interconnect in microwave low temperature 

co-fired ceramic (LTCC) technology. According to the 

simulation results, the insertion loss is less than 0.33 dB 

and the return loss is greater than 29.9 dB from 0.3 GHz 

to 18 GHz. An equivalent lumped model is developed  

for analyzing the microstrip-to-microstrip vertical 

interconnection. The structure has been manufactured 

and measured. 
 

Index Terms ─ Equivalent model, low temperature co-

fired ceramic, microstrip-to-microstrip and vertical via 

interconnect, microwave. 
 

I. INTRODUCTION 
Low temperature co-fired ceramic (LTCC) is in the 

core place of multi-chip module (MCM) technology. 

With the excellent RF performance, the recent research 

shows that LTCC technology is more for use in 

microwave and millimeter-wave applications, the high-

speed high-density, three-dimensional integration 

technology and so on, by its advantages, such as low 

thermal conductivity, high packaging flexibility, high 

integration density, high stability, and low cost [1-3]. It 

is widely applied in wireless communication systems 

[4]. Microwave components like stripline, cavity, 

substrate integrated waveguide (SIW) can be easily 

implemented on account of its three dimensional (3D) 

multi-layer structure [5]. LTCC multilayer circuit 

strctures require the interconnection of signals between 

different layers which will restrict the overall 

performance of the circuit systems. This is of key 

importance in the design of LTCC circuit systems. The 

high quality LTCC vertical interconnection plays an 

important role in system-in-package (SiP) module 

packaging applications. Since the geometry of vertical 

interconnections have significant effect in the 

electromagnetic behaviors of the LTCC multi-layer 

system [6], it becomes necessary to investigate the 

characteristics of these vertical interconnections. 

The detailed design and implementation of the 

microstrip-to-microstrip vertical interconnection with  

better performance at microwave frequencies are 

considered in LTCC technology. 
 

II. DESIGN DESCRIPTION 
The configuration of microstrip-to-microstrip single 

vertical via interconnect is shown in Fig. 1 (a). The 

bottom microstrip line is vertically connected by coaxial-

like signal via hole to microstrip line on top of the 

substrates. The inner ground planes on three different 

substrate layers are connected by the staggered via holes.  

The proposed structure consists of eight layers of 

Ferro-A6M substrates with via holes formed by Ferro 

CN33-407 silver paste, internal conductors formed by 

Ferro CN33-398 silver paste, and external conductors 

formed by Ferro CN33-391 silver paste. Each substrate 

has a thickness of 94 µm with a relative permittivity of 

5.9. So the total thickness of the design structure is  

752 µm, and the thickness of the external conductors is 

10 µm. According to the LTCC process specifications, 

two ceramic substrate layers are chosen for each 

microstrip line, which provides reasonable size for 50
transmission lines. Both of the top and bottom microstrip 

lines are 310 µm conductor in width. The circular pad, 

connecting the microstrip line and transmission via hole, 

has a diameter of 320 µm. The height of signal via hole 

corresponds to the 8-layer LTCC substrate thickness. All 

via holes in the design are of 130 µm diameter.  

In addition, the dominant mode of the microstrip 

line is quasi-TEM mode. This mode, relative to symmetry 

plane of the central microstrip line, is an even mode. 

Besides, the dominant mode of the coaxial-like line, 

formed by the vertical signal via and the surrounding 

shielded holes, is TEM mode. And this mode is also an 

even mode relative to symmetry plane of the central 

microstrip line. Therefore, it can realize a transition from 

the quasi-TEM wave of the microstrip line to TEM wave 

of the coaxial-like line among the interconnection 

structure. Figure 1 (b) illustrates 3D view of the coaxial-

like via structure. As is known to all, the discontinuity 

effect of the vertical via hole can result in non-negligible 

signal reflection, which may seriously degrade the 

performance. Therefore, the effect of characteristic 
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impedance on transmission performance is mainly 

discussed below. 

The original characteristic impedance of microstrip 

line is: 

 0
0

0

L
Z

C
 . (1) 

In order to improve the signal transmission 

performance, several ground-shielded via holes are 

employed around to enhance impedance matching. 

Meanwhile, the signal via hole produces the parasitic 

inductance L . The characteristic impedance of vertical 

signal via hole becomes: 

 0

0

L L
Z

C


 . (2) 

Therefore, in order to achieve impedance matching, we 

connect microstrip line to signal via hole through a pad, 

which introduces the compensation capacitor C . 

The characteristic impedance then becomes: 

 0 0
0

0 0

L L L
Z Z

C C C

 
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 
. (3) 

The compensation capacitor C  can be directly 

derivable from the Equation (3): 

 
2

0 0 0

2

0

L L Z C
C

Z

 
  . (4) 

Figure 1 (c) gives the cross sectional view. The 

parameters of this structure are shown in Table 1. The 

proposed structures (single and back-to-back) are 

simulated and carefully tuned in HFSS from 0.3 GHz to 

18 GHz. The simulated results of 21S and 11S are shown 

in Fig. 2. It can be noticed from Fig. 2 (a) that the 

insertion loss (
21S ) of single vertical interconnection is 

less than 0.202 dB up to 18 GHz, and the return loss (
11S ) 

is better than 33.79 dB up to 18 GHz. From Fig. 2 (b), it 

can be observed that 
21S of back-to-back structure is 

less than 0.33 dB up to 18 GHz, and 
11S  is better than 

29.9 dB up to 18 GHz.  

The improved structure in this letter can achieve 

better impedance matching and better signal integrity of 

TEM by the added middle ground plane with the aperture 

of the anti-pad. In practical manufacturing of LTCC, 

multi-layer vertical vias are easy to cause dislocation, 

which can affect signal connectivity. In particular, a 

disconnected signal via leads to microwave performance 

deterioration. Therefore, in order to prevent the impact 

of vertical via dislocation on performance, the 

surrounding shielded holes and the added middle ground 

plane with the aperture of the anti-pad are added to 

ensure better signal integrity of TEM in the event of 

slight dislocation. Therefore, it is observed that the 

proposed interconnect structure has better transmission 

performance. From the result of this work, it can be 

suggested that this interconnect structure is more suitable 

for vertical interconnection applications of microwave 

LTCC integrated circuit and SiP module packages. 
 

 
 (a) 

 
 (b) 

 
 (c) 
 

Fig. 1. The overall structure of microstrip-to-microstrip 

vertical via interconnects: (a) 3D view (single vertical 

interconnection), (b) coaxial-like via structure, and (c) 

cross sectional view for via interconnect. 
 

 
 (a) 

 
 (b) 
 

Fig. 2. Simulated 21S and 11S responses of microstrip-to-

microstrip vertical interconnect: (a) single vertical 

transition, and (b) back-to-back structure. 
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Table 1: The parameters of this structure 

Structure 

Parameters 

Quantity Data 

(mm) 

W Microstrip width 0.31 

r_pad 
Radius of pad connecting 

microstrip line to signal via 
0.16 

r_signal_pad Radius of pad for signal via 0.11 

r_signal Radius of signal via 0.065 

r_shield Radius of shield via 0.065 

r_ground 
Radius of opening in 

microstrip ground plane 
0.34 

r_loop 
Radius of opening in middle 

ground plane 
0.575 

via_off 
Distance between shield via 

and signal via 
0.69 

hi 
Substrate thickness 

(h1, h2, h3, h4) 
0.188 

 

III. EQUIVALENT TRANSITION MODEL 
An improved equivalent circuit, which is deduced 

theoretically from reference [7], is used for analyzing 

vertical via in Fig. 3. The impedance, inductance and 

capacitance effects of vertical via holes are considered. 

Hence, it consists of a seven lumped elements pi-

equivalent circuit model for the single vertical via 

interconnect. 1,L  
1C  and 1R  denote parasitic inductance, 

capacitance and resistance of vertical via respectively. 

2R  and 2C  represent the parasitic resistance and 

capacitance between pads of vertical via holes and 

adjacent ground planes [8-10].  

The equivalent model has been optimized and tuned 

in Agilent ADS on the parameters of the simulation 

result. The model parameters are extracted and listed in 

Table 2. The EM-simulated and circuit modeled S-

parameter results of the single via interconnection are 

shown in Fig. 4. As vertical interconnecting via is not an 

ideal coaxial line, the dispersion increase with the 

frequency increasing, which leads to non-linear distortion 

of transmission structure. Therefore, this non-linear 

distortion increases with frequency and length. From the 

corresponding results, it can be suggested that the 

developed circuit model and EM-simulation match 

almost well. 

 

C2

R2

L1 R1

C1

C2

R2

 
 

Fig. 3. Equivalent circuit for the proposed single vertical 

interconnection. 

 
 

Fig. 4. EM-simulated and equivalent circuit modeled 

results of the proposed single vertical interconnection. 

 

Table 2: Extracted model parameters 

Lumped 

Parameters 

Quantity Data 

C1(fF) Parasitic capacitance 85.86 

C2(fF) Parasitic capacitance 22.38 

L1(pH) Parasitic inductance 84.36 

R1( ) Resistance 1.12 

R2( ) Resistance 13.63 

 

IV. MEASUREMENT 
A back-to-back structure is manufactured for 

experimental validation as shown in Fig. 5. In Fig. 6, the 

measurement environment is displayed with a test fixture 

from Anritsu Model 3680V Universal. After firing, the 

average thickness of the LTCC substrate and the external 

conductor are 729 µm and 7 µm separately. The comparison 

of simulated and measured results has been shown in  

Fig. 7. For measurement results, the return loss is better 

than 10 dB, while the insertion loss is less than 1.59 dB 

in the frequency range of 0.3 GHz to 11.95 GHz. The 

simulation and measured results shows a discrepancy 

above 10 GHz. In practical manufacturing, due to 

fabrication tolerances, such as layer-to-layer alignment 

tolerance and dignment error of vertical via holes, the 

measured return loss (S11) of the fabricated model is  

less than the simulated result. In addition, due to 

mismachining tolerance of multi-metallized strips and 

the accuracy error of the shrinkage during the firing 

process, the measured insertion loss (S21) is larger than 
the simulated result. However, these factors are difficult 

to be considered in the simulation. 

 

 
 

Fig. 5. Photographs of fabricated back-to-back 

interconnection modules (×4). 
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Fig. 6. Photograph of the testing environment. 

 

 
 

Fig. 7. Comparison of proposed study by simulated and 

measured results. 

 

V. CONCLUSION 
In this letter, a microwave microstrip-to-microstrip 

vertical via interconnect has been proposed and 

experimentally validated in LTCC technology. By using 

the coaxial-like signal via hole and the pad between 

microstrip and signal via hole, a better impedance 

matching and less discontinuity are achieved. Also, an 

improved equivalent circuit is developed for analyzing 

scattering characteristic of vertical via interconnects. 

The fabricated back-to-back structure shows an insertion 

loss of less than 1.59 dB and a return loss of better than 

10 dB over 0.3 GHz to 11.95 GHz. This transition structure 

can be widely used in LTCC SiP module packaging 

applications. 

 

ACKNOWLEDGMENT 
This work was supported by Fundamental Science 

on EHF Laboratory of University of Electronic Science 

and Technology of China. 

 

REFERENCES 
[1] R. Kulke, et al., “LTCC-multilayer ceramic for 

wireless and sensor applications,” 2001. [Online]. 

Available: http://www.ltcc.de/downloads/rd/pub/ 

10-doc-plus-engl-2001.pdf. 

[2] Q. Y. Guo, X. Y. Zhang, L. Gao, Y. C. Li, and J. 

X. Chen, “Microwave and millimeter-wave LTCC 

filters using discriminating coupling for mode 

suppression,” IEEE Transactions on Components, 

Packag. and Manufacturing Technol., no. 99, pp. 

1-10, 2016. 

[3] H. Chu, J.-X. Chen, and Y.-X. Guo, “A compact 

artificial transmission line structure using LTCC 

technology and its applications,” IEEE MTT-S Int. 

Microw. Workshop Series on Advanced Materials 

and Processes for RF and THz Applications, pp. 1-

3, 2015. 

[4] Y. Zhou, A. Sun, J. Zhou, and Y. Shen, “A compact 

multi-channel receiver front-end using SiP 

integration technology on LTCC substrate for 

wireless communications,” Int. Conf. on Wireless 

Communications & Signal Processing, pp. 1-5, 

2015. 

[5] I. Wolff, “From antennas to microwave systems-

LTCC as an integration technology for space 

applications,” 3rd Eur. Antennas Propag. Conf., pp. 

3-8, Mar. 2009. 

[6] A. Pham, et al., “Development of millimeter wave 

multi-layer organic based MCM technology,” 

IEEE MTT-S Int. Microw. Symp. Dig., pp. 1091-

1094, June 1998. 

[7] Y.-S. Bang, J.-M. Kim, J.-M. Kim, Y.-K. Kim, and 

Y.-H. Jang, “LTCC-based vertical via interconnects 

for RF MEMS packaging,” Microw. Opt. Technol. 

Lett., vol. 52, no. 2, Feb. 2010. 

[8] H.-H. Jhuang and T.-W. Huang, “Design for 

electrical performance of wideband multilayer 

LTCC microstrip-to-stripline transition,” Electron. 

Packag. Tech. Conf., pp. 506-509, 2004. 

[9] C. L. N. Pavan and K. C. J. Raju, “Vertical 

interconnect modeling between GCPWs in LTCC 

technology,” Asia Pacific Conf. on Postgraduate 

Research in Microelectronics and Electron., pp. 

211-213, 2012. 

[10] E. Pillai, F. Rostan, and W. Wiesbeck, “Derivation 

of equivalent circuits for via holes from full wave 

models,” Electron. Lett., vol. 29, no. 11, pp. 1026-

1028, 1993. 

31LIU, ET. AL.: A BROADBAND VERTICAL VIA INTERCONNECTION FOR LTCC APPLICATIONS

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Pillai,%20E..QT.&searchWithin=p_Author_Ids:37332173000&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Rostan,%20F..QT.&searchWithin=p_Author_Ids:38349931900&newsearch=true
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=p_Authors:.QT.Wiesbeck,%20W..QT.&searchWithin=p_Author_Ids:37281044700&newsearch=true


Metamaterial Inspired Square Ring Monopole Antenna for WLAN 

Applications 
 

 

S. Imaculate Rosaline and S. Raghavan 
 

Department of Electronics and Communication Engineering 

National Institute of Technology, Tiruchirappalli, India 

imaculaterosaline@gmail.com, raghavan@nitt.edu 

 

 

Abstract ─ This paper describes the design of a compact 

dual band monopole antenna using a metamaterial 

inspired split ring structure for WLAN (2.4/5.2/5.5 GHz) 

applications. The antenna is printed on a 20x20x0.8 mm3 

FR-4 substrate. It consists of two concentric square rings 

with a partial ground plane and is fed by a microstrip 

line. A split in the outer ring is introduced to induce 

magnetic resonance which in turn yields a narrow lower 

band resonance at 2.4 GHz. The position of the split in 

the ring plays a vital role in inducing the magnetic 

resonance. The extraction of negative permeability of the 

ring structure with and without the split is discussed to 

verify the metamaterial property existence. A prototype 

of the proposed structure is fabricated and the measured 

results comply greatly with the simulated results. The 

antenna has consistent radiation pattern over all the 

working region.  
 

Index Terms ─ Metamaterial, monopole, negative 

permeability, split ring, WLAN. 
 

I. INTRODUCTION 
Wireless Local Area Network (WLAN), based on 

IEEE 802.11 standard operates in the 2.45 (2.4-2.48) GHz, 

5.2 (5.15 -5.35) GHz and 5.8 (5.75 - 5.825) GHz frequencies. 

Several design of antennas capable of covering both 

these frequency bands are discussed in the recent past. 

Among the variety of antennas proposed, printed 

monopoles serve as a good choice because of their 

compactness, efficiency and easy integration with other 

microwave integrated circuits. Multi branched radiators 

[1, 2], slotted monopoles [3 - 5], meander monopoles [6], 

fractal shapes [7] are few among them to obtain  

dual band operation in the WLAN 2.5/5.2/5.8 GHz 

range. Recently, electromagnetic metamaterial inspired 

structures like split ring resonators and complementary 

split ring resonators are used in the design of antennas. 

Split ring monopole antenna proposed in [8] has 

impedance matching problem in the lower WLAN band, 

whereas the dual band antennas with CSRRs [9] and 

triangular split ring resonators (SRRs) [10] has larger 

dimensions. Recently, in [11], multiband metamaterial 

loaded monopole antenna is reported for WLAN/ 

WiMAX applications. But, yet the overall dimension of 

these antennas are large compared with the proposed one 

as shown in Table 1 below. Also, unlike these antenna 

analysis, this paper emphasizes on the role of 

metamaterial property (negative permeability) in antenna 

design. 

 

Table 1: Dimensions of multiband antennas 

Ref. Dimensions, L x W (mm2) 

[8] 20 x 32 

[9] 34 x 30 

[10] 40 x 35 

[11] 45 x 40 

Proposed antenna 20 x 20 

 
In this paper, a compact dual band monopole 

utilizing metamaterial inspired split ring structure is 

discussed. The magnetic resonance of the split ring 

structure offers a narrow lower band resonance at  

2.4 GHz. The proposed geometry is very simple with 

good resonant and radiation characteristics, making it a 

good choice for commercial use.  

 

II. PROPOSED ANTENNA DESIGN 
The evolution of the proposed split ring radiating 

antenna is shown in Fig. 1. Here, configuration A shows 

a square ring monopole of side length 10 mm. It is fed 

by a 5x0.8 mm2, microstrip line. In configuration B, a 

concentric inner ring is introduced to achieve resonance 

at the higher frequency band (5.5 GHz). 

Finally, as shown in configuration C, a split is 

introduced along the horizontal arm of the outer ring to 

induce magnetic resonance and in turn yield a second 

lower band resonance. The antenna is printed on a 

20x20x0.8 mm3 FR-4 substrate with a relative dielectric 

constant of 4.4 and loss tangent of 0.002. A detailed 

layout of the proposed antenna is shown in Fig. 2 along 

with its side view and its dimensions are listed in Table 

2. Photograph of the proposed structure is shown in  

Fig. 3. 
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Fig. 1. Evolution of the proposed antenna. 

 

 
 

Fig. 2. Geometry of the proposed antenna: (a) top view 

and (b) side view. 

 

Table 2: Dimensions of the proposed antenna 

Parameter Dimension 

(mm) 

Parameter Dimension 

(mm) 

L 20 L1 10 

L2 4.8 Lf 5 

Wf 0.8 Lg 4 

g 0.2 c 1 

d 3 s 0.6 

h 0.8   

 

       
 

Fig. 3. Photograph of the proposed dual band antenna: 

(a) top view and (b) bottom view. 

 

III. SIMULATION RESULTS 
Simulations are performed using the Ansoft  

High Frequency Structure Simulator (HFSS) V.15.0 

commercial software package. Figure 4 shows the 

simulated reflection coefficient characteristics of the 

three configurations shown in Fig. 1. Configuration A 

shows resonance around 6 GHz for Wf = 0.8 mm. When 

the inner concentric ring is introduced as shown in 

configuration B, the impedance matching at 6 GHz is 

improved, since the inner ring by itself exhibits a quarter 

wavelength resonance for the radii of 6.8 mm. Now, 

when the split is introduced along the outer ring 

(configuration C), the current along this path gets 

perturbed, and leads to a lower band resonance around 

2.4 GHz. Figure 5 shows the parametric study on Wf for 

configuration B. It is inferred that when Wf is 1.6 mm, 

resonance around 4 GHz is observed and when Wf is  

0.8 mm, resonance around 6 GHz is observed. Hence,  

for fabrication, Wf = 0.8 mm is chosen. The proposed 

structure shows a dual band resonance centred at 2.4 GHz, 

and 5.5 GHz, with -10 dB impedance bandwidth of  

150 MHz (2.35 – 2.5 GHz) and 1230 MHz (4.9 – 6.13 GHz). 

Here, the position of the split from its centre (d) plays an 

important role in determining the lower resonant band. 

This is validated by performing a parametric study. 

Figure 6 shows the parametric study on the position ‘d’ 

of the split ring from the centre. It is noted that, when the 

split is present at the centre, there is no lower band 

resonance and when the split is moved on either side at a 

distance of 1 mm, 2 mm, etc. from the centre, a narrow 

lower band resonance around 2.4 GHz is inferred. This 

is due to the induced charge concentration around the 

split gap. Simulated surface current distribution of the 

proposed antenna at 2.4 GHz and 5.5 GHz are shown in 

Figs. 7 (a) and (b). It is inferred that, for 2.4 GHz band, 

the current is dense along the longest arm of the outer 

ring and for 5.5 GHz, the current is distributed along the 

outer ring. The coupling of current to the inner ring can 

also be noticed. Figure 7 (c) shows the simulated electric 

field distribution at 2.4 GHz. A dense charge distribution 

around the split gap is inferred. 

 

 
 

Fig. 4. Simulated input reflection coefficient characteristics 

of configuration A, B and C. 
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Fig. 5. Simulated input reflection coefficient characteristics 

of configuration B for various feed width Wf. 

 

 
 

Fig. 6. Simulated input reflection coefficient characteristics 

of configuration C for various distance of the split, d, 

from the center. 

 

 
 

Fig. 7. Simulated surface current distribution of the 

proposed antenna at: (a) 2.4 GHz, (b) 5.5 GHz, and (c) 

simulated electric field distribution at 2.4 GHz.  

IV. MEASUREMENT RESULTS 
The return loss characteristics are measured using a 

vector network analyser. Figure 8 shows the simulated 

and measured reflection coefficient characteristics of the 

proposed antenna. The measured data exhibits a dual 

band resonance at 2.4 GHz, and 5.5 GHz, with -10 dB 

impedance bandwidth of 150 MHz (2.35 – 2.5 GHz) and 

1600 MHz (4.9 – 6.5 GHz). The measured results greatly 

comply with the simulated results in the 2.4 GHz band; 

however, a discrepancy in the higher operational band at 

5.5 GHz is observed. This may be attributed to 

fabrication tolerance and thick soldering of SMA 

connector. Figure 9 shows the measured radiation pattern 

of the proposed antenna at 2.4 GHz, 5.2 GHz and 5.8 GHz. 

A consistent omnidirectional pattern is observed in the  

H plane and a bidirectional pattern is observed in the  

E plane over all the operating region. A peak gain of  

1.6 dBi and 2.8 dBi are inferred around 2.4 GHz and  

5.5 GHz during measurement. Thus, the radiation and 

resonant behaviour of the antenna are found satisfactory 

making the antenna suitable for wireless communication 

devices. 
 

 
 

Fig. 8. Simulated and measured input reflection 

coefficient characteristics of the proposed antenna. 
 

 
 

Fig. 9. Measured H plane and E plane pattern of the 

proposed antenna at 2.4 GHz, 5.2 GHz and5.8 GHz. 
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V. SPLIT RING ANALYSIS 
The radiating element by itself is a split ring 

structure. The structure is analysed using the classic 

waveguide theory approach in which the structure is 

placed inside a waveguide and an EM wave is passed 

through one of its ports and measured through the other 

port. The transmission and reflection coefficients are 

noted and from which the effective material parameters 

(permeability and permittivity) are extracted [12]. Figure 

10 shows the real parts of extracted effective permeability 

values for the two split ring structure with and without 

the split gap. It is inferred that the permeability is 

negative around 2.4 GHz for the structure with split and 

a constant permeability for the structure without the split, 

which confirms the metamaterial property existence. 
 

 
 

Fig. 10. Real part of extracted effective permeability of 

the two split ring structures. 
 

VI. CONCLUSION 
A dual band monopole antenna suitable for WLAN 

2.4/5.5 GHz applications is presented in this paper. The 

antenna makes use of a metamaterial inspired split ring 

structure for achieving the dual band resonance. The 

antenna geometry is very simple and also compact 

making mass production easy. The radiation pattern and 

gain are consistent over all the operating bands making 

the proposed antenna a good choice for wireless 

applications. 

 

REFERENCES 
[1] Y. Xu, Y.-C. Jiao, and Y.-C. Luan, “Compact 

CPW-fed printed monopole antenna with triple band 

characteristics for WLAN/WiMAX applications,” 

Electron Lett., vol. 48, pp. 1519-1520, 2012. 

[2] X. L. Sun, L. Liu, S. W. Cheung, and T. I. Yuk, 

“Dual-band antenna with compact radiator for 

2.4/5.2/5.8 GHz WLAN applications,” IEEE 

Trans. Ant. P, vol. 60, pp. 5924-5931, 2012. 

[3] W.-C. Liua, C.-M. Wua, and N.-C. Chu, “A  

compact low profile dual-band antenna for WLAN 

and WAVE applications,” AEU Int. J. Electron. C, 

vol. 66, pp. 467-471, 2012. 

[4] C.-Y. Huang and E.-Z. Yu, “A slot monopole 

antenna for dual band WLAN applications,” IEEE 

Antennas Wireless Propag. Lett., vol. 10, pp. 500-

502, 2011. 

[5] X.-Q. Zhang, Y.-C. Jiao, and W.-H. Wang, 

“Compact wide tri-band slot antenna for 

WLAN/WiMAX applications,” Electron. Lett., 

vol. 48, pp. 64-65, 2012. 

[6] H.-Y. Chien, C.-Y.-D. Sim, and C.-H. Lee, “Dual 

band meander monopole antenna for WLAN 

operation in laptop computer,” IEEE Antennas 

Wireless Propag. Lett., vol. 12, pp. 694-697, 2013. 

[7] R. Ghatak, R. K. Mishra, and D. R. Poddar, 

“Perturbed Sierpinski carpet antenna with CPW 

feed for IEEE 802.11 a/b WLAN application,” 

IEEE Antennas Wireless Propag. Lett., vol. 7, pp. 

742-744, 2008. 

[8] S. C. Basaran and Y. E. Erdemli, “A dual band split 

ring monopole antenna for WLAN applications,” 

Microw. Opt. Technol. Lett., vol. 51, pp. 2685-

2688, 2009. 

[9] S. C. Basaran, U. Olgun, and K. Sertel, “Multiband 

monopole antenna with complementary split ring 

resonators for WLAN and WiMAX applications,” 

Electron. Lett., vol. 49, pp. 636-638, 2013. 

[10] K. Yang, H. Wang, Z. Lei, Y. Xie, and H. Lai, 

“CPW-fed slot antenna with triangular SRR 

terminated feed line for WLAN/WiMAX 

applications,” Electron. Lett., vol. 47, pp. 685-686, 

2011. 

[11] H. He, Y. Liu, S. Zhang, and S. Gong “Multiband 

metamaterial-loaded monopole antenna for 

WLAN/WiMAX applications,” IEEE Antennas 

Wireless Propag. Lett., vol. 14, pp. 662-665, 2015. 

[12] D. R. Smith, S. Schultz, P. Markos, and C. M. 

Soukoulis, “Determination of effective permittivity 

and permeability of metamaterials from reflection 

and transmission coefficients,” Phys. Rev. B, vol. 

65, pp. 195104-195109, 2002. 

 

Frequency (GHz)

2.0 2.2 2.4 2.6 2.8 3.0

R
e
a
l 
p

a
rt

 o
f 

p
e
rm

e
a
b
ili

ty

-4

-2

0

2

4

Without split

With split

35ROSALINE, RAGHAVAN: METAMATERIAL INSPIRED SQUARE RING MONOPOLE ANTENNA



Mutual Coupling Characterization of Ultra-Wideband U-Slot Microstrip 

Patch Array Antennas 
 

 

Mohamed M. Elsewe and Deb Chatterjee 
 

Computer Science & Electrical Engineering Department 

University of Missouri – Kansas City, Kansas City, MO 64110, USA 

mme0f0@mail.umkc.edu, chatd@umkc.edu 

 

 

Abstract ─ Ultra-wideband (UWB) phased arrays are 

increasingly used in radar and medical applications. 

Mutual coupling reduction between the phased array 

elements is critical in achieving good scan bandwidth. 

This study investigates the mutual coupling of a UWB 

U-slot microstrip patch 2-element array to find the 

patch orientation and U-slot topology with the least 

mutual coupling. Electromagnetic (EM) simulation 

results indicate that, for εr = 2.2 substrate, diamond 

patch orientation with opposite U-slot topology has the 

least coupling between the array elements. Results also 

indicate that the current density distribution on the 

microstrip patch has an effect on mutual coupling 

between the array elements. Results show good 

agreement between MoM and FEM EM solvers. 

 

Index Terms ─ Arrays, FEM, L-probe, microstrip, 

MoM, mutual coupling, U-slot, UWB. 

 

I. INTRODUCTION 
UWB scanning phased arrays are finding 

increasing use in wireless communication and medical 

applications [1, 2]. Scan blindness due to surface wave 

excitations could reduce the scan bandwidth range [3]. 

By reducing the mutual coupling between array 

elements, the scan blindness effects will be reduced [3]. 

In this study, the mutual coupling of a UWB U-slot 

microstrip patch 2-element array is investigated to find 

the patch orientation and U-slot topology with the least 

mutual coupling. 

U-slot patch antennas are a class of UWB 

microstrip patch antennas. Several feeding structure 

designs for the U-slot patch antenna are proposed in the 

literature [4, 5]. The L-shaped probe feeding structure 

has led to further improved impedance bandwidth for 

the U-slot patch antenna [5]. Moreover, its simple 

structure and low material and production cost [5] make 

it an attractive feeding method for the U-slot microstrip 

patch antenna. 

Previous work [6, 7] analyzed the mutual coupling 

between the U-slot microstrip array elements using the  

vertical probe feeding structure. The study in [8] aimed 

to characterize the mutual coupling of a U-slot 

microstrip 2-element array for the L-probe feeding 

structure compared to the vertical probe feeding 

structure using different U-slot topologies for εr = 2.2 

substrate. This paper aims to extend this study by 

characterizing the mutual coupling of an L-probe-fed 

U-slot microstrip 2-element array using different patch 

orientations and U-slot topologies for εr = 2.2 substrate. 

 

II. DESCRIPTION OF MODEL 
The U-slot microstrip patch antenna array is 

simulated and analyzed using the Method of Moments 

(MoM) solver in the commercially available EM 

simulation package, FEKO. The FEKO MoM results 

are validated by another EM simulation package, 

HFSS, which is based on the Finite Element Method 

(FEM).  

The simulated U-slot microstrip patch antenna 

geometry is shown in Fig. 1. The RT/Duroid 5880 

substrate material with εr = 2.2 and tan(δ) = 0.0009 is 

used. The method of dimensional invariance described 

in [9] is used to realize the U-slot antenna patch 

dimensions, shown in Table 1, for a 2.4 GHz design 

frequency. Experimental validation of the method of 

dimensional invariance is reported in earlier work [7]. 

Several simulation optimization runs were 

performed to arrive at the substrate height and probe 

position which yield best bandwidth. In FEKO, infinite 

substrate and ground is assumed. In HFSS, the substrate 

and ground (Wg and Lg) dimensions are extended by 

λ/2, where λ corresponds to lower bandwidth frequency, 

from the edge of the patch to simulate an infinite 

substrate and ground. In HFSS, a radiation air box 

boundary which is λ/2, where λ corresponds to the 

lower bandwidth frequency, above the patch is used. A 

50-ohm coaxial feed line is used to feed the L-probe. 

The different 2-element patch orientations and U-slot 

topologies simulated are shown in Fig. 2. The inter-

element spacing between the patch edges is taken to be 

approximately λ/4. For the diamond patch orientations,  
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the patches are rotated by 45°. 
 

 
 

Fig. 1. Geometry of L-shaped, probe-fed, rectangular, 

U-slot, patch microstrip antenna. 

 

Table 1: U-slot microstrip patch antenna dimensions  

a 5.17 mm Ws 18.09 mm d 3 mm 

b 5.17 mm rp 1 mm h 14 mm 

W 46.53 mm xp 13.8 mm Lv 10 mm 

L 33.6 mm yp -1 mm Lh 12 mm 

t 2.6 mm     

 

     
(a)                                        (b) 

     
                    (c)                          (d) 

     
                    (e)                                           (f) 

     
                    (g)                                          (h) 

     
(i)                                       (j) 

 
(k) 

 

Fig. 2. Variations of U-slot topologies and patch 

orientations in a 2-element array: (a-c) E-plane patch 

orientation, (d-e) H-plane patch orientation, (f-h) 

diamond patch orientation, and (i-k) Diagonal patch 

orientation. 

 

III. RESULTS AND DISCUSSION 
In [10], the bandwidth for a single-element L-

probe-fed U-slot microstrip patch antenna with εr = 2.2 

substrate was found to be between 1.8 GHz and 3 GHz. 

Figure 3 shows the E-plane coupling between two L-

probe-fed U-slot patch elements for 3 different U-slot 

topologies over the 2-3 GHz bandwidth. HFSS and 

FEKO simulation results indicate that topology (a) has 

the lowest mutual coupling in the 20-27 dB range, and 

topology (c) has the highest mutual coupling. Figure 4 

shows the H-plane coupling between two L-probe-fed 

U-slot patch elements for 2 different U-slot topologies. 

Results indicate that topology (e) has the lowest mutual 

coupling in the 20-25 dB range. Figure 5 shows the 

diamond patch orientation coupling between two L-

probe-fed U-slot patch elements for 3 different U-slot 

topologies. Results indicate that the opposite U-slot 

topology (h) has the lowest mutual coupling in the 25-

45 dB range, and topology (g) has the highest mutual 

coupling. Figure 6 shows the diagonal patch orientation 

coupling between two L-probe-fed U-slot patch elements 

for 3 different U-slot topologies. Results indicate that 

no particular topology has the highest or lowest mutual 

coupling throughout the entire bandwidth; however, 

topology (j) has the lowest mutual coupling in half of 

the bandwidth in the 20-40 dB range. In Figs. 3-6, 

HFSS and FEKO results show good agreement. 

 

 
 

Fig. 3. E-plane patch orientation coupling for different 

U-slot topologies. 
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Fig. 4. H-plane patch orientation coupling for different 

U-slot topologies. 

 

 
 

Fig. 5. Diamond patch orientation coupling for different 

U-slot topologies. 

 

 
 

Fig. 6. Diagonal patch orientation coupling for different 

U-slot topologies. 

 

Figures 7 and 8 show the current density distribution 

at 2.4 GHz for the U-slot topology, (h) with the least 

mutual coupling and the U-slot topology (c) with the 

highest mutual coupling, respectively. As seen in both 

figures more current density is concentrated around the 

base side of the U-slot, underneath which the L-probe 

feed is located. In Fig. 7, the two U-slot bases are 

farther apart from each other than in Fig. 8. This 

explains the lower mutual coupling in U-slot topology 

(h). Similarly, it is observed in the H-plane patch 

orientation that the U-slot topology (e) has less mutual 

coupling than U-slot topology (d) mainly because the 

U-slot base sides, where more current density is 

present, are farther apart in the case of U-slot topology 

(e). Also, in the diamond patch orientation, the U-slot 

topology (g) has the highest mutual coupling because 

the two U-slot base sides are closest to each other. 

 

      
 

Fig. 7. Current density distribution in Diamond patch 

orientation for U-slot topology (h) at 2.4 GHz. 

 

      
 

Fig. 8. Current density distribution in E-plane patch 

orientation for U-slot topology (c) at 2.4 GHz. 

 

IV. CONCLUSION 
In this paper, the evaluation of the mutual coupling 

of an L-probe-fed U-slot microstrip patch 2-element 

array using different patch orientations and U-slot 

topologies for εr = 2.2 substrate is presented. HFSS and 

FEKO simulation results show good agreement and 

indicate that the current density distribution on the 

microstrip patch has an effect on mutual coupling 

between the array elements. Results also indicate that 

the diamond patch orientation with opposite U-slot 

topology has the least coupling between the array 
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elements. Future work will examine the scan bandwidth 

of such patch orientation and U-slot topology in a 

planar array. Also, the same study will be performed for 

higher substrate permittivities. 
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