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Abstract ─ Segmented antennas loaded with reactance 

elements at the junctions between segments provide 

additional parameters for shaping antenna characteristics. 

The design procedure consists of first, circuit analysis 

of the multiport antenna description to determine the 

initial values of the lumped element reactances and 

second, of fine tuning the antenna dimensions full-wave 

simulation software. Measured results show that a good 

matching and an omnidirectional radiation pattern in 

the vertical plane is maintained up to θ = 70º with a 

circular ground plane of 1m diameter.  

Index Terms ─ Antenna directivity, antenna impedance 

matrix, design optimization, omnidirectional antenna, 

partitioned antenna, printed circuit antenna, segmented 

antenna. 

I. INTRODUCTION
Many applications of wireless communication 

require antennas that provide omnidirectional radiation 

patterns. For example, an antenna designed for 

communication with non-stationary low-earth-orbit 

satellites should display an omnidirectional pattern in 

the upper half plane of a spherical system of 

coordinates. One possibility of creating such a radiation 

pattern is with the use of a half-loop segmented antenna 

[1] that can easily be fabricated in a printed-circuit

form. As this antenna creates a linearly polarized field,

a combination of two orthogonal antennas driven in a

phase quadrature would be necessary for achieving

circularly polarized radiation. This paper presents a new

design of segmented half loop antenna that achieves

omnidirectional radiation above a ground plane in one

azimuthal plane.

The need for segmentation can be best understood 

by considering the characteristics of a solid (unsegmented) 

antenna such as shown in Fig. 1. We assume that the 

antenna circumference 2a is approximately one-half 

wavelength, and the two generators are in phase 

opposition. A transmitting loop antenna placed above a 

perfectly conducting ground plane as shown in Fig. 1, 

produces the same field in the upper half-space as 

another double-sized, full-loop antenna, located in free 

space. To distinguish the antenna in Fig. 1 from other 

loop antennas, we will call it a half-loop antenna. 

Fig. 1. A solid half-loop antenna above a perfectly 

conducting ground plane. 

The directivity pattern created by such antenna is 

well known in the literature as is not shown for brevity. 

This pattern differs significantly from an ideal radiation 

pattern produced by an elementary magnetic dipole 

placed in the horizontal direction. In particular the 

directivity pattern of such an antenna drops by 5 

decibels already at an angle of θ = 60º, instead of being 

constant up to the horizon as in the case of the 

elementary dipole. Note that in spherical system of 

coordinates, angle θ is counted from the vertical z axis. 

On the other hand, when the half-loop antenna of the 
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same overall dimensions is partitioned into 7 total 

segments, separated by lumped reactances, the simulated 

radiation pattern becomes as shown in Fig. 2, which is 

almost identical with an ideal magnetic dipole pattern. 

In addition, the segmented antenna is better matched 

than the solid version. More details about the 

segmentation procedure will be provided in Section III. 

This pattern has been obtained by the use of the full 

wave EM simulation software Ansys HFSS [2], 

assuming an infinite ground plane. 

Fig. 2. Simulated directivity patterns of half-loop 

segmented antennas. The solid and dashed lines 

correspond to the xz and yz planes, respectively. 

II. EQUIVALENT CIRCUIT OF THE HALF-

LOOP SEGMENTED ANTENNA 
For a half-loop antenna with electrical length no 

greater than one-half wavelength, the radiation pattern 

could be made omnidirectional in the orthogonal plane, 

if one could maintain a stationary phase of the current 

distribution along the antenna conductor. The control of 

the current distribution along the antenna will be 

accomplished by segmenting the half-loop antenna into 

7 segments as shown in Fig. 3. Without the loss of 

generality, the substrate used for the loop is a 32 mil 

Rogers RO4003 laminate. 

Fig. 3. The conductor of a half-loop antenna in Fig. 1 is 

divided into 7 segments. 

Between each two neighboring segments a lumped 

reactance will be inserted leading to an equivalent 

circuit as shown in Fig. 4. From the circuit theory point 

of view, we see two impedance matrices; the antenna is 

described by matrix Za while the “external” reactances 

constitute diagonal impedance matrix Zex: 

(0, , ,... ,0).
2 3 7

Z
ex

diag jX jX jX (1) 

The capacitive reactances are negative, and 

inductive reactances are positive. In order to insure that 

the radiation in the positive x direction is of the same 

intensity as the one in the negative x direction, the 

reactance values should be made symmetric around the 

z axis, i.e., X2=X7, X3=X6 and X4=X5. Furthermore the 

source voltages should be made equal to each other 

(Vg1 = Vg8). Then, the two input impedances will be equal 

to each other (Zin1 = Zin8), and the two powers delivered 

to the antenna ports will also be equal to each other 

(Pin1 = Pin2). Considering the structure in Fig. 3 to be an 

array comprised of 7 elements, the impedance matrix 

Za can be generated using full-wave electromagnetic 

simulation software [2]. 

Fig. 4. Equivalent circuit of the half-loop segmented 

antenna.  

When the voltages at the individual ports are 

grouped in the vector V  and the port currents in a 

vector I  the network in Fig. 4 is described by: 

 
1

.
a ex

Z Z gI V


  (2) 

The first component of vector 
gV  is equal to 1gV

and the 8th component is equal to 8gV while the rest of 

components are being equal to zero. For the operation 

in the phase opposition, 1 8g gV V , and it is therefore 

possible to evaluate the voltages and currents at all the 

ports. Thus, for any combination of reactances X2 to X7 

it is possible to determine the exact input impedance 

with the use of circuit-theory Equation (2), without the 

need to refer to a full wave simulation software. 

Furthermore, it is also possible to approximately 

compute the radiation pattern based on the results 

obtained by the circuit theory as follows. Each of the 

segments is considerably shorter than the free-space 

wavelength, so one can assume that the current 

distribution along an individual segment will not 

display significant fluctuations. Thus, it is reasonable to 

assume that the current on the segment i is equal to the 

average value of port currents entering and exiting that 

segment: 

1( ) / 2.si i iI I I   (3) 

The antenna system in Fig. 3 can be viewed to 

represent an array of known linear current sources Isi, so 
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that it is possible to evaluate the total radiated field 

using antenna theory [3]. It is convenient to define 

current moments as follows: 

2
,i

mi si

d
I I




 (4) 

where di is the length of the segment i and λ is the free 

space wavelength. When the segments i (i = 1 to 7) are 

rotated by angles
i with respect to the z-axis, their centers

being located in the xz-plane at coordinates xi and zi, the 

general formula for directivity in the xz plane becomes: 

     
2

14
sin cos

11

7.5
I sin .i ijk x z

mi i

iin

D e
P

 
  





  (5) 

Figure 5 displays the individual current moments 

that are used for computing the directivity. Although 

there are only 7 physical segments on the antenna, there 

are also 7 images below the ground plane that must be 

added in the summation (5). It is important to note that 

the number of segments needed for any given design is 

subjective. In the proposed design initially 5 segments 

were considered, however it was observed that adding 

segments on the top corners were necessary, hence this 

number was increased to 7. While adding more segments 

is also possible, due to added complexity it should 

generally be avoided. 

Fig. 5. The positions and orientations of the current 

moments on the segmented half-loop antenna. 

III. OPTIMIZATION PROCEDURE FOR

INDIVIDUAL REACTANCES
Expression (5) enables one to estimate the radiation 

pattern as a function of θ. For optimization purposes, 

directivity D is evaluated at a number of θ points. 

Afterwards, the mean value mD and the standard 

deviation sD of all the points are computed. The objective 

function for optimization is then selected to be: 

1
2 3 .

w
U w sD w

mD
     (6) 

In this way, the mean directivity is maximized, the 

standard deviation of directivity (i.e., the departure 

from the omnidirectional shape) is minimized, and the 

input reflection coefficient is minimized. The weight w1 

is used to emphasize the mean directivity; w2 is used to 

emphasize the uniform directivity; and w3 is used to 

emphasize the impedance match. 

For demonstration and verification purposes, the 

side length of the half-loop from Fig. 6 is selected to be 

a = 62 mm, and the strip width is 5 mm. The operating 

frequency is selected to be f = 1.2276 GHz (GPS L2 

band). The 8-port antenna impedance matrix is created 

by HFSS, while the initial optimization is performed 

with the Matlab® program “fminsearch” [4].  

At the start of optimization, all reactances are set to 

be equal to -259 Ω (i.e., 0.5 pF). The three optimized 

reactances come out to be X2= -500 Ω, X3= 92.7 Ω and 

X4= -432 Ω. Thus, the second and the fourth loading 

reactances are capacitive, while the third one is inductive. 

The amplitudes and phases of the current moments at 

the start of optimization are shown in Fig. 6 (a), and 

after optimization they are shown in Fig. 6 (b). It can be 

seen that the amplitudes of the current moments after 

optimization have become several times larger, because 

of an improved impedance match. The phase distribution 

has also changed somewhat after optimization, but 

phases still remain close to each other. The predicted 

mean directivity is mD= 3.6 dBi, and the predicted 

input return loss is 20 dB. 

  (a) 

  (b) 

Fig. 6. Amplitudes and phases of current moments on 

individual segments: (a) before optimization, and (b) 

after optimization.  

When the optimized values of lumped reactances 

are inserted in the antenna model, the radiation pattern 

obtained by HFSS is shown in Fig. 2 (b). As expected, 

the shape of the pattern closely resembles that of an 

ideal magnetic moment oriented along the y axis. As far 

as the directivity of this oversized magnetic dipole is 

concerned, the directivity value computed by HFSS is 
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slightly larger than the 3.6 dBi predicted by circuit 

analysis, namely 4.1 dBi in the z direction, and it drops 

to 3.8 dBi in the x direction. The simulated return loss 

is approximately 21.6 dB at 1.2276 GHz, which is in 

good agreement with the value obtained by circuit 

theory of 20 dB at 1.2276 GHz. 

The final step is to model the required reactances 

of the segmented antenna. The inductance corresponding 

to X3 is L3=12.03 nH. This value is realized by a small 

circular loop in each of the two corners of the half-loop. 

The trace width for this inductor was set to 1 mm. The 

other two lumped elements are capacitances 0.26 and 

0.30 pF, which are realized by overlapping the strips 

located on the opposite sides of the substrate. For these 

three sets of printed reactive elements, the initial 

dimensions were determined based on static 

approximation. The final dimensions, i.e., the loop 

radius for the inductors and overlap length for the 

capacitors, were determined with direct optimization of 

these parameters in the full-wave software. This 

secondary optimization resulted in an omnidirectional 

directivity of 3.8 dBi in both x and z directions, with 

the input reflection coefficient magnitude of -21.6 dB at 

1.2276 GHz. The dimensions for the inductive loop 

radius, and the overlap capacitor lengths, were 2.22 mm, 

1.55 mm, and 1.95 mm, respectively. The printed circuit 

arrangement, and a photo of its prototype, are shown 

in Fig. 7. A lumped port excitation was used in the 

simulation model to represent the SMA end-launch 

connector of the fabricated prototype. The substrate 

used for the ground plane and feed network is a 62 mil 

Rogers RT/Duroid 5880. Note that the feed network is a 

power divider which feeds the two ports of the HLA out 

of phase [1].  

  (a)  (b) 

Fig. 7. (a) Printed circuit version of the antenna. (b) 

Half-loop segmented antenna prototype.  

IV. PROTOTYPE MEASUREMENTS
The radiation pattern measured with a ground plane

of 1 meter diameter is compared with the simulated 

pattern in Fig. 8. The antenna radiation pattern and 

efficiency were measured using the SG64 Starlab 

measurement system at Kennesaw, GA. Because of the 

limited ground plane size, the edge diffraction effect is 

clearly visible. The measured value drops below the 

simulated value at θ = 70º. For a larger ground plane 

size, one would expect wider omnidirectional coverage 

angle. The measured radiation efficiency at the center 

frequency is 93%. The measured reflection coefficient 

magnitude is given in Fig. 9. 

 (a)    (b) 

Fig. 8. Measured (solid) and simulated (dashed) radiation 

patterns of the antenna at 1.2276 GHz in: (a) xz or φ = 0º 

and (b) yz or φ = 90º planes. 

Fig. 9. Reflection coefficient magnitude of the antenna. 

V. CONCLUSIONS
By allowing the individual reactances in a 

segmented antenna to take distinct values, it becomes 

possible to simultaneously optimize the radiation pattern 

and the input match of the antenna. A preliminary 

optimization is considerably speeded up by analyzing 

the antenna equivalent circuit. The required capacitances 

and inductances can be easily integrated into the printed 

circuit of the segmented antenna, such that no external 

matching circuit is necessary. 
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Abstract ─ This paper extends the authors previous 

simulation study [1, 2] that predicted the quality of the 

pseudo plane wave of an offset compact antenna test 

range (CATR). In this paper, the quiet-zone performance 

predictions are extended to rigorously incorporate the 

effects of probing the CATR quiet-zone using various 

field probes. This investigation leads to recommendations 

as to the optimal field probe choice and measurement 

uncertainties. The results of these new simulations are 

presented and discussed. 

Index Terms ─ Compact antenna test range, field-probe, 

quiet-zone probing, reaction theorem. 

I. INTRODUCTION
The single-offset compact antenna test range 

(CATR) is a widely deployed measurement technique 

for the broadband characterization of electrically large 

antennas at reduced range lengths. The CATR collimates 

the quasi-spherical wave radiated by a low gain feed into 

a pseudo transverse electric and magnetic (TEM) plane-

wave. The coupling of this locally plane-wave into the 

aperture of an antenna under test (AUT) creates the 

classical measured “far-field” pattern. The accuracy of 

an antenna measured using a CATR is therefore 

primarily determined by the uniformity of the amplitude 

and phase of this illuminating pseudo plane-wave. 

Traditionally, the quality of the pseudo plane wave 

has been assessed by “probing” the amplitude and phase 

across a transverse planar surface with the results being 

tabulation on, typically, a plane-polar grid consisting of 

a series of linear scans in the horizontal, vertical and 

perhaps inter-carinal planes. A number of workers have 

utilized portable planar near-field antenna test systems to 

acquire two-dimensional plane-rectilinear data sets that 

can be used to provide far greater insight into the 

behavior of the field in the quiet-zone (QZ) and 

additionally for the purposes of chamber imaging to 

provide angular image maps of reflections [3]. However, 

when mapping the CATR QZ the finitely large aperture 

of any realized field probe will inevitably affect the 

mapped fields by way of the convolution process 

between the pseudo plane wave of the CATR and the 

aperture illumination function of the scanning near-field 

probe, cf. [4] Potentially, such a discrepancy can lead to 

confusion when comparing CATR QZ predictions 

obtained from standard computational electromagnetic 

(CEM) models and empirical measurements as this 

“boxcar” field averaging process is not automatically 

incorporated within the numerical simulation. Several 

authors have undertaken CATR performance prediction 

modeling [7, 8, 9] with increasing levels of complexity. 

This paper extends our recently published comprehensive 

CATR QZ performance prediction software tool [1, 2] to 

incorporate the directive properties of several commonly 

used field probes so that recommendations can be made 

as to the most appropriate probe to use as well as 

providing estimates for the upper bound measurement 

uncertainty. 

II. CATR QZ SIMULATION
The field illuminating the CATR offset parabolic 

reflector is typically derived from the assumed known 

far-field pattern of the feed antenna. This pattern could 

be derived CEM simulation, as is the case here, or from 

empirical range measurements. Figure 1 contains a 

mechanical drawing of the WR430 choked cylindrical 

waveguide feed that was used during these simulations 

with the realised feed shown in Fig. 2. Here, the feed 

is assumed nominally vertically polarised within its 

local coordinate system. When computing CATR QZ 

simulations for a horizontally polarised feed a vector 

isometric rotation [4] can be used to rotate the probe by 

90 about its local z-axis so as to produce equivalent far-

field patterns for a horizontally polarised probe. 

Figures 3 and 4 respectively illustrate the far-field 
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amplitude and phase cardinal cuts of the feed antenna 

when resoled onto a Cartesian polarisation basis. These 

patterns were obtained from a proprietary three-

dimensional full-wave CEM solver that used the finite 

difference time domain (FDTD) method. Here, the 

difference in beam-widths is exacerbated by presenting 

the patterns resolved onto a Cartesian polarisation basis [4]. 
 

  
  

Fig. 1. Model of WR430 

CATR feed. 

Fig. 2. Realised WR430 

CATR feed. 
  

  
  

Fig. 3. Amplitude cardinal 

cuts of feed at 2.6 GHz. 

Fig. 4. Phase cardinal cuts 

of feed at 2.6 GHz. 
 

The location of the phase centre was determined by 

means of a best fit parabolic function over the -50    50 

angular range [5]. The maximum polar angle of 50 was 

selected as this is the maximum angle subtended at the 

feed by the CATR parabolic reflector. For angles larger 

than this, the feed pattern spills over from the reflector 

and the feed pattern function for angles larger than  

this are unimportant. Here, the phase centre of this 

circular feed was determined as being at x = y = 0 m and 

z = -0.1377 m and was found to be extremely stable 

across the operating bandwidth. The phase patterns were 

compensated for this parabolic phase function which 

conceptually corresponds to installing the phase centre 

of the feed at the focus of the CATR parabolic reflector. 

The field illuminating the parabolic reflector can then be 

determined from far-field antenna pattern function by 

reintroducing the (conventionally suppressed) spherical 

phase function and the inverse r term. The corresponding 

magnetic field, as required by the field propagation 

algorithm, can be computed from the electric field from 

the TEM far-field condition [4]. 

As a result of the requirement to minimise feed 

induced blockage, as described in [1, 2], a single offset 

reflector CATR design is harnessed. Here, it is assumed 

that the vertex of the reflector is coincident with the 

bottom edge of the main reflector. Thus, the feed is 

required to be tilted up in elevation so that the boresight 

direction of the feed is orientated towards the centre of 

the reflector surface. In this case, the CATR main 

reflector is formed from an offset parabolic reflector with 

a focal length of 12’ = 3.6576 m. The reflector was 4.71 m 

wide by 3.9 m high with serrations of 0.76 m in length. 

The following figure shows a false-colour plot of the 

magnitude of the illuminating electric field as radiated 

by the WR430 feed. Here, the boresight direction of the 

feed is pointing through the geometric centre of the 

reflector which corresponds to an elevation tilt angle of 

approximately 28. Although this is a non-optimum 

illumination angle, in actuality a larger elevation angles 

is used to improve the CATR QZ amplitude taper by 

compensating for the spherical loss factor, this value was 

used for the sake of consistency with prior simulations 

[1, 2]. Within Fig. 5, the white space corresponds to 

regions where the reflectivity of the reflector is zero. 

Figure 6 shows an image of the reflector once installed 

within the test chamber. 
 

  
  

Fig. 5. Magnitude of incident 

electric field. 

Fig. 6. Realised CATR 

main reflector. 
 

The current element method [1, 2, 6] replaces fields 

with an equivalent surface current density Js which is 

used as an equivalent source to the original fields. The 

surface current density across the surface of the reflector 

can be obtained from the incident magnetic fields and the 

surface unit normal using, 


ris HnHnJ  ˆ2ˆ2 . 

The surface current density approximation for Js (as 

embodied by the above expression) is known as the 

physical-optics approximation and allows for the 

computation of valid fields outside of the deep shadow 

region. The infinitesimal fields radiated by an electric 

current element can be obtained from the vector potential 

and the free-space Green’s function [1, 6], 

   


 sJ
da

PHd
4

. 

This is an exact equation. When the field point is 

more than a few wavelengths from the radiating 

elemental source, the corresponding elemental electric 

fields can be obtained conveniently from the elemental 

magnetic fields using the far-field TEM condition using, 

  uHdZEd ˆ
0  . 

Thus, both the electric and magnetic fields can be 

obtained from the elemental fields by integrating across 
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the surface of the parabolic reflector. In practice, for the 

case of a CATR with a QZ located at a distance z that is 

larger than the focal length of the reflector, the difference 

between the electric field as computed using the TEM 

condition and the exact formula is typically on the order 

of the limit of double precision arithmetic with this error 

being negligible. Figures 7 and 8 contain respectively 

false colour plots of the amplitude and phase patterns of 

the horizontally polarised electric field components of 

the pseudo-plane wave over the surface of a transverse 

plane located down-range at z = 1.8f, where f is the focal 

length of the CATR reflector at a frequency of 2.6 GHz. 

Figures 7, 8, 9 and 10 contain the Ex and Ey polarised 

amplitude and phase patterns for the horizontally 

polarised feed case. Although not shown, the equivalent 

magnetic fields were also computed. When interpreting 

these plots it is important to recognise that these are the 

fields one would measure if an infinitesimal electric (i.e., 

Hertzian) dipole probe were used to sample the QZ fields 

[4]. This is in agreement with theory and standard CEM 

modelling tools. In practice, it is not possible to use an 

infinitesimal current element as a field probe and the 

following section examines how these patterns can be 

modified to include the effects of a finitely large, i.e., 

directive, field probe. 

Fig. 7. Ex polarised QZ 

electric field amplitude. 

Fig. 8. Ex polarized QZ 

electric field phase. 

Fig. 9. Ey polarized QZ 

electric field amplitude. 

Fig. 10. Ey polarised QZ 

electric field phase. 

III. CATR QZ PROBING SIMULATION
CATR QZ probing is usually accomplished by

translating a field probe across a plane that is transverse 

to the z-axis of the CATR at several positions down-

range. An example of a CATR QZ field probe can be 

seen presented in Fig. 11. Here, the electrically small 

field probe can be seen positioned at the limit of travel 

of the 6’ linear translation stage. Generally, pyramidal 

horns, e.g., circa 16 dBi standard gain horns (SGH) [6], 

are used as CATR QZ probes as they have excellent 

polarisation purity, are easy to align, have some gain and 

therefore provide some immunity from reflections from 

the side and back walls of the anechoic chamber. An 

alternative choice of field probe is a circa 6 dBi gain 

open ended rectangular waveguide probe (OEWG) [6]. 

Fig. 11. CATR QZ field being probed using a linear 

translation stage and a plane-polar acquisition scheme. 

The clear difference in the electrical size of aperture 

of these two antennas and their directive properties and 

spatial filtering can be expected to result in some 

differences being observed between the probe measured 

QZ fields with the effects being quantifiable through an 

application of the reaction theorem which is a well-

known method for analyzing general coupling problems 

[2, 4]. This theorem states that, provided the electric and 

magnetic field vectors (E1, H1) and (E2, H2) are of the 

same frequency and are monochromatic, then the mutual 

impedance, Z21, between two radiators, i.e., antennas 1 

and 2, in the environment described by ,  can be 

expressed in terms of a surface integration [2, 4], 

   

2

 ˆ
1

2112

221111

21

21

S

dsnHEHE
III

V
Z . 

Here, n is taken to denote the outward pointing 

surface unit normal. The subscript 1 denotes parameters 

associated with antenna 1 whilst the subscript 2 denotes 

quantities associated with antenna 2, where the surface 

of integration encloses antenna 2, but not antenna 1. 

Here, I11 is the terminal current of antenna 1 when it 

transmits and similarly, I22 is the terminal current of 

antenna 2 when it transmits. Note that this integral does 

not compute transferred power as there are no conjugates 

present and as such, crucially, phase information is 

preserved. Here, the fields E1 and H1 are used to denote 

the CATR QZ whilst fields E2 and H2 denote fields 

associated with the QZ field probe. From reciprocity, the 

mutual impedance, Z12 = Z21, is related to the coupling 

between the two antennas. Clearly the mutual impedance 

will also be a function of the displacement between the 

antennas, their relative orientations, their directivities 

and their respective polarization properties. Once the 
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impedance matrix is populated, this can be inverted to 

obtain the admittance matrix whereupon the required 

scattering matrix can be computed [4]. The elements  

S1,2 = S2,1 of this two port scattering matrix are the complex 

transmission coefficients for the coupled antenna system 

which represent a single point in the quiet-zone probing 

measurement. Although the integration can be performed 

across any convenient free-space closed surface, in this 

application integrating across the planar aperture of  

the OEWG or SGH antenna is perhaps the most 

computationally efficient strategy. Aperture fields can be 

obtained from analytical models [4] as in this case, from 

CEM simulation [4] or from measurement with the 

choice being determined by the accuracy needed and the 

available information. 

Figure 12 presents a comparison of the CATR QZ 

amplitude horizontal cut as obtained using an infinitesimal 

electric dipole (red trace) and an equivalent cut as obtained 

by using an OEWG probe (blue trace). A measure of the 

similarity between the respective measurements is 

provided by the equivalent multipath level (EMPL) [4] 

(magenta trace). From inspection of Figs. 12 and 13, it is 

evident that the ideal (dipole) and OEWG measurements 

are in very good agreement, both in amplitude and phase 

for the horizontal cuts. This is further confirmed by the 

EMPL level that is at or below -60 dB right across the 

pattern peak which corresponds to the useable QZ region. 
 

  
  

Fig. 12. Horizontal amplitude 

cut using dipole and OEWG 

field probe. 

Fig. 13. Horizontal phase 

cut using dipole and OEWG 

field probe. 

 

Figures 14 and 15 contain equivalent figures for the 

case where a SGH has been used as a pyramidal horn 

probe. Here it is evident from inspection of the amplitude 

and phase results that the high spatial frequency 

information within the QZ plots has been attenuated with 

the larger aperture effectively averaging out the measured 

response and thereby reducing the observed amplitude 

and peak-to-peak phase ripple. This is further confirmed 

by the circa 15 dB increase in the EMPL level between 

dipole probe and horn probe. Although not shown due to 

lack of space, equivalent results for the vertical cut 

exhibited similar phenomena. This probe dependent QZ 

is a well-known measurement effect but for the first time 

it has been possible to bound the SGH upper-bound 

measurement uncertainty and to provide tools necessary 

for verifying the appropriate choice of field probes. 

  
  

Fig. 14. Horizontal amplitude 

cut using dipole and SGH 

probe. 

Fig. 15. Horizontal phase 

cut using dipole and SGH 

probe. 
 

IV. CONCLUSION 
The construction of a complete end-to-end CEM 

model of a CATR including CATR QZ probing has 

enabled the validity of standard CATR probing techniques 

to be objectively and quantitatively examined. Here, it 

was found that the standard practice of employing a 

pyramidal horn, e.g., a SGH, as a field probe increases 

EMPL by circa 15 db by reducing peak-to-peak ripple 

across the probed QZ. This works also confirmed that an 

electrically small OEWG probe provides highly accurate 

measure of the QZ fields with an EMPL < -60 dB and in 

nearly all the range <-70 dB. As this paper details 

ongoing research, the planned future work is to include 

obtaining additional verification of the modeling technique 

using the alternative plane-wave spectrum scattering 

matrix representation of antenna-to-antenna coupling. 
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Abstract ─ This paper introduces an enhanced artificial 

immune system algorithm (EAIS) that benefits from a 

hybrid approach by integrating concepts from the genetic 

algorithm (GA) and particle swarm optimization (PSO). 

The potential of the EAIS algorithm is demonstrated 

by comparing its performance with other bio-inspired 

optimization algorithms; namely the particle swarm 

optimization (PSO) and the conventional artificial immune 

system (AIS) when applied to two electromagnetics 

applications, such as the design of antireflective surfaces, 

and microstrip electromagnetic band gap (EBG) structures. 

Index Terms ─ Antireflective surface, artificial immune 

system (AIS), bio-inspired optimization, enhanced artificial 

immune system (EAIS), microstrip (EBG), particle swarm 

optimization (PSO). 

I. INTRODUCTION
Bio-inspired optimization techniques typically rely 

on a number of agents that simultaneously sample the 

optimization space in a random fashion. The process is 

iterated until a desired solution or the maximum number 

of iterations is reached. The initial step is purely random, 

hence requires no a-priori guess of the solution. More 

intelligence is added to the heuristic search at each 

iteration by taking advantage of the accumulated 

knowledge of the search domain among the agents. This 

intelligence is based on the computation of a cost 

function, which is a measure of how well each agent has 

performed with respect to the desired state; with high 

costs referring to poor solutions. The basic principles of 

bio-inspired optimization methods are shown in Fig. 1. 

The application of bio-inspired optimization 

techniques to engineering problems is not a new concept. 

One of the well-known and original algorithms of this 

nature is the genetic algorithm (GA), which is based on 

the genetic recombination and mutation of species, [1]. 

Some other bio-inspired optimization techniques include 

the particle swarm optimization (PSO), which is inspired 

by the intelligent search of bees in a swarm to find the 

best food source in a field, [2], and the artificial immune 

system (AIS), which is based on the behavior of our 

immune system in defending our body against viruses by 

adapting to the optimal antibody for a given antigen, [3]. 

Another recent bio-inspired algorithm is the covariance 

matrix adaption evolutionary strategy, which was 

applied to the design of linear arrays in [4]. Among 

these methods, GA and PSO have been applied to 

electromagnetics problems before. However, the 

application of AIS in electromagnetics have been 

relatively scarce. Most uses for these algorithms have 

been in the area of networks, resource constructed 

scheduling, data mining, etc. [5]. Our group has 

investigated AIS in the context of radar absorbing 

material design, and multi-beam satellite antenna side 

lobe control in [6]. In this paper, we further enhance the 

AIS algorithm (EAIS) and compare its performance to 

the conventional AIS and PSO for antireflective surfaces, 

and microstrip electromagnetic band gap (EBG) 

structures. We show that the consistent success of the 

enhanced AIS algorithm makes it a promising tool for 

the electromagnetics community. 

Fig. 1. A general block diagram of bio-inspired 

optimization methods. 

The rest of the paper is organized as follows. Section 

2 describes the principles of EAIS. Section 3 investigates 

the performance of AIS, PSO and EAIS when they are 

applied to electromagnetics designs. Finally, Section 4 

concludes the paper. 

II. ENHANCED ARTIFICIAL IMMUNE

SYSTEM ALGORITHM (EAIS)
The conventional AIS optimization is based on the 

clonal selection principles of our immune system 

ACES EXPRESS JOURNAL, VOL. 1, NO. 3, MARCH 2016 97

Submitted On: November 6, 2015 
Accepted On: March 10, 2016

1054-4887 © 2016 ACES



response to potential disease generating metabolisms, 

and simulates human body’s defense system against 

viruses. Our adaptive immune system produces antibodies 

whose purpose is to bind to any antigen that it recognizes. 

For engineering applications, antibodies represent a 

possible solution to the optimization problem. The 

optimization space is discretized in order to emulate the 

binary form of gene behavior. The generic “Heuristic 

Optimization Specifics” step shown in Fig. 1 is replaced 

by four steps in AIS: cloning, mutation, combination and 

sorting as shown in Fig. 2.  

Fig. 2. Conventional AIS procedure steps. 

In challenging problems, AIS can reach a state of 

stagnation where all good solutions in the set may differ 

by only a few bits [6]. In this paper, we incorporated 

modifications to the conventional AIS algorithm to 

improve its performance by bringing more intelligence 

to the mutation stage as well as by introducing concepts 

from other evolutionary algorithms. The EAIS specific 

procedures are shown in Fig. 3, where the dark shaded 

boxes indicate new steps to the process, and the light 

shade for the mutation step indicates a modification.  

Fig. 3. Enhanced AIS procedure steps. 

We modify the heuristic optimization specifics in 

AIS by modifying the mutation concept, and introducing 

a cross over operation. We also revise the population 

update process. The mutation stage benefits from the 

velocity and position update mechanism of PSO. The 

new cross over stage enhances the randomness using 

concepts from GA. Finally the population update stage 

utilizes PSO’s global memory principles. The details of 

each enhancement stage are provided as follows. 

(i) Mutation Stage Enhancements

Mutation enables AIS to randomly explore the

search space by allowing it to move out of a local 

optimum and avoid stagnation. The conventional AIS 

algorithm carries this out by randomly flipping a certain 

number of bits in the solution set. The only intelligence 

incorporated in the conventional AIS at this stage is the 

number of bits to be flipped, with good solutions going 

through fewer flips than poor solutions. The proposed 

enhancement introduces a process similar to the velocity 

update mechanism of the PSO, where the bees get pulled 

towards the global best value. The value of the new 

antibody Ab  after the mutation process is computed as 

in Equation (1): 

( ),bestAb Ab rand Ab rand Ab Ab          (1)

where best
Ab  is the value of the best solution in the set, 

Ab is the value before mutation, and   is the mutation 

rate which exponentially varies as a function of the rank 

of the antibody, i.e., 1/ke  and rand is a random 

number between [0-1]. This process influences the 

mutation towards the best solution in the set, [7]. 

(ii) Crossover Stage Enhancements

Crossover is a process where a new binary set is

produced from the existing set by randomly combining 

portions from different solutions. It is used in GA to 

create “children” from “a parent.” This concept is 

applied to EAIS to create a new set of antibodies by 

crossing the antibodies created as a result of the cloning 

and mutation stages. The modified algorithm selects the 

top N  antibodies from the output of the conventional 

AIS, i.e., the combined set of cloning and mutation 

operations. Each antibody is split into 2 segments. The 

number of bits in each segments is defined by the user, 

based on the cross-over split ratio 1 2n : n  where 1n  denotes

the number of bits with the most significant bits in the 

string, and 2n  denotes the number of remaining bits. The

two segments are randomly crossed among each other to 

create a new set of x
N antibodies, where x x aN N 

is the size of the cross-over set, and x is the cross over

ratio. The concept of crossover is demonstrated in Fig. 4. 

Finally, the crossover set is combined with the cloned 

and mutated sets. The antibodies are sorted one more 

time with respect to their cost values. The top Na 

antibodies are selected from this set to start over again. 

Fig. 4. Crossover concept of EAIS. 

(iii) Population Update Stage Enhancements

At this point, the original population has been

replaced with the new set of ( )
a

N  antibodies utilizing

cloning, mutation and cross over. The AIS algorithm can 
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continue to iterate these steps to search for the solution. 

In challenging problems, AIS can reach a state of 

stagnation where all good solutions in the set may differ 

by only a few bits. Another enhancement inspired by 

PSO is implemented at this stage. The solution set of Na 

antibodies is split into three sets for separate treatments. 

The top few solutions from Set 1 are kept in order to 

remember the best solutions achieved. This is similar to 

the group memory concept in PSO in the context of the 

global best term. The rest of the antibodies are divided 

into two groups, i.e., Sets 2 and 3. Antibodies in Set 2 

are replaced by a local random search in the vicinity of 

the best solution. Set 3 is replaced by a global search 

carried out randomly in the entire optimization space. 

The range of the local search can be adjusted 

dynamically to focus more in the vicinity of the best 

solutions as the number of iterations increase. The 

concept of these three sets and how they are treated are 

shown in Fig. 5. For the local search in Set 2, the 

approach is to utilize PSO with only a few agents and for 

a few iterations. The remaining solutions in Set 3 are 

simply replaced randomly. It should be noted that the 

cost function computation time is the dominant term for 

these random search optimization algorithms. Thus, for 

an equivalent problem; i.e., the same number of cost 

function calls per iteration, EAIS computation time is 

similar to AIS regardless of the few extra steps added. 

Fig. 5.  Population update process of EAIS. 

III. APPLICATION TO

ELECTROMAGNETIC PROBLEMS 

A. Antireflective Surface (AR) design

The first application we consider addresses an anti-

reflective surface design, which is useful for both military 

(e.g., camouflaging) and commercial applications (e.g., 

efficient collection of energy such as in microwave or 

millimeter wave lenses). The design is inspired by the 

moth-eye structure, which consists of multiple layers of 

periodic gratings that enable the absorption of light at a 

wide range of incidence angles, [8]. In our application, 

we use a dielectric slab with an inverse moth eye pattern 

(i.e., holes rather than protrusions) applied to both top 

and bottom surfaces of the structure. We use the rigorous 

coupled wave algorithm (RCW) to simulate the model. 

Our goal is to achieve a desired total reflection coefficient 

of 30dB    within the Ka-band over the 32-38 GHz 

bandwidth. 

The design has an infinitely thick (i.e., half space) 

substrate with a dielectric constant of 2.56,r   and an 

index of refraction of 1 6sn . . The holes are backfilled

with air, 1hn  and the grating period, ,  is fixed at  

3.1 mm, as depicted in Fig. 6. The grating heights, h1 and 

h2, and the hole diameters, d1 and d2, are the variables of 

the design. The incident field is assumed to be a TE 

polarized plane wave obliquely incident on the surface. 

The cost function of EAIS is defined as the square of a 

difference between the desired criteria and the reflection 

coefficient. The parameters of the optimization algorithms 

are summarized in Table 1. 

Fig. 6. Inverse half space AR surface design. 

Table 1: Algorithm parameters for AR surface design 

PSO AIS EAIS 

1 2
1c c 

0.6

0.5

c

m







 1 2

0.6,  1

/ 0.2

c x

n n

  



Na 96 28 18

Nb n/a 12 12 

The bandwidth was sampled in steps of 1 GHz. The 

best solution achieved at the end of 100 iterations is 

shown in Table 2 along with the best minimum reflection 

coefficients over the 32-38 GHz bandwidth. The optimized 

reflection coefficients is plotted in Fig. 7 (a) as a function of 

the incidence angle at the center frequency, i.e., f = 35 GHz 

for the three algorithms. We observe that for this particular 

angle, AIS does not converge at 0θ=40 .  Also, overall it 

is evident that PSO has reached a better solution for a 

wide range of incident angles. However, it should be 

noted that achieving a value better than the desired 

criteria, i.e., 30 ,dB    is not part of the objectives for 

any of these algorithms, i.e., each algorithm accepts any 

value of 30dB    as a converged solution. From the 

perspective of the rate of convergence, EAIS performs 

the best as shown in Fig. 7 (b), where   is plotted against 

the number of iterations. 

Table 2: AR surface design solution 

AR Design PSO AIS EAIS 

h1 (mm) 2.58 2.67 2.60 

h2 (mm) 1.82 1.74 1.80 

d1 (mm) 3.02 3.01 3.02 

d2 (mm) 2.15 2.09 2.15 

Γ (dB) -28.62 -28.52 -28.62
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(a)  (b) 

Fig. 7. Optimized AR surface design at f = 35 GHz and 

performance of three algorithms. 

B. Microstrip EBG structures

In this application, we design a low pass filter

operating at [4-7.5 GHz] such that S21   -5 dB across 

[4-6 GHz], and S21   -25 dB over [6.5-7.5 GHz]. To 

achieve the performance, we consider a 50 Ohm 

microstrip line symmetrically residing on a periodically 

etched ground plane, where 50 mil thick, 2.33x1.53 inches 

RT/Duroid 6010 ( 10 2r .  ) is used as the substrate. To 

model the structure, we use EM commercial software, 

FEKO, which is based on the Method of Moments 

(MoM). 

The simulated model for our design is shown in Fig. 

8. The optimization variables; i.e., D1 and D2 are set to

be between 50-250 mils. The optimization parameters

used for each algorithm are summarized in Table 3. The

solution achieved by each algorithm is summarized in

Table 4, and the achieved performance is plotted in Fig.

9. We observe that, all three algorithms converge to

similar solutions. A plot of the best cost versus the

number of iterations is shown Fig. 9 (b). Although EAIS

reaches the vicinity of the desired solution fastest, PSO

achieves the best cost in the end.

(a) Top view (b) Bottom view

Fig. 8. Microstrip EBG line with etched squares in the 

ground plane. 

Table 3: Algorithm parameters for microstrip EBG 

PSO AIS EAIS 

Na 10 4 2 

Nb n/a 12 12 

# Cost computations/iteration 10 10 10 

Nmax 14 14 14 

Table 4: Microstrip EBG design solution 

PSO AIS EAIS 

D1 (mil) 50 55 58 

D2 (mil) 222 216 213 

  (a)  (b) 

Fig. 9. Optimized microstrip EBG structure and 

performance of three algorithms. 

IV. CONCLUSION
The robustness of the EAIS algorithm was 

demonstrated in comparison to PSO and AIS as they 

were applied to two electromagnetics applications; 

antireflective surface design using RCW, and microstrip 

electromagnetic band gap structure using MoM. EAIS 

consistently performed more robust than the other two 

algorithms. While it can never be claimed that a 

particular random search algorithm will always perform 

better than others, as the nature of a problem might fit 

the principles of an algorithm better at times, EAIS was 

shown to be consistently robust presenting itself as a 

viable tool for challenging electromagnetics problems. 
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Abstract ─ In this paper the Unstructured Transmission 

Line Modelling (UTLM) method based on a tetrahedral 

mesh has been applied to modelling of the coupling 

between a single wire and a twisted wire pair. The effects 

of wire twisting on the crosstalk and coupling between 

wires are modelled by explicitly meshing wire geometries; 

simulation results are compared with experimental ones. 

Excellent agreement between simulated and measured 

results validates the viability and accuracy of the UTLM 

method and indicates the potential of the UTLM method 

for modelling complex wire structures. 

Index Terms ─ Crosstalk, experimental benchmarking, 

Transmission Line Modelling (TLM) method, twisted 

wires, twisting effects, Unstructured Transmission Line 

Modelling (UTLM) method. 

I. INTRODUCTION
Wires and cables play an important role in modern 

electronic systems, especially in the aerospace and 

automotive industries. They transmit signals between 

pieces of equipment and at the same time couple with the 

ambient electromagnetic fields. The electromagnetic 

interference (EMI) between wires and cables may affect 

the normal operation of equipment. It is therefore 

important to develop efficient and versatile methodologies 

that can predict the coupling strength between wires and 

cables. 

The Unstructured Transmission Line Modelling 

(UTLM) method, fully presented and validated in [1-2], 

is a Transmission Line Modelling (TLM) method based 

on tetrahedral meshes [3]. Whilst the use of a TLM method 

based on structured cuboidal meshes has been widely 

reported, especially for Electromagnetic Compatibility 

(EMC) studies and microwave modelling, the advantages 

and characteristics of the UTLM method have not as yet 

been fully explored for such a variety of applications. For 

instance, when modelling curved structures, a very fine 

mesh is needed for the cuboidal mesh based TLM 

method to approximate the curved boundaries. This not 

only leads to large computational resources, even when 

using Octree sub-division technique [4], but also leads to 

stair-stepping problems [5]. Furthermore, its accuracy in 

representing the curved boundaries is piece-wise constant. 

In contrast, the UTLM method can better describe 

arbitrary shaped geometries, especially those involving 

curved structures, with no stair-stepping approximations 

and with a piece-wise-linear accuracy. One key feature 

of UTLM is the wide dynamic range of cell sizes that can 

be used. Importantly, a clustering technique whereby 

clusters of very small cells are grouped into larger cell 

entities for which the scattering is done implicitly, has 

been integrated into the UTLM method to allow a 

practical small time step to be used in a simulation [6]. 

These characteristics make the UTLM method a very 

good candidate to model in detail the coupling between 

wires and cables, a feature which is especially important 

within an aerospace context. 

Some initial experimental benchmarking of a UTLM 

model explicitly meshing wires has been presented in 

[7], where the UTLM method was applied to the 

simulation of a canonical two parallel wire coupling 

problem. The paper discussed that small wire diameters 

lead to large computational costs in a discretized 

numerical simulation. Although an embedded thin wire 

model [8] has been widely adopted to reduce 

computational costs, it has difficulties in dealing with 

twisted wires, especially when other structures are in 

close proximity to the wire geometries. The purpose of 

this paper is to demonstrate how the wide dynamic range 

of cell sizes within ULTM enables the modelling of the 

coupling between a single wire and a twisted wire pair 

by explicitly meshing them, and to validate the approach 

by comparison with experiments. In the scenario 

considered the single wire is used for excitation and the 

twisted wire pair is used as victim on which crosstalk is 

observed. The crosstalk between wires is analyzed for 

different wire terminations, and both with and without 

twisting of the wire pair. The simulated results are 

compared with measurements. The paper is organized as 

follows: in the next section the experimental set up is 

described, followed by a description of the simulated 

model. Section IV outlines the comparison of the 

crosstalk between simulated and measured results and 
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Section V summarizes the main conclusions of the paper. 

II. PROBLEM DESCRIPTION
In this section, the experimental setup used to study 

the twisting effects on coupling between wires is 

described. 

In order to consider the twisting effects, a single 

core copper wire is excited as the source and a twisted 

wire pair is used as the victim. The single core wire has 

a radius of rw = 0.04 cm. The separations between ports 

are s1 = 2 cm and s2 = 1 cm. The wires are placed near a 

L shape ground plane as shown in Fig. 1 (a) and mounted 

on to the two metal bulkheads using SMA bulkhead 

connectors as shown in Fig. 1 (b). The wires are situated 

above the bottom ground plane by a height, h = 8 cm. 

The distance between port 1 and the left ground plane is 

d = 12.5 cm as shown in Fig.1 (a). The length of the wires 

is L = 100 cm. The twisted wire pair has 20 twists along 

its length. The metal bulkheads each have dimensions of 

30 cm   30 cm. 

Fig. 1. (a) A single wire and a twisted wire pair are near 

the L shape ground plane; (b) the top view of the setup. 

In the experiment, the twisted wire pair is made by 

folding a single core copper wire of length 2L and 

twisting the two halves to create the configuration shown 

in Fig. 1 (b). At the right end, one wire of the twisted 

wire pair is connected to port 2 and the other one is 

connected to port 3. Port 1 is connected to the right end 

of the single wire as an excitation. Measurements are 

made on port 2 using a Network Analyzer (Agilent 

E5062A). Port 3 and port 4 (the left end of the single 

wire) are connected to a load, which could be a 50 ohms 

load, a short circuit or an open circuit. 

III. NUMERICAL MODEL
The problem defined in Section II is described for 

numerical modelling purposes using University of 

Nottingham (UoN) in-house geometry software that 

provides a triangulated surface representation of the 

structure. The single wire is built as a metal cylinder. 

Both ends of the single wire are connected to the cores 

of two coaxial probes, respectively. One of them is 

modelled as port 1 in Fig.1 (b) to excite the fundamental 

TEM mode and the other one is modelled as port 4 to 

terminate the wire. 

The twisted wire pair is built by twisting two metal 

cylinders using a bifilar helix model. The circular cross-

section of each wire is discretized by a N1-sided polygon 

(where N1 is an integer number). Each wire is then 

represented by N2 piecewise linear segments (N2 is also 

an integer number) that follow a helical path rotating 

around the axis of the twisted wires in such a manner that 

each wire’s cross section remains perpendicular to its 

own axis. Figure 2 shows one example of a two wire 

twisted pair built with the UoN in-house geometry 

software. 

Fig. 2. The geometrical model for a two wire twisted 

pair. 

At one end of the twisted wire pair, the wires are 

connected using a metal cylinder. The wires follow a 

curved route defined by a Bezier curve. At the other end, 

the two wires are connected to the cores of two coaxial 

probes, respectively. One of the coaxial probes is 

modelled as port 2 in Fig. 1 (b) to observe the coupling 

to the TEM mode of the twisted wire pair; the other one 

is modelled as port 3 in Fig. 1 (b) to terminate the wire. 

The structure is meshed using our UoN in-house 

Delaunay Mesher software as a hybrid tetrahedral-cubic 

mesh. The meshed structure is shown in Fig. 3. 

(a) 

(b) 

Fig. 3. The meshed geometry showing the triangulated 

interfaces between different materials: (a) left end of the 

structure and (b) the right end of the structure with a 

mesh size of 1 cm. Randomized colouring is used to 

show the triangle sizes and shapes. 
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Figures 3 (a) and (b) show the left and right ends of 

the structure as in Fig. 1 (b), respectively. The wires are 

meshed using a tetrahedral mesh, which is better able 

to describe curved structures, and the surrounding 

environment is meshed using a cuboidal mesh with a 

mesh size of 1 cm. Although the mesh is very small 

around the wires, the cell clustering enabled a time step 

of 0.08 ps to be used in the simulation [6]. The total 

number of time steps is 2,000,000. The success of 

meshing twisted wires with such small diameters 

indicates the great potential of the UTLM method in 

dealing with complex wire structures. 

IV. CROSSTALK BETWEEN WIRES
In this section, the twisting effects on the coupling

between wires are discussed for different termination 

conditions, using the UTLM simulation and experimental 

measurements.  

The crosstalk between wires is described using the 

S21 parameter. In order to account for the influence of the 

twisting of the wires, the crosstalk between the single 

wire and a pair of parallel wires is also simulated and 

measured. 

Figure 4 compares the UTLM simulation and 

experiment results for the crosstalk between the excitation 

single wire and the pair of twisted wires and the crosstalk 

between the single wire and the pair of parallel wires for 

different port 3 and 4 terminations, namely, (a) a short 

circuit, (b) a 50 ohms load and (c) an open circuit. The 

UTLM simulation results show very good agreement 

with those from experiment for all three terminations, so 

validating the accuracy of the UTLM simulations 

including the twisted wires. 

The twisting effects on the coupling between wires 

can also be observed from Fig. 4. For short circuit and 

50 ohms load terminations, the coupling between wires 

is reduced greatly in the relatively low frequencies. For 

example, at 1 MHz, a 20 dB crosstalk reduction for short 

circuit termination and a 17 dB crosstalk reduction for a 

50 ohms load termination are observed in Figs. 4 (a) and 

(b). As the frequency increases, the crosstalk reduction 

becomes smaller. For open circuit termination, the 

twisting does not have any significant effect on the 

coupling between wires. 

The twisting effects on the coupling between wires 

can be explained as follows. In the relatively low 

frequencies, the coupling between wires is the 

combination of inductive coupling and capacitive 

coupling as shown in [9]. Twisting the wires mainly 

reduces the inductive coupling, while it has no effect on 

the capacitive coupling. For low impedance terminations, 

the inductive coupling dominates the capacitive 

coupling, so the twisting reduces the total coupling; for 

high impedance terminations, the capacitive coupling 

dominates the inductive coupling, so the twisting has no 

significant effect on the total coupling. 

 (a) 

 (b) 

 (c) 

Fig. 4. Comparison of the UTLM simulation and 

experiment results for the crosstalk between the single 

wire and the pair of twisted wires and between the single 

wire and the pair of parallel wires, when ports 3 and 4 

are terminated with: (a) a short circuit, (b) a 50 ohms 

load, and (c) an open circuit. 

It is also noted that in Fig. 4 (a), for short circuit 

termination, there is a big discrepancy in the frequency 

at which the first dip in the crosstalk between the single 

wire and the twisted wire pair occurs. This can be 

explained since, for very low impedance (short circuit), 

the crosstalk at relatively low frequencies is very 

sensitive to the twist [9]. Even a very small non-

uniformity in the twist could lead to a big change in the 

crosstalk. In the experiment, although every effort was 

made to make the twist uniform along the length, it was 

still unlikely to be a perfectly uniform twist. In the 

simulation it is quite easy to incorporate a perfect twist. 

To explore this further, two experiments have been 

undertaken, in which twisted wire pairs were made from 

two identical wires with a twist rate of 20 twists/m. The 

S21 parameters measured for each case are shown in Fig. 

5. It is seen that the two results agree well with each other
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for the relatively high frequencies but not for the 

relatively low frequencies. The frequency at which the 

first dip in S21 occurs in each experiment is different. The 

same experiments were also conducted for the 50 ohms 

load and open circuit terminations; in both these cases, 

the two sets of experimental results agree very well with 

each other. In conclusion, it is impossible to precisely 

predict the coupling between the single wire and the 

twisted wire pair at very low termination impedance at 

relatively low frequencies because of the sensitivity to 

the exact twist. Nevertheless, the UTLM simulation is 

able to predict the coupling for very low termination 

impedance at relatively high frequencies and for low and 

high termination impedances over the whole frequency 

range, very well. 

Fig. 5. The coupling between the single wire and the 

twisted wire pair with a short circuit termination; results 

from different experiments. 

V. CONCLUSION
The Unstructured Transmission Line Modelling 

(UTLM) method has been successfully applied to model 

the coupling between a single wire and a pair of twisted 

wires by explicitly meshing the complete wire geometry. 

This is enabled by the wide dynamic range of mesh size 

that can be used within UTLM. The method shows 

powerful capability in meshing wires with small 

diameters within a large space. The accuracy of the 

UTLM method for this class of problems has been 

validated for the first time by comparing the simulated 

results for coupling between wires with experimental 

ones. The close agreement between the simulated and 

experimental results confirms that the UTLM method is 

a very useful and powerful tool that can be used for 

modelling complex wire structures. 
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Abstract ─ We develop a methodology that enables the 

proper introduction of high-order spatial operators in an 

unconditionally-stable, split-step, finite-difference time-

domain scheme. The proposed approach yields spatial 

approximations that guarantee better balancing of 

space-time errors, compared to standard fourth-order 

expressions. The latter are not as efficient as expected, 

due to their unmatched order with the scheme’s second-

order temporal accuracy. Our technique treats the 

dispersion relation as an error descriptor, derives spatial 

formulae that change with the cell shape and time-step 

size, and rectifies the performance over all frequencies. 

Index Terms ─ Finite-difference time-domain (FDTD) 

methods, numerical-dispersion relation, split-step 

approaches, unconditionally-stable methods. 

I. INTRODUCTION
Among the diverse advances of Yee’s finite-

difference time-domain (FDTD) method [1,2], 

approaches featuring unconditional stability [3] belong 

to the most significant contributions. Numerical schemes 

such as the alternating-direction implicit [4] and the 

locally one-dimensional FDTD techniques [5] are free 

from constraints governing their temporal sampling 

density, which is an advantageous property in many 

electromagnetic simulations. Other solutions based on 

split-step procedures [6-8] also exhibit similar behavior, 

and have been the subject of various studies [9,10]. 

In the context of the aforementioned implicit 

methods, the improvement of temporal accuracy can be 

a computationally expensive task, as it commonly 

requires the increase of the intermediate stages for the 

successive update of field components. On the other 

hand, direct incorporation of high-order spatial operators 

is a simpler and more straightforward approach towards 

performance upgrade, although it too augments the 

algorithm’s complexity. Since the combination of 

accurate spatial approximations with low (first or second) 

temporal order usually impedes the full exploitation of 

high-order operators’ potential, amending techniques may 

be applied for further error mitigation. The implementation 

of constant-valued correctional coefficients, calculated 

in diverse ways, is a popular practice in this category of 

useful concepts [11,12]. 

This paper’s purpose is to efficiently incorporate 

four-point spatial approximations into a two-dimensional 

(2D) four-stage split-step FDTD (SS-FDTD) method, 

aiming at a balanced treatment of space-time errors. Our 

approach exploits the scheme’s dispersion relation to 

represent the inherent discretization errors. By using 

the estimator’s Taylor polynomial, improvement over 

all frequencies is facilitated, while its trigonometric 

expansion leads to accuracy correction irrespective of 

propagation direction. The resulting unconditionally-

stable algorithm performs better than its counterpart with 

standard high-order operators, verifying the optimal use 

of computational resources. 

II. MODIFIED 4-STAGE SS-FDTD METHOD

The considered SS-FDTD scheme has second-order

temporal accuracy, and the time-stepping is performed 

according to the following splitting approach: 

   

   

   

   

1/4

4 4

1/2 1/4

4 4

3/4 1/2

4 4

1 3/4

4 4

[ ] [ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] [ ]

[ ] [ ] [ ] [ ] [ ] [ ]

n nt t

n nt t

n nt t

n nt t

 

  

  

  

  

  

  

  

I A u I A u

I B u I B u

I B u I B u

I A u I A u

, (1) 

where [I] is the 33 unitary matrix, [u] = [Ex Ey Hz]T is 

the vector with the three field components in 2D, Δt is 

the time increment, and [A],[B] are derivative matrices: 
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In its conventional form [8], the methodology relies on 
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standard second-order approximations of the derivatives. 

Here, we adopt four-point symmetric expressions, 
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whose final form is determined via an analytical 

procedure that aims at suitable error cancellation. 

The basic element of the proposed optimization 

approach is the scheme’s numerical dispersion relation, 

and its utilization as a means to express the inherent 

dispersion errors. The dispersion relation is obtained 

after introducing plane-wave forms in (1), 
j( )

0[ ] [ ] x yt k x k y
e

  
u u , (5) 

and requiring the existence of non-trivial solutions for 

the resulting system ( cosxk k  , sinyk k  , k  is the

numerical wavenumber). In essence, the condition, 

 j 2det [ ] [ ][ ] [ ] 0te   I L L L , (6) 

is obtained, where 
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and matrices [ ] , [ ]  are derived from [ ]A , [ ]B , 

respectively, after replacing the 
xD , yD operators with:
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The resulting dispersion equation has the form: 
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Of crucial importance is the definition of the error 

formula that is used to represent the discretization flaws. 

As we are interested in combating the inaccuracies 

pertinent to the phase velocity, we define, 

num
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( , , )
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( , , )

k
t
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  
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which practically describes the deviation from the 

numerical dispersion relation, once the numerical wave-

vector has been replaced by its exact value k = ω/c0. 

Now, the determination of the optimum spatial operators 

is reduced to the following problem: find suitable 

coefficients 
1

xC , 
2

xC , 
1

yC , 
2

yC , so that the magnitude of 

( , )   is rendered as close to zero as possible, for all 

frequencies ω and propagation angles θ. 

In order to satisfy – to the best possible degree – the 

aforementioned requirements, the Taylor-series of (13) 

with respect to the spatial increment is exploited. 

Specifically, we are working on the expression: 
(2) 2 (4) 4( , ) ( )( ) ( )( )k x k x           . (14) 

This expansion effectively isolates the dependences on 

frequency and propagation direction, which significantly 

facilitates their separate treatment. Specifically, accuracy 

improvement irrespective of frequency is now possible, 

by cancelling the corresponding δ coefficients, which 

do not depend on ω. If it was possible to accomplish 

δ(2) = δ(4) = … = 0, a totally error-free FDTD scheme 

would be devised. Apparently, this is an observation of 

merely theoretical interest, since the discretization error 

can be controlled only to a certain degree in practice. In 

our case, we are proceeding with the manipulation of the 

δ(2) and δ(4) coefficients. 

Starting from the second-order term, we find that: 

 
   

2 2
2 2

(2) 2 2

1 2 1 22
3 3 1

2 1

x x y y

x y

Q R
C C C C

R
       

  
, (15) 

where R = Δy/Δx, τx = cosθ, τy = sinθ, and Q determines 

the time-step size, via: 

2

0 1

QR x
t

c R


 


. (16) 

In (16), Q = 1 yields the well-known Yee’s stability 

criterion. Clearly, the second-order term vanishes if: 

1 23 1u uC C  , u = x,y, (17) 

In essence, (17) guarantees that the spatial operators are 

at least second-order accurate, which is necessary so that 

their error matches the corresponding temporal one. 

The treatment of the δ(4) term is more involved, as it 

is expressed according to: 
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

, (18) 

where (17) has already been partially substituted for 

simplicity. It is clear that δ(4) cannot be eliminated, as the 

corresponding SS-FDTD scheme cannot accomplish 

fourth-order space-time accuracy. A more realistic goal 

is to render δ(4)  as small as possible, so that better overall 

performance is attained, compared to standard fourth-

order spatial approximations. For this reason, (18) is 

rearranged, using the identities: 

4 3 1 1
cos(2 ) cos(4 )

8 2 8
x     , (19) 
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4 3 1 1
cos(2 ) cos(4 )

8 2 8
y     , (20) 

3 1 1
sin(2 ) sin(4 )

4 8
x y     , (21) 

2 2 1 1
cos(4 )

8 8
x y    , (22) 

3 1 1
sin(2 ) sin(4 )

4 8
x y     . (23) 

Taking (19)-(23) into account, δ(4) is expressed as a 

finite trigonometric series, and two additional constraints 

can be derived from the vanishing of an equal number of 

terms. If the series’ constant term is set equal to zero, the 

following equation is obtained: 

 2

1 2 1 2 2

2

27 27
(1

4( )

)3

x x y yC C R C C
QR

R
  


  . (24)

The last equation is extracted from the coefficient of the 

cos(2θ) term, resulting in: 

 2

1 2 1 227 27 0x x y yC C CR C    . (25) 

The solution of the system comprising (17), (24), and 

(25) yields the optimum spatial operators, whose final

form takes into account the cell shape and the time-step

size, as the resulting coefficient expressions are:
2 2

1 2

9

8 12 1

x Q R
C

R
 


, 

2 2

2 2

1

24 36 1

x Q R
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
, (26) 

2
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9 1
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y Q
C

R
 


, 

2

2 2

1 1

24 36 1

x Q
C

R
  


. (27) 

Consequently, the procedure followed herein 

concludes that the standard fourth-order operators are the 

most suitable choice, only if a very small time step (i.e., 

Q  0) is selected. This, however, is not the case in 

unconditionally-stable FDTD methods, and modified 

approximations that do not necessarily preserve the 

maximum order of accuracy can guarantee lower 

dispersion flaws. 

III. ASSESSMENT OF METHODOLOGY
The stability of the numerical scheme is revealed by

obtaining the eigenvalues of its amplification matrix. 

The latter is equal to 2[ ][ ] [ ]L L L , as defined in (6), 

(7), and its eigenvalues are: 1 1  , and, 

2,3

64 j16w v wv

r


 
 , (28) 

where 
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(31) 

It can be shown that the magnitude of λ1,2,3 is 1, 

regardless of the time-step size. Hence, the specific SS-

FDTD updates are unconditionally stable. An exemplary 

plot of the eigenvalues on the complex plane is given in 

Fig. 1 when R = 1, the spatial density is 40 cells per 

wavelength, and Q  50. As expected, all values lie on 

the circumference of the unit circle. 

Fig. 1. Eigenvalues of the amplification matrix on the 

complex plane for various Δt. 

Next, the algorithm’s accuracy is assessed in terms 

of the dispersive error affecting the phase velocity, 

whose value /c k  is extracted from the dispersion 

relation (10), and the overall error is estimated from: 

2

t 0
0

0

1

2
e c c d

c






  . (32) 

The positive impact of the modified operators on the 

scheme’s accuracy is illustrated in Fig. 2, where the 

SS-FDTD method that applies standard fourth-order 

approximations is also depicted (time-steps five and ten 

times larger than Yee’s stability limit are considered). 

The plotted curves reveal a significant error reduction 

that is not confined within specific frequency bands. In 

fact, the evidence show that a specific accuracy level can 

be now accomplished with twice as large a time-step, 

thanks to the sophisticated design of the algorithm, 

ensuring better utilization of computational resources. 

Fig. 2. Error et versus mesh density for different Δt. 

IV. NUMERICAL RESULTS
The performance of the modified SS-FDTD algorithm 
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is evaluated considering an 8 cm  6 cm cavity, bounded 

by perfectly conducting walls. First, we perform two sets 

of simulations, one for the TE11 mode at 3.123 GHz and 

one for the TE21 mode at 4.504 GHz. The computational 

space comprises 200  150 cells and tests are conducted 

for different time-step magnitudes. In essence, the 

maximum L2 error of Hz is recorded for a time period 

equivalent to 2000 iterations when Q = 2. The results are 

displayed in Table 1, where the standard fourth-order 

operators and the proposed ones are compared. It is 

verified that significant error cancellation is accomplished 

regardless of the time-step size. Specifically, accuracy is 

improved by 3.5 times in the first case, and by 4.2 times 

in the second case, verifying the potential of the new 

derivative approximation. 

Using the same configuration as previously, the 

second test pertains to the detection of the structure’s 

first 24 resonant frequencies. Now, an 80  60 grid is 

used, and simulations for 32768 time-steps with Q = 5 

are performed. Figure 3 displays the absolute errors in 

the frequencies of the detected modes, and the superior 

spectral properties of the proposed SS-FDTD method are 

clearly illustrated. Specifically, the average error of the 

standard scheme is 55.07 MHz, which is suppressed to 

only 7.31 MHz by the modified operators. 

Table 1: Maximum L2 errors for different time-step sizes, 

in the cavity problems with single-mode support 

TE11 Mode TE21 Mode 

Q Standard Proposed Standard Proposed 

2 1.05103 2.94104 3.11103 7.31104 

4 4.19103 1.18103 1.24102 2.92103 

6 9.42103 2.65103 2.80102 6.59103 

8 1.67102 4.72103 4.95102 1.17102 

10 2.61102 7.38103 7.71102 1.84102 

Fig. 3. Absolute error in detecting the resonant frequencies 

of a rectangular cavity. 

V. CONCLUSION
We have successfully remedied the accuracy of an 

unconditionally stable SS-FDTD method, by deriving 

modified spatial operators with three-cell stencils. The 

form of these approximations is determined via a design 

procedure that balances space-time errors over all 

frequencies better than standard formulae. The modified 

scheme outperforms its conventional counterpart, as it 

guarantees similar error levels with larger time-steps.  
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Abstract ─ An enhanced finite-difference time-domain 

algorithm featuring the polynomial chaos representation 

is introduced in this paper for problems with stochastic 

uncertainties. Focusing on the solution of the governing 

partial differential equations, the new 3-D method uses 

the Karhunen-Loève expansion to effectively decorrelate 

random input parameters denoted by stochastic processes. 

So, the space dimension is seriously reduced and high 

accuracy levels are attained, even for media with abrupt 

and fully unknown statistical variations. These profits 

are verified via a detailed numerical study. 

Index Terms ─ Advanced FDTD methods, polynomial 

chaos, random media, stochastic process, uncertainties. 

I. INTRODUCTION
The assessment of stochastic uncertainties, inherent 

in electromagnetics, has been of pivotal significance, so 

leading to different numerical schemes. Amid them the 

Monte Carlo (MC) approach [1], albeit accurate, has 

proven time-consuming, due to its excessively many 

realizations and slow convergence to the desired result. 

Recently, efficient techniques have been presented [2-6], 

such as the generalized polynomial chaos finite-difference 

time-domain (GPC-FDTD) algorithm [7, 8]. Usually, 

uncertainties emerge from discrete stochastic variables 

or processes that vary in an unknown way. Being 

difficult to model, the latter cannot be directly plugged 

in the GPC-FDTD technique, as they require an infinite 

number of correlated random variables. 

To overcome such an issue, this paper develops a 

3-D GPC-FDTD methodology for complex materials with 

arbitrary statistically-varying index gradients. The novel 

algorithm utilizes an orthogonal field expansion over the 

space of random parameters, so minimizing the error for 

both the mean value and variance. While it is primarily 

optimized for the extraction of the first two moments, the 

approximated relation between the output and stochastic 

parameter can provide with more valuable information 

like the computation of high-order statistical moments or 

maxima/minima, useful in electromagnetic compatibility 

(EMC) applications [9, 10]. To decrease the dimension 

of space spanned by the input parameters and decorrelate 

them, the Karhunen-Loève scheme is employed. It 

transforms the infinite product space of random inputs to 

be described by a new base that can be safely truncated. 

The resulting variables are, also, uncorrelated, which for 

Gaussian processes is equivalent to independence; an 

ample claim for the GPC applicability. Numerical 

outcomes certify our method, accelerated via graphics 

processor units (GPUs), and reveal its superiority. 

II. PROPOSED METHODOLOGY

A. Generalized polynomial chaos expansion

The GPC method expands all fields in a summation

of orthogonal, under an inner product, basis functions 

over space Ω = Ωi (i = 1,2,…,D), spanned by all D 

random variables ωi (each defined in Ωi), on condition 

that they are statistically independent. The orthogonality 

is satisfied with respect to the inner product: 

,

( ), ( ) ( ) ( ) ( )

( ), ( ) ,

a b a b

a a a b

w d




   

  

ω ω ω ω ω ω

ω ω
(1) 

with Θa,b(ω) the basis functions, ω = [ω1,ω2,…,ωD]T the 

vector formed by ωi, δa,b the Kronecker’s delta, and w(ω) 

the distribution function of ω. Note that, in the case of a 

single random variable ωi, the most common w(ωi) are 

related to well-known polynomials like the Hermite 

(Gaussian distribution), the Jacobi (beta distribution), 

and the Legendre (uniform distribution) polynomials. 

However, in the multivariate case, Θa,b(ω) are generally 

unknown, unless a statistical independence between the 

random variables is guaranteed [8]. Only then Θa,b(ω) 

may be expressed as the product of the prior polynomials 

related to their known distributions, i.e., 
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i




 ω (2) 

where Θai(ωi) is a univariate basis in ωi of polynomial 

order ai. So, any electric/magnetic component F = {Ex, 

Ey, Ez, Hx, Hy, Hz} in the FDTD domain is written as: 

, , , ,
0

( ) ( ),
P

nn a

ai j k i j k
a

F f


ω ω  (3) 

with f a the corresponding coefficients and P the number 

of polynomials, calculated for the highest order N, by: 

  ( )!

! !
.N D

N

D N

D N
P  
  (4) 

Note that the GPC technique can not directly treat 

cases, where stochastic processes affect the output, since 

the latter are described by an infinite series of correlated 

random variables indexed by some physical coordinate. 

In contrast, the FDTD discretization can hardly offer any 

benefit, since one ends up with a very large (although not 

infinite) number of correlated random variables. 

B. Karhunen-Loève stochastic representation

To overcome these issues, we launch the Karhunen-

Loève (KL) expansion [8] for both the dimension 

reduction and decorrelation of the stochastic processes. 

Let Yx(ω) be a stochastic process varying over coordinate 

x[p, q] bounded domain, with a covariance function of 

C(x1, x2). The KL expansion of Yx(ω) reads: 

0

( ) { ( )} ( ) ( ),x x i i i

i

Y m Y x Y 




 ω ω ω (5) 

where m{Yx(ω)} is the mean value of Yx(ω) and Yi(ω) are 

centered, uncorrelated random variables of unit variance. 

Eigenfunctions ψi(x) and their respective eigenvalues λi 

are determined via the eigenvalue problem: 

[ , ]
( , ) ( ) ( ).i i i

p q
C x l l dl x  (6) 

Note that for Gaussian processes, Yi(ω) are generated 

as independent random variables. Also, when the process 

is stationary, i.e., its covariance can be written as 

C(x1, x2) = C(x2 – x1), the solution of (6) is equivalent to 

the Fourier transform of C(x), assuming it is periodic 

outside [p, q]. A key trait of the KL expansion (and a 

motive for its choice in our method) is the decay of λi 

as i increases. So, it is possible to describe the entire 

stochastic process with only a small truncated series of 

Yi(ω). 

C. Enhanced GPC-FDTD update equations

The update equations of the 3-D algorithm are

extracted by plugging (3) into the leapfrog formulas [9]. 

The stochastic process (randomness source) Yx(ω), in the 

KL expansion (5), is the relative electric permittivity 

εr(ω), where x can be any coordinate. By replacing Yi(ω) 

with ωi in (5), defining Ω, and truncating the infinite sum 

up to a K (KL truncation limit), we get: 

0

0{ ( )} ( ) ,
K

ir ii

i

M m x   
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 ω (7) 

which is a very accurate approximation. For instance, the 

Ez coefficients are given by: 
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with R1 = (2M – σ΄Δt)/(2M + σ΄Δt), R2 = 2Δt/(2M + σ΄Δt), 

and σ΄ the losses. Due to (3), only the respective ea 

coefficients are involved. To derive the update equation 

for every a, we use a Galerkin process, which takes the 

inner product, as in (1), on both sides of (8) with the 

respective basis function. Thus, one arrives at: 
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for θ = Θa(ω), Θa(ω), while similar expressions hold 

for the other components. Note that the stability of the 

algorithm is specified by the usual Courant condition, 

which yields flexible time-steps and is proven remarkably 

efficient (also stated in [7]), as no late-time instabilities 

were observed in any of our simulations. Consequently 

and along with the scheme’s enhanced dispersion 

behavior, cases with challenging variations are precisely 

handled.  

All inner products in (9) hold only in the region with 

the random medium and reduce to δa,b elsewhere. Their 

evaluation is conducted (prior the FDTD update) for 

each coordinate in the region and is trivial for up to 

second order of the KL limit K. For higher-order 

approximations, (1) may be split into 1-D integrals, on 

condition that (2) holds. Therefore, via a Taylor series 

expansion of ωi in every inner product of (9), for an 

arbitrarily large order si (even up to 10 is viewed trivial), 

we compute: 
,
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i
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s a i b i i

s
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only once, and apply the Taylor expansion. For example, 

the second inner product in (9) is expressed as: 
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with Ts the respective Taylor coefficients and DT the 

maximum Taylor series order. As a consequence, extra 

accuracy can be consistently accomplished. 
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III. GPU/CUDA IMPLEMENTATION
For its acceleration, the 3-D algorithm is parallelized

for GPUs via the CUDA platform [11, 12], where different 

code parts are optimized for enhanced thread concurrency. 

As the coalescing mechanism is critical, all GPC 

coefficient matrices are accessed throughout the kernel 

code. Also, read-only matrices in each kernel are accessed 

through the texture buffer to increase performance. 

Then, the shared memory is used to load the pre-

calculated inner products for all threads related to spatial 

coordinates that exhibit material stochasticity. For the 

3-D convolution perfectly matched layers (CPMLs) [9],

diverse kernels are initialized for each side and field

component, executed concurrently by different streams.

Hence, the proper grid and block alignment for every

kernel is separately fulfilled. To evade errors at mesh

corners, we use advanced atomic operators [6]. The

acceleration of GPU codes compared to their conventional

CPU (serialized) realizations, exceeds the promising value

of 50 times.

IV. NUMERICAL RESULTS
The new technique is validated via 3-D setups 

terminated by 8-cell CPMLs. We examine a z-directed 

wire current source that illuminates an infinite planar 

dielectric surface at the y = 0 plane, featuring a non-

uniform (toward x direction) stochastic permittivity (Fig. 

1 (a)). The distribution function follows the Gaussian 

norm, hence Hermite polynomials are used as the basis 

functions. Also, the statistical moments of a domain 

point occupied by the random medium are m{εr} = 3 

for the mean value and σ{εr} = 0.02 m{εr} for the 

standard deviation. Our correlation function is defined as 

C(x – t) = e– (|x – t|/α), with α the correlation length, while 

higher a translate to larger variations between neighboring 

points. The problem is divided into 317317317 cells, 

whose size is fixed and equal to the one tenth of the 

wavelength corresponding to the central frequency of the 

Gaussian excitation pulse. Also, the time increment is set 

at the level of 100-150 psec via the Courant condition, 

while the MC-FDTD scheme gives the reference 

solution. It generates 5000 different stochastic processes 

for the dielectric scattering surface. The determined 

confidence intervals, considered from a 10000 realization 

reference, do not exceed the 10% and 1% mark for 1000 

and 5000 simulations respectively. Any choice beyond 

this level results in a marginal improvement. Figure 1 (a) 

depicts three stochastic processes for α = 0.5 and Fig. 

1 (b) shows the first five eigenfunctions ψi(x) produced 

by the eigenvalue problem (6). The weighted addition of 

the infinite series of polynomials gives exactly the spatial 

variation of the dielectric slab. Thus, a higher K order, 

including up to the Kth eigenfunction, accounts for larger 

spatial variations. As these play a decreasingly serious 

role due to the nature of the electromagnetic wave 

solution the truncation is safely justified. 

Fig. 1. (a) Perspective 3-D view of the simulation setup 

with the randomly generated stochastic processes, and 

(b) eigenfunctions ψi(x) for C(x – t) = e– (|x – t|/α) and α = 0.5.

We, next, solve the problem for a KL limit up to 

K = 3 (α = 0.5, N = 3). The choice of N is justified as the 

best compromise between accuracy and computational 

efficiency. Also, for larger K the system burden does not 

seem to justify the poor increase in accuracy. Figure 2 

gives the electric field variance, where the plotted curves 

are snapshotted at a time-step near the peak of the 

Gaussian pulse, along the white line of the inlet figure. 

A clear improvement is attained as K augments, yet the 

difference between the K = 2 and 3 curve is very small. 

Fig. 2. Electric field variance via 5000 MC-FDTD runs 

and the proposed method for α = 0.5 and N = 3. 

Finally, Fig. 3 presents the variance of the electric 

field for α = 0.5, yet with a prefixed K = 4 and a variety 

of GPC orders N. Apparently, convergence is slower in 

this case, revealing that the KL truncation limit has a 

more substantial impact compared to that of N. In 

contrast, it seems that the opposite situation holds for 

higher correlation length values of the random medium 

dielectric permittivity, where it is better to optimize N in 

an effort to accomplish the desired approximation. 

The main benefit of our algorithm is that via the 

GPC-KL formulation, one gets a similar approximation 
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order as with the MC-FDTD approach. While the latter 

requires thousands of FDTD solutions, the complexity of 

the former (analogous to P) is lower by two magnitude 

orders. Thus, we can reach a sufficient convergence by 

analyzing simulations with ascending K and L orders and 

keep the efficiency over an exact MC study. It is true, 

however, that memory can be up to two or even five to 

ten times higher, in relation with K and L. So, when 

memory is not an issue, the GPC-KL method is a 

powerful alternative. The GPU/CUDA implementation, 

while it does not add to the theoretical analysis, it is 

essential for the results assessment in rational times and 

so it is fully preferred over CPU for both methods. 

Fig. 3. Electric field variance via 5000 MC-FDTD runs 

and the proposed method for α = 0.5 and K = 4. 

V. CONCLUSION
The rigorous modeling of inhomogeneous materials 

with complex statistical index gradients, is presented in 

this paper via a consistent 3-D GPC-FDTD method. The 

3-D technique utilizes the efficient Karhunen-Loève

expansion to handle the arbitrary stochastic processes.

Results prove the profits of the proposed concept.
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