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#### Abstract

This paper proposes improved analytical expressions of the torque on cuboidal permanent magnets. Expressions are valid for any relative magnet position and for any polarization direction. The analytical calculation is made by replacing polarizations by distributions of magnetic charges on the magnet poles (coulombian approach). The torque exerted on the second magnet is calculated by Lorentz force formulas for any arbitrary position. The three components of the torque are written with functions based on logarithm and arc-tangent. Results have been verified and validated by comparison with finiteelement calculation. Further, the torque can be obtained with respect to any reference point. Although these equations seem rather complicated, they enable an extremely fast and accurate calculation of the torque exerted between two permanent magnets.


Index Terms - Analytical calculation, coulombian approach, force, permanent magnet, torque.

## I. INTRODUCTION

Analytical expressions are very powerful, giving a very fast method to calculate magnetic interactions. It is why the analytical expressions of all the interactions, energy, forces, and torques between two cuboidal magnets are very important
results. Many problems can be solved by the addition of element interactions.

Up to now, for the torque components, the calculations were first realized for a system of two magnets with parallel polarization direction by Allag [1] and Janssen [2]. For the perpendicular case the results have been recently published [3].

In this paper, we develop the calculation for systems with two magnets with inclined polarization direction. The torque expressions are valid for any given point in the space, not only around the center of the moving magnet. The expressions of the torque components are obtained using the Lorentz force method [4]. A comparison with numerical results using the commercial software Flux3D validates our analytical calculation of the torque exerted between two permanent magnets.

## II. MATHEMATICAL MODEL

We study the interaction between two parallelepiped magnets, as presented in Fig. 1. The polarizations $J$ and $J^{\prime}$ are supposed to be rigid and uniform in each magnet. The difference is that J ' are arbitrary oriented in the YZ plane. The model can be replaced by distributions of magnetic charges on the poles, generally called coulombian approach. For simplifying calculation, the polarization J' will be decomposed into parallel
component $\mathrm{J}^{\prime} / /$ and perpendicular one $\mathrm{J}^{\prime} \perp$ (Fig. 2).


Fig. 1. System with two magnets.


Fig. 2. Polarization decomposition.

## A. Parallel polarizations

The first 3-D fully analytical expressions of the energy and force were presented at the 1984 INTERMAG Conference, Hamburg, Germany [5]. The forces were analytically calculated for two cuboidal magnets with parallel polarization directions (Fig. 3).


Fig. 3. Parallel polarizations.
The energy expressions are:

$$
\begin{equation*}
E_{/ / \prime}=\frac{J . J_{/ \prime}}{4 \pi \mu_{0}} \sum_{p=q=q=0}^{1} \sum_{q=0}^{1}(-1)^{p+q} \int_{-c}^{c} d Y \int_{-A}^{A} d X \int_{-b}^{b} d y \int_{-a}^{a} \frac{1}{a} d x, \tag{1}
\end{equation*}
$$

with

$$
\begin{equation*}
r=\sqrt{(\alpha+X-x)^{2}+(\beta+Y-y)^{2}+\left(\gamma+(-1)^{\prime} C-(-1)^{p} c\right)^{2}} . \tag{2}
\end{equation*}
$$

The obtained expressions of the interaction energy are:

$$
\begin{equation*}
E_{l /}=\frac{J \cdot J_{l \prime}^{\prime}}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0=k=0}^{1} \sum_{i=0}^{1} \sum_{p=0=q=0}^{1} \sum_{i=0}^{1}(-1)^{i+j+k+t p+q} \cdot \mu\left(U_{i j}, V_{k i}, W_{p q}, r\right), \tag{3}
\end{equation*}
$$

with

$$
\begin{align*}
& \psi_{\prime \prime}(U, V, W, r)=\frac{U\left(V^{2}-W^{2}\right)}{2} \ln (r-U)+\frac{V\left(U^{2}-W^{2}\right)}{2}  \tag{4}\\
& \ln (r-V)+U V W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{r W}\right)+\frac{r}{6}\left(U^{2}+V^{2}-2 W^{2}\right) .
\end{align*}
$$

The secondary variables are:

$$
\begin{align*}
U_{i j} & =\alpha+(-1)^{j} A-(-1)^{i} a, \\
V_{k l} & =\beta+(-1)^{2} B-(-1)^{k} b, \tag{5}
\end{align*}
$$

where:

$$
W_{p q}=\gamma+(-1)^{q} C-(-1)^{p} c,
$$

and

$$
r=\sqrt{U_{i j}^{2}+V_{k l}^{2}+W_{p q}^{2}} .
$$

From the interaction energy, the force components can be obtained by $\vec{F}=-g r a \vec{d} E$. Consequently, the force components are:

$$
\begin{equation*}
F_{/ \prime}=\frac{J \cdot J_{1 \prime}}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{i=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{1+j+k+l+p+q} . \varphi\left(U_{i j}, V_{k}, W_{p q}, r\right), \tag{6}
\end{equation*}
$$

with

$$
\begin{align*}
& \varphi_{\| X}(U, V, W, r)=\frac{\left(V^{2}-W^{2}\right)}{2} \ln (r-U)+U V \ln (r-V)+V W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)+\frac{1}{2} U \cdot r, \\
& \varphi_{I V}(U, V, W, r)=\frac{\left(U^{2}-W^{2}\right)}{2} \ln (r-V)+U V \ln (r-U)+U W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)+\frac{1}{2} V \cdot r, \\
& \varphi_{\| Z}(U, V, W, r)=-U W \ln (r-U)-V W \ln (r-V)+U W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)-W \cdot r .(7) \tag{7}
\end{align*}
$$

For the torque calculation, the first magnet is supposed to be fixed and the second magnet is free to move in any direction. The torque is calculated for a movement around the point $\mathrm{O}_{\mathrm{T}}$. The $\mathrm{O}_{\mathrm{T}}$ position is defined by its coordinates ( $\mathrm{D}_{\mathrm{x}}, \mathrm{D}_{\mathrm{y}}, \mathrm{D}_{\mathrm{z}}$ ) in the reference axes of the second magnet OXYZ. View from O, the centre of the fixed permanent magnet, the $\mathrm{O}_{\mathrm{T}}$ position is defined by ( $\mathrm{D}_{\mathrm{x}}+\alpha, \mathrm{D}_{\mathrm{y}},+\beta$, $\mathrm{D}_{\mathrm{z}}+\gamma$ ).

The torque exerted in the second magnet at $\mathrm{O}_{\mathrm{T}}$ is calculated by Lorentz formulas [2, 3, 4]:
with

$$
\begin{equation*}
\vec{r}^{\prime}=r_{X}^{\prime} \vec{i}+r_{y}^{\prime} \vec{j}+r_{Z}^{\prime} \vec{k}=\left(X-D_{X}\right) \vec{i}+\left(Y-D_{y}\right) \vec{j}+\left(Z-D_{Z}\right) \vec{k} . \tag{9}
\end{equation*}
$$

The torque can be also written as:

$$
\vec{\Gamma}_{/ /}=\frac{J . J_{/ \prime}}{4 \pi \mu_{0}} \int_{Z X}\left(\begin{array}{l}
\left(Y-D_{Y}\right) \frac{\partial}{\partial z} \iint_{y x}^{1} \frac{1}{r} d x d y-\left(Z-D_{Z}\right) \frac{\partial}{\partial y} \iint_{y x}^{1} \frac{1}{r} d x d y  \tag{10}\\
\left(Z-D_{Z}\right) \frac{\partial}{\partial x} \iint_{y x}^{1} \frac{1}{r} d x d y-\left(X-D_{X}\right) \frac{\partial}{\partial z} \iint_{y x}^{1} \frac{1}{r} d x d y \\
\left(X-D_{x}\right) \frac{\partial}{\partial y} \iint_{y x} \frac{1}{r} d x d y-\left(Y-D_{y}\right) \frac{\partial}{\partial x} \iint_{y x}^{1} \frac{1}{r} d x d y
\end{array}\right) d X d Y .
$$

The distance $r$ is always the same (see equation (2)), and $D_{X}, D_{Y}$ and $D_{Y}$ are the projections of the distance between the centre of the moving magnet and the point of torque calculation $\mathrm{O}_{\mathrm{T}}$.

After the analytical integrations, the torque is given by:

$$
\begin{equation*}
\Gamma_{/ /}=\frac{J \cdot J_{/ /}{ }^{\prime}}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \tau_{/ /}\left(U_{i j}, V_{k l}, W_{p q}, r\right) . \tag{11}
\end{equation*}
$$

And the functions $\tau$ are respectively:
For $\Gamma_{/ / \mathrm{x}}$ :

$$
\begin{aligned}
\tau_{/ / X} & =\left(\frac{\left(U^{2}-W^{2}\right)}{2} \ln (r-V)+U V \ln (r-U)+U W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)+\frac{1}{2} V \cdot r\right) \cdot\left(C(-1)^{q}-\frac{W}{2}\right) \\
& -\left(-U W \ln (r-U)-V W \ln (r-V)+U V \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)-W \cdot r\right) \cdot\left(B(-1)^{\prime}-\frac{V}{2}\right),
\end{aligned}
$$

For $\Gamma_{/ / y}$ :
$\tau_{/ / Y}=\left(-U W \ln (r-U)-V W \ln (r-V)+U V \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)-W \cdot r\right) \cdot\left(A(-1)^{j}-\frac{U}{2}\right)$

$$
-\left(\frac{\left(V^{2}-W^{2}\right)}{2} \ln (r-U)+U V \ln (r-V)+V W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)+\frac{1}{2} U \cdot r\right) \cdot\left(C(-1)^{q}-\frac{W}{2}\right),
$$

For $\Gamma_{/ / z}$ :

$$
\begin{align*}
\tau_{I / 2} & =\left(\frac{\left(V^{2}-W^{2}\right)}{2} \ln (r-U)+U V \ln (r-V)+V W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)+\frac{1}{2} U \cdot r\right) \cdot\left(B(-1)^{\prime}-\frac{V}{2}\right) \\
& -\left(\frac{\left(U^{2}-W^{2}\right)}{2} \ln (r-V)+U V \ln (r-U)+U W \cdot \operatorname{tg}^{2}\left(\frac{U V}{W \cdot r}\right)+\frac{1}{2} V \cdot r\right) \cdot\left(A(-1)^{3}-\frac{U}{2}\right) . \tag{12}
\end{align*}
$$

It is easy to identify the link between the expressions of the torque (12) and the force components $\phi_{/ X X}, \phi_{/ Y}, \phi_{/ / Z}$ from (7). Therefore we can write:

$$
\begin{gather*}
\tau_{/ / X}=\phi_{/ / Y} \cdot\left(C(-1)^{q}-\frac{W}{2}\right)-\phi_{/ / Z} \cdot\left(B(-1)^{l}-\frac{V}{2}\right), \\
\tau_{/ / Y}=\phi_{/ / Z} \cdot\left(A(-1)^{j}-\frac{U}{2}\right)-\phi_{/ / X}\left(C(-1)^{q}-\frac{W}{2}\right), \\
\tau_{/ / Z}=\phi_{/ / X} \cdot\left(B(-1)^{j}-\frac{V}{2}\right)-\phi_{/ / Y}\left(A(-1)^{j}-\frac{U}{2}\right) . \tag{13}
\end{gather*}
$$

## B. Perpendicular polarizations

For the perpendicular polarizations case, the chosen system is presented in Fig. 4, in which the polarization of a second magnet is collinear with the Y axis.

The analytical expressions of the interaction energy and the forces components for this system were previously developed [6, 7]. The difference is
in the Z integration:

$$
\begin{equation*}
E_{\perp}=\frac{J J_{\perp}}{4 \pi \mu_{0}} \sum_{l=0}^{1} \sum_{p=0}^{1} \int_{-C}^{C} d Z \int_{-A}^{A} d X \int_{-b}^{b} d y \int_{-a}^{a} \frac{1}{r} d x . \tag{14}
\end{equation*}
$$

The distance $r$ is given by:

$$
\begin{equation*}
r=\sqrt{(\alpha+X-x)^{2}+\left(\beta+(-1)^{l} B-y\right)^{2}+\left(\gamma+Z-(-1)^{p} c\right)^{2}} . \tag{15}
\end{equation*}
$$

After analytical integration, the energy is given by:

$$
\begin{equation*}
E_{\perp}=\frac{J J_{\perp}^{\prime}}{4 \pi l_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{i=0}^{1} \sum_{i=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q}, \psi_{\perp}\left(U_{i j}, V_{k l}, W_{p q}, r\right) . \tag{16}
\end{equation*}
$$



Fig. 4. System with perpendicular polarizations.
The $\psi \perp$ function depends on the geometrical parameters ( $\mathrm{U}, \mathrm{V}, \mathrm{W}, \mathrm{r}$ ):

$$
\begin{align*}
\psi_{\perp}= & \frac{V\left(V^{2}-3 U^{2}\right)}{6} \ln (W+r)+\frac{W\left(W^{2}-3 U^{2}\right)}{6} \ln (V+r)+U V W \cdot \ln (-U+r) \\
& +\frac{U}{6}\left(3 V^{2} \operatorname{tg}^{-1}\left(\frac{U W}{V \cdot r}\right)+3 W^{2} \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)+U^{2} \operatorname{tg}^{-1}\left(\frac{V W}{U \cdot r}\right)\right)+\frac{V \cdot W \cdot r}{3} \tag{17}
\end{align*}
$$

The variables $U, V, W$ are given by (5).
The force components can be calculated from the gradient of energy:

$$
\begin{align*}
& F_{\perp}=\frac{J J_{\perp}^{\prime}}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \phi_{\perp}\left(U_{i j}, V_{k l}, W_{p q}, r\right) \cdot(18  \tag{18}\\
& \text { For } \mathrm{F}_{\mathrm{x}}, \text { the function } \phi \perp_{x} \text { is given by: } \\
& \phi_{\perp x}=-V W \ln (r-U)+V U \ln (r+W)+W U \ln (r+V) \\
& \quad-\frac{U^{2}}{2} \operatorname{tg}^{-1}\left(\frac{V W}{U \cdot r}\right)-\frac{V^{2}}{2} \operatorname{tg}^{-1}\left(\frac{U W}{V \cdot r}\right)-\frac{W^{2}}{2} \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right) .
\end{align*}
$$

For $\mathrm{F}_{\mathrm{y}}$ and $\mathrm{F}_{\mathrm{z}}$ :

$$
\begin{align*}
& \phi_{1 y}=\frac{\left(U^{2}-V^{2}\right)}{2} \ln (r+W)-U W \ln (r-U)-U V \cdot \operatorname{tg}^{-1}\left(\frac{U W}{V \cdot r}\right)-\frac{1}{2} W \cdot r, \\
& \phi_{12}=\frac{\left(U^{2}-W^{2}\right)}{2} \ln (r+V)-U V \ln (r-U)-U W \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)-\frac{1}{2} V \cdot r \cdot(1 \tag{19}
\end{align*}
$$

Similarly to the parallel polarization case, the torque exerted on the second magnet at $\mathrm{O}_{\mathrm{T}}(\mathrm{Fig} .4)$ is expressed by:
$\vec{\Gamma}_{\perp}=\frac{J . J^{\prime}}{4 \pi \mu_{0}} \iint_{S}\left(\begin{array}{l}r_{Y}^{\prime} B_{z}-r_{Z}^{\prime} B_{y} \\ r_{Z}^{\prime} B_{x}-r_{X}^{\prime} B_{z} \\ r_{X}^{\prime} B_{y}-r_{Y}^{\prime} B_{x}\end{array}\right) d S=\frac{J . J J^{\prime}}{4 \pi \mu_{0}} \iint_{Z X}\left(\begin{array}{l}r_{Y}^{\prime} B_{z}-r_{Z}^{\prime} B_{y} \\ r_{Z}^{\prime} B_{x}-r_{X}^{\prime} B_{z} B_{Z} \\ r_{X}^{\prime} B_{y}-r_{Y}^{\prime} B_{x}\end{array}\right) d X d Z$,
with

$$
\begin{equation*}
\vec{r}^{\prime}=r_{X}^{\prime}{ }_{X} \vec{i}+r_{Y}^{\prime} \vec{j}+r_{Z}^{\prime} \vec{k}=\left(X-D_{X}\right) \vec{i}+\left(Y-D_{Y}\right) \vec{j}+\left(Z-D_{Z}\right) \vec{k} . \tag{21}
\end{equation*}
$$

The torque can be also written as:
$\vec{\Gamma}_{\perp}=\frac{J . J^{\prime}}{4 \pi \mu_{0}} \iint_{Z X}\left(\begin{array}{l}\left(Y-D_{Y}\right) \frac{\partial}{\partial z} \iint_{y x}^{1} \frac{1}{r} d x d y-\left(Z-D_{Z}\right) \frac{\partial}{\partial y} \iint_{y x} \frac{1}{r} d x d y \\ \left(Z-D_{Z}\right) \frac{\partial}{\partial x} \iint_{y x}^{1} \frac{1}{r} d x d y-\left(X-D_{X}\right) \frac{\partial}{\partial z} \iint_{y x}^{1} \frac{1}{r} d x d y \\ \left(X-D_{x}\right) \frac{\partial}{\partial y} \iint_{y x}^{1} \frac{1}{r} d x d y-\left(Y-D_{y}\right) \frac{\partial}{\partial x} \iint_{y x}^{1} \frac{1}{r} d x d y\end{array}\right) d X d Z$.
The final result is given by:
$\Gamma_{\perp}=\frac{J \cdot J^{\prime}}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} . \tau_{\perp}\left(U_{i j}, V_{k l}, W_{p q}, r\right)$.
For the torque component $\Gamma \perp_{x}$, parallely oriented to the Ox axis, the $\tau \perp_{\mathrm{x}}$ function is given by:

$$
\begin{aligned}
\tau_{\perp X} & =\phi_{\perp y} \cdot\left(C(-1)^{q}-D_{Z}\right)-\phi_{\perp Z} \cdot\left(B(-1)^{\prime}-D_{Y}-V\right) \\
& +\left(\begin{array}{l}
\frac{U\left(V^{2}+W^{2}\right)}{2} \ln (r-U)-\frac{W\left(U^{2}-V^{2}\right)}{2} \ln (r+W) \\
-\frac{V\left(U^{2}-W^{2}\right)}{2} \ln (r+V) \\
+U V W\left(\operatorname{tg}^{-1}\left(\frac{U W}{V \cdot r}\right)+\operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)\right)+\frac{r^{3}}{6}
\end{array}\right) .
\end{aligned}
$$

Function $\tau \perp_{\mathrm{Y}}$ for the torque component $\Gamma \perp_{\mathrm{Y}}$ :

$$
\begin{align*}
\tau_{\perp Y} & =\varphi_{\perp Z} \cdot\left(A(-1)^{j}-D_{x}\right)-\varphi_{\perp X}\left(C(-1)^{q}-D_{Z}-W\right) \\
& +\left(\begin{array}{l}
-\frac{U^{3}}{3} \ln (V+r)-\frac{V\left(V^{2}+3 W^{2}\right)}{12} \ln (U+r) \\
+\frac{U^{2} V}{2} \ln (-U+r) \\
+\frac{W\left(W^{2}+3 U^{2}\right)}{6} \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W r}\right)+\frac{1}{12} V U \cdot r
\end{array}\right), \tag{24}
\end{align*}
$$

Function $\tau \perp_{Z}$ for the torque component $\Gamma \perp_{Z}$ :

$$
\begin{aligned}
\tau_{\perp z} & =\varphi_{\perp X} \cdot\left(B(-1)^{\prime}-D_{Y}\right)-\varphi_{\perp r} \cdot\left(A(-1)^{j}-D_{X}-U\right) \\
& +\left(\begin{array}{l}
-\frac{U^{3}}{3} \ln (W+r)-\frac{W\left(W^{2}+3 V^{2}\right)}{12} \ln (U+r) \\
+\frac{U^{2} W}{2} \ln (-U+r) \\
+\frac{V\left(V^{2}+3 U^{2}\right)}{6} \cdot \operatorname{tg}^{-1}\left(\frac{U W}{V r}\right)+\frac{1}{12} W U \cdot r
\end{array}\right) .
\end{aligned}
$$

The torque components in perpendicular case are also function of the force ones $\left(\phi \perp_{X}, \phi \perp_{Y}\right.$ and $\left.\phi \perp_{Z}\right)$.

## III. TORQUE CALCULATION FOR INCLINED POLARIZATION DIRECTION

For an inclined polarization $J$ ' as presented on Fig. 1 and Fig. 2. It can be represented as:

$$
\begin{equation*}
J^{\prime}=J_{/ /}^{\prime} \sin (\theta)+J_{\perp}^{\prime} \cos (\theta) \tag{25}
\end{equation*}
$$

Therefore the total torque will be:

$$
\begin{equation*}
\Gamma=\Gamma_{/ /} \sin (\theta)+\Gamma_{\perp} \cos (\theta) \tag{26}
\end{equation*}
$$

Using equations (11) and (23), final expressions of the torque are:

$$
\begin{align*}
\Gamma= & \frac{J \cdot J_{l /}{ }^{\prime} \sin (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \tau_{/ /}\left(U_{i j}, V_{k l}, W_{p q}, r\right) .  \tag{27}\\
& \frac{J \cdot J_{\perp} \cos (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} . \tau_{\perp}\left(U_{i j}, V_{k l}, W_{p q}, r\right)
\end{align*} .
$$

The components of $\tau_{\|}$and $\tau_{\perp}$ are given by equations (12), (13) and (24).

Expressions of the torque components:
For $\Gamma_{\mathrm{x}}$ :

$$
\begin{align*}
\Gamma_{X}= & \frac{J \cdot J_{/ /}{ }^{\prime} \sin (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \tau_{\| X}\left(U_{i j}, V_{k l}, W_{p q}, r\right)  \tag{28}\\
& \frac{J \cdot J_{\perp}^{\prime} \cos (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \tau_{\perp X}\left(U_{i j}, V_{k l}, W_{p q}, r\right)
\end{align*}
$$

with

$$
\begin{gathered}
\tau_{/ / X}=\phi_{/ I Y} \cdot\left(C(-1)^{q}-\frac{W}{2}\right)-\phi_{/ I Z} \cdot\left(B(-1)^{\prime}-\frac{V}{2}\right), \\
\tau_{\perp X}=\phi_{\perp y} \cdot\left(C(-1)^{4}-D_{Z}\right)-\phi_{\perp Z} \cdot\left(B(-1)^{\prime}-D_{Y}-V\right) \\
+\left(\begin{array}{l}
\frac{U\left(V^{2}+W^{2}\right)}{2} \ln (r-U)-\frac{W\left(U^{2}-V^{2}\right)}{2} \ln (r+W) \\
-\frac{V\left(U^{2}-W^{2}\right)}{2} \ln (r+V) \\
+U V W\left(\operatorname{tg}^{-1}\left(\frac{U W}{V \cdot r}\right)+\operatorname{tg}^{-1}\left(\frac{U V}{W \cdot r}\right)\right)+\frac{r^{3}}{6}
\end{array}\right) .
\end{gathered}
$$

For $\Gamma_{\mathrm{Y}}$ :

$$
\begin{align*}
\Gamma_{y}= & \frac{J \cdot J_{\| /}{ }^{\prime} \sin (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} . \tau_{\| y}\left(U_{i j}, V_{k l}, W_{p q}, r\right) \\
& \frac{J \cdot J_{\perp}^{\prime} \cos (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} . \tau_{\perp y}\left(U_{i j}, V_{k l}, W_{p q}, r\right) \tag{29}
\end{align*}
$$

with

$$
\begin{aligned}
\tau_{/ / Y} & =\phi_{\| Z} \cdot\left(A(-1)^{j}-\frac{U}{2}\right)-\phi_{\| / X}\left(C(-1)^{q}-\frac{W}{2}\right), \\
\tau_{\perp Y} & =\varphi_{\perp Z} \cdot\left(A(-1)^{j}-D_{x}\right)-\varphi_{\perp X}\left(C(-1)^{q}-D_{Z}-W\right) \\
& +\left(\begin{array}{l}
-\frac{U^{3}}{3} \ln (V+r)-\frac{V\left(V^{2}+3 W^{2}\right)}{12} \ln (U+r) \\
+\frac{U^{2} V}{2} \ln (-U+r) \\
+\frac{W\left(W^{2}+3 U^{2}\right)}{6} \cdot \operatorname{tg}^{-1}\left(\frac{U V}{W r}\right)+\frac{1}{12} V U \cdot r
\end{array}\right),
\end{aligned}
$$

and finally, for $\Gamma_{\mathrm{Z}}$ :

$$
\begin{align*}
\Gamma_{Z}= & \frac{J \cdot J_{/ /}{ }^{\prime} \sin (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \tau_{/ Z}\left(U_{i j}, V_{k l}, W_{p q}, r\right)  \tag{30}\\
& \frac{J \cdot J_{\perp}{ }^{\prime} \cos (\theta)}{4 \pi \mu_{0}} \sum_{i=0}^{1} \sum_{j=0}^{1} \sum_{k=0}^{1} \sum_{l=0}^{1} \sum_{p=0}^{1} \sum_{q=0}^{1}(-1)^{i+j+k+l+p+q} \cdot \tau_{\perp Z}\left(U_{i j}, V_{k l}, W_{p q}, r\right)
\end{align*}
$$

with

$$
\tau_{/ / Z}=\phi_{/ I X} \cdot\left(B(-1)^{\prime}-\frac{V}{2}\right)-\phi_{/ I Y}\left(A(-1)^{j}-\frac{U}{2}\right),
$$

$$
\begin{aligned}
\tau_{\perp z} & =\varphi_{\perp X} \cdot\left(B(-1)^{\prime}-D_{Y}\right)-\varphi_{\perp r} \cdot\left(A(-1)^{\prime}-D_{X}-U\right) \\
& +\left(\begin{array}{l}
-\frac{U^{3}}{3} \ln (W+r)-\frac{W\left(W^{2}+3 V^{2}\right)}{12} \ln (U+r) \\
+\frac{U^{2} W}{2} \ln (-U+r) \\
+\frac{V\left(V^{2}+3 U^{2}\right)}{6} \cdot \operatorname{tg}^{-1}\left(\frac{U W}{V r}\right)+\frac{1}{12} W U \cdot r
\end{array}\right) .
\end{aligned}
$$

## IV. APPLICATION AND RESULTS

The following example presents the torque calculation between two magnets. These magnets are identical; two cubes of 1 cm edge. The lower magnet has a vertical polarization (oriented in Z direction). For the second magnet, its polarization is inclined in the YZ plane (Fig. 5). The intensity of polarization is 1 Tesla for the two magnets. The upper magnet moves in translation along the Ox axis above the lower fixed one. The vertical distance between them (air gap when the upper magnet is above the fixed magnet) is $0.01 \mathrm{~m}(\beta=0$ m and $\gamma=0.02 \mathrm{~m}$ ).


Fig. 5. Geometrical disposition of the magnets.
For the first application, the second magnet polarization is inclined $\left(\theta=45^{\circ}\right)$. The torque is calculated in the centre of the second magnet ( Dx , Dy and Dz are equal to zeros). The results from analytical and numerical model using Flux3D are given in Fig. 6, proving a good accuracy of our approach.

We let the same physical and geometrical parameters as in previous example, except for the degree of inclination which is changed to $\theta=30^{\circ}$. In this case also, the results are compared with Flux3D finite element software (Fig. 7).

In the second application, the second magnet is fixed at $\alpha=0.0025 \mathrm{~m}, \beta=0 \mathrm{~m}, \gamma=0.02 \mathrm{~m}$. We simulate and calculate the torque for one complete rotation of polarization (Fig. 8). The torque is computed at the centre of the magnet and its three
components are presented in Fig. 9.
We can also calculate the torque components at any position of $\mathrm{O}_{\mathrm{T}}$, the next results concern the calculation of the torque at the position shown in Fig. 10, corresponding to $\mathrm{Dx}=-2 \alpha, \mathrm{Dy}=0$ and Dz $=0$. The dimensions $\alpha, \beta$ and $\gamma$ are the same as the last application ( $\alpha=0.0025 \mathrm{~m}, \beta=0 \mathrm{~m}, \gamma=0.02$ m ). The result in this case is presented as a function of a rotation angle $\theta$ on Fig. 11.


Fig. 6. Torque components for $45^{\circ}$ inclined polarization of PM2.


Fig. 7. Torque components for $30^{\circ}$ inclined polarization of PM2 (second magnet).


Fig. 8. Magnet position and polarization directions.


Fig. 9. Torque components calculation for one rotation of inclined polarization of PM2 ( $\alpha=0.0025$ $\mathrm{m}, \beta=0 \mathrm{~m}, \gamma=0.02 \mathrm{~m})$.


Fig. 10. Localization of the torque calculation point.


Fig. 11. Torque calculation at $\mathrm{Dx}=-0.005 \mathrm{~m}, \mathrm{Dy}=$ 0 m and $\mathrm{Dz}=0 \mathrm{~m}$, as function of rotation angle $\theta$.

## V. CONCLUSION

This paper presents a new contribution in analytical torque calculations for cuboidal permanent magnets with inclined polarizations
from any position. These investigations allow the direct calculation of many systems working by the forces or the torques between magnetized cuboidal elements (magnetic bearings, Halbach arrays....). These results can also be used for many other calculations, like complex shapes of magnets which can be replaced by a combination of several parallelogram ones.
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#### Abstract

This paper presents narrow-band bandpass filters with wide stopband for WLAN and WiMAX systems. First, open-stub and T-shaped resonators were used to design a filter ( $\mathrm{F}_{1}$ ) with the center frequency 2.4 GHz . In order to examine the architectures of the proposed resonators, their frequency responses were compared to the response of an LC model. Next, Defected Ground Structure (DGS) was utilized to achieve a wide stopband within the frequency response of $\mathrm{F}_{1}$. Then, the structure of $\mathrm{F}_{1}$ (without using DGS) only with some changes in the dimensions of the resonators was employed to design the narrow-band filters $F_{2}$ and $\mathrm{F}_{3}$ with the center frequencies 3.7 GHz and 5.1 GHz , respectively. Advantages of these filters include simplicity, architectural symmetry, tenability for applications at other frequency, and proper bandwidth. The filters also provide optimal return loss and insertion loss.


Index Terms - Defected Ground Structure (DGS), narrow-band, open-stub resonators, T-shaped resonators, upper-stopband.

## I. INTRODUCTION

High-quality compact bandpass filters are among the common elements in wireless communication systems. Wide-stopband filters are used in nonlinear elements such as power amplifiers or mixers for rejecting noise or unwanted interference in the stopband. Bandpass filters with wide stopbands may be designed for different
frequencies. There are different techniques for designing narrow-band filters with wide stopbands. For example, ring resonators have been used to eliminate the second harmonic in a bandpass filter with the center frequency 2.6 GHz . This narrowband filter, however, does not have an acceptable insertion loss [1]. DGS has been used to improve the filter parameters, including its bandwidth. Dumbbell-Shaped DGS (DS-DGS) was implemented at the ground structure [2]. A bandpass filter with the center frequency 2.4 GHz has been designed by coupling two open-loop DGS slot resonators with microstrip resonators [3]. DGS technique has also been implemented on bandpass filter structures to examine how this technique impacts the results [4]. An LC model has been developed for microstrip lines [5,6].

This paper presents narrow-band bandpass filters with wide stopbands for WLAN and WiMAX applications. Open-stub and T-shaped resonators were used to design the architecture of the filters. The frequency responses of these structures were compared to the frequency response of the LC model in order to examine the architecture of the proposed resonators. For the first filter $\left(\mathrm{F}_{1}\right)$ with the center frequency 2.4 GHz , DGS was applied to improve the width of the stopband. Next, it has been shown that due the simplicity and symmetry in the architecture of this filter, two other filters with the center frequencies 3.7 GHz and 5.1 GHz can be constructed only by modifying the dimensions of the resonators.

## II. DESIGNING FILTER $\mathrm{F}_{1}$

Open-stub resonators and a combination of these resonators with T -shaped resonators were used in designing $\mathrm{F}_{1}$, and then the stopband of this filter was extended using DGS.

## A. Designing open-stubs resonators

The conductive pattern shown in Fig. 1 was employed in designing the proposed resonator. Using open-stub resonators placed in parallel to each other (the resonators are connected through a middle stub), the basic resonator architecture shown in Fig. 2 (a) was obtained.

As seen in the frequency response of the basic resonator (Fig. 2 (b)), this architecture has a resonance frequency of 2 GHz , an insertion loss of -0.22 dB , and a return loss of -32.88 dB . The presence of a neutral harmonic at 5.46 GHz limits the stopband. In addition, the center frequency of this architecture does not match the WLAN frequency. The dimensions of the basic resonator are: $\mathrm{L} 1=5.3 \mathrm{~mm}, \mathrm{~W} 1=0.1 \mathrm{~mm}, \mathrm{~L} 2=6.4 \mathrm{~mm}$, $\mathrm{W} 2=0.1 \mathrm{~mm}, \mathrm{~L} 3=20.06 \mathrm{~mm}, \mathrm{~W} 3=0.1 \mathrm{~mm}$ and G1 $=0.15 \mathrm{~mm}$.


Fig. 1. The conductive pattern.


Fig. 2. (a) Basic structure of the proposed resonator, and (b) frequency response of basic structure of the proposed resonator.

## B. Analysis of proposed resonator circuit

Before going into the circuit analysis for the proposed resonator, it is quite useful to understand how this resonator functions in terms of wave reflections. The proposed resonator depicted in Fig. 2 (a) uses a capacitor-coupled bipolar stripline resonator. The gap width G1 was selected based on the required capacitance in series connection. The capacitance Cg 1 was selected so that a large reactance ( $\mathrm{X}_{\mathrm{C}}$ ) is provided within the frequency range of interest. Larger values of $\mathrm{X}_{\mathrm{C}}$ lead to narrower-band filters. Since this reactance is connected in series, large values of $X_{C}$ create large wave reflections. Overall reflection resulting from such a capacitor coupling depends on the spacing between the capacitors. The proposed bandpass resonator shown in Fig. 2 (a) was designed as follows. For the resonance frequency 2 GHz and the bandwidth $3 \mathrm{~dB}(167 \mathrm{MHz})$, the calculated value for $\mathrm{Q}_{\mathrm{L}}$ (equation (2)) is 11.976 , and using Fig. 3 the value of $\bar{X}_{c r}$ is about 4 . Equation (1) can be used to obtain the exact value of $\bar{X}_{c r}$ [7]:

$$
\begin{equation*}
Q_{L}=\frac{\overline{X_{c c}}}{4} \sqrt{\bar{X}_{c}^{2}+4}\left(\Pi-\arctan \frac{2}{\bar{X}_{c}^{2}}\right) . \tag{1}
\end{equation*}
$$

For a filter with the resonance frequency $f_{0}$ and the bandwidth BW, $\mathrm{Q}_{\mathrm{L}}$ can be obtained using:

$$
\begin{equation*}
Q_{L}=\frac{f_{o}}{B W} . \tag{2}
\end{equation*}
$$

Equation (3) was used to calculate $\phi_{r}$, the electrical length of the transmission line $\mathrm{L}_{3}$ :

$$
\begin{equation*}
\phi_{r}=\Pi-\arctan \left(\frac{2}{\bar{X}_{c r}}\right) . \tag{3}
\end{equation*}
$$

The value obtained for the electrical length of the transmission line $\mathrm{L}_{3}$ is $\varphi_{r}=153.435^{\circ}$.

According to equation (4), condition for zero fall is fallowing:

$$
\begin{equation*}
2 \cos \varphi_{r}=-\overline{X_{c r}} \sin \varphi_{r} . \tag{4}
\end{equation*}
$$

According to the values obtained for $\bar{X}_{c r}$ and $\phi_{r}, 4$ draws the relationship is established. Since $\bar{X}_{c} \approx \bar{X}_{c r}$ is in the frequency range of interest for narrow band frequency characteristics, the value for $\bar{X}_{c}$ is 4 . Using equation (5) and the value of $\mathrm{Z}_{0}=50$ $\Omega$, the calculated value for the reactance ( $\mathrm{X}_{\mathrm{C}}$ ) is 200 $\Omega$ :

$$
\begin{equation*}
\overline{X_{C}}=\frac{X_{C}}{Z_{0}} . \tag{5}
\end{equation*}
$$



Fig. 3. $\mathrm{Q}_{\mathrm{L}}$ was evaluated as a function of $\bar{X}_{\text {or }}$ bandpass filters [7].

## C. Designing model LC proposed resonator

The conductive pattern shown in Fig. 4 was used to obtain an equivalent circuit for the transmission line. Equivalent circuit for the transmission line of the conductive pattern is presented to further examine the basic resonator.


Fig. 4. Equivalent circuit for the transmission line of the conductive pattern.

The effective dielectric constant $\varepsilon_{r e f}$ and characteristic impedance $Z_{C}$ are used to identify the characteristics of microstrip lines [8]. For substrate R04003 with the thickness $\mathrm{H}=0.508 \mathrm{~mm}$ and a microstrip line with the width W (the width of microstrip lines are presented in Fig. 2), $\varepsilon_{\text {ref }}$ can be obtained from (6) [7]:

$$
\begin{array}{ll}
\varepsilon_{r r f}=\frac{\varepsilon_{r}+1}{2}+\left\{1+12\left(\frac{H}{W}\right)^{-0.5}+0.04\left(1-\frac{W}{H}\right)^{2}\right\} & \frac{W}{H} \leq 1 \\
\varepsilon_{r r f}=\frac{\varepsilon_{r}+1}{2}+\frac{\varepsilon_{r}-1}{2}\left(1+12 \frac{H}{W}\right)^{-0.5} & \frac{W}{H} \geq 1 \tag{6}
\end{array} .
$$

Equation (7) is used to calculate $C_{a}$ [7]. $\varepsilon_{r}$ is the dielectric constant of free space. $C_{a}$ is capacitance per unit length for an air substrate:

$$
\begin{array}{ll}
C_{a}=\frac{2 \pi \varepsilon_{r}}{\operatorname{Ln}\left(\frac{8 H}{W}+\frac{W}{4 H}\right)} & \frac{W}{H} \leq 1  \tag{7}\\
C_{a}=\varepsilon_{r}\left(\frac{W}{H}+1.393+0.66 \operatorname{Ln}\left(\frac{W}{H}+1.444\right)\right) & \frac{W}{H} \geq 1
\end{array}
$$

L and C are derived from (8). For this purpose, one should first calculate Phase velocity $V_{P}$ and characteristic impedance $Z_{C}\left(c \simeq 3.0 \times 10^{8} \mathrm{~m} / \mathrm{s}\right)$ :

$$
Z_{C}=\frac{120 \pi}{\frac{C_{a}}{\varepsilon_{r}} \sqrt{\varepsilon_{r e f}}}, \quad V_{P}=\frac{c}{\sqrt{\varepsilon_{r e f}}}
$$

and

$$
\begin{equation*}
L=\frac{Z_{C} l}{V_{P}}, \quad C=\frac{l}{Z_{C} V_{P}} . \tag{8}
\end{equation*}
$$

In this model (Fig. 5 (a)), Lt1 represents the stubs which connect the ports to the basic resonator, while Lt2 shows the stub connecting open-stub resonators. The gap between the open-stub resonators is denoted by Cg 1 . The grounded capacitor Cop and the inductor Lop were used to model the open-stub resonators. The LC model is shown in Fig. 5 (a).

Comparison of the frequency response of the LC circuit with the simulation results indicates a proper match between the center frequencies of both frequency responses shown in Fig. 5 (b). The values of inductance and capacitance for the LC model are: Lt $1=3 \mathrm{nH}, \mathrm{Lt} 2=8.3 \mathrm{nH}$, Lop $=0.95 \mathrm{nH}$, $\mathrm{Cop}=0.5 \mathrm{pF}$ and $\mathrm{Cg} 1=0.37 \mathrm{pF}$. Table 1 presents the relationships between Cg 1 , the LC model, the gap between the two open-stub resonators, and the parameters of the frequency response of $\mathrm{F}_{1} . \mathrm{Cg} 1$ decreases as G1 increases. This shows an inverse relationship between the resonator gap and its equivalent capacitance. The center frequency shifts toward higher frequencies and return and insertion losses become smaller, which is not optimum.


Fig. 5. (a) The LC model of the basic structure, and (b) frequency response of the LC model and EM simulation of the basic structure.

Table 1: The relationship between gap of the two open-stub resonators with LC parameters, and the parameters of the frequency response

| Filter | $\mathrm{G} 1=0.15$ | G1=0 | $\mathrm{G} 1=0$. | $\mathrm{G}=0.21$ | $\mathrm{G1}=0.23$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{F}_{1}$ | mm | mm | mm | mm | mm |
| Cg1 | 0.37 | 0.33 | 0.31 | 0.29 | 0.27 |
|  | pF | pF | pF | pF | pF |
| $\mathrm{F}_{0}$ |  | 2.11 | 2.12 | 2.13 | 2.14 |
|  | GHz | GHz | GHz | GHz | GHz |
| $\mathrm{S}_{21}$ | -0.22 | -0.24 | -0.27 | -0.3 | -0.34 |
|  | dB | dB | dB | dB | dB |
| $\mathrm{S}_{11}$ | -32.88 | -30.7 | -29.97 | -28.35 | -27.3 |
|  | dB | dB | dB | dB | dB |

## D. Designing model T-shape resonators

In the next step, T-shaped resonators were used to improve the stopband and to obtain a center frequency which is consistent with IEEE 802.11a (Fig. 6 (a)).

The arrangement of the T-shaped resonators has created a deep zero at 5.4 GHz . Frequency response of T-shape structure resonators is shown in Fig. 6 (b). The dimensions of the T-shaped resonators are: $\mathrm{W} 4=0.247 \mathrm{~mm}, \mathrm{~L} 4=10.266 \mathrm{~mm}$, W5 $=1.08 \mathrm{~mm}, \mathrm{~L} 5=5.74 \mathrm{~mm}, \mathrm{~W} 6=0.70 \mathrm{~mm}$, $\mathrm{L} 6=1.98 \mathrm{~mm}$ and $\mathrm{G} 2=0.24 \mathrm{~mm}$.


Fig. 6. (a) T-shape structure resonators, and (b) frequency response of T-shape structure resonators.

## E. Designing model LC T-shape resonators

Again, an LC model was used to examine these T-shaped resonators. In this model, the microstrip lines are modeled based on their corresponding indices using inductors and capacitors. Cg 2 represents the gap between the T-shaped resonators. The open-ended sections are grounded through a capacitor and the transmission lines are modeled by inductors. The model is shown in Fig. 7 (a).

The values of the capacitance and inductance are: L4 $=0.85 \mathrm{nH}, \mathrm{L} 5=1.45 \mathrm{nH}, \mathrm{L} 6=0.5 \mathrm{nH}, \mathrm{C} 6=0.5$ pF and $\mathrm{Cg} 2=0.1 \mathrm{pF}$. A comparison of the frequency response of the LC model for the T-shaped resonators and the associated EM simulation indicates a good match between the two simulations as seen in Fig. 7 (b).


Fig. 7. (a) The LC model of the T-shape structure resonators, and (b) frequency response of the LC model and EM simulation of the T-shape structure resonators.

## F. Coupling between two resonators

The presence of a deep zero at 5.4 GHz along with a frequency response with a pole at the same frequency cancels the effect of the zero and the pole at this frequency, thereby widening the stopband. This can be seen in Fig. 8. This results in a center frequency of 2.69 GHz , an insertion loss of -4.36 dB , and a return loss of -2.5 dB , which show a considerable drop in losses compared to the frequency response obtained for open-stub resonators.


Fig. 8. Comparison of frequency basic structure before and after adding the T -shaped resonators.

In fact, the final architecture of filter $F_{1}$ was obtained by putting together the open-stub
resonators and the T-shaped resonators. The architecture is shown in Fig. 9 (a).

Desirable center frequency, insertion loss, return loss, and bandwidth were achieved by changing the dimensions of different parts of the open-stub and T-shaped resonators. The dimensions of the filter structure $\mathrm{F}_{1}$ are: $\mathrm{W} 1=0.1$ $\mathrm{mm}, \mathrm{L} 1=3.06 \mathrm{~mm}, \mathrm{~W} 2=0.34 \mathrm{~mm}, \mathrm{~L} 2=6.50 \mathrm{~mm}$, W3 $=0.1 \mathrm{~mm}, \quad \mathrm{~L} 3=1.35 \mathrm{~mm}, \mathrm{~W} 4=0.24 \mathrm{~mm}$, L4 $=10.26 \mathrm{~mm}, \quad W 5=1.08 \mathrm{~mm}, \mathrm{~L} 5=5.74 \mathrm{~mm}$, W6 $=0.70 \mathrm{~mm}, \mathrm{~L} 6=1.98 \mathrm{~mm}, \mathrm{G} 2=0.24 \mathrm{~mm}$ and $\mathrm{G} 1=0.18 \mathrm{~mm}$. As seen in the frequency response of $\mathrm{F}_{1}$ (Fig. 9 (b)), return loss and insertion loss for this filter are 32.8 dB and -0.5 dB , respectively. In addition, the bandwidth of $F_{1}$ is 112 MHz . Another property of $F_{1}$ examined here is sharpness. The value of this parameter is 0.121 GHz . This low sharpness indicates that the frequency response is close to the desirable response. Figure 10 shows a schematic of constructed filter and a comparison of its frequency response to that of the simulation model. As seen in Fig. 10, the two responses are in close agreement. All simulations in this paper were implemented using Momentum simulator in ADS.


Fig. 9. (a) Structure of the filter $F_{1}$, and (b) frequency response of structure of the filter $F_{1}$.


Fig. 10. Comparison of the results EM-simulation and measurement for filter $F_{1}$.

## G. Adding DGS to structure of the filter $\mathbf{F}_{\mathbf{1}}$

The presence of some harmonics at 10.9 GHz , 11.8 GHz , and 28.4 GHz in the frequency response of filter $\mathrm{F}_{1}$ has limited the stopband. DGS was used to eliminate the neutral harmonics in the stopband and to widen this band. DGS technique was employed to create the dumbbell-shaped structure shown in Fig. 11. In Fig. 11 (a), the architecture is seen from above. Then in Fig. 11 (b), the substrate and dumbbell-shaped structure is seen from below. Figure 12 shown, compares the frequency responses of filter $\mathrm{F}_{1}$ before and after applying DGS. Applying DGS shifts all the neutral harmonics in the stopband, up to the frequency 39 GHz , into the levels below -20 dB , thereby widening the stopband by $16.25 \mathrm{~F}_{0}$.


Fig. 11. (a) The architecture seen from above, and (b) the substrate and dumbbell-shaped structure seen from below.


Fig. 12. Compares the frequency responses of filter $\mathrm{F}_{1}$ before and after applying DGS.

According to the comparison presented in Table 2, DGS improves not only the stopband but also return loss and insertion loss.

Table 2: Comparison of the results for filter $\mathrm{F}_{1}$ before and after applying DGS

| Filter <br> $\mathrm{F}_{1}$ | Center <br> Frequency | Upper- <br> Stop Band | Band <br> Width | Return <br> Loss <br> $(\mathrm{dB})$ | Insertion <br> Loss <br> $(\mathrm{dB})$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Before | 2.42 | $12 \mathrm{~F}_{0}$ | 0.121 | -33.35 | -0.521 |
| DGS | GHz |  |  |  |  |
| After | 2.42 | 16.25 | 0.121 | -38.3 | -0.426 |
| DGS | GHz | $\mathrm{F}_{0}$ | GHz | -3 |  |

## III. DESINING FILTER WITH CENTER <br> FREQUENCY 3.7 GHz AND 5.1 GHz

One objective in designing microstrip filters is to design small size architectures with high capabilities which are regarded as advantages of this type of architecture. These small and highly capable architectures can be designed by combining open-stub resonators with T-shaped resonators. Therefore, filter $\mathrm{F}_{2}$ with the center frequency 3.7 GHz and filter $\mathrm{F}_{3}$ with the center frequency 5.1 GHz were obtained simply by changing the dimensions of filter $F_{1}$. Filters $F_{1}$ and $F_{3}$ can be used in WLAN applications, while filter $F_{2}$ is suitable for WiMAX systems.

## A. Designing filter $\mathbf{F}_{2}$

The architecture of this filter is the same as the architecture of filter $\mathrm{F}_{1}$, therefore its dimensions are: $\mathrm{W} 1=0.1 \mathrm{~mm}, \mathrm{~L} 1=5.3 \mathrm{~mm}, \mathrm{~W} 2=0.16 \mathrm{~mm}$, $\mathrm{L} 2=6.4 \mathrm{~mm}, \mathrm{~W} 3=0.1 \mathrm{~mm}, \mathrm{~L} 3=0.5 \mathrm{~mm}, \mathrm{~W} 4=0.8$ $\mathrm{mm}, \mathrm{L} 4=8.88 \mathrm{~mm}, \mathrm{~W} 5=0.8 \mathrm{~mm}, \mathrm{~L} 5=5.4 \mathrm{~mm}$, W6 $=0.4 \mathrm{~mm}$, L6 $=1.6 \mathrm{~mm}$, G1=0.2 mm and G2 $=0.15 \mathrm{~mm}$. The frequency response of the filter
is shown in Fig. 13. As seen in this figure, filter $\mathrm{F}_{2}$ has its center frequency at 3.7 GHz , a bandwidth of 214 MHz , an insertion loss of -0.42 dB and a return loss of -41.578 dB . Since $\mathrm{S}_{21}$ is below -20 dB , for frequencies up to 11.79 GHz , the second and third harmonics are eliminated in filter $\mathrm{F}_{2}$.


Fig. 13. Frequency response of the filter $\mathrm{F}_{2}$.

## B. Designing filter $\mathbf{F}_{3}$

The architecture of this filter is the same as the architecture of filter $\mathrm{F}_{1}$, therefore its dimensions are: $\mathrm{W} 1=0.1 \mathrm{~mm}, \mathrm{~L} 1=4.69 \mathrm{~mm}, \mathrm{~W} 2=0.12 \mathrm{~mm}$, $\mathrm{L} 2=4.48 \mathrm{~mm}, \mathrm{~W} 3=0.1 \mathrm{~mm}, \mathrm{~L} 3=0.76 \mathrm{~mm}, \mathrm{~W} 4=0.56$ $\mathrm{mm}, \mathrm{L} 4=6.16 \mathrm{~mm}, \mathrm{~W} 5=0.616 \mathrm{~mm}, L 5=3.66 \mathrm{~mm}$, W6 $=0.397 \mathrm{~mm}, \mathrm{~L} 6=1.12 \mathrm{~mm}, \mathrm{G} 1=0.14 \mathrm{~mm}$ and $\mathrm{G} 2=0.105 \mathrm{~mm}$.

The frequency response of this filter is shown in Fig. 14. As seen in this figure, filter $F_{3}$ has its center frequency at 5.1 GHz , a bandwidth of 423 MHz , an insertion loss of -0.318 dB and a return loss of -53.23 dB . Since $\mathrm{S}_{21}$ is below -20 dB , for frequencies up to 16.27 GHz , the first and second harmonics are eliminated in filter $\mathrm{F}_{3}$. Table 3 compares the results obtained for the filters designed in this paper.


Fig. 14. Frequency response of $\mathrm{F}_{3}$ filter.

Table 3: Final results for optimized architectures of the proposed microstrip single-band bandpass filters

| Filter Name | $\mathrm{F}_{1}$ | $\mathrm{~F}_{2}$ | $\mathrm{~F}_{3}$ |
| :---: | :---: | :---: | :---: |
| Center <br> Frequency <br> (GHz) | 2.42 | 3.7 | 5.1 |
| Insertion <br> Loss (dB) | -0.426 | -0.42 | -0.318 |
| Return Loss <br> (dB) | -38.3 | -41.57 | -53.23 |
| Fractional <br> Band Width <br> (GHz) | 0.121 | 0.214 | 0.423 |
| Upper Stop <br> Band (x F $\left.)_{0}\right)$ | 16.25 | 3 | 2 |
| Size of the <br> Filter <br> $(\mathrm{mm}$ *mm) | $37.182 * 13.4$ | $36.46 * 12.91$ | $29.81 * 9$ |

## IV. COUPLING COEFFICIENTS CALCULATED FOR THE THREE FILTERS

Effective coupling between the resonators was evaluated using coupling bandwidth [9]. In calculation of effective coupling for a narrowband filter we have:

$$
\begin{gather*}
K=\frac{W_{2}^{2}-W_{1}^{2}}{W_{2}^{2}+W_{1}^{2}} \approx \frac{W_{2}-W_{1}}{W_{0}},  \tag{9}\\
W_{0}=\frac{W_{2}+W_{1}}{2},  \tag{10}\\
\Delta W_{12}=W_{2}-W_{1}=W_{0} \times K . \tag{11}
\end{gather*}
$$

Where K represents effective coupling, $\Delta \mathrm{W}_{12}$ represents coupling bandwidth, and finally $\mathrm{W}_{1}$ and $\mathrm{W}_{2}$ are equal to resonator peak frequencies, and $\mathrm{W}_{0}$ represents the center frequency. Bandwidth of an optimum filter is proportional to $\Delta \mathrm{W}_{12}$. The data presented in Table 2 were used in these calculations. Given the center frequencies and bandwidths of the three filters, effective coupling for $F_{1}, F_{2}$, and $F_{3}$ is $0.05,0.057$, and 0.082 , respectively.

## V.CONCLUSION

This paper presents narrow-band bandpass filters with wide stopband for WLAN and WiMAX applications. First, using parallel open-stub resonators connected by stubs, the frequency response of the basic resonator was obtained with the resonance frequency 2 GHz and a pole at 5.4

GHz. T-shaped resonators were placed next to open-stub resonators to cancel this pole, widen the stopband, and construct the final architecture for filter $\mathrm{F}_{1}$. The T-shaped resonators create a deep zero at the same frequency, thereby cancelling the effect of this pole. To examine the architectures of the proposed resonators, the frequency responses of these architectures were compared with the frequency responses of their corresponding LC model. Then, narrow-band filters with the center frequencies 3.7 GHz and 5.1 GHz (for filter $\mathrm{F}_{2}$ and filter $F_{3}$, respectively) were obtained simply by changing the dimensions of the resonators in the basic structure of filter $\mathrm{F}_{1}$. Finally, DGS was utilized to achieve a wide stopband in the frequency response of filter $\mathrm{F}_{1}$. An advantage of these filters is having a good bandwidth. In addition, these filters have optimal return loss and insertion loss.
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#### Abstract

In this paper, a novel design of microwave phase shifter with enhanced high level of flexible integration is proposed and analyzed using 3D finite difference time domain. The proposed design is based on the combination of dielectric resonators and nematic liquid crystal (NLC) layer of type E7. The effects of the structure geometrical parameters on the transmission angle are carried out. Based on the simulation results, optimizations of the geometries are curial for varying the phase of the transmitted signal. In addition, the use of NLC layers placed in silica pan as a substrate to the dielectric resonator offers a number of advantages over existing microwave phase shifters such as simple design, high bandwidth and phase tunability. Moreover, the suggested design has an excellent potential for being very useful in microwave encryption systems.


Index Term - Dielectric resonator filter, finite difference time domain, liquid crystal, phase shifter.

## I. INTRODUCTION

Dielectric resonator (DR) has primarily been used in microwave circuits, such as oscillators [1], filters [2], and recently as antenna [3]. The DR is normally made of high-permittivity material, with dielectric constant $\varepsilon_{r}>20$. The unloaded Q-factor of the DR can be as high as 10,000 [4]. In addition, inexpensiveness, high power tolerance and high temperature stability can be achieved [5].

The DR structures are divided into two basic configurations: individual dielectric resonators that are loaded axially in metal enclosures, in which it is difficult to physically support the resonators [6-8], or individual resonators that are mounted in a planar configuration [9-12]. In the latter case, DRs are centered in position and mounted inside a filter housing using a support of low-dielectric-constant and low-loss material.

Phase shifters are one of the key elements for future reconfigurable radio frequencies (RF) devices. Widely known technologies include passive tunable dielectrics like barium-strontiumtitanate (BST) [13], micro-electro-mechanical system (MEMS) [14] and semiconductor solutions are mostly based on varactor diodes [15]. Also, liquid crystal (LC) can give very promising opportunity to realize tunable RF devices. The LC material consists of anisotropic molecules, where by applying an external electrical field, the molecules of the LC type start to align along the field lines. The magnitude of the orientation is depending on the field strength. Due to the anisotropy of the molecules, this effect can be employed to tune the effective permittivity of the LC layer inside the device continuously [16].

This work represents new numerical finite difference time domain (FDTD) calculations of the transmission angle of the DR bandpass filter proposed by [17]. Simulation effects of the geometrical parameters on the transmission angle
are carried out. Based on the simulation results, optimizations of the geometries are crucial for varying the phase of the transmitted signal. A simple implementation of tunable phase shifter is proposed and based on inserting a thin layer of liquid crystal material of type E7 as a substrate in the considered DR structure. By this way, an electrical frequency dependent tunable phase shifter can be obtained. Furthermore, this work has opened up an entirely new direction for the usage of the presented phase shifter as a real time encryptor in various communication systems.

## II. DEVICE ARCHITECTURE

Figures 1 (a) and 1 (b) show 3-D view and front view of the conventional $\operatorname{DR}$ [17], respectively. As shown from the figure, the DR structure consists of two cylindrical dielectric discs made of ceramic type material $\left(\mathrm{Ca}_{5} \mathrm{Ta}_{2} \mathrm{Tio}_{12}\right)$ of $\varepsilon_{r}=38$ separated by a distance $\zeta$. The two dielectric discs of radius $R$, and relative permittivity $\varepsilon_{r}$ act as coupled resonators such that the entire device becomes high quality bandpass filter which feed through two coaxial coupler. One of the coaxial coupler is used as an input port while the other is taken as the output port. These two ports are drilled on a metallic ground plane substrate of thickness $h$. The two dielectric discs are placed above the ground plane with an offset distance $d$ (air substrate height).


Fig. 1. DR geometry details: (a) 3D view, (b) front view.

## III. SIMULATION RESULTS

Firstly, 3D FDTD method is used to investigate the effects of the mesh size on the accuracy of the simulation results. In this study, the DR geometrical parameters are taken as $d=6 \mathrm{~mm}, R=5.85 \mathrm{~mm}$, and $\zeta=13.5 \mathrm{~mm}, h=3.9 \mathrm{~mm}, \varepsilon_{r}=38$. In addition, the substrate has dimensions of $66 \times 16 \mathrm{~mm}$ and the surrounding space has dimensions of $66 \times 24 \times 16$ mm . Figure 2 (a) shows the variation of $\mathrm{S}_{21}$ parameter with different mesh densities. It can be noted from this figure that to keep a reasonable accuracy, this structure should be discretized with a mesh cell size equal to $\lambda / 35$ or less. Figure 2 (b) shows variation of magnitude of $S_{21}$ and frequency calculated by finite integration time domain (FITD) [17], and that obtained by FDTD [18-20] at different mesh densities. It is evident from the figure that there is a good agreement between the presented results and the published results by [17] where, the operating resonant frequency for the considered bandpass filter is equal to 4.525 GHz .


Fig. 2. Simulation of DR: (a) transmission coefficients vs. meshing step, (b) magnitude of $\mathrm{S}_{21}$ vs. frequency.

The effect of the structure geometrical parameters that may affect the angle of the transmission signal to the output coaxial port is investigated. In this study, the initial parameters are
chosen to be $h=3.9 \mathrm{~mm}, R=5.85 \mathrm{~mm}, d=6 \mathrm{~mm}$, and $\zeta=13.5 \mathrm{~mm}$. It should be noted that, the numerical simulations reveal that to maintain bandpass performance, the ranges of $h, R, d$, and $\zeta$ are chosen to be (1:11), (5.85:5.87), (4:8), (10:17) in mm , respectively.

First, the effect of the ground plane thickness (h) on the transmission angle is studied while the other parameters $d, R$, and $\zeta$ are kept constant at their initial values. Figure 3 (a) shows the calculated $\mathrm{S}_{21}$ angle for different values of the ground plane thickness ( $h$ ) at two different frequencies, 4.52 GHz and 4.53 GHz . It can be noted from this figure that the phase of $\mathrm{S}_{21}(\theta)$ decreases linearly as ground plane thickness increases and this linear relation can be equated as follows:

$$
\begin{equation*}
\Theta=-\mathrm{A} h+\mathrm{B} \tag{1}
\end{equation*}
$$

where the calculated value of A is around 16.87 and the value of B is variable that depends on the resonant frequency. The correlation coefficient $r^{2} \approx$ 1 between the fitting data and the original data indicates that a linear approximation is a good fit to this data. The small variability in the data and the large number of data points have resulted in a small standard deviation of $5 \times 10^{-4}$ between an angleestimate for a given value of $h$. It should be noted that, any positive or negative output phase can be easily obtained by changing the ground plane thickness. For example, at the operating frequency 4.52 GHz, the phase $+90^{\circ}$ and the complementary phase $-90^{\circ}$ can be easily obtained by using ground planes of thickness 1 mm and 11 mm , respectively. These obtained phase values can be used in encryption.

Next, the effect of the outer radius $(R)$ of the dielectric disc on the transmission angle is studied while the other parameters $d, h$, and $\zeta$ are kept constant at $6 \mathrm{~mm}, 3.9 \mathrm{~mm}$, and 13.5 mm , respectively. Figure 3 (b) shows the calculated angle of $S_{21}$ as a function of $R$ at two different frequencies 4.52 GHz and 4.53 GHz . It is evident from the figure that, the phase of $S_{21}$ decreases with increasing the outer radius of the dielectric disc, and this linear relation is estimated as follows:

$$
\begin{equation*}
\Theta=-\mathrm{A} R+\mathrm{B} \tag{2}
\end{equation*}
$$

where the calculated value of A is around 3465.8
and the value B is a variable that depends on the resonant frequency. The correlation coefficient $r^{2}=$ 0.9988 between the fitting data and the original data indicates that a linear approximation is a good fit to this data. The large variability in the data and the large number of data points have achieved a small standard deviation of 0.6868 between an angleestimate for a given value of $R$.

It should be noted from Fig. 3 (b), that at the operating frequency 4.52 GHz , the phase $+90^{\circ}$ can be easily obtained by setting the outer radii of the two dielectric discs to 5.855 mm .

The effect of air substrate height $(d)$ on the transmission angle is also investigated while the other parameters $R, h$, and $\zeta$ are kept constant at 5.85 $\mathrm{mm}, 3.9 \mathrm{~mm}$, and 13.5 mm , respectively. The correlation coefficient $r^{2}=0.9$ between the fitting data and the original data indicates that a parabolic approximation is a good fit to this data. The small variability in the data and the large number of data points have resulted in a small standard deviation of 0.14597 between an angle-estimate for a given value of $d$. Figure 3 (c) shows the calculated angle of $\mathrm{S}_{21}$ for different values of air substrate height $(d)$ at two different frequencies, 4.52 GHz and 4.53 GHz . It can be found form the figure that, the relation between them follows a parabolic shape where the phase decreases by increasing the offset distance $d$ from 4 to 6 mm , while the phase increases with increasing offset distance from 6 to 8 mm .

The effect of the separation distance between the two dielectric discs ( $\zeta$ ) on the transmission angle is also studied while the other parameters $R, h$, and $d$ are kept constant. Figure 3 (d) shows the numerical analysis of $S_{21}$ for different values of (ऽ) at two different frequencies, 4.52 GHz and 4.53 GHz . It is evident from this figure that, the phase values of $\mathrm{S}_{21}$ tend to be constant with increasing the value of $\zeta$. The correlation coefficient $r^{2}=0.994$ between the fitting data and the original data indicates that a parabolic approximation is a good fit to this data. The small variability in the data and the large number of data points have produced in a small standard deviation of 0.133925 between an angle-estimate for a given value of $\zeta$.

Based on the above geometrical study, $-90^{\circ}$
phase shifters at the operating frequency 4.52 GHz with allowable bandwidth of 1 MHz can be obtained using the considered structure shown in Fig. 1 with $R=5.87 \mathrm{~mm}$ while the other parameters $d, h$ and $\zeta$ are taken as $6 \mathrm{~mm}, 10.9 \mathrm{~mm}$ and 13.5 mm , respectively. Further, $+90^{\circ}$ phase shift can be obtained at $R$ to be 5.8525 mm , as shown in Fig. 4 (a). Also, physical movement of the dielectric discs above the ground plane results in tunable phase shifter with allowable range $-21^{\circ}$ to $21^{\circ}$ at the operating frequency 4.53 GHz when dielectric disc is moved above the ground plane with dielectric discs radius of 5.87 mm , as shown in Fig. 4 (b).

Figures 4 (c) and 4 (d) show the steady state zpolarized magnetic field distributions along the $x y$ plane at frequencies of 4 GHz and 4.53 GHz , respectively. It is evident from these figures that, the field along the structure is highly confined at port 1 at $f=4 \mathrm{GHz}$, while at $f=4.53 \mathrm{GHz}$ the field propagates from port 1 to port 2 . These field distributions confirm the behavior of $\mathrm{S}_{21}$ shown earlier in Figs. 4 (a) and 4 (b). Figure 4 (e) demonstrates the steady state distributions of the $z$ polarized magnetic field along the propagation $x$ direction at the wavelength of 10.7 mm for the chosen ground plane thicknesses $h=0.9 \mathrm{~mm}$ and 10.9 mm , respectively. It can be observed from the figure that, the transmitted signal at $h=10.9 \mathrm{~mm}$ overrides the transmitted signal at $h=0.9 \mathrm{~mm}$ by about $\ell=\lambda / 2$, which clearly fits with the behavior of the argument of $\mathrm{S}_{21}$ shown in Fig. 4 (a).

The designed phase shifter has some limitation such as complexity of design, implementation and physical movement which is obtained using an electrically driven actuator. The actual configuration can vary considerably from 'trombone' transmission lines adjusted by stepper motor to dielectric/capacitive loading adjusted with solenoid/piezo-electric actuators. The most common is the 'trombone' type and these are usually associated with high-precision bench top test equipment, rather than high volume use [21].

By using values in Fig. 4 (a), the proposed phase shifter can be used as asymmetric hardware key for data encryption and decryption as referenced by Nihal, et al. [22]. The phase of the audio data can be encoded by adding a constant phase shift $90^{\circ}$ within
the frequency band of the signal. However, complementary phase shift $-90^{\circ}$ will be added to decode the signal. The accuracy of retrieved signal is estimated through root mean squared error (RMS) calculations which equals to $3.6333 \times 10^{-4}$.

(d)

Fig. 3. Effect of geometrical parameters on the phase of $\mathrm{S}_{21}$ : (a) ground plane thickness, (b) dielectric disc outer radius, (c) thickness of air substrate, and (d) separation between two dielectric discs.


Fig. 4. (a) Simulated $\mathrm{S}_{21}$ at 4.52 GHz , (b) simulated $\mathrm{S}_{21}$ at 4.53 GHz , (c) 2D z-magnetic field along $x y$ plane at 4 GHz , (d) $2 \mathrm{D} z$-magnetic field along $x y$ plane at 4.53 GHz , and (e) 1D z-magnetic field along $x$-axis at $\mathrm{y}=-10.3 \mathrm{~mm}$ and $\mathrm{z}=8 \mathrm{~mm}$.

It is observed from the analysis that the designed phase shifter has some limitation such as mechanical variations. In this study, liquid crystals layer can be used as a substrate to the considered
dielectric resonator instead of air to obtain an electrical tunable phase shifter as shown in Fig. 5. The LC consists of anisotropic molecules. The rodshaped molecules tend to align themselves along the surface. When applying an external electrical field, the molecules of the LC start to align along the field lines. The magnitude of the orientation is depending on the field strength. Due to the anisotropy of the molecules, this effect can be employed to tune the effective permittivity of the LC layer inside the device continuously [16,22-24]. The LC has two principal refractive indices, ordinary refractive index $n_{o}$ and extraordinary refractive index $n_{e}$. The first one, $n_{o}$, is measured for the light wave where the electric vector vibrates perpendicular to the optical axis (ordinary wave). However, the index $n_{e}$ is measured for the light wave where the electric vector vibrates along the optical axis (extraordinary wave). Then the birefringence ( $\Delta n$ ) is given by:

$$
\begin{equation*}
\Delta n=n_{e}-n_{0} . \tag{3}
\end{equation*}
$$

The nematic liquid crystal (NLC) used in the proposed structure is of type E7 with relative permittivity tensor $\underline{\varepsilon}_{r}$ [22-24]:

$$
\varepsilon_{\mathrm{r}}=\left(\begin{array}{ccc}
\mathrm{n}_{\mathrm{o}}^{2} \sin ^{2} \varphi+\mathrm{n}_{\mathrm{e}}^{2} \cos ^{2} \varphi & \left(\mathrm{n}_{\mathrm{e}}^{2}-\mathrm{n}_{\mathrm{o}}^{2}\right) \cos \varphi \sin \varphi & 0  \tag{4}\\
\left(\mathrm{n}_{\mathrm{e}}^{2}-\mathrm{n}_{\mathrm{o}}^{2}\right) \cos \varphi \sin \varphi & \mathrm{n}_{\mathrm{o}}^{2} \cos ^{2} \varphi+\mathrm{n}_{\mathrm{e}}^{2} \sin ^{2} \varphi & 0 \\
0 & 0 & \mathrm{n}_{\mathrm{o}}^{2}
\end{array}\right),
$$

where $\varphi$ is the molecule rotation angle.


Fig. 5. Electrical tunable phase shifter structure: (a) front view, (b) top view.

Glass cavity filled with LC of type E7 is used as a substrate for the considered dielectric resonator. Two alignment layers along the $x$-axis have to be used to align the molecules along the y -axis (unbiased state), as shown in Fig. 5.

The effect of varying the thickness of the unbiased liquid crystal ( $\delta$ ) on the phase of the transmitted wave has been studied as shown in Fig. 6 (a). As shown in this figure, liquid crystal thickness below 3 mm results in bandstop filter. If the thickness is further increased beyond 3 mm , bandpass filter will be obtained. By changing the biasing state of the LC, the applied voltage across the biasing layers along the $x$-axis rotates the LC molecules. At saturation the director is oriented perpendicular to the cell wall along $x$-axis, with rotation angle $\varphi=90^{\circ}$. It should be noted that changing the biasing voltage will vary the phase of the transmitted signal. Hence, using liquid crystal with thickness 8 mm and changing the rotation angle $(\varphi)$ of its molecules from $0^{\circ}$ to $90^{\circ}$, the phase will be changed from $-26^{\circ}$ to $-6^{\circ}$, respectively, as shown in Fig. 6 (b). Moreover, changing the positions of electrodes will vary the phase of the transmitted signal. Figures 6 (b) and 6 (c) show the numerical results of $\mathrm{S}_{21}$ for two different electrodes positions: along $y$-axis and along $z$-axis, respectively. It should be noted from these figures, that the position of electrodes along the z -axis results in phase shifter with wide tunable range from $6^{\circ}$ to $83^{\circ}$ for different biasing voltage at LC with thickness 4 mm , as shown in Fig. 7 (a).

Figures 7 (b) and 7 (c) show the steady state zpolarized magnetic field distributions along the $x y$ plane at frequencies of 4 GHz and 4.53 GHz , respectively. It is evident from these figures that, the field along the structure is highly confined at_port 1 at $f=4 \mathrm{GHz}$, while at $f=4.53 \mathrm{GHz}$ the field propagates from port 1 to port 2 . These field distributions confirm the behavior of $\mathrm{S}_{21}$ shown earlier in Fig. 6 (a). Figure 7 (d) demonstrates the steady state distributions of the $z$-polarized
magnetic field along the propagation $x$ direction at the wavelength of 9 mm for the chosen LC thicknesses $\delta=4 \mathrm{~mm}$ with placing electrodes along $x$-axis at $\varphi=0^{\circ}$ and $\varphi=90^{\circ}$. It can be observed from the figure that, the transmitted signal at $\varphi=90^{\circ}$ overrides the transmitted signal at $\varphi=0^{\circ}$ by about $\ell$ $=\lambda / 4.5$, which clearly fits with the behavior of the argument of $\mathrm{S}_{21}$ shown in Figs. 6 (a) and 7 (a).


Fig. 6. Transmitted S-parameter vs. LC thickness at different electrode positions: (a) along x-axis, (b) along y -axis, and (c) along z -axis.


Fig. 7. (a) Electrical tunable phase shifter results for LC thickness of $\delta=4 \mathrm{~mm}$ and the electrodes are positioned along $x$-axis, (b) 2D z-magnetic field along $x y$-plane at 4 GHz , (c) 2D z-magnetic field along $x y$-plane at 4.53 GHz , and (d) 1D z-magnetic field along $x$-axis at $\mathrm{y}=-10.3 \mathrm{~mm}$ and $\mathrm{z}=8 \mathrm{~mm}$.

It is evident from Fig. 8 that, the phase and magnitude of $\mathrm{S}_{21}$ will be decreased $66.5 \%$ and $2235 \%$, respectively by increasing the wall thickness of the silica pan by around $50 \%$ from its original value ( 3 mm to 4.5 mm ). However, the phase and magnitude of $\mathrm{S}_{21}$ will be decreased by $33.93 \%$ and $20.3 \%$, respectively, by decreasing the silica pan wall thickness from 3 mm to 1.5 mm . This means that the performance of the suggested phase shifter is sensitive to the silica pan thickness. Figures 8 (c) and 8 (d) show the steady state z polarized magnetic field distributions along the $x y$ plane at frequencies of 4 GHz and 4.53 GHz , respectively. It is evident from these figures that, the field along the structure is highly confined at port 1 at $f=4 \mathrm{GHz}$, while at $f=4.53 \mathrm{GHz}$ the field propagates from port 1 to port 2. These field
distributions are compatible with the behavior of $\mathrm{S}_{21}$ shown earlier in Figs. 8 (a) and 8 (b). Figure 8 (e) demonstrates the steady state distributions of the $z$ polarized magnetic field along the propagation $x$ direction at the wavelength of 9 mm for the chosen silica pan wall thickness $s=1.5 \mathrm{~mm}$ and $s=4.5 \mathrm{~mm}$, respectively with LC thicknesses $\delta=4 \mathrm{~mm}$. It can be observed from the figure that, the transmitted signal at $s=4.5 \mathrm{~mm}$ overrides the transmitted signal at $s=1.5 \mathrm{~mm}$ by about $\ell=\lambda / 6$, which clearly fits with the behavior of the argument of $\mathrm{S}_{21}$ shown in Fig. 8 (b).


Fig. 8. Silica pan thickness variation at $\varphi=0^{\circ}$ : (a) magnitude of $\mathrm{S}_{21}$, (b) phase of $\mathrm{S}_{21}$, (c) 2D zmagnetic field along $x y$-plane at 4 GHz , (d) 2D zmagnetic field along $x y$-plane at 4.53 GHz , and (e) 1D z-magnetic field along $x$-axis at $\mathrm{y}=-10.3 \mathrm{~mm}$ and $\mathrm{z}=8 \mathrm{~mm}$.

## IV. CONCLUSION

The scope of this paper is to present a new simple design, highly compact and tunable phase shifter for different microwave applications. The proposed design is based for the first time to the best of our knowledge on the combination of dielectric resonators and nematic liquid crystal layer of type E7. Parametric study has been carried out to investigate the different geometrical parameters that affect the angle of $\mathrm{S}_{21}$. Based on the simulation results, tunable phase shifter based on physical movement of the dielectric discs above the ground plane has been presented. However, the proposed novel design based on the use of NLC layers placed in silica pan as a substrate to the dielectric resonator overcomes the complexity of the phase shifter using physical movement. The suggested design has an excellent potential for being very useful in microwave encryption systems.
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#### Abstract

A compact triple band-notched printed monopole antenna for ultra-wideband (UWB) application is presented. By inserting two triangular-shaped notches in both sides of the ground plane of microstrip feed line, additional resonances are excited and the bandwidth is increased up to $160 \%$. Three sharp notched frequency bands at $3.8 \mathrm{GHz}, 5.5 \mathrm{GHz}$, and 7.5 GHz are achieved by embedding a pair of rectangularshaped slits in the ground plane and two pairs of modified bow-shaped slits in the patch. This novel monopole antenna has ultra-wide frequency bandwidth for input impedance, compact size ( 24 $\mathrm{mm} \times 20 \mathrm{~mm}$ ), low cost fabrication and Omnidirectional H-plane radiation pattern which makes it suitable for ultra-wideband applications. The measured results reveal that the presented triple band-notched monopole antenna is a promising candidate for UWB communication systems to avoid interference with WiMax band (3.3-3.7 GHz ), some C-band (3.7-4.2 GHz), WLAN (5.155.825 GHz ) bands and some C-band satellite communication systems ( $7-8 \mathrm{GHz}$ ).


Index Terms - Bow-shaped slits, printed monopole antenna, rectangular-shaped slits, triangular-shaped notch.

## I. INTRODUCTION

Ultra-wideband technology has undergone many significant developments in recent years.

However, there still remains many challenges in improving this technology to its full potential [1]. Several printed monopole antennas have been proposed recently [2-6], to cover the UWB frequency band 3.1 GHz to 10.6 GHz allocated by the Federal Communications Commission (FCC) for UWB applications [7]. However, this will cause interference to other existing wireless systems WiMAX (3.3-3.7 GHz), WLAN (5.15-5.825 GHz), terrestrial microwave and satellite communications in C-band (3.7-4.2 GHz). Hence, UWB antennas with band-notches are required to avoid harmful interference to other existing communications systems. Some UWB antennas with band-notch have been reported in the literature [8-12]. A recently reported antenna has been designed by making use of two split resonant rings (SRR) to obtain dual band-notch characteristic [13]. In [14], dual band-notch is achieved by using a $U$-slot in the ground plane and an E-slot in the radiation patch. In [15], the dual notched bands are achieved by embedding a pair of $\Gamma$-shaped stubs in the radiation patch and a modified G-slot defected ground structure in the feed line.

The dual band-notch characteristic is achieved by etching a single tri-arm resonator below the patch in [16]. The F-shape feed line is designed to achieve dual notch band characteristic in [17]. In [18], by inserting a novel parasitic strip in trapezoidal slot and a pair of L-shaped slots in metallic ground, dual band-notched characteristics
are obtained. In [19], for a notched frequency band, two L-shaped slits are embedded on the ground plane. In [20], the desired band-notch antenna is achieved by etching a narrowband triple complementary split-ring resonator into the radiating element of an existing UWB antenna. However, most of the existing antennas can generate no more than two notched bands.

In this paper, in addition to increase the bandwidth of the UWB monopole antenna, a novel triple band-notched monopole antenna is proposed. To increase the bandwidth, two triangular-shaped notches are inserted on the ground plane. Three notched frequency bands are achieved by embedding two pairs of modified bow-shaped slits in the radiation patch and a pair of rectangularshaped slits in the ground of microstrip feed line. The simulation results using the Ansoft-HFSS show that for VSWR<2, this antenna covers 2-18 GHz frequency band with three notched band of (3.3-4.2 GHz), (5.15-5.95 GHz), and (7-8 GHz). Section 2 presents the details of the antenna structure. Full wave analysis of the proposed antennas in frequency domain is obtained by using Ansoft HFSS which is based on Finite Element Method. The VSWR and far field results obtained are presented in Section 3.

## II. ANTENNA DESIGN

The configuration of the proposed ultrawideband antenna is depicted in Fig. 1. The basic monopole antenna structure consists of a circular patch, a microstrip feed line, and a ground plane. The design of the proposed antenna starts by choosing the dimensions of the designed antenna. This antenna is printed on an FR4 microwave substrate with a size of $\mathrm{W}_{\text {sub }} \times \mathrm{L}_{\text {sub }}=20 \times 24 \mathrm{~mm}^{2}$, thickness of 1.6 mm , and relative dielectric constant of 4.4. In the next step in the design of the proposed antenna, the radius of the circular patch is calculated. Radius of the circular patch has a lot of effects on the antenna bandwidth. As this parameter decreases, so does the antenna bandwidth, and vice versa. This parameter is approximately $\lambda_{\text {lower }} / 4$, where $\lambda_{\text {lower }}$ is the lower bandwidth frequency wavelength. $\lambda_{\text {lower }}$ depends on a number of parameters such as the monopole width as well as the thickness and dielectric constant of the substrate on which the antenna is fabricated. The patch is connected to a $50 \Omega$ microstrip feed line of width $W_{f}$. The width of the microstrip feed line $W_{f}$ is fixed
at 2 mm . The final step in the design of the proposed antenna is to choose the length of the band-notch slots. The circular radiating patch has two pairs of modified bow-shaped slits. On the other side of the substrate, a conducting ground plane with two triangular notches and a pair of rectangular-shaped slits is placed. In this design, the optimized length $\mathrm{L}_{\text {notch }}$ is set to band-stop resonates at $0.25 \lambda_{\text {notch }}$.


Fig. 1. Configuration and parameters of the proposed antenna (unit: mm ).

By inserting two triangular-shaped notches in both sides of the microstrip feed line on the ground plane, additional resonances are excited and hence the bandwidth is increased up to $160 \%$. The improvement in impedance matching over its entire bandwidth is attributed to the phenomenon of defected ground structure (DGS) with slits that creates additional surface current paths in the antenna. Moreover, this ground-plane structure changes the inductive and capacitive nature of the input impedance, which in turn leads to changes in bandwidth [4].

To achieve triple notches at central frequencies of $3.8 \mathrm{GHz}, 5.5 \mathrm{GHz}$, and 7.5 GHz , two pairs of bow-shaped slits on the radiating patch and
rectangular-shaped slits in the ground plane are adopted. The antenna is symmetrical longitudinally. The optimal dimensions of the designed antenna are as follows: $L_{\text {sub }}=24 \mathrm{~mm}, W_{\text {sub }}$ $=20 \mathrm{~mm}, L_{f}=9 \mathrm{~mm}, \alpha=85^{\circ}, \beta=60^{\circ}, L_{R}=6 \mathrm{~mm}$, $W_{R}=1 \mathrm{~mm}, L_{S}=6 \mathrm{~mm}$, and $L_{d}=3 \mathrm{~mm}$. The width of the arms at bow-shaped slits in the radiation patch is set at 0.5 mm . The height of the feed gap between the main patch and the ground ( $d=L_{f}$ - $L_{g n d}$ ) is also an important parameter to control the impedance bandwidth [21]. The radiating patch has a distance of 1 mm to the ground plane with a length of $L_{g n d}=8 \mathrm{~mm}$ printed on the back surface of the substrate.

## III. RESULTS AND DISCUSSIONS

The parameters of proposed antenna are studied by changing one parameter at a time and fixing the others. To fully understand the behavior of the antenna and to determine optimal parameter values, the antenna was analyzed using Ansoft's highfrequency structure simulator (HFSS ${ }^{\text {TM }}$ ).

Figure 2 shows the effects of two triangularshaped notches on the VSWR characteristics of the ordinary antenna. As illustrated in Fig. 2, the value of the $L_{S}$ is playing an important role in the wideband characteristics and in $L_{S}=6 \mathrm{~mm}$ much wider impedance bandwidth is produced. $L_{S}$ can adjust the inductive and capacitive nature of the input impedance, and improves impedance bandwidth without any cost of size or expense. It is observed from the Fig. 2, that the designed antenna without the filter structures exhibits wideband performance from 2.2 GHz to 17.5 GHz for VSWR $<2$, covering the entire UWB frequency band.


Fig. 2. Simulated VSWR characteristics of the ordinary antenna with different values of $L_{S}$.

Triple notched frequency bands are achieved by embedding two pairs of modified bow-shaped slits in the radiation patch and a pair of rectangularshaped slits in the ground plane. As shown in Figs. 3 (a), 3 (b) and 3 (c), at the notch frequency, current flows are more dominant around the filter and are in opposite directions at interior and exterior edges. Hence, the resulting radiation fields are canceled out and high attenuation near the notch frequency is achieved. This means that the antenna does not radiate efficiently.


Fig. 3. Simulated surface current distributions on the radiating patch and ground plane for the proposed antenna at: (a) 3.8 GHz , (b) 5.5 GHz , and (c) 7.5 GHz .

Parametric analysis is made to further understand the antenna's behavior. The effects of
$L_{S}, \alpha, \beta$, and $L_{R}$ parameters are studied in the bandwidth and notch band variations. Simulation results show that the bandwidth and notched frequencies are controllable by changing the length of these parameters. Various notched bands can be achieved by properly changing the parameters of the filter. The notch characteristics are mainly determined by $\alpha, \beta$, and $L_{R}$. By adjusting the lengths of slots to about a quarter-wavelength at the center frequency of the desired notched-frequency band, the proposed UWB planar monopole antenna becomes non-responsive at that frequency band [21].

In the proposed structure, to increase the bandwidth and achieve triple notches at central frequencies of $3.8 \mathrm{GHz}, 5.5 \mathrm{GHz}$, and 7.5 GHz , two triangular-shaped notches in both sides of the microstrip feed line on the ground plane and two pairs of bow-shaped slits on the radiating patch and rectangular-shaped slits in the ground plane are adopted. Each slots act as a resonator at their resonance or notch frequency. Resonant slot length, which is a multiple of quarter-wavelength, can be calculated approximately by $L_{\text {total }} \cong n \lambda_{g} / 4$. For a desired notch frequency the wavelength is given by $\lambda_{g}=\lambda / \sqrt{\varepsilon_{r}}$, which $\lambda$ is the free space wavelength. In this design, a good start point for the length $\mathrm{L}_{\text {notch }}$ is $\lambda_{\text {notch }} / 4$, where $\lambda_{\text {notch1 }}, \lambda_{\text {notch2 }}$ and $\lambda_{\text {notch3 }}$ corresponds to first band-notch frequency (3.8 GHz ), second band-notch frequency ( 5.5 GHz ), and third band-notch frequency ( 7.5 GHz ) respectively. As shown in Figs. 4 (a) and 4 (b), the first and the second notch frequencies depend on the values of $\alpha$ and $\beta$, respectively. As illustrated in Fig. 4 (a), by increasing $\alpha$ from $60^{\circ}$ to $88^{\circ}$, while maintaining other parameter values, the first notched band moves to a lower frequency. As shown in Fig. 4 (b), when $\beta$ increases from $50^{\circ}$ to $75^{\circ}$, the center frequency of 5.5 GHz notch band changes from 6 GHz to 4.4 GHz .

Figure 5 illustrates the simulated VSWR characteristics with various lengths $L_{R}$, and also shows that small changes in $L_{R}$ significantly affects the center frequency of 7.5 GHz notch band. As $L_{R}$ is increased from 3.5 to 7 mm , the center frequency of the notch band is changed from 12.7 GHz to 6.3 GHz . Hence, we conclude that notch frequencies are controllable by carefully choosing the values of $\alpha, \beta$, and $L_{R}$. The results indicate that the antenna is a promising candidate for UWB communication
systems to avoid interference with WiMax band (3.3-3.7 GHz), some C-band (3.7-4.2 GHz), WLAN (5.15-5.825 GHz) bands and some C-band satellite communication systems ( $7-8 \mathrm{GHz}$ ).


Fig. 4. Simulated band-rejection characteristics of the proposed antenna with notched bands for different values of $\alpha(a)$, and $\beta(b)$.


Fig. 5. Simulated band-rejection characteristics of the proposed antenna with notched bands for various $L_{R}$.

To verify the proposed design, a prototype of the antenna based on optimized dimensions has been fabricated, as shown in Fig. 6, which also shows the measured and simulated VSWR characteristics of the proposed antenna. Note that, there exists a discrepancy between measured data and the simulated results, which could be due to the SMA port.


Fig. 6. Photograph of the fabricated prototype and comparison between measured and simulated VSWR for the proposed antenna.

In order to attain the VSWR characteristics for the designed antenna, the measurement and manufacturing processes need to be performed carefully. Note also that, the designed antenna with the filter structures exhibits three notch bands 3.34.2 GHz, $5.15-5.95 \mathrm{GHz}$ and $7-8 \mathrm{GHz}$, which covers the $3.5 / 5.5-\mathrm{GHz}(3.4-3.69 / 5.25-5.85 \mathrm{GHz})$ WiMAX bands, $5.2 / 5.8-\mathrm{GHz}$ (5.15-5.35/5.7255.825 GHz ) WLAN bands and some C-bands, while maintaining wideband performance from 2 GHz to 18 GHz for VSWR $<2$, covering the entire UWB frequency band.

Figure 7 shows the measured radiation patterns of the fabricated antenna, obtained for the $y-z$ plane (E-plane) and the $x-z$ plane (H-plane) at 4, 7 and 10 GHz . The patterns in the H-plane are omnidirectional as expected, whereas in the Eplane, radiation patterns have a dumbbell shape. Cross-polarization levels are generally much lower than the co-polarization ones. Note that, the fabricated antenna actually radiates over a wide frequency band.

(c) $\mathrm{f}=10 \mathrm{GHz}$

## Co-polar $\quad$, Cross-polar

Fig. 7. Measured radiation patterns at frequencies: (a) 4 GHz , (b) 7 GHz , and (c) 10 GHz .

Figure 8 presents the measured peak antenna gain with and without filters. The figure indicates that the realized triple band notched antenna has good gain flatness, except in three notched bands. As desired, the antenna gain is decreased in the vicinity of $3.5 \mathrm{GHz}, 5.5 \mathrm{GHz}$ and 7.5 GHz . Outside the notch band, antenna gain is relatively constant (variations below 2.5 dB ). Thus, the antenna exhibits stable gain across the operation band.


Fig. 8. Peak gain of the optimized UWB antenna with and without filter structures.

## IV. CONCLUSION

A novel compact printed monopole antenna with triple band-notched characteristics, suitable for UWB applications was presented and analyzed. We showed that by inserting two triangular-shaped notches on the ground plane with proper dimensions, a wide impedance bandwidth is achieved. Triple band-notches are achieved by embedding two pairs of bow-shaped slits in the radiation patch and a pair of rectangular-shaped slits in the ground plane. The radiation pattern of this antenna shows good omni-directional pattern throughout the UWB frequency range. The gain of the proposed antenna is almost flat in the operation frequency band with sharp notched bands.
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#### Abstract

In this study, perfect metamaterial absorbers (MAs) based on circle- and squareshaped configurations that are numerically and experimentally designed and analyzed in both of C and X-band. The proposed models have very simple designs and present perfect absorption for all polarization angles. A sensor application of the suggested model (for circle-shaped) is also presented to introduce further feature of the structure. Moreover, the suggested models can be easily reconfigured for THz and infrared frequency regimes to enable myriad potential applications such as sensors, defense systems and stealth in the next studies.


Index Terms - Absorber, metamaterial, sensor.

## I. INTRODUCTION

Metamaterials have been rapidly a great deal of interest by the electromagnetic community due to present unusual EM properties, such as negative refraction. Also, they have many potential application areas such as sensing [1], cloaking [2], super lens [3], antenna [4], polarization rotator [5], and absorber [6]. These materials are manmade and can be artificially manufactured at the desired frequency regimes of the EM spectrum from MHz [7], GHz [8], sub-THz [9], THz [10], sub-PHz [11], near-IR [12] to the near optical frequency region [13].

Moreover, the concept of MA has great attention during the recent years by the researchers because of having crucial importance applications, especially for military areas. There are many MA studies in literature in order to achieve perfect absorption at a certain frequency range such as ultra-thin [14], extremely broad band [15], tunable
[16], based on chiral metamaterial [17], multi-band [18], based on isotropic resonators [19]. Unlike the others, this study focuses on microwave absorber that has very simple design, easy fabrication and introduces wide band perfect absorption for all polarization angles and so on at certain frequency regime. Additionally, electric field and surface current distributions of the proposed model at the resonance frequencies are separately examined to realize its' physical operation mechanism. Obtained numerical and experimental results are realized and compared according to the other MA studies in literature.

## II. NUMERICAL AND EXPERIMENTAL SETUP OF THE PROPOSED MODEL

In order to achieve perfect absorption for all polarization angles, firstly we proposed two different symmetric geometric shaped, and then to have very simple designs and easy fabrication process, we created circle-with gap and squareshaped. After these processes, we optimized the aimed models of circle- with gap and square-shaped to obtain perfect absorption. So, the proposed structures are created with the best dimension values. The proposed resonators are designed of copper with the conductivity of $5.8001 \mathrm{~S} / \mathrm{m}$ and thickness of 0.035 mm . The substrates are chosen as FR4 (flame resistant); thickness, loss tangent, and relative permittivity of $1.6 \mathrm{~mm}, 0.02$ and 4.2 , respectively. Figures 1 (a), 2 (a) and 1 (b), 2 (b) shows dimensions of the optimized resonators and numerical setups picture, in order. It can be seen that the periodic boundary conditions ( $\mathrm{x}, \mathrm{y}$ ) with floquet port ( z ) are used in the simulation study for both of study. The numerical studies are performed with a commercial full-wave EM solver (CST

Microwave Studio) based on finite integration technique.


Fig. 1. Proposed perfect circle with gap-shaped MA: (a) dimensions, and (b) numerical setup.


Fig. 2. Proposed perfect square-shaped MA: (a) dimensions, and (b) numerical setup.

The S-parameter (scattering parameter) defines device characteristics using the degree of scattering when an electromagnetic wave is applied. Scattering as a general term means reflection back to the incident direction or transmission to other directions. All linear characteristics of electromagnetic material or electronic device can be defined in terms of the degree of scattering (Sparameter).The input/output ports of a system can be numbered and the S-parameter is defined as Sij ; i.e., "Incident at port $\mathrm{j} \rightarrow$ Obtained at port i." Reflection and transmission cases are valid when $\mathrm{i}=\mathrm{j}$ and $\mathrm{i} \neq \mathrm{j}$, respectively. Hence, in an n -port system, $\mathrm{n}^{2}$ times S-parameters can be defined. Besides these S-parameters can be aligned as a matrix and referred as S-matrix (scattering matrix). The absorption behavior of the proposed MA can be calculated by $A(\omega)=1-R(\omega)-T(\omega)$, where $A(\omega), R(\omega)=\left|S_{11}\right|^{2}$ and $T(\omega)=\left|S_{21}\right|^{2}$ are the absorption, reflection, and transmission, in order. Therefore, to achieve perfect absorption, reflection and transmission EM waves must be very close to zero. This provided by impedance matching at the resonance frequency. It is well known that metamaterials can be characterized by a complex
frequency dependent electric permittivity $\varepsilon(\omega)=\varepsilon_{1}(\omega)+i \varepsilon_{2}(\omega)$ and a complex frequency dependent magnetic permeability $\varepsilon(\omega)=\mu_{1}(\omega)+\mathrm{i} \mu_{2}(\omega)$. Reflectivity can also be reduced (near-zero) when the effective permittivity $\varepsilon(\omega)$ and permeability $\mu(\omega)$ have minimum values. Therefore, $\varepsilon(\omega)$ and permeability $\mu(\omega)$ can properly be adjusted to absorb both the incident electric and magnetic fields to achieve perfect absorption [1419].

After numerical results, the fabricated structure is also experimentally tested to verify numerical results. Therefore, the absorption measurement setup is installed. The measurement is carried out by using R\&S ZVL6 Vector Network Analyzer (VNA) and two horn antennas with the range of 4 GHz to 6 GHz in C-band. In the measurement, one horn acts as a transmitter and the other one detects the transmitted or reflected wave. Firstly, free space measurement without sample is carried out to obtain calibration data for the VNA. The sample is then inserted into the experimental measurement setup and $S$-parameters measurements are performed. The fabricated sample and devices for measurements setup are shown in Fig. 3.


Fig. 3. A picture from the measurement setup.

## III. NUMERICAL AND MEASUREMENT RESULTS

Figures 4 and 5 show numerical and measured results for proposed perfect MA. It can be seen that the simulation maximum absorptions of $99.98 \%$ is obtained at the resonance frequency of 4.69 and 4.99 GHz , and the corresponding reflection magnitude is 0.0001 at the resonance frequencies for both of structures, respectively. Also, the measured maximum absorption of $98.67 \%$ and $99.78 \%$ is observed at the resonance frequency of 4.69 GHz and 5.00 GHz for circle with gap- and square-shaped MAs, in order. The simulation
results are in good agreement with the experimental ones. The suggested structures have potential applications of long-distance radio telecommunications in relation with C-band and it will also be a very good candidate for the applications of satellite communication transmissions, some Wi-Fi devices, some cordless telephones, some weather radar systems and so on.


Fig. 4. Simulated reflection and absorption values in C-band Inset: fabricated picture and measured absorption spectrum of the proposed circle with gap-shaped MA at certain frequency regime.


Fig. 5. Simulated reflection and absorption values in C-band Inset: fabricated picture and measured absorption spectrum of the proposed square-shaped MA at certain frequency regime.

Besides, bandwidth calculations are performed to show the performance of the structure in C-band. The fractional bandwidth (FBW) is calculated as FBW $=\Delta f / f_{0}$, where $\Delta f$ is the half power bandwidth and $f_{0}$ is the center frequency. These parameters are found as $\Delta \mathrm{f}=0.23-0.25 \mathrm{GHz}, \mathrm{f}_{0}=4.69-4.99 \mathrm{GHz}$ and FBW $\approx 4.90 \%-5.01 \%$, for circle with gap- and square-shaped MAs, respectively. This means that the proposed structure has approximately 230-250 MHz bandwidth range referring to $4.90 \%-5.01-$ FBW which is very well for many applications. For example, a patch antenna needs around $3 \%$ FBW. Therefore, the proposed model would provide enough margins to work with. These computations
confirm performance quality of the suggested MA.
Moreover, we performed numeric studies using the suggested structures for X -band frequency regimes. Since the proposed models introduce flexibility to adjust its metamaterial features, the structure is easily rescaled for infrared and visible frequency regions. Maximum absorptions for Xband frequency regime is numerically obtained around $99.68 \%$ and $99.99 \%$ at the resonance frequency of 10.6 GHz and 8.51 GHz , for circleand square-shaped, respectively as shown in Figs. 6 and 7.


Fig. 6. Simulated reflection and absorption values in X-band for the proposed circle with gap-shaped MA.


Fig. 7. Simulated reflection and absorption values in X-band for the proposed square-shaped MA.

As next investigation, we examined the effect of the polarization angle on the absorption behavior of the proposed perfect MA in both C-band and Xband as shown in Figs. 8 and 9, respectively. Both of obtained numerical results show that when the polarization angle is increased from $0^{\circ}$ to $90^{\circ}$ with 30 degree step and both of absorptions do not change. The suggested MAs perfectly keep polarization angle independency. These features provided by the symmetric-shaped of the proposed models and also the suggested very simple geometry MAs respond the same electric field for all polarization angles at the resonance frequencies.


Fig. 8. Simulated absorptions at different polarization angles in C-band.


Fig. 9. Simulated absorptions at different polarization angles in X-band.

Additionally, we examined and discussed the electric field and surface current distributions at the resonance frequency of $4.69-4.99 \mathrm{GHz}$ in order to show physical operation mechanism of the proposed circle with gap- and square-shaped perfect MAs, respectively (Figs. 10 and 11). It can be seen that the electric field is concentrated at the right- and left-side of the circle resonator. For square-shaped MA, the electric field is concentrated at the up- and below-side. So, the structure behaves as an electrical dipole for the all applied polarization angles. Also, the current circulation excites magnetic response and as a result an absorption phenomenon increases for surface current distribution.


Fig. 10. Electric field and surface current distribution at the resonance frequency of 4.69 GHz of circle with gap-shaped.


Fig. 11. Electric field and surface current distribution at the resonance frequency of 4.69 GHz of square-shaped.

With this regard, to show performance quality of the suggested MAs according to the current MA studies in literature, proposed models are compared with other MA studies as shown in Table 1. It can be understood that many MA studies show polarization angle independency only in some angles or do not in any [5-8]. Although, some of them provide perfect absorption for all polarization angle, their $F B W$ values are low and/or proposed geometry is complex and/or have inflexible geometry design.

Table 1: Performance comparison of MAs

| Absorber | Freq. <br> $(\mathrm{GHz})$ | $\mathrm{A}(\mathrm{w})$ | FBW | Indep. ${ }^{* * *}$ |
| :---: | :---: | :---: | :---: | :---: |
| PropCirc. | 4.69 | $99.98 \%$ | $4.9 \%$ | Yes |
| PropSqu. | 4.99 | $99.98 \%$ | $5.01 \%$ | Yes |
| $[20]$ | 11.5 | $96 \%$ | $4.0 \%$ | No |
| $[21]$ | 10.14 | $97 \%$ | $4.7 \%$ | S.A.** |
| $[22]$ | 10.45 | $99.9 \%$ | $4.2 \%$ | No |
| $[23]$ | 10.07 | $98 \%$ | N.C. ${ }^{*}$ | Yes |

${ }^{*}$ N.C. $=$ not calculated ${ }^{* *}$ S.A. $=$ some angles
***Indep: independency
However, the suggested MA has many advantages according to the many MA studies in literature such as perfect absorption, polarization independencies, wide band, flexibility and very simplicity are some of the important advantageous of the proposed MA.

## IV. SENSOR APPLICATION OF THE SUGGESTED MODEL

The proposed perfect circle with gap-shaped MA can also be used for sensor applications by located dielectric layer on the front face of the absorber with indicated distance, as shown in Fig.
12. With this regard, the effect of distance between dielectric layer (FR4) and front-face of the proposed MA is investigated and evaluated as detailed, as shown in Fig. 12. The distance (all other parameters of design and simulation are remained constant) is varied from 1.5 mm to 3.5 mm by 0.5 mm step. The reflection results of the simulations for different dielectric thickness are shown in Fig. 12. It can be seen that reflection magnitude values change with the variation of dielectric thickness (for 1.5 mm -dielectric ( 0.42 ) and for 3.5 mm dielectric ( 0.02 ), the resonance frequency shifts to lower frequencies when the thickness of the dielectric is increased. The reason of this downward shift can be explained by the variation of the capacitance of the overall structure. The increment of the thickness of dielectric-FR4 leads to increase capacitance, therefore resonance frequency slide downward with increased dielectric thicknesses. Hence, the proposed structure can also be used as a pressure sensor beside absorber applications. One of the most important properties of the proposed MA based sensor is polarization angle independency and its easily obtainable frequency range. These are the superiority of the proposed system.


Fig. 12. Reflection values for different distance values of the over-layer in X-band.

## V. CONCLUSION

In this study, very simple designs of perfect MAs numerically and experimentally are designed and investigated as detailed. The proposed models are also realized in X -band, too. Obtained numerical and experimental results show that the structures have many advantages such as perfect absorption, polarization angle independency, wide band, very simple design, and so on according to the current MA studies in literature. Also, they can be tuned the dimensions to achieve perfect absorption in other frequency regimes because of
the symmetric-shaped, and realized for different application areas such as stealth and defense systems. Moreover, the suggested structures can be implemented/adopted tunable MA applications to use applications of some Wi-Fi devices, some cordless telephones, and some weather radar systems and so on.
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#### Abstract

A new approach to design a frequency selective surface (FSS) is presented based on optimizing the shape of its unit cell geometry. A method based on spline concept has been adopted to specify geometrical features of the elements. In the design process, a hybrid optimization process including genetic algorithm and pattern search method has been used for this purpose. The shape of the structure is improved in each iteration based on specific fitness function. The commercial software CST is used for accurate analysis of structures along the optimization process. A VBA code is developed in order to link Matlab code, which includes optimization tools, and analyzer software CST. This method is used to develop band-pass and band-stop FSSs. Our simulated results show that the transmission and reflection characteristics of the designed FSS are very good in specified frequency band.


Index Terms - Frequency Selective Surface (FSS), genetic algorithm, spline.

## I. INTRODUCTION

Frequency selective surfaces are periodic structures in either one or two dimensions (i.e., singly or doubly periodic structures), which, as the name suggests, perform a filter operation. Thus, depending on their physical construction, material and geometry, they are divided into low-pass, highpass, band-pass, and band-stop filters [1,2]. FSSs are also used as a high-impedance surface, radome, absorber, and so on [3-5]. Nowadays, FSSs find many applications from the microwave to the THz
region, for both scientific and commercial purposes, which span from antenna systems for radio astronomy research to the screen doors of the microwave ovens. To meet the requirements of those application purposes, many things should be considered at the design stage of FSSs such as selection of the appropriate unit cell geometry, spacing between unit cells, thickness and electrical properties of substrate [5], etc. Several approaches have been proposed to obtain multiple resonance properties, which include FSSs consisting of unit cells with same geometrical shape but different sizes [6] or unit cells with fractal geometry [7,8].

There are two frequency sensitive processes which are commonly exploited in the design of these surfaces. One is the interference of waves reflected from cascaded partially transmitting, and the other is the resonant interaction of waves with segments of conductor - normally periodic arrays of conducting elements or slots in conducting screens. The cascaded boundaries could simply be the interfaces between stacked dielectric sheets, where the number of boundaries, their spacing and the dielectric permittivity are the quantities influencing the transmission response. Double or multiple layers of the metallic grids described later in these notes or cascaded arrays of elements can be employed, or more often in practice a combination of dielectric interfaces and arrays of elements.

The performance and behavior of the FSS filters depend on the following factors: (I) the conductivity and thickness of the FSS conductor, (II) the geometry of the FSS element, (III) the permittivity and thickness of the FSS substrate, and
(IV) the periodic arrangement of FSS elements [1]. Many numerical methods have been proposed in the last decades for the simulation of FSSs, both in the hypothesis of infinitely thin metal screens and by considering metal screens with finite thickness. Among those, the most popular methods are Finite Difference Time Domain (FDTD) technique [9,10], Finite Element Method (FEM) [11], and Method of the Moments (MoM) technique [12,13].

In this paper, at first a new optimization process will be introduced to design a FSS with desired radiation properties. Secondly, some examples including band-pass filter and band-stop filter are presented to verify the proposed method. The proposed design procedure searches for the optimal shape of the FSS elements. The outline of each FSS element is formed symmetrically by 8 splines. The optimal shape of the FSS element can be obtained by tuning the parameters of the main spline through an optimization process. During the optimization process the analysis of structures is carried out by CST software. A VBA code is developed in order to link Matlab code, which includes optimization tools, and analyzer software.

## II. THE PROPOSED METHOD FOR DESIGNING A FREQUENCY SELECTIVE SURFACE

## A. Spline interpolation method

In the mathematical field of numerical analysis, spline interpolation is a form of interpolation where the interpolant is a special type of piecewise polynomial called a spline. Spline interpolation is preferred over polynomial interpolation because the interpolation error can be made small even when low degree polynomials is used for the spline. Moreover, spline interpolation avoids the problem of Rung's phenomenon which occurs when interpolating using high degree polynomials. Splines can be considered as a mathematical model that associates a continuous representation (curve or surface) with a discrete set of points of an affine space. The resulting curve may either approximate the control points or interpolate them [14].

A spline can be generated in several procedures such as interpolation and approximation method. We used the approximated spline to derive the final shape of FSS unit cell. In this method, several points are obtained instead of calculating the formulation of the polygon curves. This leads to
simplify the definition of the shape unit cell in the design softwares. As shown in Fig. 1 (a), a spline replaces each edge of a given polygon by a curve with specified expansion and sharpness which are determined respectively by expansion ( $e_{n}$ ) and sharpness ( $\mathrm{s}_{\mathrm{n}}$ ) factors assigned to that edge. Expansion factor represents a part of curve length at a corner which can be replaced with spline. The amount of expansion factor is considered between 0 and 0.5 (when it is equal to 0.5 , spline is obtained in form of a straight line from middle of one side to middle of another side of corner). The value of sharpness factor is also considered between 0 and 1 (when it is equal to 1 , the sharpness of spline shape is the same as sharpness of corner).

After assigning the values of expansion and sharpness factors, the points $\mathrm{A}, \mathrm{B}, \mathrm{C}_{1}, \mathrm{C}_{2}$ and $\mathrm{U}_{1}$ (middle point of $\overline{C_{1} C_{2}}$ segment) are determined (Fig. 1 (b)). Shaping process of spline is done by an iterative method. This method is done by connecting the middle of each adjacent segment to the others which leads to generate the new segment. For example in the first step, the middle of $\mathrm{AC}_{1}$ and $\mathrm{BC}_{2}$ segments are connected to middle of $\mathrm{C}_{1} \mathrm{U}_{1}$ and $\mathrm{U}_{1} \mathrm{C}_{2}$ segments, respectively. This method is repeated to generate a smooth shape from corner.


Fig. 1. Expansion and sharpness factors at a corner.

## B. Design of FSS element

To create the shape of the unit cell, we used a spline interpolation method. The proposed method has been recently used for optimization of UWB antennas [15]. One of the main advantages of this method is applying some limitations to the boundaries in order to decrease the complexity of the element shape. It results in less manufacturing difficulties. With the spline concept, discontinuity problem is eliminated at the boundaries of the structures and elements can also be described with low number of parameters without limiting the variety of possible geometries. Figure 2 shows the primitive sketch with its main parameters of the
proposed element based on spline interpolation procedure.


Fig. 2. Primitive design and geometrical parameters of element.

As shown in Fig. 2, desired structure has been considered within the square with dimensions $w_{\text {elh }} \times w_{\text {elh }}\left(\mathrm{cm}^{2}\right)$. In order to have sensible margin with other neighboring elements, boundaries are embedded in the region with dimensions $a_{\text {max }} \times a_{\text {max }}$ where $a_{\text {max }}=r_{\text {metal }} \times w_{\text {elh }}$ and $r_{\text {metal }} \leq 1$. For simplifying purposes and having the element least sensitivity with respect to the wave polarization, the elements have been considered with one of eighth $(1 / 8)$ symmetry in the $\varphi$ plane. Therefore we will require to design only $1 / 8$ of element shape in the optimization process. In the first step, three primitive points of the element boundaries is considered at $\varphi_{1}=0^{\circ}, \varphi_{2}$, and $\varphi_{3}=45^{\circ}$ planes, where $\varphi_{2}$ is a polar angle between the specified $\varphi_{11}$ and $\varphi_{22}$ planes according to Fig. 2. For each point a certain boundary is considered for the variation of its polar radius. Parameters $\rho_{1}, \rho_{2}$ and $\rho_{3}$ are the polar radius of the points where $\rho_{\text {min1 }}<\rho_{1}<\rho_{\text {max1 }}, \rho_{\text {min } 2}<\rho_{2}<\rho_{\text {max } 2}$ and $\rho_{\text {min } 3}<\rho_{3}<\rho_{\text {max } 3}$. Amounts of $\rho_{\min 1}, \rho_{\max 1}, \rho_{\min 2}, \rho_{\max 2}, \rho_{\min 3}$ and $\rho_{\max 3}$ parameters are constant and will be
determined at the beginning of the optimization process. Altogether, 10 parameters including the expansion and the sharpness factors corresponding to each point ( $s_{i}$ and $e_{i} i=1,2,3$ ) also $\rho_{1}, \rho_{2}, \rho_{3}$ and $\varphi_{2}$ are the optimization variables that must be changed during the optimization process. These parameters are tuned according to the desired fitness function to minimize the cost function defined in the optimization algorithm.

The variety of possible geometries raise the possibility of having different optimum designs. On the other hands, the objective function may have multiple local minima in the search domain. Consequently, global optimization methods should be used in order to search for the best design. Moreover, the process of calculating the objective function for each FSS structure is relatively complex and time consuming, including the electromagnetic simulation of antenna and the computation of characteristics which are involved in the definition of objective function. Therefore, the implementation of heuristic strategies is necessary in order to reduce the overall time needed for the completion of the optimization process. On the other hand, the final stages of optimization with heuristic strategies are subjected to stagnation, so it is better to complete the global optimization by implementing a local optimization method. Accordingly, the optimization process includes a combination of local and global optimization algorithm. The traditional electromagnetic software CST is used during the optimization process to calculate the desired characteristic of the FSS (including the reflection and transmission coefficients). It will raise the accuracy of the designed structure. This optimization procedure is much better than CST's inner code optimization. More degree of freedom for designed parameters, capability to determine arbitrary genetic algorithm options, possibility to combine local and global optimization procedures, are some advantages of the proposed method.

While the optimization process was completed, the optimum position of each point is determined. A spline is fitted to these points and the element shape will be constructed by repeating the spline in the whole $\varphi$ plane according to the $1 / 8$ symmetry. Finally, obtained element is simulated with
frequency solver CST microwave studio considering periodic boundaries and excitation. This is important to point that substrate thickness $\left(t_{\text {sub }}\right)$ and dielectric constant $\left(\varepsilon_{r}\right)$ will be remained fix during the optimization process.

## C. Determining the fitness function of the optimization method

Figure 3 shows a sample shape for desired transmission coefficient $\left(\mathrm{S}_{21}\right)$ of a band-pass FSS. Desired reflection coefficient ( $\mathrm{S}_{11}$ ) of a band-stop FSS can be determined in a similar manner.


Fig. 3. Desired $\mathrm{S}_{21}$ with relative parameters to determine the fitness function.

As shown in Fig. 3, there are many parameters to clarify the fitness function. These parameters have been determined based on desired frequency band and maximum acceptable amount of $\mathrm{S}_{21}$ or $\mathrm{S}_{11}$ coefficients. It would be desired that $\mathrm{S}_{21}$ coefficient should be more than $T_{\text {rpass }}$ in the pass-band region and less than $T_{\text {rstop }}$ in the stop-band region and behaves as a linear function in the transient bands from $T_{\text {rpass }}$ to $T_{\text {rstop }}$ and vice versa. Given the importance of different regions in the frequency band, different weights such as $r_{\text {beg }}, r_{\text {mid }}, r_{u p}$, and $r_{\text {end }}$ have been assigned to different regions of $\mathrm{S}_{21}$ curve. The fitness function has been considered as follows:

$$
\begin{equation*}
F=F_{\text {beg }}+F_{u p}+F_{\text {mid }}+F_{\text {down }}+F_{\text {end }}, \tag{1}
\end{equation*}
$$

where $F_{\text {beg }}, F_{u p}, F_{\text {mid }}, F_{\text {down }}$ and $F_{\text {end }}$ are assigned in different frequency regions as follows:
For $f_{\text {beg }}<f<f_{u p}$ :

$$
F_{\text {beg }}=\left(r_{\text {beg }} / n_{\text {beg }}\right) \sum_{n=1}^{n_{\text {beg }}}\left[\begin{array}{l}
\left.\left\lvert\, \begin{array}{l}
S_{21}(n) \mid- \\
\min \left(\left|S_{21}\right|, T_{\text {rstop }}\right)
\end{array}\right.\right], ~ \text {, } \tag{2}
\end{array}\right]
$$

where $f_{\text {beg }}$ and $f_{u p}$ are the beginning frequency of the channel and transient region, respectively. Parameter $n_{\text {beg }}$ is the number of sample frequency in the first region.
For $f_{u p}<f<f_{\text {passbeg }}$ :

$$
F_{u p}=\left(r_{u p} / n_{u p}\right) \sum_{n=1}^{n_{u p}}\left[\begin{array}{l}
\left|S_{21}(n)\right|-  \tag{3}\\
\min \left(\left|S_{21}, T_{r m 1}\right|\right)
\end{array}\right],
$$

where $f_{\text {passbeg }}$ is the beginning frequency of the pass band region with high reflection or transmission coefficient. Parameter $n_{u p}$ is the number of sample frequency in the transient region and parameter $T_{r m 1}$ is obtained as follows:

$$
\begin{align*}
& T_{\text {pm1 }}=T_{\text {rpass }}+\left(T_{\text {ppass }}-T_{\text {rstop }}\right) \times \\
& \left(f-f_{u p}\right) / f_{\text {passbeg }}-f_{u p} . \tag{4}
\end{align*}
$$

For $f_{\text {passbeg }}<f<f_{\text {passend }}$ :

$$
F_{\text {mid }}=\left(r_{\text {mid }} / n_{\text {mid }}\right) \sum_{n=1}^{n_{\text {mid }}}\left[\begin{array}{l}
\min \left(\left|S_{21}(n)\right|, T_{\text {rpass }}\right)  \tag{5}\\
-\left|S_{21}(n)\right|
\end{array}\right],
$$

where $f_{\text {passend }}$ is the ending frequency of the pass band region with high reflection or transmission coefficient. Parameter $n_{\text {mid }}$ is the number of sample frequency in the pass band region.
For $f_{\text {passend }}<f<f_{\text {down }}$ :

$$
\begin{align*}
& F_{\text {down }}=\left(r_{\text {down }} / n_{\text {down }}\right) \times \\
& \sum_{n=1}^{n_{\text {domm }}}\left[\begin{array}{l}
\left|S_{21}(n)\right|- \\
\min \left(\left|S_{21}(n)\right|, T_{r m 2}\right)
\end{array}\right], \tag{6}
\end{align*}
$$

where $f_{\text {down }}$ is the ending frequency of the second transient region. Parameter $n_{\text {down }}$ is the number of sample frequency in the second transient region and parameter $T_{r m 2}$ is obtained as follows:

$$
\begin{align*}
& T_{\text {rm } 2}=T_{\text {pass }}+\left(T_{\text {pacas }}-T_{\text {rstop }}\right) \times \\
& \left(f_{\text {down }}-f\right) / f_{\text {down }}-f_{\text {passend }} \tag{7}
\end{align*}
$$

And finally for $f_{\text {down }}<f<f_{\text {end }}$ :

$$
\begin{align*}
& F_{\text {end }}=\left(r_{\text {end }} / n_{\text {end }}\right) \times \\
& \sum_{n=1}^{n_{\text {end }}}\left[\begin{array}{l}
\left|S_{21}(n)\right|- \\
\min \left(\left|S_{21}(n)\right|, T_{\text {rstop }}\right)
\end{array}\right], \tag{8}
\end{align*}
$$

where $f_{\text {end }}$ is the ending frequency of the channel. Parameter $n_{\text {end }}$ is the number of sample frequency in this region.

## III. SIMULATION RESULTS

In this section, two examples are provided to verify the proposed method. At first, we designed a band-pass FSS. It is desired that the designed FSS has a high transmission coefficient and low reflection coefficient around at 1.2 THz . Important parameters of the band-pass FSS and fitness function associated with transmission coefficient $\left(\mathrm{S}_{21}\right)$, are shown in Table 1. Optimization process has been done for normal incidence and both TE and TM polarizations. Schematic of the designed FSS has been shown in Fig. 4. The population size and number of generations of the optimization process have been considered 50 and 6, respectively, which are appropriate to reach good results. There is a tradeoff between the accuracy and the optimization time. Accordingly, the population size and the generation numbers values are selected based on the optimization time and the accuracy of the results. The number of frequency samples are considered 1000 in the whole band. For simplifying, these frequency samples are considered with equal distances. Parameters $r_{\text {beg }}, r_{\text {mid }}$, and $r_{\text {end }}$ are valued relative to each other. It means, they represent the importance of different regions in the fitness function, accordingly the final results don't merely depend on their exact values. Almost, the value of parameter $r_{\text {mid }}$ is assigned greater than the others. The optimization time takes about 8 hours by a computer with 8 core CPU and 16 GHz of RAM. The transmission coefficient of TE and TM mode of the designed FSS as a function of frequency is shown in Fig. 5.

As shown in Fig. 5, the 3-dB bandwidth of the designed FSS is from 0.72 THz to 1.7 THz which has a good agreement with input parameters
$f_{\text {passbeg }}$ and $f_{\text {passend }}$.

Table 1: Unit cell, substrate, frequency band, and fitness function parameters for band-pass FSS design

| Unit Cell Parameters |  |
| :---: | :---: |
| $w_{\text {elh }}(\mu \mathrm{m})$ | 102 |
| $r_{\text {metal }}$ | 0.95 |
| Substrate Parameters |  |
| $\varepsilon_{r}(\mathrm{~F} / \mathrm{m})$ | 2.89 |
| $\tan (\delta)$ | 0.002 |
| $\mathrm{T}(\mu \mathrm{m})$ (thickness) | 12 |
| Frequency Band Parameters |  |
| $f_{\text {beg }}$ (THz) | 0.2 |
| $f_{\text {end }}(\mathrm{THz})$ | 2.3 |
| $f_{\text {passbeg }}(\mathrm{THz})$ | 0.7 |
| $f_{\text {passend }}$ (THz) | 1.8 |
| Coefficients of Fitness Function |  |
| $r_{\text {beg }}$ | 20 |
| $r_{\text {mid }}$ | 40 |
| $r_{\text {end }}$ | 20 |



Fig. 4. Designed band-pass FSS with the proposed method around at 1.2 THz .


Fig. 5. Reflection and transmission of the designed band-pass FSS obtained by CST software for TE and TM waves.

The deviation of resonance frequency is less than $3 \%$ for TE polarization and less than $2 \%$ for TM case. The most important feature of the proposed structure is nearly same reflectiontransmission behavior under different incident angles. Due to the $1 / 8$ symmetry of the structure, which is applied to reduce optimization parameters and decrease the optimization time, FSS has less sensitivity to the incident angle. In order to investigate this fact, we considered the optimized configuration and calculated reflection and transmission coefficients for $\theta=30^{\circ}$. Figure 6 shows that a $30^{\circ}$ inclination of incident wave has a little effect on reflection-transmission characteristics.

As a second example, we designed an FSS configuration to behave as a band-stop filter around at 9.2 GHz . Therefore, the fitness function has been changed to realize this configuration. Table 2 shows important data associated to FSS and its fitness function. Figure 7 shows the optimized structure. The population size and number of generations in the optimization process have been considered 54 and 6 , respectively. These values are selected by testing the algorithm several times to get better results. Other parameters have been considered similar to the previous example. Reflection and transmission of the designed FSS is shown in Fig. 8. As shown in Fig. 8, a band-stop FSS around at
9.2 GHz is realized. There is more than 20 dB difference between amounts of $S_{11}$ and $S_{21}$ coefficients. Furthermore, this structure has low sensitivity with respect to the impinging wave polarization, especially near the central frequency.


Fig. 6. Reflection and transmission of band-pass FSS for two different incident angles obtained by CST software.

Table 2: Unit cell, substrate, frequency band, and fitness function parameters for band-stop FSS design

| Unit Cell Parameters |  |
| :---: | :---: |
| $w_{\text {elh }}(\mathrm{mm})$ | 15 |
| $r_{\text {metal }}$ | 0.95 |
| Substrate Parameters |  |
| $\varepsilon_{r}(\mathrm{~F} / \mathrm{m})$ | 2.89 |
| $\tan (\delta)$ | 0.02 |
| $\mathrm{~T}(\mu \mathrm{~m})($ thickness $)$ | 12 |
| Frequency Band Parameters |  |
| $f_{\text {beg }}(\mathrm{GHz})$ | 7.5 |
| $f_{\text {end }}(\mathrm{GHz})$ | 11.4 |
| $f_{\text {passbeg }}(\mathrm{GHz})$ | 8.6 |
| $f_{\text {passend }}(\mathrm{GHz})$ | 9.8 |
| Coefficients of Fitness Function |  |
| $r_{\text {beg }}$ | 5 |
| $r_{\text {mid }}$ | 10 |
| $r_{\text {end }}$ | 5 |



Fig. 7. A part of periodic array designed with the proposed method to have band-stop behavior around at 9.2 GHz .


Fig. 8. Reflection and transmission of the resulted band-stop FSS for TE and TM waves obtained by CST software.

Figure 9 and Fig. 10 show the output results of genetic and pattern search algorithm for this example.

In the previous works, the binary parameters were used to describe the shape of the unit cell [1618]. For example, in the case of the genetic algorithm, all the parameters which require optimization, namely, the kind and the thickness of each dielectric layer, the periodicity of the surface and the shape of the unit cell element are encoded into a binary-encoded chromosome. Disadvantage of the proposed design procedures is high sensitivity of structures to fabrication tolerance.

The advantage of the designed structure in this present is low sensitivity of the designed FSS with respect to the manufacturing tolerance. The use of spline concept in the design procedure is the main reason of this fact. Splice concept cause to generate unit cell with continuous borders and prevents to generate complex unit cell shape. In order to show this advantage, a FSS with $+5 \%$ variation at the input variables of the optimization algorithm is generated, simulated and compared with original case. Figure 11 shows the result of new structure with 5\% tolerance in its shape. As shown in Fig. 11, there is no sensible difference between modified structure and original one. This is an acceptable criterion for designing a FSS.


Fig. 9. Fitness value and current best individual in the genetic algorithm.


Fig. 10. Results of pattern search method.


Fig. 11. Comparison between designed FSS and modified case.

## IV. CONCLUSION

A novel method for the optimization of FSS with simple configuration is proposed. The main idea is formation the boundaries of each element symmetrically with 8 splines and then finding the parameters of the main spline through an optimization process to have a desired reflection or transmission characteristics. For the accurate analysis of periodic structure, we used CST software to simulate FSSs during the optimization process. The optimization process is a hybrid procedure including genetic algorithm and pattern search method. A VBA code is developed to link CST software and optimization code. The process resulted in structures with low sensitivity to the polarization and incident angle.
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#### Abstract

In this study, the rotor structure of the double rotor - single stator axial flux permanent magnet synchronous motor (AFPM) is optimized for minimizing the cogging torque without significantly changing the average torque of the motor. Three-dimensional (3-D) finite element analysis (FEA) is used for this optimization. Obtained results are compared with a base line reference axial flux synchronous motor.


Index Terms - AFPM motor, FEA, structural analysis, surface permanent magnet motor.

## I. INTRODUCTION

After utilization of high energy density magnets, the AFPMs have been widely used in different industrial applications due to their advantages such as their high efficiency, simple structure, high power and torque densities, and low rotor losses [1]-[4]. AFPM machines can be singleor double-sided, with or without armature slots/core, have internal/external PM rotors, contain a surface-mounted or interior PM, and are singleor multi-stage [5].

AFPM machines have an inherent 3D electromagnetic structure. Indeed, most of authors use 3D finite element analysis (3D FEA) for its study [6-8].

Most of these applications require torque ripple minimization for ensuring the smooth operation of the motors [9]. While torque ripples can be filtered by the system inertia at high speed operations, torque ripples can cause undesired speed variations, vibrations, and acoustic noise at low speed operations [10]. One of the two fundamental reasons of the torque ripples is the harmonic distortions in the voltage and current waveforms
and the latter is the cogging torque generated due to the magnetic interactions between the rotor magnets and the stator teeth [11]-[12].

The cogging torque of these motors is known to influence significantly the behavior of this type of machine. In general, techniques of minimizing cogging torque to improve torque quality can be classified into two major categories. The first one includes the technique for modifying motor design so that the pulsating torque component is minimized. Cogging torque can also be significantly reduced by optimal selection of slot and pole combinations [13] and stator tooth width and rotor magnet spacing [13], [14], [15]-[18]. Less common yet ingenious measures, such as stator teeth pairing [18], stator slot pairing [19], teeth notching [13], [17], [20], [21], magnet pairing [13], magnet segmentation [22], and magnet shifting [13], [23], have also been proposed [24].

The second way is based upon control schemes for modifying the stator excitation waveform to obtain smooth torque. There are various techniques for reducing the cogging torque in permanent magnet (PM) machines such as shoe of stator teeth, fractional pitch, change of PM magnetization shape and skewing. Previous research work has been made in order to reduce the cogging torque in PM synchronous machine and it was demonstrated that it is greatly affected by the configuration of the stator, and magnetization distribution. Cogging torque can be calculated accurately using the FEM [25], [26], [27].

In this study, to determine the rotor structure that minimizes the cogging torque in double rotor single stator AFPM, the cogging torque variations are observed by relatively rotating one rotor with respect to the other rotor at various values of the
magnet pole-arc and for different magnet structures. Furthermore, the effects of the applied techniques on the average torque are investigated. The 3-D finite element analysis method is used for this purpose. 3D FEA analysis was performed with Maxwell 3D. Obtained results are compared with a base line reference axial flux synchronous motor and experimental data.

## II. COGGING TORQUE IN AXIAL GAP PM MOTORS

Cogging torque of a full-pole stepping becomes equal to zero when the thread centre and interpolar axes are in the same line, and/or centre of the grooves and interpolar axes are in the same line. However, magnet always tends to be located around the location, where maximum energy is stored. This position comes to a stable balance position when leakage flux path between poles is minimum, and corresponds to unstable balance position when leakage flux paths contain groove apertures. Positive and negative end points of knocking torque in the form of waves, approximately correspond to the position, in which interpolar axes and edges of the grooves are in the same line [17].

In axial flux synchronous motors, rotor discs are made of massive iron. On the surface of the rotor, magnets are glued with a special adhesive material or they are bolted as demonstrated in Fig. 1.


Fig. 1. Rotor with surface mounted magnet and stator.

The stator of the machine is formed by spirally winded laminated iron plaques. Different rotor and stator structures are presented in Fig. 2. Due to the ease of manufacturing and low cost and to provide the highest level of cogging torque minimization,
the stator sluts in our study is designed to be totally open and they are winded in laminated structure. The rotor and stator structures are represented in more details for the configurations given in Fig. 2.


Fig. 2. Axial flux motors in various structures.
In permanent magnet motors, the cogging torque is generated due to the interactions between the magnets mounted within the rotor or rotor surface and the stator slots. Cogging torque has a negative effect on the average output torque and it is generated due to the movement of the rotor magnets because of the change in magnetic field [28].

If the amount of energy stored in the airgap is known, the cogging torque can be computed easily. If the electromagnetic system includes only the linear soft magnetic materials and linear permanent magnets, the system energy is simply the energy obtained from the magnets.

$$
\begin{equation*}
T_{\operatorname{cog}}(\theta)=-\frac{d W}{d \theta}, \tag{1}
\end{equation*}
$$

here, $\theta$ is the mechanical rotor angle.
In Fig. 3, the curve that connects the permanent magnet motor's operating point and the origin is known as the load curve. Load curve is defined by the airgap reluctance. In SM machines with salient or slotted stator structures, the operating point of the magnet changes as the rotor rotates. For each rotor position, the operating point of the permanent magnet is defined and the total energy stored in the system is obtained. Thereby, the cogging torque is computed, too.


Fig. 3. B-H diagram and the energy density curve [29].

In this study, the cogging torque analysis is performed through the finite element method at the electromagnetic design process. The important advantage of the finite element analysis method is that its ability to calculate the torque ripples and cogging torque as the rotor position changes. In Fig. 4 , one example of the mesh structures obtained with the 3-D FEA model is presented that is obtained by rotating one rotor relative to the other one. These analyses are completed with a computer with 3.16 GHz Intel Core 2 Quad processor and 3.49 GB of RAM. The number of total elements is 234745 and the total CPU processing time is 22 minutes.

In Fig. 5, the flux density of the AFPM motor's stator and no-load rotor is shown.


Fig. 4. AFPM motor's: (a) FEA model, (b) 3-D element structure, and (c) magnet element structure.


Fig. 5. Stator and no-load condition rotor flux density variations of the AFPM motor.

## III. PROPOSED TORUS NN-TYPE AXIAL FLUX PERMANENT MAGNET SYNCHRONOUS MOTOR STRUCTURE

In the analyses of this study, the permanent magnet motor of which the details are given in reference [30], is used as a base line. The reference motor is an axial flux motor with 24 slots, 8 poles, it has 2 rotors and 1 stator, its stator is siliceous laminated, and its rotor is a disc with surface mounted fan type magnets with $140^{\circ}$ degrees of magnet pole-arc. No cogging torque reduction techniques are applied for this motor design. However for this study, differently from reference [30], an open stator slot structure is proposed. When the slot openings increased, the cogging torque increases about 2.5 times as compared to the previous structure as shown in Fig. 6. The reference motor parameters used in this study are given in Table 1.


Fig. 6. Cogging moment variations with respect to the slot openness.

Table 1: AFPM reference motor parameters

| Parameter | Value |
| :---: | :---: |
| Stator outer radius | 89 mm |
| Stator inner radius | 50 mm |
| Magnet thickness | 7.2 mm |
| Stator axial length | 22 mm |
| Slot/pole/phase | 1 |
| Airgap | 0.8 mm |
| Phase number | 3 |
| Slot number | 24 |
| Slot pitch | 7 mm |

## IV. COGGING TORQUE REDUCTION TECHNIQUES FOR AXIAL FLUX <br> PERMANENT MAGNET MOTORS AND 3-D FINITE ELEMENT ANALYSIS STUDIES

In this study, first, the various values of the magnet pole-arc is investigated for the fan type magnets. Then, according to the best results among these magnet pole-arc ( $126^{\circ}$ degrees), triangle and oval shifting techniques are applied while keeping the magnet surface the same.

Similar to the fan type magnets, the different values of the magnet pole-arc are studied for triangle and oval type magnets.

## A. Varying the magnet pole-are

One of the most common methods in cogging torque reduction of AFPM motors is changing the magnet pole-arc to an appropriate value. As known, cogging torque occurs due to the interactions between the magnet pole edges and the stator slots. Therefore, both the cogging torque waveform and its magnitude depend on the magnet pole-arc. Magnet leakage flux can be reduced by reducing the magnet pole-arc angle. However, reducing magnet flux reduces the average torque as well. Therefore, and appropriate magnet pole-arc angle should not cause a significant reduction in average torque while reducing the cogging torque.

In this study first of all, models are built in order to determine the most suitable structure of the conventional fan type magnets for reducing the cogging torque. Based on the obtained results, as can be seen in Table 2, $92.51 \%$ reduction is achieved in the fan type magnet structure with $126^{\circ}$ degrees magnet pole-arc as compared to the $140^{\circ}$ degrees magnet pole-arc. At this angle value, the
cogging torque is measured as 1.426 Nm in the fan type magnet motor. In Fig. 7, the cogging torque magnitudes are graphically presented for the fan type magnet structures.

Table 2: Comparison of cogging torque values of fan type magnet structures with the reference motor

| Magnet <br> Pole-arc <br> (deg) | Peak Cogging <br> Torque <br> $[\mathrm{Nm}]$ | Comparisons with <br> the Reference <br> Motor |
| :---: | :---: | :---: |
| 100 | 24.802 | $27.06 \%$ rise |
| 120 | 12.62 | $35.34 \%$ decrease |
| 122 | 8,18 | $58,88 \%$ decrease |
| 125 | 2,976 | $84,75 \%$ decrease |
| 125.5 | 2,28 | $88,31 \%$ decrease |
| 126 | 1,462 | $92,51 \%$ decrease |
| 126.5 | 2,26 | $88,4 \%$ decrease |
| 128 | 5.28 | $73.94 \%$ decrease |
| 130 | 9.044 | $53.66 \%$ decrease |
| 140 | 19.518 | Reference motor |



Fig. 7. Cogging torque peak values for the fan type magnet structures.

After obtaining the optimum structure for the fan type magnets, triangle and oval shaped magnet models are also studied while keeping the same magnet surface area.

All the triangle and oval skewed structures have the same magnet surface area with the fan type magnet structure with $126^{\circ}$ degrees of magnet polearc. In other words, the magnet pole-arc angles are all defined for the same magnet surface areas for the triangle and oval skewed structures such that, $\mathrm{A}_{126 \text { fan }}=\mathrm{A}_{\text {triangle skew }}=\mathrm{A}_{\text {oval_skew }}$.

The example drawings are illustrated in Fig. 8
that are used for determining the triangle and oval skew angles.


Fig. 8. Definition of the skew angle: (a) oval skew, and (b) triangle skew.

The cogging torque values obtained for these structures are given in Tables 3 and 4. According to the obtained results, the triangle type magnet model with $162^{\circ}$ degrees magnet pole-arc has the maximum cogging torque reduction of $85.3 \%$ among the other triangle type models. At this magnet pole-arc angle of the triangle skewed type magnet motor, the cogging toque is obtained as 2.868 Nm . In Fig. 9, the cogging torque peak values are graphically represented for the triangle skew magnet structures.

Table 3: Comparison of cogging torque values of the triangle skew magnet structures with the reference motor

| Magnet <br> Pole-arc <br> $(\mathrm{deg})$ | Peak Cogging <br> Torque <br> $[\mathrm{Nm}]$ | Comparisons with <br> the Reference <br> Motor |
| :---: | :---: | :---: |
| 152 | 3.622 | $81.44 \%$ decrease |
| 156 | 3.056 | $84.34 \%$ decrease |
| 160 | 2.934 | $84.96 \%$ decrease |
| 162 | 2.868 | $85.3 \%$ decrease |
| 164 | 3.104 | $84.09 \%$ decrease |
| 168 | 3.32 | $82.99 \%$ decrease |
| 170 | 3.514 | $81.99 \%$ decrease |
| 172 | 3.964 | $79.69 \%$ decrease |
| 176 | 4.576 | $76.55 \%$ decrease |
| 180 | 5.206 | $73.32 \%$ decrease |

Table 4: Comparison of cogging torque values of the oval type magnet structure with the reference motor

| Magnet <br> Pole-arc <br> $(\mathrm{deg})$ | Peak Cogging <br> Torque <br> $[\mathrm{Nm}]$ | Comparisons with <br> the Reference <br> Motor |
| :---: | :---: | :---: |
| 130 | 8.538 | $81.44 \%$ decrease |
| 135 | 3.1 | $84.34 \%$ decrease |
| 137 | 2.044 | $84.96 \%$ decrease |
| 138 | 2.736 | $85.3 \%$ decrease |
| 139 | 2.738 | $84.09 \%$ decrease |
| 141 | 3.926 | $82.99 \%$ decrease |
| 154 | 7.628 | $81.99 \%$ decrease |
| 140 | 19.518 | Reference motor |



Fig. 9. Cogging torque peak values for the triangle skew magnet structures.

In Fig. 10, cogging torque peak values are graphically represented for the oval skew magnet structures.


Fig. 10. Cogging torque peak values for the oval skew magnet structures.

According to the obtained results, the oval type magnet model with $137^{\circ}$ degrees magnet pole-arc has the maximum cogging torque reduction of $89.527 \%$ among the other oval type models. At this magnet pole-arc angle of the oval skewed type magnet motor, the cogging toque is obtained as 2.044 Nm.

According to the analyses performed so far, the rotor with fan type magnets with $126^{\circ}$ degrees of magnet pole-arc, the rotor with triangle skew type magnets with $162^{\circ}$ degrees of magnet pole-arc, and the rotor with oval type skew magnets with $137^{\circ}$ degrees of magnet pole-arc have resulted in the optimal designs among their categories. For all three types of magnet structures, the fan type magnet structure with $126^{\circ}$ degrees of magnet polearc achieved the minimal cogging torque value.

## B. Rotating one rotor relatively to the other one

In AFPM motors with two airgaps, the total cogging torque equals to the vector sum of the cogging torque at each airgaps. Therefore, if one of the rotors is rotated relatively to the other one, the vector summation of the cogging torques, hence the total cogging torque can be reduced. With this respect, this technique is applied on the fan, triangle skewed, and the oval skewed magnet structures and the graphs shown in Figs. 11 to 13 are obtained. According to these results, the triangle skew magnet structure with $156^{\circ}$ degrees of magnet polearc angle achieves the best results in terms of
cogging torque reduction when one of the rotors is rotated with $4^{\circ}$ degrees with respect to the other rotor. In this case, the peak value of the cogging torque is reduced to 0.475 Nm . When compared to the reference motor, this means $97.56 \%$ reduction in cogging torque.


Fig. 11. Rotor rotation technique results for the fan type magnet structures.


Fig. 12. Rotor rotation technique results for the triangle skewed type magnet structures.


Fig. 13. Rotor rotation technique results for the oval skewed type magnet structures.

According to the analyses performed with the rotor rotation technique, when one rotor is rotated $2^{\circ}$ degrees with respect to the other one, 0.663 Nm value is obtained for the fan type magnet structure with $126^{\circ}$ degrees of magnet pole-arc angle. Similarly, when one rotor is rotated $4^{\circ}$ degrees with respect to the other one, 0.475 Nm value is obtained for the triangle skewed type magnet structure with $156^{\circ}$ degrees of magnet pole-arc angle. Consequently, when one rotor is rotated $4^{\circ}$ degrees with respect to the other one, 0.72 Nm value is obtained for the oval skewed type magnet structure with $137^{\circ}$ degrees of magnet pole-arc angle. The techniques that achieved best results for different motor structures are altogether presented in Table 5.

Table 5: Best results achieved with the applied techniques

| Applied <br> Technique | $\mathrm{T}_{\text {cog }}$ Peak <br> Value <br> $[\mathrm{Nm}]$ | Comparisons <br> with the <br> Reference |
| :---: | :---: | :---: |
| Fan type magnet <br> structure with $126^{\circ}$ <br> degrees of magnet <br> pole-arc angle | 1.462 | $92.51 \%$ <br> reduction |
| Triangle type <br> skewed magnet <br> structure with 162 <br> degrees of magnet <br> pole-arc angle | 2.868 | $85.3 \%$ <br> reduction |
| Oval type skewed <br> magnet structure <br> with 137 degrees of <br> magnet pole-arc <br> angle | 2.044 | $89.527 \%$ <br> reduction |
| When one rotor is 4 <br> degrees with respect <br> to the other one, the <br> triangle skewed type <br> magnet structure | 0.475 | $97.56 \%$ <br> reduction |
| with 156 degrees of <br> magnet pole-arc <br> angle |  |  |
| Fan type magnet <br> structure with $140^{\circ}$ <br> degrees of magnet <br> pole-arc angle | 19.518 | Reference <br> structure |

## V. EXPERIMENTAL RESULT

Magnet structures, from which the best results are obtained in terms of cogging torque as a result of the analyses performed, are shown in Table 6.

Table 6: Rotor structure, cogging torques of which will be analysed in laboratory

| Magnet <br> Structure | Magnet <br> Type | Description |
| :---: | :---: | :---: |
| Fan type $140^{\circ}$ <br> degrees | NdFeB | Reference <br> structure |
| Fan type $126^{\circ}$ <br> degrees | NdFeB | Fan structure <br> with the lowest <br> $T_{\text {cog }}$ value |
| Triangular type <br> $156^{\circ}$ degrees | NdFeb | Triangular <br> structure with the <br> lowest $\mathrm{T}_{\text {cog }}$ value |

Drawings of magnet types, FEA analysis of which have been performed, and optimum rotor structures of which are determined in Table 6, and magnet drawings used in production process are shown in Figs. 14, 15 and 16. Rotor disk of EASM motor, a prototype of which has been manufactured, can be made of standard steel and they can be produced as one-piece rotor discs, which will be used in this study, are designed specially for reducing cogging torque. The feature of these discs is that one can be turned in desired angles according to the other. In this way, knocking value of rotors, which are in different positions according to each other, will be analysed easily. In Fig. 17, drawings of rotor structure are given; in Fig. 18, pictures of special design rotor disc of motor and structure of turning gear operation are shown. In Fig. 19, phases of stator production are shown.


Fig. 14. Fan type $140^{\circ}$ degree magnet.


Fig. 15. Fan type $126^{\circ}$ degree magnet.


Fig. 16. Triangular skew $156^{\circ}$ degree magnet.


Fig. 17. (a) Moving disc, and (b) rotor drawings of EASM motor.


Fig. 18. (a) Rotation of rotor for EASM motors, and (b) specially designed rotor disc.


Fig. 19. Production phases of EASM disc motor stator.

Test system, which is designed for measuring the cogging torque after production process is completed, is shown in Fig. 20. In the measuring system, there are excitation oriented step motor and its driver and a torque sensor in order to retrieve data related to torque values. Motor was rotated at a low speed ( 1 rpm ) in order to obtain more accurate results in knocking torque measurement.


Fig. 20. Test system of EASM motor.
Experimental studies were conducted for axial flux machines with fan and triangular skew type rotor, and results of comparing each rotor structure with 3D FEA analysis were obtained as shown in Figs. 21 and 22. As shown in the results, FEA analyses of cogging torque and experimental results are compatible with each other.


Fig. 21. A graphical comparison of FEA simulation of triangular skew ( $156^{\circ}$ degree with magnet stepping) structure and cogging torque of experimental study.


Fig. 22. A graphical comparison of FEA simulation of fan type ( $126^{\circ}$ degree with magnet stepping) structure and cogging torque of experimental study.

## VI. RESULTS OF THE TORQUE ANALYSIS

In this section, the techniques achieved the better results for cogging torque reduction for the fan, triangle skewed, and oval skewed magnet structures are compared in terms of average torque analyses and the torque ripples. It is observed from the obtained results that that the methods proposed
for the cogging torque reduction did not cause any significant reduction in the average torque (Fig. 23).

Furthermore, it is seen that the proposed structures and dimensions for the fan, triangle skewed and oval skewed magnets that achieved the best results in cogging torque reductions also significantly reduced the torque ripples as compared to the reference motor, according to Fig. 24. Since the reference motor is designed to have the maximum cogging torque, its torque ripples are also the maximum.

Among the fan type magnet structures, at $126^{\circ}$ degrees of magnet pole-arc angle, the lowest cogging torque value and the smallest torque ripples are obtained. Similarly, among the triangle skewed type structures, at $156^{\circ}$ degrees of magnet pole-arc angle, lowest cogging torque and lowest torque ripples are obtained when the rotor rotation technique is applied.

Thus, when the rotor rotations are applied too, the triangle skewed type magnet structure with $156^{\circ}$ degrees of magnet pole-arc angle becomes the most optimal structure in terms of both the average torque and the torque ripples.

In this article, cogging torque reduction methodologies are discusses for the AFPM motors and a double rotor - single stator AFPM with open slot structure is designed in order to have a reference motor with the maximum cogging torque. Then, several techniques are applied to the motor to reduce the cogging torque and the motor is analyzed with the 3-D finite element analysis method in order to test the effectiveness of the proposed methods.


Fig. 23. Average torque comparisons.


Fig. 24. Torque ripple comparisons.

The magnet skew method applied on the rotor site is a very functional method due to the manufacturing advantages introduced for the disc motors. Therefore, rotor side configuration adjustments are discussed in the proceeding sections of the article. Varying the magnet polearc angle on the rotor side and rotating one rotor relatively to the other rotor techniques are used.

According to the first studies performed to reduce the cogging torque, the maximum cogging torque reduction is observed at the fan type magnet structure with $126^{\circ}$ degrees of magnet pole-arc angle as compared to the reference motor with $140^{\circ}$ degrees of magnet pole-arc angle. At this angle value, the cogging torque is obtained as 1.462 Nm .

Once the optimal structure is obtained for the fan type magnet structure, magnet models with triangle skewed and oval skewed structures with the same surface area are studied. Accordingly, the motor with the triangle skewed magnet structure with $162^{\circ}$ degrees of magnet pole-arc angle resulted in $58.3 \%$ maximum reduction as compared to the reference motor and the cogging torque value is obtained as 2.868 Nm . Similarly, the motor with the oval skewed magnet structure with $137^{\circ}$ degrees of magnet pole-arc angle resulted in $89.527 \%$ maximum reduction as compared to the reference motor and the cogging torque value is obtained as 2.044 Nm .

The other technique used for the cogging toque reduction is that rotating one rotor relatively to the other one. According to the obtained results, the best cogging torque
reduction is achieved when one rotor is $4^{\circ}$ degrees rotated with respect to the other rotor in the triangle skewed structure with $156^{\circ}$ degrees of magnet pole-arc angle. The peak value of the cogging torque is reduced to 0.475 Nm in this structure. Thus, $97.56 \%$ reduction is accomplished as compared to the reference motor.

In the last section of our study, the cogging torque reduction techniques applied on the rotor side are compared in terms of their effects on the average torque and the torque ripples. According to the analyses results, it is observed that the techniques that significantly reduce the cogging torque do not considerably reduce the average torque and they quite successfully reduce the torque ripples as compared to the reference motor.

## VII. CONCLUSION

In this study, analyses were performed on different magnet structures of rotor in order to decrease the cogging torque of axial flux permanent magnet synchronous machines and a prototype motor was produced by using magnet models in optimal structures, which were obtained as a result of FEM analyses. Experimental measurements were made by using the apparatus of the performed experiment, and relevant data were authenticated by comparison with simulation results. As a result of the experimental study for AFPM's, it was observed that in fan type structure with $126^{\circ}$ degree magnet stepping, torque ripple decreased by
$74.9 \%$ according to the reference structure, and in triangular skew structure with $156^{\circ}$ degree magnet stepping, torque rippled decreased by according to the reference structure.
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#### Abstract

This letter proposes a new monopole antenna for wireless applications, in particular ultra wideband (UWB) with 3.5/5.5 GHz dual notched bands. The antenna includes square patch, $50 \Omega$ microstrip feed-line, and a partial ground plane using a new structure provides a broad impedance bandwidth. In order to achieve dual notched bands at 3.5 GHz and 5.5 GHz , two radiating strips and a T-shaped slot on the radiating patch are applied, respectively. The antenna is simple in geometry and has a small size of $19 \times 14 \mathrm{~mm}^{2}$. The measured results show a desirable agreement with the simulated results. The antenna approximately produces omnidirectional radiation patterns in H plane, and flat gain over the whole UWB frequency excluding the two notched bands (WiMAX and WLAN bands).


Index Terms - Antennas, notched band, UWB (Ultra Wideband), WiMAX, WLAN.

## I. INTRODUCTION

The advancement in ultra wideband (UWB) communication systems are developing at an unbelievable rate. Ultra wideband wireless systems are renowned and popular due to its advantages including high degree of reliability, robustness against jamming, low power consumption, and high data rate transmissions. Meanwhile, Federal Communications Commission (FCC) have defined UWB systems from the frequency band of 3.1 to
10.6 GHz in 2002 [1]. The design of the set of antennas in a compact dimension while providing wideband properties on all desirable frequency band is one of key issues in UWB communication. Thus, many antennas in different geometries with capabilities of super and ultra wideband have been presented [2-4]. However, there are some of the interference frequency bands into UWB such as the IEEE 802.16 standard for the Worldwide Interoperability for Microwave Access (WiMAX) system at $3.5 \mathrm{GHz}(3.3-3.69 \mathrm{GHz}$ ), and the IEEE 802.11a standard for the Wireless Local Area Network (WLAN) system at $5.5 \mathrm{GHz}(5.15-5.825$ $\mathrm{GHz})$. To address these drawbacks, there needs to be designed a special antenna with property of filtering interference bands. Recently, multiband stopped UWB antennas based on various techniques have been proposed [5-14]. The most common technique for a band-stopping is inserting slots. Diverse slots have been proposed by many researchers, to be inserted in the radiating element, ground plane, feeding line and vicinity of the radiating element [5-8]. The fractal structure is used to obtain both size reduction and frequency band notched characteristic in UWB antennas [12-13]. Because these structures are electronically small resonators with very high Qs, they can be considered as filters providing sharp notches or pass of certain frequency bands. Also, Electromagnetic Band Gap (EBG) structures are used to improve UWB antenna performance, such
as increasing the antenna's gain as well as producing a frequency stop-band characteristic [14]. These aforementioned methods can obtain a good single or dual stop-band property, but some of them are with large size or complicated design procedure which makes them unsuitable for the UWB antenna candidates. In this paper, a new dual stop-band antenna with compact size of $19 \times 14 \mathrm{~mm}^{2}$ is suggested. To obtain two stopped bands, two strip lines as radiating patch and a T-shaped slot which is etched off the radiating patch are used. The antenna was successfully fabricated and measured, and the experimental results depict an acceptable agreement with simulations. Section II describes the antenna design, discussions on results is presented in Section III followed by conclusive comments in Section IV.

## II. ANTENNA DESIGN

The proposed monopole antenna fed by a microstrip line is shown in Fig. 1, which is printed on an FR4 substrate of thickness of 1 mm , and relative permittivity of 4.4. The antenna has a compact size of $19 \times 14 \mathrm{~mm}^{2}$ or approximately $0.27 \lambda \times 0.20 \lambda$ at 4.2 GHz (the first resonant frequency). The antenna is excited using a $50 \Omega$ microstrip line, with width 2.0 mm and length 7.0 mm . The basic antenna structure consists of a square radiating patch, a feed line, and a partial ground plane. By etching two inverted T-shaped slots on the ground plane, another resonant frequency is excited, which results in an extended impedance bandwidth of 13.7 GHz . Furthermore, by deforming square radiating patch to two radiating strip lines, a notched band at 3.5 GHz can be achieved whilst by etching a T-shaped slot off the patch and feed line, another notched band at centre frequency 5.5 GHz is obtained.


Fig. 1. Geometry of the proposed antenna.

## III. ANTENNA PERFORMANCE AND DISCUSSION

In this section, the effects of the different parameters on the antenna performance are investigated. The parameters of the antenna are studied by varying one or two parameters at a time and fixing the others. The simulated results are achieved using the Ansoft simulation software High-Frequency Structure Simulator (HFSSTM) [15] and CST software [16].

As mentioned before, to earn broad impedance bandwidth, the set of slots are utilized on the ground plane. Figure 2 shows reflection coefficient for different structures of antenna indicating tangible resonant frequencies and wide impedance bandwidth. As shown in Fig. 2, by etching two inverted T-shaped slots on the ground plane, the antenna will have a good impedance matching from 3.3 GHz by 13.5 GHz .


Fig. 2. Reflection coefficient characteristics for different structures of antenna indicating impedance bandwidth.

In other words, in Ant. 3, the third resonant frequency is excited by an inverted slot in 14.2 GHz , although impedance bandwidth from 10.8 GHz to 12.6 GHz is ruined, it means that it is more than -10 dB ; therefore, by etching the second inverted T-shaped slot on the ground (Ant. 4), the third resonant frequency is replaced from 14.2 to 12 GHz . Consequently, the antenna will see a wide bandwidth from 3.3 to 13.5 GHz .

To study the effect of various parameters on the ground, Figs. 3 and 4 are presented. Regarding to Fig. 3, it is obvious that dx1 has important effect in producing the third resonant frequency. The best
value dx 1 is 3.0 mm .


Fig. 3. Reflection coefficient characteristics for the antenna with different values dx1.


Fig. 4. Reflection coefficient characteristics for the antenna with different values dx 2 .

As exhibited in Fig. 4, parameters dx2 play an important role in shifting the third resonant frequency. Thus, among values of dx 2 presented in Fig. 4, 3.5 mm is the best. As illustrated in Fig. 5, VSWR characteristics for different radiating patches of antenna including (1) square, (2) ring, (3) two strips, (4) two strips with T-shaped slot are compared to each other. As far as Fig. 5 is concerned, in order to generate single notched band at centre frequency 3.5 GHz , two radiating strips are utilized while by etching a T-shaped slot off the patch and feed line, another notched band at centre frequency 5.5 GHz is achieved. To exhibit being independent and controllable of both notched bands
are applied Figs. 6 to 7. As depicted in Fig. 6, parameter dyl has a markedly influence on frequency shifting for lower band stop. According to it, with increasing length dyl, the center frequency is decreased regularly in a way that by rising 1 mm in its length centre frequency of the notched band is reduced about 0.2 GHz . The best value dyl for covering 3.3 to 3.69 corresponds to 10.0 mm . As mentioned before, in this study to generate the stop-band performance on upper band with center frequency 5.5 GHz , is used an T-shaped slot on the patch. The simulated VSWR curves with different values dy 2 are plotted in Fig. 7. Related to it, when the length dy2 increases gradually, center frequency of the notched band is decreased steadily. Thus, the optimized dy2 is 2.8 mm .


Fig. 5. VSWR characteristics for various structures of antenna indicating notched bands.


Fig. 6. VSWR characteristics for the antenna with different values dy1.


Fig. 7. VSWR characteristics for the antenna with different values dy2.

From these results, it can be found that the notched frequencies are controllable by changing the lengths dy1 and dy2. The proposed antenna with optimal design was fabricated and tested in the Antenna Measurement Laboratory at Iran Telecommunication Research Center. The numerical and experimental results of the input impedance and radiation characteristics are presented and discussed. Figure 8 shows the measured and simulated VSWR characteristics and photo of the fabricated antenna. The fabricated antenna is able to cover the frequency band from 2.6 GHz to more than 14.0 GHz for $\mathrm{VSWR} \leq 2$, except the notched bands around 3.0 GHz to 4.05 GHz and 4.95 GHz to 5.9 GHz . The antenna has been simulated by both HFSS [15] and CST [16].


Fig. 8. Measured and simulated VSWR for the proposed antenna and photograph of the fabricated antenna.

Good agreement between simulated and measured results is observed and negligible difference between them is attributed to factors such as SMA connector effects, fabrication imperfections, and inappropriate quality of the microwave substrate. Figure 9 depicts measured gain of the antenna without and with notched bands. As shown in Fig. 9, two sharp decrease of maximum gain on notched bands at 3.5 GHz and 5.3 GHz are apparent. For other frequencies outside notched bands, the antenna nearly has a flat gain. Figure 10 exhibits the normalized far-field radiation patterns in both H-plane (x-z plane) and E-plane (yz plane) at frequencies 6.5 and 8.5 GHz . It can be observed that the radiation patterns in $\mathrm{x}-\mathrm{z}$ plane are approximately omnidirectional for the two frequencies, while radiation pattern in y-z plane are nearly bidirectional.


Fig. 9. Measured gain of the proposed antenna without and with notched bands.


Fig. 10. Radiation patterns of the antenna at: (a) 6.5, and (b) 8.5 GHz .

## IV. CONCLUSION

In this letter, a new monopole antenna with frequency band-stop operation for wireless, in particular UWB, has been suggested. The fabricated antenna can cover an extended impedance bandwidth of 2.6 GHz to 14.0 GHz with two notched bands around 3.0 GHz to 4.05 GHz and 4.95 GHz to 5.9 GHz . The antenna has a simple configuration with a small size $19 \times 14 \mathrm{~mm}^{2}$ which is easy to fabricate. Generally speaking, novel techniques utilized in geometry and configuration to obtain extended bandwidth, two notched bands, compact size, and inexpensive substrate for fabrication are important factors indicating the antenna could be a good candidate for UWB applications.
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#### Abstract

The curve asymptotic phase basis functions (AP-CRWG) are introduced to reduce the number of unknowns. Moreover, the parallel raypropagation fast multipole algorithm (RPFMA) is used to accelerate the far-interaction calculation. The translation between any two groups in the multilevel fast multipole algorithm (MLFMA) is expensive and the translator is defined on an Ewald sphere with many $\hat{k}$ directions. When two groups are well separated, the translation can be simplified by using RPFMA, where only a few sampling $\hat{k}$ directions are required within a cone zone on the Ewald sphere. As a result, both the memory requirement and the CPU time can be saved significantly. Numerical examples are given to demonstrate that the proposed method is more efficient than both the conventional MLFMA and the RPFMA-MLFMA.


Index Terms - Curve asymptotic phase basis function, electromagnetic scattering, method of moments (MoM), multilevel fast multipole algorithm (MLFMA), parallization, raypropagation fast multipole algorithm (RPFMA).

## I. INTRODUCTION

The method of moments (MoM) [1-4] has been widely applied in a variety of electromagnetic (EM) radiation and scattering problems. The multilevel fast multipole algorithm (MLFMA) which is one of the most efficient approaches to solve large scale scattering problems can reduce both the memory requirement and the computational complexity. However, MLFMA is still expensive in solving the EM scattering problems for very large objects. The translation process is time consuming even though
the interpolation and anterpolation are used. For very large-scale problems, the exact translation is used when two groups are close to each other. When groups are well separated, however, the translation can be simplified using a raypropagation fast multipole algorithm (RPFMA) [5][7], where only a few sampling $\hat{k}$ directions are required within a cone zone on the Ewald sphere. Combining AP-CRWG and RPFMA with MLFMA, the algorithm AP-RPFMA-MLFMA is developed in this paper. It can be seen from the numerical results that the proposed AP-RPFMAMLFMA is more efficient than both the conventional MLFMA and the RPFMA-MLFMA in 3-D electromagnetic scattering and radiation for very large structures.

In this paper, an efficient approach to accelerating the parallel curve asymptotic phase basis function (AP-CRWG) with the RPFMA is proposed for large scale scattering problems. The remainder of this paper was organized as follows. The introduction of the AP-CRWG, the RPFMA and the parallization are given in the Section II. Section III presents the numerical results to demonstrate the accuracy and efficiency of the proposed method. Finally, some conclusions are given in section IV.

## II. THEORY

## A. Curve asymptotic phase basis function

According to the Maxwell's equations, the surface equivalence principle and the constitutive relation, we can get:

$$
\begin{gather*}
\nabla \times \vec{E}=j \omega \mu \vec{H},  \tag{1}\\
\vec{J}=\hat{n} \times \vec{H}, \tag{2}
\end{gather*}
$$

$$
\begin{equation*}
\vec{D}=\varepsilon \vec{E}, \tag{3}
\end{equation*}
$$

where $\vec{E}$ stands for the electric field, $\vec{H}$ is the magnetic field, $\vec{J}$ is the electric current and $\vec{D}$ denotes the electric flux.

Therefore, the relationship between $\vec{J}$ and $\vec{D}$ can be written as:

$$
\begin{equation*}
\vec{J}=\frac{1}{j \omega \mu \varepsilon} \hat{n} \times \nabla \times \vec{D}, \tag{4}
\end{equation*}
$$

where $\mu, \varepsilon$ are permittivity and permeability respectively. The curl of $\vec{D}$ can be written as:

$$
\begin{align*}
\nabla \times \vec{D} & =\left(\nabla_{t}+\hat{n} \frac{\partial}{\partial n}\right) \times\left(\vec{D}_{t}+\hat{n} D_{n}\right) \\
& =\nabla_{t} \times \vec{D}_{t}+\nabla_{t} \times \hat{n} D_{n}+\hat{n} \times \frac{\partial \vec{D}_{t}}{\partial n}, \tag{5}
\end{align*}
$$

where $\hat{n}$ stands for the normal unit vector, $D_{n}$ is the normal component of $\vec{D}, \vec{D}_{t}$ is the tangential component of $\vec{D}$. From (4) and (5), we can get:

$$
\begin{equation*}
\vec{J}=\frac{1}{j \omega \mu \varepsilon}\left(\nabla D_{n}-\frac{\partial D_{t}}{\partial n}\right) . \tag{6}
\end{equation*}
$$

In addition to the boundary conditions and the current continuity:

$$
\begin{gather*}
D_{n}=\rho_{s},  \tag{7}\\
\nabla_{t} \cdot \vec{J}=j \omega \rho_{s} . \tag{8}
\end{gather*}
$$

From (6), (7) and (8), we can get:

$$
\begin{equation*}
\nabla_{t}^{2} \rho_{s}+k^{2} \rho_{s}=\nabla_{t} \cdot \frac{\partial D_{t}}{\partial n} . \tag{9}
\end{equation*}
$$

The solution of (9) can be written as:

$$
\begin{equation*}
\rho_{s}(\vec{r})=\sum_{m=1}^{M} C_{m} e^{-j \vec{k} \cdot \vec{r}}+D(\vec{r}) e^{-j \overrightarrow{k^{2}} i \cdot \vec{r}}, \tag{10}
\end{equation*}
$$

where $\vec{k}^{i}$ is the incident direction of propagation.
From the above analysis, the relationship is formed as:

$$
\begin{equation*}
\vec{J}(\vec{r}) \sim e^{-j \vec{k}^{i} \cdot \vec{r}} . \tag{11}
\end{equation*}
$$

The current on ideal conductive surfaces has the phase characteristic, so the basis function which is used to approximate surface current also has amplitude and phase. Curved triangles are used to subdivide the surface of the target. Surface current can be expressed as follows:

$$
\begin{equation*}
\vec{J}(\vec{r})=\sum_{n=1}^{N} a_{n} \vec{F}_{n}(\vec{r})=\sum_{n=1}^{N} a_{n} \vec{f}_{n}(\vec{r}) e^{-j \vec{k} \cdot} \cdot \vec{\cdot}, \tag{12}
\end{equation*}
$$

where $\vec{f}_{n}(\vec{r})$ is CRWG basis function.

By using this basic function, the number of unknowns can be reduced greatly with encouraging accurate results when compared with the RWG basis functions.

## B. Ray propagation fast multipole algorithm (RPFMA)

The scalar Green's function for 3-D problems can be expanded:

$$
\begin{equation*}
\frac{e^{i k\left|\vec{i}_{i} \vec{r}_{j}\right|}}{\left|\vec{r}_{i}-\vec{r}_{j}\right|}=\frac{i k}{4 \pi} \int d^{2} \hat{k} e^{i \vec{k} \cdot\left(\vec{r}_{m}+\vec{r}_{j j}\right)} \alpha_{m n}\left(\hat{k} \cdot \hat{r}_{m n}\right), \tag{13}
\end{equation*}
$$

where the integral is defined on a unit sphere $S_{E}$, the Ewald sphere, and $\vec{r}_{i}, \vec{r}_{j}$ are the observation point vector and the source point vector respectively, and $\vec{r}_{i m}, \vec{r}_{n j}$ are the spatial vector from the center of the observation group to the observation point and the spatial vector from the center of the source group to the source point respectively, and $\alpha_{m n}$ is called a translator between the two groups which is defined as:

$$
\begin{equation*}
\alpha_{m n}\left(\hat{k} \cdot \hat{r}_{m n}\right)=\sum_{j=0}^{L} i^{j}(2 j+1) h_{j}^{(1)}\left(k r_{m n}\right) P_{j}\left(\hat{k} \cdot \hat{r}_{m n}\right), \tag{14}
\end{equation*}
$$

where L is the truncation number of an infinite series, and related to the group size.

In the conventional MLFMA based on (14), all $\hat{k}$ directions on the Ewald sphere are involved in the translation. Hence, a large number of sampling $\hat{k}$ directions have to be used in the numerical implementation for large-scale problems [8]. As a result, it is very time consuming to perform the exact translation. It should be noted that the truncation of an infinite summation is required for the translator. Such truncation is equivalent to the use of a square window. However, it is equally valid to use another window function which makes a smooth transition from one to zero. (14) can be rewritten as:

$$
\begin{equation*}
\alpha_{m n}\left(\hat{k} \cdot \hat{r}_{m n}\right)=\sum_{j=0}^{L} j^{j}(2 j+1) h_{j}^{(1)}\left(k r_{m n}\right) P_{j}\left(\hat{k} \cdot \hat{r}_{m n}\right) w_{j}, \tag{15}
\end{equation*}
$$

where $\quad w_{l}=\left\{\begin{array}{cl}1 & l \leq J \\ \frac{1}{2}\left[1+\cos \left(\frac{l-J}{L-J} \pi\right)\right] & l>J\end{array}\right.$ is the window function. The advantage of such window function in (15) is to make the main beam of the translator pattern sharper and sidelobes lower. This
is the main idea of RPFMA. Physically speaking, as shown in Fig. 1, the effective beamwidth forms a cone region around the ray direction $\hat{r}_{m n}$ on the Ewald sphere, whose solid angle is $\hat{\theta}_{e}$. Hence, only the $\hat{k}$ directions within the cone region have strong contribution to the translator, and all the $\hat{k}$ directions outside the region will be discarded. In this case, only a small number of $\hat{k}$ directions on the Ewald sphere are used, which makes RPFMA much more efficient.


Fig. 1. Ewald sphere.

## C. Parallization

Although the MLFMA reduces the complexity of MoM from $O\left(N^{2}\right)$ to $O(N \log N)$, allowing for the solution of large problems with limited computational resources. However, accurate solutions of large problems require discretization's with millions of unknowns, which cannot be solved with sequential implementations of MLFMA running on a single processor easily. To solve such large problems, it is helpful to increase computational resource by assembling parallel computing platforms and, at the same time, by paralleling MLFMA [9-13]. There are many studies that have been done to improve the efficiency of the parallel MLFMA [14-15] Thanks to these studies, problems with millions of unknowns have been solved on relatively inexpensive platforms.

Series of implementation techniques have been developed for efficiently parallelizing the MLFMA. These techniques are different, but the most important thing in those techniques in parallelizing MLFMA is load-balancing and minimizes the communications between the processors. This is achieved by using different partitioning strategies for the lower and higher levels of the tree structure.

In the lower levels of the tree structure, there are many clusters with small number of samples for the radiated and incoming fields. The number of cubes is much larger than the number of processors. Therefore, it is natural to distribute the cubes equally among processors. However, it is difficult to achieve good load-balancing in higher levels with this parallel approach, since the number of cubes in the coarse levels is small and the electric size of the cube is large, the far-field patterns is large. Therefore, in the coarse level, we adopt another parallel approach in the coarse levels; we partition the far-field patterns equally among all processors and send the needed messages to each processor. Using this approach for the parallel MLFMA in the far-field, good load balancing can be achieved.

## III. NUMERICAL RESULTS

In this section, three examples are presented to demonstrate the benefits of the proposed method. In our experiments, the restarted version of GMRES [16] algorithm is used to solve the linear systems. All cases are tested on HP server with Intel Xeon CPU X5550 ( 2.67 GHz ). The operating system is Red Hat Enterprise Linux Server release 5.3. The environment of compiling is Intel Visual Fortran 9. Additional details and comments on the implementation are given as follows:

- The terminating tolerances of the RPFMA are set as 0.001 .
- The resulting linear systems are solved iteratively by the GMRES (30) solver with a relative residual of $10^{-3}$.
- Zero vector is taken as initial approximate solution for all examples.
- The maximum number of iterations is limited to be 5000 .
- The second and third examples are performed on 10 -node cluster connected with an Infiniband network. Each node includes 8 cores and 48 GB of RAM. One node is used in the first examples with 8 cores.
- The mesh size for both the conventional MLFMA and the RPFMA-MLFMA is $0.15 \lambda$, while the mesh size for the proposed AP-RPFMA-MLFMA is $1.0 \lambda$.
We first consider the scattering from a strip of $9 m \times 3 m$ at the frequency of 3 GHz . When the incident plane wave is fixed at $\theta_{\text {inc }}=60^{\circ} \quad \phi_{\text {inc }}=0^{\circ}$,
the bistatic RCS results for VV polarization computed by the conventional MLFMA, AP-RPFMA-MLFMA are shown in Fig. 2. Four-level algorithms have been used in the AP-RPFMAMLFMA algorithm while seven-level algorithms have been used in the conventional MLFMA. Figure 2 illustrates the validation of numerical results from the AP-RPFMA-MLFMA against the conventional MLFMA. The comparison of the translator numbers between the MLFMA and the RPFMA is listed in Table 1. The comparisons of the number of unknowns, the iteration number, the translator pattern memory and the total time of the conventional MLFMA, RPFMA-MLFMA and the AP-RPFMA-MLFMA are shown in Table 2.


Fig. 2. Bistatic RCS of a strip of $90 \lambda \times 30 \lambda$ (V-V polarization).

Table 1: Comparison of the translator numbers between the MLFMA and the RPFMA for the strip

| Nlevel | $\hat{\theta}_{e}$ | Number of <br> Translator <br> for MLFMA | Number of <br> Translator <br> for RPFMA |
| :---: | :---: | :---: | :---: |
| 1 | $1.0 \pi$ | 2738 | 2738 |
| 2 | $0.6 \pi$ | 9522 | 6881 |
| 3 | $0.3 \pi$ | 34848 | 10296 |
| 4 | $0.2 \pi$ | 130050 | 50090 |

Next, we consider the scattering from a PEC sphere with the radius of 80 m at the frequency of 0.6 GHz . The incident plane wave is fixed at $\theta_{\text {inc }}=0^{\circ} \quad \phi_{\text {inc }}=0^{\circ}$, the scattering angle is fixed at $\theta_{s}=0^{\circ} \sim 180^{\circ} \quad \phi_{s}=0^{\circ}$. As shown in Fig. 3, there is a good agreement between the AP-RPFMA-

MLFMA and the conventional MLFMA. Six-level algorithms have been used in the AP-RPFMAMLFMA while nine-level algorithms have been used in the conventional MLFMA. The comparison of the translator numbers between the MLFMA and the RPFMA is listed in Table 3. The comparisons of the number of unknowns, the iteration number, the translator pattern memory and the total time of the conventional MLFMA, RPFMA-MLFMA and the AP-RPFMA-MLFMA are illustrated in Table 4. Clearly, both the memory requirement and the total CPU time in AP-RPFMA-MLFMA have been reduced.


Fig. 3. Bistatic RCS of a PEC sphere of radius 80 m at 0.6 GHz (V-V polarization).

Table 3: Comparison of the translator numbers between the MLFMA and the RPFMA for the PEC sphere

| Nlevel | $\hat{\theta}_{e}$ | Number of <br> Translator <br> for MLFMA | Number of <br> Translator <br> for RPFMA |
| :---: | :---: | :---: | :---: |
| 1 | $1.0 \pi$ | 2312 | 2312 |
| 2 | $0.6 \pi$ | 7688 | 5550 |
| 3 | $0.3 \pi$ | 27848 | 8260 |
| 4 | $0.2 \pi$ | 103968 | 41195 |
| 5 | $0.15 \pi$ | 399618 | 117785 |
| 6 | $0.1 \pi$ | 1562912 | 303751 |

At last, the proposed method is used to analysis scattering from a satellite with longest length of 22 m at 13 GHz . Seven-level algorithms have been used in the AP-RPFMA-MLFMA while elevenlevel algorithms have been used in the conventional

MLFMA. The incident plane wave direction is fixed at $\theta_{i n c}=0^{\circ} \quad \phi_{i n c}=0^{\circ}$, the scattering angle is fixed at $\theta_{s}=0^{\circ} \sim 180^{\circ} \quad \phi_{s}=0^{\circ}$. Figure 4 shows the bistatic RCS results for VV polarization computed by the conventional MLFMA and the AP-RPFMAMLFMA. The comparison of the translator numbers between the MLFMA and the RPFMA is listed in Table 5. The comparisons of the number of unknowns, the iteration number, the translator pattern memory and the total time of the conventional MLFMA, RPFMA-MLFMA and the AP-RPFMA-MLFMA are shown in Table 6.


From the above figures, we clearly see that the numerical results from the AP-RPFMA-MLFMA are very accurate in both cases while the tolerance is set as 0.001 . This is because the near neighbor groups have been treated using MLFMA exactly. $\hat{\theta}_{e}$ is an experiential number, which is related to the distance between the observation group and the source group. The corresponding $\hat{\theta}_{e}$ can be chosen smaller when the observation group is far away from the observation group.

Table 5: Comparison of the number of translator between the MLFMA and the RPFMA algorithm for the satellite

| Nlevel | $\hat{\theta}_{e}$ | Number of <br> Translator <br> for MLFMA | Number of <br> Translator <br> for RPFMA |
| :---: | :---: | :---: | :---: |
| 1 | $1.0 \pi$ | 4418 | 4418 |
| 2 | $0.6 \pi$ | 15488 | 11190 |
| 3 | $0.3 \pi$ | 57800 | 17340 |
| 4 | $0.2 \pi$ | 219122 | 87691 |
| 5 | $0.15 \pi$ | 852818 | 254895 |
| 6 | $0.1 \pi$ | 3348872 | 665146 |
| 7 | $0.08 \pi$ | 13271552 | 2099288 |

Fig. 4. Bistatic RCS of a satellite at $13 \mathrm{GHz}(\mathrm{V}-\mathrm{V}$ polarization).

Table 2: Comparisons of the number of unknowns, the iteration number, the translator pattern memory and the total time of the conventional MLFMA, RPFMA-MLFMA and the AP-RPFMA-MLFMA for the strip

| Method | Unknowns | Iteration <br> Number | Translator Pattern <br> Memory (MB) | Total Time (s) | Saving in <br> Memory (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conventional <br> MLFMA | 415,692 | 1788 | 415.91 | 13919 | $*$ |
| RPFMA-MLFMA | 415,692 | 1790 | 276.34 | 9561 | 33.56 |
| AP-RPFMA- <br> MLFMA | 12,750 | 278 | 34.18 | 785 | 91.78 |

Table 4: Comparisons of the number of unknowns, the iteration number, the translator pattern memory and the total time of the conventional MLFMA, RPFMA-MLFMA and the AP-RPFMA-MLFMA for the PEC sphere

| Method | Unknowns | Iteration <br> Number | Translator Pattern <br> Memory (MB) | Total Time (s) | Saving in <br> Memory (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conventional <br> MLFMA | $12,275,926$ | 168 | 6519.06 | 19370 | $*$ |
| RPFMA-MLFMA | $12,275,926$ | 169 | 1741.97 | 12291 | 73.27 |
| AP-RPFMA- <br> MLFMA | 478,776 | 30 | 223.29 | 3984 | 96.57 |

Table 6: Comparisons of the number of unknowns, the iteration number, the translator pattern memory and the total time of the conventional MLFMA, RPFMA-MLFMA and the AP-RPFMA-MLFMA for the satellite

| Method | Unknowns | Iteration <br> Number | Translator Pattern <br> Memory (MB) | Total Time (s) | Saving in <br> Memory (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Conventional <br> MLFMA | $18,502,579$ | 5000 | 94080.48 | 57156 | $*$ |
| RPFMA-MLFMA | $18,502,579$ | 5000 | 8941.63 | 34209 | 90.49 |
| AP-RPFMA- <br> MLFMA | 596,696 | 1534 | 1533.31 | 23652 | 98.37 |

## IV. CONCLUSION

This paper presents the parallel ray propagation fast multipole algorithm with curve asymptotic phase basis function for large scale scattering problems. Numerical results show the efficiency of the presented technique for analyzing large-scale EM scattering problems. AP-CRWG is more efficient in reducing the number of unknowns, memory requirement and calculation time than the conventional RWG. Based on the conventional MLFMA, we introduce RPFMA to accelerate far interactions. Compared with both the conventional MLFMA and the RPFMA-MLFMA, both the memory requirement and the CPU time can be reduced by using the proposed algorithms while assuring the precision.
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#### Abstract

In this paper, we introduce a compact microstrip band-stop filter (BSF) at X-band communication and this shall be used in local oscillator chain for X-band transceiver due to its simple structure, compact size, and excellent performance. Presented microstrip filter consists of a transmission line with a square ring stub and four arrow-shaped strips protruded inside the ring, and a ground plane. Operation frequencies of the filter can be easily controlled by changing four protruded arrow-shaped strips in the square-ring stub. The proposed band-stop filter has wide bandwidth from 8 to 12 GHz for X -band communication that can be used in radar applications. Experimental results show good agreement between simulation results and measurements that excellent stop-band performance could be obtained through the proposed band-stop filter. The proposed microstrip filter is fabricated on a Rogers RT/Duroid 5880 substrate with a relative dielectric constant of 2.2 and has a very small size of $10 \times 15 \mathrm{~mm}^{2}$.


Index Terms - Band-stop filter, radar application, X -band communications.

## I. INTRODUCTION

$\mathrm{RF} /$ microwave filter is one of the indispensable components in wireless communication systems. As the complexity of the communication systems increases, the demand for RF components operating in multiple bands becomes critically important. There have been numerous publications in the area of the filter technology. The development of
microwave filter technology from an application perspective is given in detail in [1]. In modern communications, one of the important parameters is isolation between channels in a given bandwidth. Filters with different configurations are essential components in communication systems and these are generally used as signal rejection for unwanted signals and simultaneously allow the wanted signals in required bands [2].

Conventionally the microwave band-stop filter (BSF) is implemented either by all shunt stubs or by series connected high-low stepped-impedance microstrip line sections. However, generally these are not easily available in microwave band due to the high impedance microstrip line and the spurious pass-bands. Lately, to generate the frequency bandstop function, several modified planar microstrip filters have been reported [3-5]. In [3] and [4], different shapes of ground structures (i.e., slotted ground) are used to obtain the desired band-stop characteristics at X -band frequency range. In [5], band-stop function is achieved by using modified self-complementary structure. The desired resonant frequencies are obtained by adjusting the number of L-shaped teeth.

This paper work deals with design and development of a micro strip filter for X-band applications. In this structure, the resonant behaviors of the square-ring stub are used here introduces transmission zeroes to the filter response and consequently improves its stop-band performance. The reason for the choice of the protruded arrow-shaped strips is that they provide
an almost constant tight coupling, which is important to generate a good frequency response. The designed filter has a small dimension of $10 \times 15 \times 0.635 \mathrm{~mm}^{3}$.

## II. MICROSTRIP FILTER DESIGN

The proposed microstrip filter configuration is shown in Fig. 1. Petal-shaped stub connected with the input and output ports at the top layer as revealed in Fig. 1. This added circuit behaves as a low pass filter, which improves the high stop band characteristics of the entire filter without the need to add more sections.

In general, the cut-off frequency of the microwave band-stop filter can be adjusted by setting proper values of the arrow-shaped structures of the filter stub [3]. To realize the desired capacitive and inductive values of the filter elements by the stub of the high/low impedance transmission lines, the characteristic impedance and effective dielectric constant of these transmission lines have to be determined. This band-stop filter was designed on a Rogers RT/Duroid 5880 substrate with 0.635 mm in thickness and with a relative dielectric constant of 2.2.

Theoretically, the loaded Q can be found using the 3 dB bandwidth of the insertion loss which is given by $Q_{L}=\omega_{0} / \Delta \omega$. The arrow-shaped resonators were protruded on a $50 \Omega$ microstrip-line 0.9 mm wide $\left(\mathrm{L}_{\mathrm{f}}\right)$. There is an obvious band gap at the resonant frequency of 9 GHz . In addition, the arrow-shaped resonators provide a higher insertion loss and a narrow bandwidth. Basically, in order to obtain a deeper rejection and a wider band stop of the open-stub filter, more arrow-shaped should be employed. However, it would also increase the insertion loss [9]. On the other hand, two arrowshaped filters are suitable only for moderate rejection bandwidth applications. The four types of resonator filters were designed with the center frequency of 10 GHz . The wave length, $\mathrm{L}=\left(\lambda_{\mathrm{g}} / 4\right)$ in microstrip filter is given by:

$$
\begin{equation*}
\lambda_{g}=\frac{\lambda}{\sqrt{\varepsilon_{e f f}}}=\frac{c}{f_{b s} \sqrt{\varepsilon_{e f f}}} \tag{1}
\end{equation*}
$$

where L is the length of the arrow-shaped strips; C is the light speed ( $3 \times 10^{8} \mathrm{~m} / \mathrm{s}$ ), $\mathrm{f}_{\text {bs }}$ the band stop and (i. e., the desired rejected frequency) frequency, and $\varepsilon_{\text {eff }}$ the substrate effective permittivity [5]. The electrical length can be calculated from equation
(2):

$$
\begin{equation*}
\phi=\beta . l=\frac{2 \pi}{\lambda_{g}} . l \tag{2}
\end{equation*}
$$

where $\phi$ is the phase, $\beta$. the phase constant, and $l$ the equivalent electrical length of the spurline.


Fig. 1. Geometry of proposed microstrip band-stop filter: (a) side view, and (b) top view.

Final values of the presented band-stop filter design parameters are specified in Table 1.

Table 1: Final parameter values of the filter

| $W_{\text {Sub }}$ | $L_{\text {Sub }}$ | $h_{\text {Sub }}$ | $W_{S}$ |
| :--- | :--- | :--- | :--- |
| 15 mm | 10 mm | 0.635 mm | 7.2 mm |
| $L_{S}$ | $W_{f}$ | $L_{f}$ | $W_{R}$ |
| 3.15 mm | 3.9 mm | 0.9 mm | 5.5 mm |
| $L_{R}$ | $W$ | $L$ | $W_{I}$ |
| 5.5 mm | 2.3 mm | 2.25 mm | 1.05 mm |
| $L_{1}$ | $W_{2}$ | $L_{2}$ | $d$ |
| 1.05 mm | 0.9 mm | 0.75 mm | 4.55 mm |

## III. RESULTS AND DISCUSSIONS

The microstrip band-stop filter was designed on both substrate sides by opening apertures in the ground metallization under the high-impedance
transmission line. Replacing of the square-ring stub with four protruded arrow-shaped strips introduces transmission zeroes. For the input/output connections 50 -Ohm microstrip lines are used.

The simulated results are obtained using the Ansoft simulation software high-frequency structure simulator (HFSS) [6].


Fig. 2. Measured and simulated return/insertion loss characteristics for the proposed band-stop filter.

Figure 2 shows the simulated and measured insertion and return loss of the filter. As shown in Fig. 2, a flat insertion and return losses are introduced to the filter response at about 8.22 to 11.82 GHz . Consequently, a wide stop-band was achieved.

There exists a discrepancy between measured data and the simulated results. Additionally, the proposed band-stop filter also has characteristics of wider and deeper stop-band than those of conventional band-stop filters [7-8]. This discrepancy is mostly due to a number of parameters such as the fabricated filter dimensions as well as the thickness and dielectric constant of the substrate on which the filter is fabricated, the wide range of simulation frequencies and also the effect of SMA. In order to confirm the accurate return loss/insertion characteristics for the designed filter, it is recommended that the manufacturing and measurement process needs to be performed carefully, besides, SMA soldering accuracy and RT/Duroid substrate quality needs to be taken into
consideration.


Fig. 3. (a) Ordinary microstrip filter with a circulardisk stub, (b) microstrip filter with a pair of Cshaped strips as a stub, and (c) the proposed microstrip filter structure.

The configuration of the various structures used for simulation studies were shown in Fig. 3. Sparameter characteristics for the microstrip filter with a square-ring stub (Fig. 3 (a)), the filter with a pair of arrow-shaped strips protruded inside the square-ring (Fig. 3 (b)), and the proposed filter structure (Fig. 3 (c)) are compared in Fig. 4. As illustrated in Fig. 4, by using pairs of protruded arrow-shaped strips inside the square-ring stub, two transmission zeroes at the lower and upper frequencies can be achieved, which provide an UWB frequency range. Good impedance matching for insertion/return loss $\left(\mathrm{S}_{11} / \mathrm{S}_{21}\right)$ characteristics is generated [9-10].


Fig. 4. Simulated return/insertion loss characteristics for various structures shown in Fig. 3.

From the simulated results in Fig. 4, the rejection bandwidth of four arrow-shaped strips is very wide compared to that of two arrow-shaped strips. Also, the rejection level of final configuration is very deep compared to that of two arrow strips.

With the compact circuit size of protruded strips, it is very suitable to apply pairs of arrow strips as a compact band stop filter. Both types of strips can be modeled as one parallel LCR resonator. The resonant frequencies are modeled by one LC resonator, and the radiation effect and transmission loss are considered as a resistor ( R ). Based on the transmission line theory and the spectral domain approach [1], the circuit elements can be extracted using the follow equations:

$$
\begin{gather*}
R=2 Z_{0}\left(\frac{1}{S_{21}}-1\right),  \tag{3}\\
C=\frac{\sqrt{0.5\left(R+2 Z_{0}\right)^{2}-4 Z_{0}^{2}}}{2.83 \pi Z_{0} R \Delta f},  \tag{4}\\
L=\frac{1}{4\left(\pi f_{0}\right)^{2} C}, \tag{5}
\end{gather*}
$$

where $Z_{0}$ is the $50 \Omega$ characteristic impedance of the
microstrip line, $\mathrm{f}_{0}$ is the resonant frequency, $\mathrm{S}_{21}$ is the transmission coefficient at $f_{0}$, and $\Delta \mathrm{f}$ is -3 dB bandwidth of $\mathrm{S}_{21}$.

From the simulated results in Fig. 4, the extracted circuit elements are the following. For two arrow-shaped strips are: $\mathrm{L}=0.867 \mathrm{nH}, \mathrm{C}=1.852$ pF , and $\mathrm{R}=17.05 \mathrm{k} \Omega$. For the proposed structure with pairs of arrow-shaped strips are: $\mathrm{L}=4.021 \mathrm{nH}$, $\mathrm{C}=0.601 \mathrm{pF}$, and $\mathrm{R}=71.33 \mathrm{k} \Omega$.

The proposed filter with final design, as shown in Fig. 5, was fabricated and tested that has a good insertion and return losses are introduced to the filter response from 8 to 12 GHz .


Fig. 5. Photograph of the realized printed band stop filter.

Figure 6 shows the current distribution of the proposed filter at the transmission zeroes. It can be seen that using the protruded arrow-shaped strips inside square-ring stub have effect on the overall performance of the filter. As shown in Fig. 6 (a), at 9 GHz (first zero transmission resonance) the current flows are more dominant around the arrowshaped strips which are used at top/bottom sides of the square-ring stub and first zero transmission resonance of insertion loss response is affected from them. Figure 6 (b) clearly shows at the second zero transmission resonance in 11 GHz , the pair of arrow-shaped strips embedded at right/left sides acts as a half-wave resonant structure [7].

(b)

Fig. 6. Simulated surface current distributions for the proposed microstrip filter on the microstrip transmission line at: (a) 9 GHz , and (b) 11 GHz .

## IV. CONCLUSION

In this paper, a novel design of band-stop microstrip filter that covers all frequency range of X-band has been presented. Configuration of the presented filter consists of a transmission line with a square-ring stub, two pairs of arrow-shaped strips protruded inside square-ring stub and a ground plane. Operation frequencies of the filter can be easily controlled by changing the size of arrowshaped strips. Controlling the transmission zeroes at the creating stop band, can be used to increase or decrease the stop-band generated by conventional filter. The measured results have shown that the fabricated filter has a band-stop that extends from 8.02 to 12.05 GHz . An excellent agreement between measured and simulated was obtained. Therefore, the proposed filters are promising for use in radar wireless technologies for X-band communications.
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#### Abstract

Tunnel engineering is electrically large compared with the GHz electromagnetic pulse (EMP), it is difficult to simulate the EMP propagation in large-scale and long-distances vaulted tunnel by using the conventional finitedifference time-domain (FDTD) method. In this work, based on the parallel computing, two kinds of moving window FDTD (MW-FDTD) methods are presented to simulate the EMP propagation in tunnel, the results are validated by comparing with the results of the conventional parallel FDTD method. The convolution PML (CPML) is adopted to truncate the computation domain, which reduces the reflection error greatly. The accuracy and the efficiency of the proposed method are proposed by comparing with the conventional method. Results show that the relative errors for the Alternate MWFDTD (AMW-FDTD) and the Chain MW-FDTD (CMW-FDTD) are $0.11 \%$ and $0.43 \%$, respectively. The CPU time for the AMW-FDTD method can be reduced to about $45 \%$ of the conventional FDTD method, while the CMW-FDTD method can be reduced to about $35 \%$.


Index Terms - EMP, Finite-Difference TimeDomain (FDTD), moving window, parallel computing, tunnel.

## I. INTRODUCTION

Modeling the radio wave propagating over long distance in tunnel is significant for the tunnelcommunication system design and the electromagnetic pulse (EMP) interference protection [1]-[6]. Recently, a new radio wave propagation model based on the finite difference
time domain (FDTD) method is prevailing. However, being subject to the restriction of the stability condition and Courant criterion, the FDTD method faces severe difficulties in modeling some long distance or large-scale propagation problems for great computing requirements [7]-[8]. However, as the pulse propagates only over confined domain, large amount of computational power is wasted to update the domain that the pulse has propagated over and the domain that the pulse has not arrived.

It allows us to make the best use of the limited memory to design the FDTD mesh to move with the pulse, so as to insure the limited mesh long enough to overcast the pulse. According to this, many papers have designed the moving-window finite-difference time-domain FDTD (MW-FDTD) or the segmented (SFDTD) method [9]-[19] to solve the similar problems, but none of them are applicable for all. Of course we also could take the advantage of parallel computing using the message passing interface, but huge numbers of PCs and long computational time will be required as the modeling domain increases. Apparently, it is not a good solution to the problem.

In this paper, based on the parallel computing, two kinds of moving window FDTD (MW-FDTD) methods are presented to simulate the EMP propagation in tunnel, the results are validated by comparing with the results of the conventional parallel FDTD method. The convolution PML (CPML) is adopted to truncate the computation domain, which reduces the reflection error greatly. For the tunnel's vaulting boundary is a piece of curved dielectric surface which cannot be simulated with the conventional FDTD algorithm,
here we take the technique of conformal FDTD (CFDTD) [20] to deal with it. The accuracy and the efficiency of the proposed method are proposed by comparing with the conventional parallel FDTD method. Results show that the relative errors for the AMW-FDTD $0.11 \%$ and the CMW-FDTD are $e_{r A}=0.11 \%$ and $e_{r C}=0.43 \%$, respectively. The CPU time for the AMW-FDTD method can be reduced to about $45 \%$ of the conventional FDTD method, while the CMW-FDTD method can be reduced to about $35 \%$.

## II. THEORY

## A. The calculation model

The tunnel engineering always has long distance, its computational model can be seen in Fig. 1.


Fig. 1. The computational model of the tunnel.
Its section can be seen in Fig. 2 on the left side. The sizes of the hemline and the height are 4 m . The vault can be approximately regarded as hemicycle, its semi-diameter is 2 m . The relative permittivity is $\varepsilon_{r s}=10.0$. The conductivity is $\delta=1.0 E-3$. Both ends of the tunnel and the soil domain around the tunnel are terminated by the CPML. For the tunnel's vaulting boundary is a piece of curved dielectric surface which cannot be simulated with the conventional FDTD algorithm, here we take the technique of CFDTD to deal with it, the results can be seen on the right hand of Fig. 2.


Fig. 2. The section of the tunnel.

## B. Modeling of the source

In the wave-guide system, we usually use hard source to introduce the incident wave. Because the soil around the tunnel is not ideal conductor and the section is not typical wave-guide section such as cycle or rectangle, we can't obtain the field expression easily. To solve this problem, we can suppose the section as rectangle approximately, then use the mode distribution to introduce the source. Note that the mode of the pulse propagating in tunnel is not the same as the mode in wave-guide, we could assume that there are many modes at beginning, but as the wave propagating only those standing wave patterns which satisfy the boundary conditions at certain frequency will exist. Take typical mode TE10 and TM11 as example, the sizes of the rectangle are $a, b$.
(1) TM11 mode:

It has five field components, the field equations are as follows:

$$
\left\{\begin{array}{l}
E_{x}=-\frac{j \beta_{11}}{k_{c}{ }^{2}} \frac{\pi}{a} A \cos \left(\frac{\pi}{a} x\right) \sin \left(\frac{\pi}{b} y\right) e^{-j \beta_{11} z}  \tag{1}\\
E_{y}=-\frac{j \beta_{11}}{k_{c}{ }^{2}} \frac{\pi}{b} A \sin \left(\frac{\pi}{a} x\right) \cos \left(\frac{\pi}{b} y\right) e^{-j \beta_{11} z} \\
E_{z}=A \sin \left(\frac{\pi}{a} x\right) \sin \left(\frac{\pi}{b} y\right) e^{-j \beta_{11} z} \\
H_{x}=\frac{j \omega \varepsilon}{k_{c}{ }^{2}} \frac{\pi}{b} A \sin \left(\frac{\pi}{a} x\right) \cos \left(\frac{\pi}{b} y\right) e^{-j \beta_{11} z} \\
H_{y}=-\frac{j \omega \varepsilon}{k_{c}{ }^{2}} \frac{\pi}{a} A \cos \left(\frac{\pi}{a} x\right) \sin \left(\frac{\pi}{b} y\right) e^{-j \beta_{11 z} z} \\
H_{z}=0
\end{array} .\right.
$$

(2) TE10 mode:

It has three field components, the field equations are as follows:

$$
\left\{\begin{array}{l}
E_{y}=-\frac{j \omega \mu a}{\pi} A \sin \left(\frac{\pi}{a} x\right) e^{-j \beta_{10} z}  \tag{2}\\
H_{x}=\frac{\beta_{10} a}{\pi} A \sin \left(\frac{\pi}{a} x\right) e^{-j \beta_{10} z} \\
H_{z}=A \cos \left(\frac{\pi}{a} x\right) e^{-j \beta_{10} z} \\
E_{x}=E_{z}=H_{y}=0
\end{array} .\right.
$$

Suppose the source is located at $z=k_{s} \Delta z$, the field distribution functions $f(x, y, z)$ are shown in (1) and (2), the time function is $g(t)$, so the source can be set as:
$E^{n+1}\left(i, j, k_{s}\right)=E^{n}\left(i, j, k_{s}\right)+f(x, y, z) g(t)$.
Usually, the time function $g(t)$ is set as high power microwave (HPM) or ultra wide-band (UWB).

HPM can be expressed as:

$$
E_{i}(t)=\left\{\begin{array}{ll}
E_{0} \frac{t}{t_{1}} \sin \left(2 \pi f_{0} t\right) & 0<t<t_{1}  \tag{4}\\
E_{0} \sin \left(2 \pi f_{0} t\right) & t_{1}<t<t_{1}+\tau \\
E_{0}\left(\frac{\tau+2 t_{1}}{t_{1}}-\frac{t}{t_{1}}\right) \sin \left(2 \pi f_{0} t\right) t_{1}+\tau<t<2 t_{1}+\tau
\end{array},\right.
$$

where, $\tau$ is the width of the pulse, $t_{1}$ is the ascending time, $f_{0}$ is the frequency of the carrier wave.

UWB can be expressed as:

$$
\begin{equation*}
E_{i}(t)=E_{0} k\left(t-t_{0}\right) e^{-\frac{4 \pi\left(t-t_{0}\right)^{2}}{\tau^{2}}}, \tag{5}
\end{equation*}
$$

where $k=e^{0.5} \sqrt{8 \pi} / \tau$. Its waveform is shown in Fig. 3.


Fig. 3. The waveform for the UWB.

## C. Introduction of the parallel implementation

Parallel FDTD is a kind of algorithm that the computational domain is divided into several subdomains and each node only handle for the corresponding sub-domain calculation. As we can see from Fig. 1, that the tunnel is elongated in one direction. For simplicity, the one-dimensional parallel FDTD division is used in this paper. Along the $z$ direction, the whole domain can be divided into several sub-domains, which can be seen in Fig. 4.


Fig. 4. The parallel model of the tunnel.
The Message Passing Interface (MPI) is a standard specification of a set of libraries call for passing messages between computers interconnected via a data communication network. According to the domain decomposition, each subdomain can be treated as a process, and MPI connects these processes together.

By using this method, only the first and the last process need to be disposed specially, because of the CPML. Other processes can be implemented all the same. In one iterative only needs to exchange the magnetic field in the nearby processes. The data exchanging can be seen in Fig. 5.


Fig. 5. The data exchanging between two nearby processes.

## D. Calculation results

Take TE10 mode as the source, the field components are shown in equation (2) $a=6.0 \mathrm{~m}$. We choose UWB as the time function. $\tau=3.0 \mathrm{~ns}$, $t_{0}=2 \tau . \Delta x=\Delta y=\Delta z=0.01333 \mathrm{~m}, \Delta t=\Delta z /\left(2 v_{p}\right)$, $v_{p}$ is the velocity of the pulse in tunnel.

The length of the tunnel is 40 m . The results are shown in Fig. 6. On the left side it is the distribution of $E_{y}$, on the right side the waveforms for different distances are given. It can be seen in Fig. 6 (a) that the energy is concentrated in a small region. From Fig. 6 (b), we can find when the distance is increasing the waveform broadened.


Fig. 6. The waveform of the calculation results.

## III. IMPLEMENTATION OF THE MWFDTD METHOD

From the forgoing section we know that the energy is concentrated in a small region when the wave is propagating in 40 m tunnel, in the other region we can nearly set as zero. However, we calculate the whole region including the zero region, so large amount of computational resources are wasted to update the domain that the pulse has propagated over and the domain that the pulse has not arrived. It allows us to make the best use of the limited memory to design the FDTD mesh to move with the pulse, so long as to insure the limited mesh long enough to overcast the pulse. In this section two different MW-FDTD methods are introduced to solve this problem.

## A The alternate MW-FDTD method

The calculation model for the Alternate MWFDTD (AMW-FDTD) method is shown in Fig. 7. Compare with the conventional parallel FDTD method, the AMW-FDTD has four CPMLs, CPML1 and CPML4 are the same with the conventional method, CPML2 and CPML3 are in
the middle of the tunnel, by using the alternate of the four CPMLs the iterative can be implemented.


Fig. 7. The calculation model for the AMW-FDTD method.

The procedures of the AMW-FDTD method are list as follows.

First step, join interface 2 to interface 3, CPML2 and CPML3 are out of work, see in Fig. 8. Run the conventional FDTD updating with the source of the pulse added at the source interface.


Fig. 8. The first step for the AMW-FDTD method.
Second step, when the pulse move to interface 4, set the domain including CPML between interface 1 and interface 2 to be zeros, join interface 4 to interface 1 conducting the pulse propagate to interface 2, take the CPML2 and CPML3 into function, set CPML4 and CPML1 out of work and stop the source adding at the source interface, see in Fig. 9.


Fig. 9. The second step for the AMW-FDTD method.

Third step, when the pulse arrives at interface 2 , set the field between interface 3 and interface 4
to be zeros, join interface 2 to interface 3 to conduct the pulse move to interface 4, and take CPML1 and CPML4 into function, see in Fig. 8.

Fourth step, follow the second step when the pulse arrives at interface 4. And the around-CPML of the tunnel is in function through the procedures.

To verify the efficiency and accuracy of the AMW-FDTD method, the calculation results are compared with the conventional parallel FDTD method. For the constraint of the computational resources, the conventional method can only calculate limited distances. For the AMW-FDTD method, the reflection error of the CPML and the cut error of the window are the main error. So when we expand the window the error can be reduced. First, we run the code with 500 grids. Figure 10 (a) shows the waveform for the AMW-FDTD method and the conventional method at 40 m , results show they agree well with each other. When we change the window to 1000 grids, the results in Fig. 10 (b) show good agreement with each other. So we can conclude that the reflection error and the cut error are negligible.


Fig. 10. The waveform for AMW-FDTD method at 40 m and 150 m .

Figure 11 shows the field attenuation at 40 m and 150 m . Results show the high frequency part attenuates slowly than the low frequency, which is consistent with the physical process.


Fig. 11. The field attenuation at 40 m and 150 m .

## B. The chain MW-FDTD method

The calculation model for the Chain MWFDTD (CMW-FDTD) method is shown in Fig. 12. Instead of the right CPML in the conventional parallel FDTD method, it has a moving reset area, which is used to set the tail of the pulse to be zero, so that we can reduce the error.

The procedures of the CMW-FDTD method are list as follows.

First step, run the conventional FDTD method, the moving reset area moves along with time step.

Second step, when the left propagating pulse is totally absorbed by the CPML, join interface 1 and interface 2, form an annular iterative domain, which can be seen in Fig. 13.

To verify the efficiency and accuracy of the CMW-FDTD method, the calculation results are also compared with the conventional parallel FDTD method. Figure 14 (a) shows the waveform for the CMW-FDTD method and the conventional method at 40 m , results show they agree well with each other. The results for 150 m in Fig. 14 (b) show good agreement with the AMW-FDTD method.


Fig. 12. The calculation model for the CMWFDTD method.


Fig. 13. The second step for the CMW-FDTD method.


Fig. 14. The waveform for CMW-FDTD method at 40 m and 150 m .

## IV. ANALYSIS OF THE ACCURACY AND THE EFFICIENCY

## A. The calculation error for two different methods

To compare the calculation error of the two different MW-FDTD methods, we choose the conventional FDTD method as the reference. The relative error can be given as:

$$
\begin{equation*}
e_{r}=\frac{\left|E^{*}(t)-E(t)\right|_{\max }}{|E(t)|_{\max }}, \tag{6}
\end{equation*}
$$

where $E(t)$ is the reference results, $E^{*}(t)$ is the MW-FDTD results.

Figure 15 shows the absolute error for two different MW-FDTD method. Substitute the results into equation (5), we can obtain the relative error for 40 m are $e_{r A}=0.0415 \%$ and $e_{r C}=0.42 \%$, respectively. And the relative error for 150 m are $e_{r A}=0.11 \%$ and $e_{r C}=0.43 \%$, respectively. So we can conclude that the calculation error for the AMW-FDTD method is smaller than the CMWFDTD method. The relative error for the CMWFDTD method is about $0.4 \%$.


Fig. 15. The absolute error for two different CMWFDTD methods at 40 m and 150 m .

## B. The calculation efficiency for two different methods

In this section, the calculation efficiency is proposed. Table 1 shows the calculation resources and time for the AMW-FDTD, the CMW-FDTD and the conventional method at 40 m . From Table 1 we can see that the relative error for the AMWFDTD method is less than $0.12 \%$, for the CMWFDTD method is about $0.43 \%$, which means both the two proposed MW-FDTD methods have high accuracy. On a core $22.4-\mathrm{GHz}$ machine, it took the FDTD method 27.3h and the AMW-FDTD method
12.4 h , which is 9.8 h in the CMW-FDTD method. So compare with the conventional FDTD method the CMW-FDTD method has the highest efficiency. When the propagating distance is 200 m the calculation resources and efficiency for the two different MW-FDTD methods are shown in Table 2. For the limited of the computational resource this time the conventional method can't run. The memory for the AMW-FDTD and the CMWFDTD method is 295 MB and 161.5 MB , respectively. The running time is 24.5 h for the AMW-FDTD method and 14.0 h for the CMWFDTD method.

Table 1: The resource and efficiency for different methods at 40 m

|  | FDTD | AMW- <br> FDTD | CMW- <br> FDTD |
| :--- | :---: | :---: | :---: |
| Memory (MB) | 1145 | 483 | 348 |
| Time (hour) | 27.3 | 12.4 | 9.8 |
| Relative error | - | $0.12 \%$ | $0.43 \%$ |

Table 2: The resource and efficiency for different methods at 200 m

|  | AMW-FDTD | CMW-FDTD |
| :--- | :---: | :---: |
| Memory (MB) | 295 | 161.5 |
| Time (hour) | 24.5 | 14.0 |

## V. CONCLUSION

In this paper, we present two different MWFDTD methods to simulate the electromagnetic propagating in tunnel. Numerical results indicate that the proposed methods are accurate and efficient. The CPU time for the AMW-FDTD method can be reduced to about $45 \%$ of the conventional FDTD method, while the CMWFDTD method can be reduced to about $35 \%$. The relative error for the AMW-FDTD method is less than $0.12 \%$, for the CMW-FDTD method is about $0.43 \%$, which means both the two proposed MWFDTD methods have high accuracy.
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#### Abstract

In this paper, a compact modified ground slot antenna is proposed. This antenna is designed for super ultra-wideband (UWB) applications. To reduce the interference effect on the WLAN and WiMAX systems, it comes up with dual band notched characteristics. In the antenna geometry, a pair of L-shaped stubs connected to the fork-shaped patch is employed to introduce single band-notched characteristics in $5.15-5.825 \mathrm{GHz}$ for WLAN system. This feature also causes that the middle frequency of the band is highly improved. Moreover, a T-shaped stub is added to the center of the fork-shaped patch to generate the frequency band stop performance in 3.3-3.8 GHz for WiMAX system. Furthermore, we propose a modified ground plane including a pair of inverted T-shaped slits, cut from the ground plane, to improve the bandwidth to $164 \%$. The simulation and measurement results indicate a very wide impedance bandwidth from 2.5 up to 23 GHz , with pre-designed dual band notched properties, for the proposed antenna. This slot antenna with abovementioned frequency bandwidth has a compact size of $24 \times 25 \mathrm{~mm}^{2}$, and therefore is suitable for many UWB applications.


Index Terms - Circle-like slot, dual band-notched characteristics, L-shaped and T-shaped stubs, modified ground plane, T-shaped slits.

## I. INTRODUCTION

In recent years, a great interest is focused on slot antennas for the use in broad bandwidth communication systems due to their benefits of low weight, low cost and easy fabrication $[1,2]$. These types of antennas have also shown several benefits, including broader impedance bandwidth, less
dispersion and better radiation efficiency, over conventional microstrip antennas. Recently, many campaigns have been reported to enhance the frequency bandwidth of these structures. For instance, using a pair of L-shaped stubs [3], a forklike radiating patch [4] and a capacitively probe-fed microstrip patch [5]. A big challenge in using such UWB antennas arises when they have to simultaneously work with the other wireless systems. The available wireless networks such as WLAN and WiMAX may cause interference with the UWB spectrum. A traditional solution to avoid frequency conflict is applying a band notched characteristics to the frequency spectrum of the UWB antenna. There exist many schemes in the literature about the UWB antenna with the band notched specifications. These schemes apply different kinds of slits, slots and parasitic stubs in the patch and ground plane to generate needed band notched properties [6-11]. In this paper, a simple and novel structure is proposed which improves the impedance bandwidth and creates dual bandnotched characteristics. In the proposed design, a CPW feed line is used to excite the fork-shaped patch. The CPW feeding mechanism has also many advantages over microstrip type feed lines, such as their low dispersion and low radiation leakage which leads to a better radiation efficiency characteristic [12,13]. In this antenna, we combine the fork-shape patch approach with a pair of Lshaped and a T-shaped stubs to introduce the aforementioned band notched frequency spectrum. Moreover, a modified ground plane with a pair of inverted T-shaped slits is employed to achieve a fractional bandwidth of more than $164 \%$. Compared to the similar reported UWB antennas in [1-16], the proposed antenna has a broader
impedance bandwidth.
In ultra-wideband antennas, the mismatch of the reflected power can be the most considerable loss term in the antenna radiation efficiency. Hence, a good impedance matching over the desired frequency range can reduce the mismatch reflected power, resulting in a better radiation efficiency of the antenna.

A Modified Ground Structure (MGS), including T-shaped slits in the ground plane, is used in the antenna designing to further improve the impedance matching and radiation characteristics. In MGS structures, there are some slots with different shapes and dimensions that will be cut from the ground plane. These added slots will disturb the shielded current corresponding to the figure and size of the modifying slots [14]. Recently, several UWB monopole antennas printed on low-cost FR4 substrate with high radiation efficiency have been reported. In these designs, different techniques are employed to improve radiation characteristics $[15,16]$.

The proposed antenna presents a very broad frequency bandwidth from 2.5 to 23 GHz with dual band notched properties covering all the $5-6 \mathrm{GHz}$ WLAN and $3.5-5.5 \mathrm{GHz}$ WiMAX bands, while it is compact as small as $24 \times 25 \mathrm{~mm}^{2}$ in size. The results show a good agreement between simulation and measurement.

The rest of the paper is organized as follows. In Section II, the design of the antenna structure is explained. The effect of each part of the antenna is described in Section III. In the next section, we discuss the experimental results. Finally, Section V concludes the paper.

## II. ANTENNA DESIGN

The base antenna geometry which is applied in this paper uses a fork-shaped patch to excite the circle-like slot on the ground plane [6]. Figure 1 demonstrates the structure of the proposed UWB slot antenna. As the figure shows, the antenna contains a fork-shaped patch, a circle-like slot, two L-shaped stubs, a T-shaped stub connected to the fork-shaped patch, and a pair of T-shaped slits etched in the ground plane. Figure 2 shows the image of the fabricated antenna. Varying the feed shape or slot shape will change the coupling property between the feed and slot, and thus the operating bandwidth is confined by matching between the feed shape and the wide slot on the
ground plane [13]. The optimized radius of the circle-like slot is 11.5 mm . The proposed forkshaped patch consists of two vertical and one horizontal arms. The width of this patch is fixed at 0.6 mm . The antenna is built on an FR4-epoxy substrate with $\varepsilon_{\mathrm{r}}=4.4$ and a substrate thickness of 1.6 mm . In order to have $50 \Omega$ characteristic impedance, a coplanar waveguide (CPW) feed line with a fixed 2.6 mm width and 0.3 mm ground gap is used. By employing CPW transmission line, misalignment between the fork-shaped patch and ground plane can be removed. For the given values of constant dielectric and characteristic impedance of CPW line and using closed-form expressions shown in [18], the CPW dimensions can be calculated. In the simulation process, a wave port which is renormalized to a 50 -ohm full port impedance, is located just behind the CPW feed line to excite the Fork-shaped patch. We add a pair of L-shaped stubs, which are connected to the forkshaped patch, to obtain the single band-notched function. These stubs have a vertical arm of length $\mathrm{L}_{1}$ and a horizontal arm of length $\mathrm{W}_{1}$, where their width is fixed at 0.5 mm . Moreover, by employing these stubs the impedance matching at the middle frequencies of the band can be highly improved. Furthermore, a T-shaped stub with a horizontal arm of length $W_{t}$ and a vertical arm of length $L_{t}$, are added to the antenna structure to generate dual band notched characteristics. The width of the T-shaped stub is set to 0.4 mm . To enhance the bandwidth of the proposed antenna, we add a pair of T-shaped slits with the given values in the ground as shown in Fig. 1. These T-shaped slits width is fixed at 0.3 mm .


Fig. 1. Geometry of the proposed single-layer slot antenna with dual band notched function (mm).


Fig. 2. Photograph of the proposed dual bandnotched antenna.

## III. SIMULATION RESULTS AND DISCUSSION

In this section, a simulation study is performed to investigate the effect of different design parameters in the proposed antenna. In this study, the simulated results of the impedance bandwidth characteristics and electrical current distributions are presented and discussed. Ansoft HFSS (High Frequency Simulation Structure) tool, which is based on the finite element method, is employed to obtain the simulated results. In this design, a forkshaped patch and circle like slot with proper dimension are employed to create the proposed UWB antenna. In UWB slot antennas, the geometrical shape and size of the patch and wide slot etched in the ground plane play an important role in creating consecutive resonances and providing a wide impedance bandwidth. Proper changes in the patch and ground structure will cause a better distribution of the surface currents on the antenna. Hence, the impedance matching and radiation characteristics can be improved for the frequency range of interest. At the first step, a pair of L-shaped stubs is connected to the fork-shaped patch to improve the antenna design with single band-notched properties. The simulated return loss for the antenna with and without L-shaped stubs are depicted in Fig. 3. As seen from Fig. 3, by employing two L-shaped stubs not only single band notched properties can be achieved but also the impedance matching of the antenna is remarkably improved, especially at the middle frequencies of the band. In fact, these stubs are placed to create extra resonant path for the electrical current, which
produce an extra resonance around 15.6 GHz , and therefore improve the impedance bandwidth. To show the frequency performance of the L-shaped stubs in the fork-shaped patch, electrical current distributions of the antenna with and without Lshaped stubs at the new resonance frequency of 15.6 GHz are presented in Fig. 4. At this frequency, the directions of the surface currents on the forkshaped patch and L-shaped stubs are the same. It can be clearly seen that the bandwidth improvement is because of the vertical current arrangement in the modified patch via the L-shaped stubs. At the notch frequency, i.e., 5.6 GHz , the electrical current flows are more concentrated around the L-shaped elements and they are reversely directed between these elements and the radiating fork-shaped patch. Hence, the radiation fields neutralize each other, as demonstrated in Fig. 7 (b). The L-shaped stubs act as a quarter-wavelength resonator. Hence, their total length should be equal to quarter-wavelength at desired notch frequency ( 5.6 GHz ). The Lshaped stub parameters can be determined using the following equations and the simulation results obtained from HFSS software:

$$
\begin{align*}
L_{\text {total }(l)} & \approx L_{l}+W_{l}+0.7 \approx \frac{c}{4 f_{\text {notch } 1}} \\
& \approx \frac{\lambda_{g}}{4} \approx \frac{\lambda_{0}}{4 \sqrt{\varepsilon_{\text {reff }}}}, \tag{1}
\end{align*}
$$

where $L_{\text {total } l()}$ is the total length of the L-shaped stub, $L_{l}$ and $W_{l}$ are vertical and horizontal arm of the Lshaped stub, respectively. $f_{\text {notch } 1}$ and $c$ are respectively the desired notch frequency of 5.6 GHZ and the speed of light in free space. Moreover, $\lambda_{0}$ is the wavelength of free space, $\lambda_{g}$ is the guided wavelength and $\varepsilon_{\text {reff }} \approx \frac{1+\varepsilon_{r}}{2}$.

To obtain dual band notched feature, we add a T-shaped stub, which is connected to the center of the fork-shaped patch, to the antenna geometry. Similarly, for the 3-4 GHz band (first notched band), the electrical current is more dominant around T-shaped stub. This stub acts also as a quarter wavelength resonator at the desired notch frequency ( 3.6 GHz ), and its total length can be as follows:

$$
\begin{equation*}
L_{\text {total }(t)} \approx L_{t}+\frac{1}{2} W_{t}+1.2 \approx \frac{c}{4 f_{\text {notch } 2}} \approx \frac{\lambda_{g}}{4} . \tag{2}
\end{equation*}
$$

In (2), $L_{\text {total }(t)}$ is the total length of the L-shaped stub, $L_{t}$ and $W_{t}$ are respectively the vertical and horizontal arm of the T-shaped stub. Moreover, $f_{\text {notch } 2}$ is the desired notch frequency of 3.6 GHz .


Fig. 3. Simulated VSWR of the basic antenna with and without L-shaped stubs.


Fig. 4. Surface current distributions of the antenna without (left) L-shaped stubs and with (right) Lshaped stubs at 15.6 GHz .

By appropriately adjusting the parameters of the L-shaped and T-shaped stubs, the position of the rejected bands are tuned. Figure 5 shows the VSWR of the antenna with different values of $L_{t}$ and $L_{l}$ when $\mathrm{W}_{\mathrm{t}}$ and $\mathrm{W}_{1}$ are fixed at 8.6 and 2.9 mm , respectively. Figure 6 illustrates the VSWR of the antenna with different values of $\mathrm{W}_{\mathrm{t}}$ and $\mathrm{W}_{1}$ when $\mathrm{L}_{\mathrm{t}}$ and $\mathrm{L}_{1}$ are set at 6.1 and 5.4 mm respectively. The results illustrate that by controlling the total lengths of the L-shaped and T-shaped stubs to be nearly quarter-wavelength of the desired notched frequency, a reduced interference effect can be seen. To study the dual band-notched properties of the proposed antenna, the simulated electrical current distribution is displayed in Fig. 7. As this figure shows, the current concentration mainly happens on the T-shaped stub at 3.6 GHz , i.e., the center frequency of the first notched band. Moreover, as mentioned earlier, the highest electrical current centralizes over the L-shaped stubs at 5.6 GHz , i.e., the center frequency of the second notched band.


Fig. 5. Simulated VSWR for proposed dual bandnotched antenna with different values of $\mathrm{L}_{\mathrm{t}}$ and $\mathrm{L}_{1}$ when $\mathrm{W}_{\mathrm{t}}=8.6$ and $\mathrm{W}_{\mathrm{l}}=2.9 \mathrm{~mm}$.


Fig. 6. Simulated VSWR for proposed dual bandnotched antenna with different values of $\mathrm{W}_{\mathrm{t}}$ and $\mathrm{W}_{1}$ when $\mathrm{L}_{\mathrm{t}}=6.1$ and $\mathrm{L}_{1}=5.4 \mathrm{~mm}$.


Fig. 7. Simulated electrical current distributions of the proposed antenna: (a) at 3.6 , and (b) at 5.6 GHz .

Two T-shaped slits are cut in both sides of the CPW feed line on the ground plane to increase the impedance bandwidth of the proposed antenna as depicted in Fig. 1. By cutting two T-shaped slits with proper size from the ground plane, surface
currents can be effectively distributed at the edges of the ground below the fork-shaped patch. Figure 8 illustrates the return loss of the base antenna with and without T-shaped slits on the ground plane. According to Modified Ground Structures (MGS), by etching the slits in the ground plane and attentively tuning their components, extra resonances around 16.2 GHz can be excited, and therefore, much increased impedance bandwidth can be earned [9]. Figure 9 depicts the electrical current distribution on the ground plane of the proposed antenna with and without T-shaped slits. As seen in this figure, the electrical current distribution on the modified ground plane alters the impedance properties of the antenna and so it leads to modify the bandwidth.


Fig. 8. Simulated VSWR of the basic antenna with and without T-shaped slits on the ground plane.


Fig. 9. Electrical current distributions of the antenna without T-shaped slits and with T-shaped slits at 16.2 GHz .

Figure 10 presents the structure of the different antennas used for simulation studies. The VSWR characteristics for the basic fork-shaped patch antenna (Fig. 10 (a)), with a pair of $L$ shaped stubs (Fig. 10 (b)), with the L-shaped and T-shaped stubs
(Fig. 10 (c)), and proposed antenna (Fig. 10 (d)) are compared in Fig. 11.

As shown in Fig. 11, it is observed that by using these L-shaped and T-shaped stubs and inserting the T-shaped slits in the ground plane, dual band notched characteristics and bandwidth enhancement can be achieved.


Fig. 10. (a) Basic structure (ordinary fork-shaped patch antenna), (b) basic structure with a pair of Lshaped stubs, (c) basic structure with a pair of Lshaped and a T-shaped stubs, and (d) proposed antenna.


Fig. 11. Simulated VSWR characteristics for the antennas shown in Fig. 10.

## IV. EXPERIMENTAL RESULTS

## A. VSWR measurement

The electrical performance of the proposed antenna such as VSWR, has been measured by using an Agilent 8722ES vector network analyzer with 801 test points over the frequency range. Figure 12 illustrates the simulated and measured VSWR of the proposed antenna. It can be observed that the measured VSWR agrees with the simulated results obtained by using HFSS and CST (Computer Simulation Structure) tool, which is based on the finite integral technique as shown in Fig. 12. A small difference between measured values and the simulated results exists, which could be because of the SMA connector and construction tolerance effects. The proposed antenna provides a very wideband performance of $2.5-23 \mathrm{GHz}$ for VSWR $<2$, with dual band notched characteristics of 3.2-4 and 5-6.2 GHz.


Fig. 12. Measured and simulated VSWR results of the presented dual band notched antenna.

## B. Radiation efficiency measurement

The Wheeler Cap (WC) method [17] is employed to measure the radiation efficiency of the proposed antenna. This method evaluates the return loss of an antenna in free space with the return loss of the antenna in WC. The measured radiation efficiency characteristic of the proposed antenna is obtained by employing an $8-\mathrm{cm}$ radius wideband WC. An important parameter which degrades the radiation characteristics of the antenna such as gain and radiation efficiency is the excitation of surface
waves on the substrates. During the measurements, a foil of absorber material beneath the proposed antenna feed is used to reduce the surface waves in the measurement process. Figure 13 shows the measured radiation efficiency and gain of the proposed antenna. As depicted in this figure, two keen gain and radiation efficiency nulls happen in the $3-4$ and $5-6 \mathrm{GHz}$ bands.


Fig. 13. Measured gain and radiation efficiency of the proposed antenna.

## C. Radiation pattern and gain measurement

A $6 \times 6 \times 12 \mathrm{~m}^{3}$ anechoic chamber along with a Performance Network Analyzer (PNA) 10 MHz 67 GHz (Agilent E8361C) and far-field measurement software are employed to measure the gain and radiation pattern of the antenna. The absorbers placed in the anechoic chamber absorb electromagnetic waves up to a frequency of 40 GHz . A double-ridged horn antenna is also used as a reference antenna in measurement process.

Figure 14 shows the measured radiation patterns in the two principal planes, H - and Eplanes at the resonance frequencies of $2.8,4.3,7.6$, and 16 GHz . As seen, the radiation patterns in the H-plane, i.e., x-z plane, are nearly omnidirectional for the four frequencies and the antenna exhibits dipole-like radiation patterns in the E-plane. The distortion of the radiation patterns at the higher frequency is caused by the seriously unequal phase distribution of electrical fields on the slot and increased magnitudes of higher order modes.


Fig. 14. Radiation pattern for various resonance frequency for the proposed antenna at: (a) 3, (b) 4.3, (c) 7.6, and (d) 16 GHz .

## V. CONCLUSION

In this paper, a novel compact circle-like slot antenna with dual band-notched function for super wideband applications has been reported. Results show that by using a pair of L-shaped stubs connected to the fork-shaped patch, single band notch characteristic and bandwidth improvement at the middle frequencies of the band can be achieved. Then a T-shaped stub connected to the center of the fork-shaped patch is employed to create dual bandnotched characteristics. At last, we indicated by using two T-shaped slits etched in the ground plane a wide impedance bandwidth ( $164 \%$ ) from 2.5 to 23 GHz can be obtained. The good impedance matching and radiation patterns characteristics over
the entire band show that the proposed antenna could be a good applicant for UWB application.
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#### Abstract

A new simple compact ultra-wideband (UWB) dielectric resonator antenna (DRA) is presented. The finite-difference time-domain (FDTD) method is used to the full-wave analysis of this structure. The antenna consists of a modified stepped microstrip fed monopole printed antenna loaded with a rectangular dielectric resonator, truncated ground plane and a parasitic strip underneath the dielectric resonator (DR). By using an optimized truncated ground plane and a combination of stepped feed line with dielectric resonator, an ultra-wide impedance bandwidth of $153 \%$ for ( $\mathrm{S}_{11} \leq-10 \mathrm{~dB}$ ), covering the frequency range of ( $3.7-28 \mathrm{GHz}$ ) is achieved. The added parasitic strip can improve the radiation pattern, especially at high frequencies. The proposed antenna covers almost the entire UWB (3.1-10.6 $\mathrm{GHz}), \mathrm{Ku}(12.4-18 \mathrm{GHz})$ and $\mathrm{K}(18-26.6 \mathrm{GHz})$ frequency bands. Also, this antenna has an omnidirectional and stable radiation pattern over the whole operating frequency range and a compact size of $\left(15 \times 20 \times 5.8 \mathrm{~mm}^{3}\right)$ that make it suitable for wideband wireless system applications. This structure is light weight and can be easily fabricated. A prototype is built and measured. The simulated and measured results are in good agreement with the computed FDTD result.


Index Terms - Dielectric resonator antenna (DRA), finite difference time domain (FDTD), omnidirectional pattern, ultra-wideband (UWB) antenna.

## I. INTRODUCTION

Recently, the demand for ultra-wideband (UWB) communication systems has rapidly increased due to their many advantages including the high data rate, high speed, low cost, high accuracy in localization systems or high resolution in radar applications. Hence, in most of the applications it is necessary that these systems have a wideband antenna with low profile, omnidirectional and stable radiation pattern, constant gain and constant group delay. The dielectric resonator antenna (DRA) has been recently proposed to be one of the attractive candidate antennas for UWB applications due to striking characteristics such as high radiation efficiency, light weight, small size, different feeding mechanisms, wide bandwidth, absence of ohmic losses and no excitation of surface waves. In the last two decades many techniques have been reported to broaden the impedance bandwidth of DRAs, such as stacked DRs [1-3], special feeding mechanisms $[4,5]$ and conformal patch feeding [6,7]. Although these techniques have enhanced the DRA's bandwidth, however, most of these antennas have a large size and common deficiencies such as asymmetric and unstable radiation pattern and complicated structure.

In this article, a new compact ultra-wideband dielectric resonator antenna with enhanced bandwidth and improved radiation pattern is proposed. The proposed antenna covers uwb frequency band, and entire Ku and K -band (12.4-
26.5 GHz). Lately, this frequency range receives some particular research interest due to the development of high frequency communication systems. By using the combination of a stepped monopole antenna with truncated ground plane and a rectangular dielectric resonator with proper position respect to the feeding structure, the considerable electromagnetic coupling between the feeding patch and DR can be obtained. As a result, the proposed DRA can provide an ultra-wide impendence bandwidth with symmetrical and stable radiation patterns. The rectangular dielectric resonator (RDR) is chosen because it provides some more advantages compared to cylindrical and hemispherical ones. The three dimensions of a RDR provide one degree of freedom more than cylindrical dielectric resonator, which can be used to control the impedance bandwidth of the antenna [8]. Moreover, a RDR gives more flexibility to the manufacturer making it more versatile in achieving a wide impedance bandwidth. In order to improve the radiation pattern at high frequencies, a parasitic strip underneath the $D R$ is utilized. This strip eliminates some of the higher order modes that would cause a consistent omnidirectional pattern in H -plane across the whole operating frequency band (3.7-28 GHz). This DRA is simulated using a High Frequency Structure Simulator (HFSS) [9]. In addition to the Simulated and measured results, the FDTD calculated result is presented to validate the usefulness of the proposed antenna structure for UWB applications.

## II. ANTENNA DESGIN

Figure 1 shows the configuration of the proposed antenna, which consists of a rectangular dielectric resonator and a stepped microstrip fed monopole antenna printed on an FR4 microwave substrate with size of $15 \times 20 \mathrm{~mm}^{2}$, thickness of 0.8 mm and dielectric constant of 4.4.

In theory, a DRA with a dielectric constant of one for the DR, would have the lowest Q-factor and therefore the widest bandwidth. In practice, however, there is a lower limit on the value of the dielectric constant required to contain the fields within the DRA in order to resonate. As a result, a relative permittivity around 10 , which is normally used in related designs, is chosen for our DRA design [8]. The size of the DR has 7.5 mm length, 6 mm width, and 5 mm thickness, which is fabricated on Rogers RT/Duroid 6010 microwave dielectric
material with a dielectric constant of 10.2. The feeding structure comprised of a $50 \Omega$ microstrip transformer with $\mathrm{W}_{\mathrm{f}}=1.6 \mathrm{~mm}$ width and $\mathrm{L}_{\mathrm{f}}=5.3$ mm length and a stepped monopole antenna with lengths of $\mathrm{L}_{1}=4.3 \mathrm{~mm}, \mathrm{~L}_{2}=2.5 \mathrm{~mm}$ and widths of $\mathrm{W}_{1}=1 \mathrm{~mm}, \mathrm{~W}_{2}=4.3 \mathrm{~mm}$. By applying this stepshaped feeding and adjusting its position underneath the DR ( $\mathrm{L}_{4}$ ), a significant coupling and a good impedance matching can be achieved. The truncated ground plane is printed on the bottom side of the substrate with size of $8.5 \times 15 \mathrm{~mm}^{2}$.


Fig. 1. Configuration of the proposed DRA: (a) top view, (b) bottom view, and (c) side view.

Figure 2 shows the design procedure of the proposed DRA. Also, the simulated reflection coefficients for the various antenna structures shown in Fig. 2, are compared in Fig. 3.


Fig. 2. Design procedure of the proposed DRA: (a) monopole antenna, (b) monopole antenna loaded with the DR , (c) monopole antenna loaded with the DR and the added tuning stub, (d) monopole antenna loaded with the DR and two added tuning stubs, and (e) proposed DRA.


Fig. 3. Simulated reflection coefficients for the various antenna structures shown in Fig. 2.

The basic monopole antenna structure is shown in Fig. 2 (a). From Fig. 3, it can be seen that this monopole has two resonant frequencies and a wide impedance bandwidth from 11 to 22 GHz . In order to increase the bandwidth and shift the lower band towards lower frequencies, the DR is loaded on the monopole structure as shown in Fig. 2 (b). The initial dimensions of these structures are chosen in a manner that the resonant modes of the monopole and the DR can be excited with adjacent resonant frequencies to achieve a wideband operation. Since the DR is fed by a monopole structure in the xyplane, the transverse electric modes $T E_{\delta m n}^{x},(0<\delta$ $<1$ ) can be excited in it. By using the dielectric waveguide model (DWM) [10], the resonant frequencies of the DR can be given as follows:

$$
\begin{equation*}
f_{0}=\frac{c}{2 \pi \sqrt{\varepsilon_{r}}} \sqrt{k_{x}^{2}+k_{y}^{2}+k_{z}^{2}}, \tag{1}
\end{equation*}
$$

where

$$
\begin{gather*}
k_{y}=\frac{m \pi}{L_{D}}, k_{z}=\frac{n \pi}{H_{D}},  \tag{2}\\
k_{x}^{2}+k_{y}^{2}+k_{z}^{2}=\varepsilon_{r} k_{0}^{2}  \tag{3}\\
k_{x} \tan \left(k_{x} W_{D} / 2\right)=\sqrt{\left(\varepsilon_{r}-1\right) k_{0}^{2}-k_{x}^{2}}, \tag{4}
\end{gather*}
$$

in which $k_{0}$ is free-space wavenumber, $c$ is the speed of light in vacuum, and $k_{x}, k_{y}$ and $k_{z}$ are wavenumbers inside the DR in the three directions. The subscripts $m, n$ denote the number of extremes in the $y$ and $z$ directions, respectively. However, since these resonant frequencies are determined for isolated DR and do not account for the coupling mechanisms between the DR and feeding structure,
which may introduce new resonant frequencies, to further investigate the properties of DRA, simulations and optimization of the structures are performed using HFSS software. As illustrated in Fig. 3, the monopole antenna loaded with the DR achieves better impedance matching than the basic monopole antenna structure. However, there are some mismatches at the low frequency band (less than 5 GHz ), the middle frequency band (around 16 GHz ), and the high frequency band (more than 22 GHz ). As shown in Fig. 2 (c), in order to obtain a better impedance matching at the low frequency band, a tuning stub is added to the truncated ground plane [11]. As it is observed from Fig. 3, although the added tuning stub can improve the impedance matching and reveal the resonant modes that occur due to the coupling effect between the DR and monopole structure, however, there is still a little mismatch at the low frequency band and the frequency band around 14 GHz . Therefore, to further improve these mismatches, another tuning stub is added to the modified truncated ground plane, as shown in Fig. 2 (d). It can be seen from Fig. 3 that, the monopole antenna loaded with the DR and two added tuning stubs can achieve better impedance matching than the previous structures, but there are still some mismatches at the high frequency bands. Thus, to improve these mismatches, a rectangular slot is etched on the modified truncated ground plane below the feed line, as illustrated in Fig. 2 (e). It is clearly observed from Fig. 3 that, the proposed DRA with the etched slot on the ground plane can achieve a wide impedance matching, even at the high frequency bands; because the rectangular slot creates a capacitive load that neutralizes the inductive nature of the feeding patch, especially at high frequency bands. It can be seen in Fig. 2 (e) that, a parasitic strip is added underneath the DR. This strip can eliminate some of the higher order modes and change the field distribution inside the DR , to achieve a stable omnidirectional radiation pattern in H-plane, especially at high frequency bands.

Design, simulation and optimization of the proposed DRA are carried out using HFSS, leading to the following optimal dimensions: $\mathrm{L}=20 \mathrm{~mm}, \mathrm{~W}$ $=15 \mathrm{~mm}, \mathrm{~L}_{\mathrm{f}}=5.3 \mathrm{~mm}, \mathrm{~W}_{\mathrm{f}}=1.6 \mathrm{~mm}, \mathrm{~L}_{1}=4.3 \mathrm{~mm}$, $\mathrm{W}_{1}=1 \mathrm{~mm}, \mathrm{~L}_{2}=2.5 \mathrm{~mm}, \mathrm{~L}_{\mathrm{D}}=7.5 \mathrm{~mm}, \mathrm{~W}_{\mathrm{D}}=6 \mathrm{~mm}$, $\mathrm{H}_{\mathrm{D}}=5 \mathrm{~mm}, \mathrm{~L}_{\mathrm{P}}=3 \mathrm{~mm}, \mathrm{~W}_{\mathrm{P}}=2 \mathrm{~mm}, \mathrm{~L}_{3}=2 \mathrm{~mm}, \mathrm{~L}_{4}$ $=0.6 \mathrm{~mm}, \mathrm{~L}_{\mathrm{T}}=1.5 \mathrm{~mm}, \mathrm{~W}_{\mathrm{T}}=3 \mathrm{~mm}, \mathrm{~L}_{\mathrm{S}}=1.9 \mathrm{~mm}$, $\mathrm{W}_{\mathrm{S}}=1.4 \mathrm{~mm}, \mathrm{~L}_{\mathrm{G}}=8.5 \mathrm{~mm}, \mathrm{~W}_{3}=0.5 \mathrm{~mm}$ and $\mathrm{h}=$
0.8 mm .

In order to further investigate the characteristics of the proposed DRA and achieve the optimum antenna performance, a parametric study was carried out. The Ansoft HFSS software, which is based on the finite element method, is used for the parametric analysis of reflection coefficient. The key parameters of the proposed antenna are studied by changing one parameter at a time and fixing the others.

Figure 4 shows the effect of the truncated ground plane length $\left(L_{G}\right)$ on the reflection coefficient of the proposed DRA. It can be seen that the best matching and impedance bandwidth is achieved at $\mathrm{L}_{\mathrm{G}}=8.5 \mathrm{~mm}$.


Fig. 4. Simulated reflection coefficient for various length of $\mathrm{L}_{\mathrm{G}}$.

The effect of the first tuning stub length $\left(\mathrm{L}_{5}\right)$ is shown in Fig. 5. It is observed that the impedance matching is degraded by increasing the length of $\mathrm{L}_{5}$, at the low frequency band. Therefore, the optimized value of $L_{5}$ is equal to 9 mm . Another parametric study is done on various values of $\mathrm{L}_{6}$, which it indicate the distance between the second tuning stub and the truncated ground plane, as shown in Fig. 6. It is observed that the impedance matching is degraded by increasing the length of $\mathrm{L}_{6}$, at the low frequency band. So the best impedance matching is achieved at $\mathrm{L}_{6}=1 \mathrm{~mm}$. Figure 7 shows the effect of the $\mathrm{W}_{2}$ parameter. It can be seen that for the lower value of $\mathrm{W}_{2}$, the impedance matching is poor, because of the weak coupling between the feeding structure and the DR. On the other hand, for the higher value, there are some mismatches. Therefore, the best impedance matching is achieved at $\mathrm{W}_{2}=4.3 \mathrm{~mm}$.


Fig. 5. Simulated reflection coefficient for various length of $L_{5}$.


Fig. 6. Simulated reflection coefficient for various length of $\mathrm{L}_{6}$.


Fig. 7. Simulated reflection coefficient for various length of $\mathrm{W}_{2}$.

## III. FDTD ANALYSIS

FDTD methods are widely used to characterize and simulate electromagnetic wave propagation
and antenna structures [12]. In this work, the FDTD algorithm with uniform Cartesian grid is applied to analyze the proposed DRA [13,14]. The space steps used in the FDTD analysis are $\Delta x, \Delta y$, and $\Delta z$. All of them should be smaller than $\lambda_{\text {min }} / 20$, where $\lambda_{\text {min }}$ is the minimum operating wavelength of the antenna structure. In order to correctly model the dimensions of the antenna, the space steps have been chosen so that an integral number of nodes will exactly fit the rectangular dielectric resonator. Unfortunately, this means the stepped monopole structure lengths, widths, and placement will be offset by a fraction of the space step. The sizes of the space steps are carefully chosen to minimize the effect of this error. To model the thickness of the substrate (h) correctly, $\Delta z$ is chosen so that four nodes exactly match the thickness. An additional 14 nodes in the $z$ and $-z$ directions are used to model the free-space above the DR and under the substrate, respectively. The space steps used are $\Delta x$ $=0.2 \mathrm{~mm}, \Delta y=0.395$, and $\Delta z=0.2 \mathrm{~mm}$.

As in [14], Mur's first order absorbing boundary conditions $(\mathrm{ABC})$ are used to terminate the computational domain. Hence, the tangential electric filed components on the six outer boundaries will obey the one-dimensional wave equation in the direction normal to the mesh wall. Since the reflections from the antenna structure will be reflected again by the source wall, to eliminate this, the microstrip line feeding structure is extended with additional 30 nodes in the $-y$ direction, and in order to reduce the source distortion, a changeable source plane is assumed following Sheen, et al. [14]. This plane is a magnetic wall all over the source plane and when the excitation pulse has been fully launched, it is substituted by Mur's first order ABC. Thus, the length of the microstrip line from the source plane to the reference plane is $30 \Delta y$. The total size of the computational domain is $76 \Delta x \times 81 \Delta y \times 57 \Delta z$.

A simple voltage source approximation is used to model the feed of the microstrip line. A baseband Gaussian pulse of half-width $T=10 \mathrm{ps}$ is applied at the source plane to suit the frequency range of interest ( $0-30 \mathrm{GHz}$ ). The time delay $t_{0}$ is set to be $3 T$ so the Gaussian will start at approximately 0 . The time step used, according to the Courant stability condition [12], is $\Delta t=0.2 \mathrm{ps}$. The iterations are performed for 8000 time steps to allow the input response to vanish.

## IV. RESULTS AND DISCUSSION

To validate the proposed design, an optimized DRA was fabricated and measured, which is shown in Fig. 8. The optimized DRA parameters are as follows: $\mathrm{L}=20 \mathrm{~mm}, \mathrm{~W}=15 \mathrm{~mm}, \mathrm{~L}_{\mathrm{f}}=5.3 \mathrm{~mm}, \mathrm{~W}_{\mathrm{f}}=$ $1.6 \mathrm{~mm}, \mathrm{~L}_{1}=4.3 \mathrm{~mm}, \mathrm{~W}_{1}=1 \mathrm{~mm}, \mathrm{~L}_{2}=2.5 \mathrm{~mm}, \mathrm{~W}_{2}$ $=4.3 \mathrm{~mm}, \mathrm{~L}_{\mathrm{D}}=7.5 \mathrm{~mm}, \mathrm{~W}_{\mathrm{D}}=6 \mathrm{~mm}, \mathrm{H}_{\mathrm{D}}=5 \mathrm{~mm}, \mathrm{~L}_{\mathrm{P}}$ $=3 \mathrm{~mm}, \mathrm{~W}_{\mathrm{P}}=2 \mathrm{~mm}, \mathrm{~L}_{3}=2 \mathrm{~mm}, \mathrm{~L}_{4}=0.6 \mathrm{~mm}, \mathrm{~L}_{\mathrm{T}}=$ $1.5 \mathrm{~mm}, \mathrm{~W}_{\mathrm{T}}=3 \mathrm{~mm}, \mathrm{~L}_{\mathrm{S}}=1.9 \mathrm{~mm}, \mathrm{~W}_{\mathrm{S}}=1.4 \mathrm{~mm}, \mathrm{~L}_{\mathrm{G}}$ $=8.5 \mathrm{~mm}, \mathrm{~L}_{5}=9 \mathrm{~mm}, \mathrm{~W}_{3}=0.5 \mathrm{~mm}, \mathrm{~L}_{6}=1 \mathrm{~mm}$ and $\mathrm{h}=0.8 \mathrm{~mm}$. The impedance bandwidth was measured by using an Agilent 8722ES vector network analyzer. In addition to the measured and simulated reflection coefficients of the proposed antenna, Fig. 9 shows the calculated result by the FDTD method. A good agreement between the results is observed.


Fig. 8. Photograph of the fabricated DRA.


Fig. 9. Reflection coefficients of the proposed DRA.

The measured impedance bandwidth covers the frequency range ( $3.7-28 \mathrm{GHz}$ ), which is equivalent to $153 \%$ for ( $\mathrm{S}_{11} \leq-10 \mathrm{~dB}$ ). The discrepancy between the simulated and measured results can be due to the tolerance in manufacturing, imperfect soldering effect of the SMA connector, and also the accuracy of the simulation due to the wide range of
simulation frequencies. The errors in the FDTD calculated result may be due to the modeling error that occurs primarily in the inability to match all of the circuit dimensions, and the imperfect absorbing condition of outer boundaries. Moreover, the simulated reflection coefficient of the proposed antenna without the dielectric resonator is also shown in Fig. 9. It is observed from these results, when the antenna is with the DR a better impedance matching due to the loading effect, with some excited resonant modes in the DR can be achieved. As a result, an ultra-wide bandwidth is obtained by using a dielectric resonator.

The proposed DRA is also measured in far field anechoic chamber. Figure 10 shows the measured and simulated radiation patterns in the $\mathrm{H}(\mathrm{xz})$-plane and $\mathrm{E}(\mathrm{yz})$-plane at five different frequencies ( 4,8 , 11,16 and 22 GHz ). In the H-plane, it can be seen that the radiation patterns are almost symmetrical and stably omnidirectional across the operating frequency range. However, the radiation patterns in the E-plane are not as symmetrical as in the H-plane and have some deformations at higher frequencies due to the effects of higher order modes.

Figure 11 plots the measured and simulated peak gain of the proposed antenna. It is seen that the peak gain is almost stable in the entire operating frequency range, and slightly increases with frequency due to the higher order modes excitation. The estimated radiation efficiency of the proposed antenna is more than $90 \%$ across the operating frequency range.

Group delay is an important parameter in UWB antenna design because it represents the degree of distortion of the transmitted pulses in the UWB communication. The group delay should be almost constant for a good pulse transmission. The measured and simulated group delay of the proposed antenna is shown in Fig. 12. As it can be seen, the group delay variation is less than 2 ns in the whole frequency band. This confirms that the proposed DRA is suitable for UWB communication.

As mentioned in the introduction section, different shapes of DRAs are investigated for wideband application. To determine the validity of the proposed UWB DRA, a comparison with the some existing designs in the literature is presented in Table 1. The comparison shows that the proposed antenna achieves wider bandwidth and smaller volume than other DRAs.
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$$

Fig. 10. Measured and simulated radiation patterns at frequencies: (a) 4 , (b) 8 , (c) 11 , (d) 16 , and (e) 22 GHz.


Fig. 11. Measured and simulated peak gain of the proposed DRA.


Fig. 12. Measured and simulated group delay of the proposed DRA.

Table 1: Comparison between the proposed antenna and other designs

| Parameters | Volume <br> $(\mathrm{mm} 3)$ | Height <br> $(\mathrm{mm})$ | Bandwidth | Gain <br> $(\mathrm{dBi})$ |
| :---: | :---: | :---: | :---: | :---: |
| L-shaped | 44732 | 24 | $1.71-2.51$ <br> GHz <br> $(80 \%)$ | $6.1-$ <br> 8.7 |
| DRA [3] | Hybrid | 15280 | 7.64 | $3.1-10.6$ <br> GHz <br> $(109.5 \%)$ |
| DRA [5] | $2-5$ |  |  |  |
| U-shaped <br> DRA [6] | 61572 | 20.5 | 3.635 GHz <br> $(84.09 \%)$ | $3-8.5$ |
| Asymmetrical <br> T-shaped <br> DRA [7] | 48240 | 13.4 | $3.81-8.39$ <br> GHz <br> $(75 \%)$ | $3.24-$ <br> 7.35 <br> Proposed <br> antenna |
| 1740 | 5.8 | $3.7-28$ <br> GHz <br> $(153 \%)$ | $2.5-$ <br> 6.75 |  |

## V. CONCLUSION

A new simple compact UWB dielectric resonator antenna with enhanced bandwidth and improved radiation pattern has been proposed. The uniform grid FDTD method has been used to analyze the scattering characteristic of the proposed DRA. By using a stepped monopole antenna loaded with a rectangular dielectric resonator and an optimized truncated ground plane, an ultrawideband DRA with increased bandwidth is achieved and the parasitic strip is added underneath the DR to improve the radiation pattern at high frequencies. The measured results demonstrate that the proposed DRA achieves an ultra-wide impedance bandwidth about $153 \%$, covering the frequency range of $(3.7-28 \mathrm{GHz})$. Also, this antenna provides almost stable omnidirectional radiation patterns, stable gain and nearly constant group delay over the entire operating frequency range. In addition to the above characteristics, this DRA has a simple structure, compact size and easy fabrication that make it a good candidate for UWB applications and systems.
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#### Abstract

An exact formulation of a generalized orthogonality integral for the spherical boundary condition is proposed. This integral usually appears in the problems contained in conical and biconical antennas. The analytical results are successfully validated through a comparison with the numerical results.


Index Terms - Orthogonality integral, spherical boundary condition.

## I. INTRODUCTION

In the analysis of electromagnetic boundaryvalue problems, any solution for the time-harmonic electric and magnetic fields must satisfy Maxwell's/vector wave equations as well as the appropriate boundary conditions [1]. The vector wave equations usually reduce to a number of scalar Helmholtz equations, and the general solutions can be founded in three-dimensional orthogonal coordinate systems.

Many researchers are interested in the formulation of full-wave spherical boundary value problems previously [1-9]. In order to find out unknown coefficients and to drive an exact solution for these structures, it is usually preferred to use the orthogonality properties of spherical functions to reduce the integrals to simple exact solutions. Although most of the orthogonality integrals are solved before, which may be found in the reference [10], there are some integrals which haven't been addressed yet in the mathematical or physical literatures. However, it is worth noting that the numerical solutions to these integrals are the main time consuming part of the electromagnetic boundary-value problems. The importance of the exact solutions is clearer in the problems contained
to high degrees of complexity of the boundary condition, as well as mode-matching problems. In such problems, due to complexity and iterative nature of numerical solutions, it is critical to reduce all numerical integrals to their simple exact solutions.

In this paper, an exact formulation for the generalized spherical orthogonality integral of the legend functions of the first and second kind, which usually appears in the problems contained in conical and biconical antennas is proposed. The obtained analytical formulas confirm the general conclusions recently presented in [3-5]. It is demonstrated that the analytical results have been successfully validated through a comparison with the numerical results. The extracted formula is very easy to implement, essentially general and applicable to any problem, without the need to know where the singularities will take place.

## II. FIELD ANALYSIS

Figure 1 (a) illustrates a slotted hollow conducting sphere of radius $a$, containing a Hertzian dipole $\bar{J}=\hat{z} J \delta(\bar{r})$, placed at the center $(\vec{r}=0)$; here $(r, \theta, \varphi)$ are the spherical coordinates and $\delta$ is a delta function. The time convention is $e^{-j \omega t}$ suppressed throughout. Due to azimuthally symmetry, the fields depend on $(r, \theta)$, and the fields are then TM waves, which can be expressed in terms of magnetic vector potentials. The total magnetic vector potential for the un-slotted sphere (first region, I) is a sum of the primary and secondary magnetic vector potentials, [3]:

$$
\begin{equation*}
A^{i}(r, \theta)=\hat{z} A_{z}^{p}(r, \theta)+\hat{r} A_{r}^{s}(r, \theta), \tag{1}
\end{equation*}
$$

while the primary magnetic vector potential is a free-space Green's function as:

$$
\begin{equation*}
A_{z}^{p}(r, \theta)=\frac{\mu_{1} J}{4 \pi} \frac{e^{i k R}}{R}, \tag{2}
\end{equation*}
$$

$\hat{z}$ and $\hat{r}$ are the unit vectors and $R=\sqrt{r^{2}+r^{\prime 2}-2 r r^{\prime} \cos \theta}$. And the secondary magnetic vector potential is:

$$
\begin{equation*}
A_{r}^{s}(r, \theta)=\sum_{n=0}^{\infty} a_{n} \hat{J}_{n}\left(k_{I} r\right) P_{n}(\cos \theta), \tag{3}
\end{equation*}
$$

where $\hat{J}_{n}($.$) and P_{n}($.$) are the spherical Bessel and$ Legendre functions, respectively, and [3]:
$a_{n}=\frac{\mu_{1} a J}{8 \pi k_{1} \hat{J}_{n}^{\prime}\left(k_{1} a\right)} \frac{2 n+1}{n(n+1)} \int_{0}^{\pi} \Omega \frac{\partial P_{n}(\cos \theta)}{\partial \theta} \sin ^{2} \theta d \theta$
$\Omega=\left\{\left(a^{2}-2 r^{\prime 2}+a r^{\prime} \cos \theta\right)\left(i k_{1} \tilde{R}-1\right)+k_{1}^{2} \tilde{R}^{2}\left(a^{2}-a r^{\prime} \cos \theta\right)\right\} \frac{e^{i k \tilde{R}}}{\tilde{R}^{\zeta}}$.
Now consider a slotted conducting sphere, as shown in Fig. 1 (a). The total magnetic vector potential in region (I) consists of the incident $A^{i}$ and scattered $A_{r}^{I}$ potentials as:

$$
\begin{equation*}
A_{r}^{I}(r, \theta)=\sum_{n=0}^{\infty} C_{n} \hat{J}_{n}\left(k_{I} r\right) P_{n}(\cos \theta) . \tag{5}
\end{equation*}
$$

Here, $C_{n}$ is an unknown modal coefficient.
The $r$-component of the magnetic vector potential in region (II) of the $l$-th slot is:

$$
\begin{equation*}
A_{r}^{I I}(r, \theta)=\sum_{v=0}^{\infty} R_{v}^{l}(\cos \theta)\left[D_{v}^{l} \hat{J}_{\xi}\left(k_{I I} r\right)+E_{v}^{l} \hat{N}_{\xi}\left(k_{I I} r\right)\right], \tag{6}
\end{equation*}
$$

where

$$
R_{v}^{\prime}(\cos \theta)=\left\{\begin{array}{cc}
Q_{\xi}(\cos \theta) & v=0  \tag{7}\\
Q_{\xi}\left(\cos \alpha_{2}^{\prime}\right) P_{\xi}(\cos \theta) & v \geq 1 \\
-P_{\xi}\left(\cos \alpha_{2}^{l}\right) Q_{\xi}(\cos \theta) &
\end{array}\right.
$$

where $Q_{n}($.$) is the Legendre function of the second$ kind and $D_{v}^{l}$ and $E_{v}^{l}$ are unknown coefficients. Here $\xi_{0}^{l}=0$ and $\xi_{v}^{l}$ satisfies $R_{v}^{l}\left(\cos \alpha_{1}^{l}\right)=0 \quad(v>1)$.

The $r$-component of the magnetic vector potential in region (III) is:

$$
\begin{equation*}
A_{r}^{I I I}(r, \theta)=\sum_{v=0}^{\infty} F_{n} \hat{H}_{n}^{(2)}\left(k_{I I} r\right) P_{n}(\cos \theta), \tag{8}
\end{equation*}
$$

where $F_{n}$ is an unknown modal coefficient and $\hat{H}_{n}^{(2)}($.$) is the spherical Hankel function of the$ second kind. To determine the modal coefficients, we enforced the field continuities, as described in details in [4-5].

(a)

(b)

Fig. 1. (a) Multiply- and (b) single slotted conducting hollow sphere, $k_{I}\left(=\omega \sqrt{\mu_{I} \varepsilon_{I}}\right)$, $k_{I I}\left(=\omega \sqrt{\mu_{I I} \varepsilon_{I I}}\right), \quad$ and $\quad k_{\text {III }}\left(=\omega \sqrt{\mu_{\text {III }} \varepsilon_{I I}}\right): \quad$ wave numbers of region (I) $r \leq a$, (II) $a \leq r \leq b$, and (III) $r \geq b$.

## III. FINDING EXACT SOLUTION

Based on tangential electric field continuity at $r=a$, while we have:

$$
E_{\theta}^{I I}=E_{\theta}^{I} \quad \alpha_{1}^{I}<\theta<\alpha_{2}^{I} .
$$

Applying Legendre function orthogonality integral, $\int_{0}^{\pi}().\left(d P_{n^{\prime}}(\cos \theta)\right) /(d \theta) \sin \theta d \theta$, to this boundary condition, according to [3], $-I_{v n}$ is defined as below:

$$
\begin{equation*}
-I_{v n}^{l}=\int_{\alpha_{1}^{\prime}}^{\alpha_{2}^{\prime}} \frac{\partial}{\partial \theta} R_{v}^{l}(\cos \theta) \frac{\partial}{\partial \theta} P_{n}(\cos \theta) \sin \theta d \theta, \tag{9}
\end{equation*}
$$

all required definitions are illustrated in [3-5].
The main goal of this paper is to drive an exact solution for $I_{v n}$ integral. To start calculating the integral, first we assume that there is only a single slot configuration, so the problem is reduced to a simple biconical antenna (Fig. 1 (b)).

Integrating by part, and using Legendre function properties, some may rewrite (9) as:
$-I_{v n}^{l}=\left.R_{v}^{l}(\cos \theta) \frac{\partial}{\partial \theta} P_{n}(\cos \theta) \sin \theta\right|_{\alpha_{1}^{\prime}} ^{\alpha_{2}^{\prime}}$
$+n(n+1) \int_{\alpha_{1}^{\prime}}^{\alpha_{2}^{\prime}} R_{v}^{l}(\cos \theta) P_{n}(\cos \theta) \sin \theta d \theta=I_{1}+I_{2}$,
where
$I_{1}=\frac{R_{v}^{l}(\cos \theta)(n+1) .}{\left[P_{n+1}(\cos \theta)-\cos \theta \cdot P_{n}(\cos \theta)\right]_{\alpha_{1}^{\prime}}^{\alpha_{2}^{\prime}}}=(n+1) T_{v} T_{p}$,
$I_{2}=M_{v n} \sin \theta\left\{\begin{array}{l}{\left[R_{v}^{l}(\cos \theta) \frac{\partial}{\partial \theta} P_{n}(\cos \theta)\right]_{\alpha_{1}^{\prime}}^{\alpha_{2}^{\prime}}} \\ -\left[P_{n}(\cos \theta) \frac{\partial}{\partial \theta} R_{v}^{l}(\cos \theta)\right]_{\alpha_{1}^{\prime}}^{\alpha_{2}^{\prime}}\end{array}\right\}=T_{1}-T_{2}$,
and

$$
\begin{gather*}
T_{p}=\left[P_{n+1}\left(\cos \alpha_{1}^{l}\right)-\cos \alpha_{1}^{l} \cdot P_{n}\left(\cos \alpha_{1}^{l}\right)\right],  \tag{13}\\
T_{v}=P_{\xi}\left(\cos \alpha_{2}^{l}\right) \cdot Q_{\xi}\left(\cos \alpha_{1}^{l}\right)  \tag{14}\\
-Q_{\xi}\left(\cos \alpha_{2}^{l}\right) \cdot P_{\xi}\left(\cos \alpha_{1}^{l}\right), \\
M_{v n}=\frac{n(n+1)}{\xi_{v}^{l}\left(\xi_{v}^{l}+1\right)-n(n+1)} . \tag{15}
\end{gather*}
$$

Simplification of (12) may result:

$$
\begin{gather*}
T_{1}=(n+1) M_{v n} T_{v} T_{p},  \tag{16}\\
T_{2}=M_{v n}\left[P_{n}\left(\cos \alpha_{2}^{l}\right)-P_{n}\left(\cos \alpha_{1}^{l}\right) \Phi_{v}\right], \tag{17}
\end{gather*}
$$

where

$$
\begin{align*}
& \Phi_{v}=\left(\xi_{v}^{l}+1\right)\left[\cos \alpha_{1}^{l} T_{v}-T_{v v}\right],  \tag{18}\\
& T_{v}=P_{\xi}\left(\cos \alpha_{2}^{l}\right) \cdot Q_{\xi}\left(\cos \alpha_{1}^{l}\right) \\
& -Q_{\xi}\left(\cos \alpha_{2}^{l}\right) \cdot P_{\xi}\left(\cos \alpha_{1}^{l}\right),  \tag{19}\\
& T_{v v}=P_{\xi}\left(\cos \alpha_{2}^{l}\right) \cdot Q_{\xi+1}\left(\cos \alpha_{1}^{l}\right) \\
& -Q_{\xi}\left(\cos \alpha_{2}^{l}\right) \cdot P_{\xi+1}\left(\cos \alpha_{1}^{l}\right) . \tag{20}
\end{align*}
$$

Substitution (16-20) to (12) yields:

$$
\left.\begin{array}{l}
I_{2}=M_{v n}\left\{\begin{array}{l}
(n+1) T_{v} T_{p}- \\
{\left[P_{n}\left(\cos \alpha_{2}^{l}\right)-P_{n}\left(\cos \alpha_{1}^{l}\right) \Phi_{v}\right.}
\end{array}\right\}
\end{array}\right\} . \begin{aligned}
& =M_{v n}\left\{\begin{array}{l}
\left(\begin{array}{l}
(n+1) P_{n+1}\left(\cos \alpha_{1}^{l}\right) \\
T_{v}\left(\xi_{v}^{l}-n\right) \cos \alpha_{1}^{l} \cdot P_{n}\left(\cos \alpha_{1}^{l}\right)
\end{array}\right] \\
-\left[\begin{array}{l}
P_{n}\left(\cos \alpha_{2}^{l}\right)+P_{n}\left(\cos \alpha_{1}^{l}\right)\left(\xi_{v}^{l}+1\right) T_{v v}
\end{array}\right] .
\end{array}\right.
\end{aligned}
$$

Using (11) and (21) one obtains:

$$
\begin{align*}
& -I_{v n}=(n+1)\left(M_{v n}+1\right) T_{v} T_{p} \\
& -M_{v n}\left[P_{n}\left(\cos \alpha_{2}^{l}\right)-P_{n}\left(\cos \alpha_{1}^{l}\right) \Phi_{v}\right] . \tag{22}
\end{align*}
$$

To verify the extracted formula, a numerical evaluation of the $I_{v n}$ integral, (9), is compared with the results of exact equation (22) in Table 1 and 2. It seems clear that the numerical estimations are in good agreement with exact formula. The commercial software Mathematica is adopted for the numerical integrations.

Table 1: Calculation comparison, for $\alpha_{1}=\pi / 3, \alpha_{2}=2 \pi / 3$

| Number of Modes | Eq. 22 | Numerical Integration |
| :---: | :---: | :---: |
| $n=2, \xi_{v}^{l}=1$ | 0.237011470359071 | 0.237011470359071 |
| $n=3, \xi_{v}^{l}=1$ | 0.612011470359070 | 0.612011470359070 |
| $n=4, \xi_{v}^{l}=1$ | -0.387356331794832 | -0.387356331794832 |
| $n=1, \xi_{v}^{l}=2$ | -0.190747132410232 | -0.190747132410232 |
| $n=1, \xi_{v}^{l}=3$ | 0.167614963435814 | 0.167614963435814 |
| $n=1, \xi_{v}^{l}=4$ | 0.265859967903335 | 0.265859967903335 |

Table 2: Calculation comparison, for $n=11, \xi_{v}^{l}=3, \alpha_{2}=\pi-\alpha_{1}$

| Cone Angle | Eq. 22 | Numerical Integration |
| :---: | :---: | :---: |
| $\alpha_{l}=\pi / 3$ | 0.034245642954503 | 0.034245642954479 |
| $\alpha_{l}=\pi / 6$ | -0.366169292285009 | -0.366169292456850 |
| $\alpha_{l}=\pi / 12$ | 0.013319388336234 | 0.013319365546954 |
| $\alpha_{l}=\pi / 24$ | -0.037508615096376 | -0.037508811221276 |
| $\alpha_{l}=\pi / 48$ | -0.005357753392885 | -0.005358297043497 |

## IV. CONCLUSION

An exact formulation of a generalized orthogonality integral for the spherical boundary condition which is usually calculated numerically in the problems contained in conical and biconical antennas has been proposed. The analytical results have been successfully validated through a comparison with the numerical results.
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#### Abstract

In this paper, a new design of dual bandnotch printed monopole antenna for UWB applications is proposed. The antenna consists of a circular disc radiating patch with a protruded anchor-shaped strip, a feed line with an inverted Uring slot and a ground plane structure, which provides a wide usable fractional bandwidth of more than $125 \%(2.69-12.53 \mathrm{GHz})$ with dual bandstop performance around of $3.3-4.2 \mathrm{GHz}$ and $5-6$ GHz . In the proposed structure, by using a protruded anchor-shaped strip in the radiating patch, a single frequency band-stop performance can be achieved. Also, in order to create the second notched frequency, an inverted U-ring slot was cut at the feed line. Simulated and measured results obtained for this antenna show that the proposed monopole antenna offers two notched bands, covering all the $5.2 / 5.8 \mathrm{GHz}$ WLAN, $3.5 / 5.5 \mathrm{GHz}$ WiMAX and $4-\mathrm{GHz}$ C-band range. The proposed antenna has a small dimension of $12 \times 18 \times 1.6 \mathrm{~mm}^{3}$.


Index Terms - Anchor-shaped strip, inverted Uring structure, UWB applications.

## I. INTRODUCTION

There has been more and more attention in ultra-wideband (UWB) antennas ever since the Federal Communications Commission (FCC)'s allocation of the frequency band $3.1-10.6 \mathrm{GHz}$ for commercial use [1-2]. In UWB communication systems, one of key issues is the design of a compact antenna while providing wideband characteristic over the whole operating band.

Consequently, a number of microstrip antennas with different geometries have been experimentally characterized [3-4].

There are many narrowband communication systems which severely interfere with the UWB communication system, such as the wireless local area network (WLAN) operating at 5.15-5.35 and $5.725-5.825 \mathrm{GHz}$, international telecommunication union operating from 8.025 to 8.4 GHz , and etc. Therefore, UWB antennas with band-notched characteristics to filter the potential interference are desirable. Nowadays, to mitigate this effect many UWB antennas with various band-notched properties have developed [5-6].

All of the above methods are used for rejecting a single band of frequencies. To effectively utilize the UWB spectrum and to improve the performance of the UWB system, it is desirable to design the UWB antenna with dual band rejection. It will help to minimize the interference between the narrow band systems with the UWB system. Some methods are used to obtain the dual band rejection in the literature [7-8]. In this paper, a new dual bandnotched monopole antenna is presented. In the proposed structure, single band-notched function is provided by using a rectangular slit with a protruded anchor-shaped strip in top of the circular disc radiating patch, and dual band-notched characteristic is obtained by cutting an inverted U ring slot inside the feed line. Simulated and measured results are presented to validate the usefulness of the proposed antenna structure for UWB applications.

## II. ANTENNA DESIGN

The presented small monopole antenna fed by a microstrip line is shown in Fig. 1, which is printed on an FR4 substrate of thickness of 1.6 mm , permittivity of 4.4 , and loss tangent of 0.018 .

Microstrip feed line is one of the easier methods to fabricate as it is just a conducting strip connecting to the patch and therefore can be considered as an extension of radiating patch. It is simple to model and easy to match by controlling the inset position. In the microstrip-fed technique, a conducting strip is made contact directly to the edge of the radiating patch or microstrip patch. The conducting strip is having minimum in width as compared to the radiating patch.

The proposed antenna is connected to a $50-\Omega$ SMA connector for signal transmission. The circular disc patch has a radial of $R$. The radiating patch is connected to a feed line with width of $\mathrm{W}_{\mathrm{f}}$ and length of $L_{f}$. The width of the microstrip feed line is $W_{f}=2 \mathrm{~mm}$. On the other side of the substrate, a conducting ground plane of is placed.


Fig. 1. Geometry of proposed monopole antenna: (a) side view, and (b) top view.

In this work, we start by choosing the dimensions of the designed antenna. These parameters including the substrate is $\mathrm{W}_{\text {sub }} \times \mathrm{L}_{\text {sub }}=12 \times 18 \mathrm{~mm}^{2}$ or about $0.15 \lambda \times 0.25 \lambda$ at 4.8 GHz (the first resonance frequency of the ordinary monopole antenna). We have a lot of flexibility in choosing the radios of the radiating patch. This parameter mostly affects the antenna bandwidth. As $R$ decreases, so does the antenna bandwidth, and vice versa. This parameter is approximately $\lambda_{\text {lower }} / 4$, where $\lambda_{\text {lower }}$ is the lower bandwidth frequency
wavelength. $\lambda_{\text {lower }}$ depends on a number of parameters such as the monopole width as well as the thickness and dielectric constant of the substrate on which the antenna is fabricated.

The last and final step in the design is to choose the length of the band-stop filter elements. In this design, the optimized length $\mathrm{L}_{\text {notch }}$ is set to bandstop resonate at $0.5 \lambda_{\text {notch, }}$ where $\mathrm{L}_{\text {notch } 1}=\mathrm{R}_{1}+0.5 \mathrm{R}_{2}+0.5$ for 3.9 GHz notched frequency and $\mathrm{L}_{\text {notch } 2}=\mathrm{L}_{\mathrm{U} 1}+0.5 \mathrm{~W}_{\mathrm{U} 1}+0.25 \mathrm{~L}_{\mathrm{U} 2}$ for 5.5 GHz notched frequency. $\lambda_{\text {notch1 }}$ and $\lambda_{\text {notch2 }}$ corresponds to first band-notch frequency (3.9 GHz ) and second band-notch frequency ( 5.5 GHz ), respectively.

In this study, the protruded anchor-shaped strip in the radiating patch perturbs the resonant response and also acts as a half-wave resonant structure [4]. At the notched frequency, the current concentrated on the edges of the interior and exterior of this structure [7]. Additionally, the inverted U-ring slot inside the feed line act as a filtering element to generate another notched frequency, because it can create additional surface current path. As a result, the desired attenuation near the notched frequencies can be produced. Final values of the designed antenna parameters are indicated in Table 1.

Table 1: The final dimensions of the antenna

| Param. | mm. | Param. | mm. | Param. | mm. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{W}_{\text {sub }}$ | 12 | $\mathrm{~L}_{\text {sub }}$ | 18 | $\mathrm{H}_{\text {sub }}$ | 1.6 |
| $\mathrm{~L}_{\mathrm{f}}$ | 7 | $\mathrm{~W}_{\mathrm{f}}$ | 2 | W | 7 |
| R | 4.75 | $\mathrm{~W}_{1}$ | 0.4 | $\mathrm{R}_{1}$ | 5.5 |
| $\mathrm{R}_{2}$ | 5 | $\mathrm{~W}_{\mathrm{U}}$ | 1.1 | $\mathrm{~L}_{\mathrm{U}}$ | 5 |
| $\mathrm{~W}_{\mathrm{U} 1}$ | 0.5 | $\mathrm{~L}_{\mathrm{U} 1}$ | 4.6 | $\mathrm{~W}_{\mathrm{U} 2}$ | 0.2 |
| $\mathrm{~L}_{\mathrm{U} 2}$ | 4.4 | d | 2.25 | $\mathrm{~L}_{\text {gnd }}$ | 3.5 |

## III. RESULTS AND DISCUSSIONS

In this Section, the microstrip monopole antenna with various design parameters were constructed. The simulated results are obtained using the Ansoft simulation software highfrequency structure simulator (HFSS) [9].

## A. UWB monopole antenna

In the proposed structure, in order to increase the upper frequency bandwidth, we use a modified circular disc structure instead of square structure in radiating patch of the antenna [7]. By properly tuning the length of R in the radiating patch, the antenna can actually radiate over a very wide
frequency band based on a coupling condition.
Figure 2 shows the effects of circular disc radiating patch with different values of radial sizes on the impedance. It is found that by applying a circular disc structure of suitable dimensions at the radiating patch much wider impedance bandwidth can be produced, especially at the higher band [36].

The simulated current distributions for the ordinary monopole antenna with a circular-disc radiating patch at the resonance frequencies are presented in Fig. 3. It can be observed in Figs. 3 (a) and 3 (b) that the directions of surface currents at the circular-disc radiating patch are reversed in compared to each other, which cause the antenna impedance changes at 4.8 and 11 GHz due to the resonant properties of the top layer structure.


Fig. 2. Simulated VSWR characteristic with different values of $R$.


Fig. 3. Simulated surface current distributions for the circular antenna at: (a) 4.8 GHz , and (b) 11 GHz.

## B. Dual band-notched UWB antenna

The structure of the various antennas used for simulation studies are shown in Fig. 4. VSWR characteristics for the ordinary circular disc monopole antenna [Fig. 4 (a)], circular disc monopole antenna with a Protruded anchor-shaped strip in the rectangular slit at radiating patch [Fig. 4 (b)], and the proposed antenna structure [Fig. 4 (c)] are compared in Fig. 5.

As shown in Fig. 5, to generate a single frequency band notch function (3.3-4.2 GHz), we insert a rectangular slot with an anchor-shaped strip protruded inside the rectangular slot in the radiating patch of the ordinary circular disc monopole antenna, and also by using an inverted U-ring slot at feed line, the dual band-notched function can be achieved.


Fig. 4. (a) Basic structure, (b) antenna with a protruded anchor-shaped strip inside rectangular slot, and (c) the proposed antenna.


Fig. 5. Simulated VSWR characteristics for the antennas shown in Fig. 2.

In order to know the phenomenon behind the dual band-notched performance, the simulated current distributions on the circular disc radiating patch for the proposed antenna at 3.8 GHz are presented in Fig. 6 (a). It can be observed in Fig. 5 (a), that the current concentrated on the edges of the interior and exterior of the protruded anchor-shaped strip at 3.8 GHz .

Other important design parameter of this structure is the inverted U-ring slot use in the feed line. Figure 6 (b) presents the simulated current distributions on the feed line at the second notched frequency ( 5.5 GHz ). As shown in Fig. 6 (b), at the second notched frequency the current flows are more dominant around of the inverted U-ring shaped slot. As a result, the desired high attenuation near the second notched frequency can be produced [10].


Fig. 6. Simulated surface current distributions on the radiating patch for: (a) the circular disc antenna with a protruded anchor-shaped stub at 3.9 GHz (first notched frequency), and (b) the proposed antenna at 5.5 GHz (second notched frequency).

The simulated VSWR curves with different values of $d \& L_{U}$ are plotted in Fig. 7. As illustrated, when the interior width of the anchor-shaped strip and the length of the inverted U-ring slot increase from 3.5 to 5.3 mm and 2 to 2.5 mm respectively, the center of notched frequencies decrease from 6.2 and 4.2 GHz to 5 and 3.5 GHz . From these results, we can conclude that the notched frequencies are controllable by changing the length of the embedded structure.

Another main effect of the anchor-shaped and inverted U-ring structures occurs on the filter bandwidth. In the proposed structure, the lengths of
$R_{l} \& W_{U l}$ are the critical parameter to control the filter bandwidth. Figure 8 illustrates the simulated VSWR characteristics with various lengths of $R_{l} \& W_{U l}$. As the interior width of the $R_{l} \& W_{U l}$ increases from 5.3 to 5.7 mm and 0.4 to 0.6 mm respectively, the filter bandwidth is varied from 0.7 to 1.5 GHz . Therefore the bandwidth of notched frequencies is controllable by changing the length of $R_{l} \& W_{U l}$.


Fig. 7. Simulated VSWR characteristic with different values of $d \& L_{U}$.


Fig. 8. Simulated VSWR characteristics for the proposed antenna with different values of $R_{l} \& W_{U l}$.

The proposed microstrip monopole antenna with final design as shown in Fig. 9 was built and tested, and the VSWR and return loss characteristics were measured using a network analyzer in an anechoic chamber. The radiation patterns have been measured inside an anechoic chamber using a double-ridged horn antenna as a reference antenna placed at a distance of 2 m . Also, a two-antenna technique using a spectrum analyzer
and a double-ridged horn antenna as a reference antenna placed at a distance of 2 m , is used to measure the radiation gain in the z axis direction ( x z plane).


Fig. 9. Photograph of the realized antenna: (a) top view, and (b) bottom view.

Figures 10 and 11 show the measured and simulated VSWR and return loss characteristics of the proposed antenna, respectively. As illustrated, the fabricated antenna has the frequency band of 2.69 to over 12.53 GHz . However, as seen, there exists a discrepancy between measured data and the simulated results. This discrepancy is mostly due to a number of parameters such as the fabricated antenna dimensions as well as the thickness and dielectric constant of the substrate on which the antenna is fabricated, the wide range of simulation frequencies.

In a physical network analyzer measurement, the feeding mechanism of the proposed antenna is composed of a SMA connector and a microstrip line (the microstrip feed-line is excited by a SMA connector), whereas the simulated results are obtained using the Ansoft simulation software (HFSS), that in HFSS by default, the antenna is excited by a wave port that it is renormalized to a 50 -Ohm full port impedance at all frequencies. In order to confirm the accurate return loss characteristics for the designed antenna, it is recommended that the manufacturing and measurement processes need to be performed carefully.

Measured maximum gain of the proposed antenna in compared with ordinary structure is shown in Fig. 12. As illustrated, two sharp decreases of the maximum gain in the notched frequencies ( 3.9 and 5.5 GHz ) are shown. For other frequencies outside the notched frequency band, the
antenna gain with the filters is similar to this without them. As seen, the proposed antenna has sufficient and acceptable gain level in the operation bands [5-6].


Fig. 10. Measured and simulated VSWR for the proposed antenna.


Fig. 11. Measured and simulated return loss characteristics for the proposed antenna.


Fig. 12. Measured and simulated maximum gain characteristics for the proposed antenna.

Figures 13 and 14 depict the measured radiation patterns including the co-polarization and crosspolarization in the H-plane (x-z plane) and E-plane (y-z plane) at the resonance and notched frequencies, respectively. It can be seen that nearly omnidirectional radiation pattern can be observed on $\mathrm{x}-\mathrm{z}$ plane over the whole UWB frequency range, especially at the low frequencies. The radiation patterns on the $\mathrm{y}-\mathrm{z}$ plane are like a small electric dipole leading to bidirectional patterns in a very wide frequency band [7-8], [10].


Fig. 13. Measured radiation patterns at resonance frequencies: (a) 4.8 GHz , and (b) 11 GHz .


Fig. 14. Measured radiation patterns at notched frequencies: (a) 3.9 GHz , and (b) 5.5 GHz .

## IV. CONCLUSION

In this paper, a compact planar monopole antenna (PMA) with single and dual band-notched characteristics has been proposed for various UWB applications. The fabricated antenna has the frequency band of 2.69 to over 12.53 GHz with two rejection bands around 3.3-4.23 and 5.07-5.96 GHz . By cutting a rectangular slit with a protruded anchor-shaped stub in the circular disc radiating patch, single band-notched characteristic is generated, and also by inserting an inverted U-ring slot inside the feed line, a good dual band-notched characteristic can be achieved. The proposed antenna has a simple configuration and small size.
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#### Abstract

In this paper, a simple miniaturized printed antenna for ultra-wideband applications with variable band-notch function is proposed. The presented antenna consists of a square radiating patch and a ground plane with inverted T-shaped slot which increases the bandwidth of $2.3-11 \mathrm{GHz}$. Frequency band-stop performance is created by two techniques: Defected Ground Structure (DGS) and shorting pins. The designed antenna has a small size of $17 \times 21 \times 1 \mathrm{~mm}^{3}$ while showing the band rejection performance in the frequency bands of 3.2 to 3.8 and 5.1 to 5.85 GHz , respectively.


Index Terms - Antenna, DGS (Defected Ground Structure), notch band, shorting pin.

## I. INTRODUCTION

Commercial ultra-wideband (UWB) systems require compact, cheap antennas with omnidirectional radiation patterns and extended bandwidth [1]. It is a renowned fact that monopole antennas present really appealing physical features, such as simple structure, small size and low cost. Due to all these fascinating characteristics, planar monopoles are quite appealing to be used in emerging UWB applications, and growing research activity is being focused on them. In UWB communication systems, one of major subjects is the design of a small antenna while providing wideband characteristic over the total operating frequency band. Consequently, a big number of microstrip antennas with various structure have been experimentally characterized [2-4]. The frequency range for UWB systems between 3.1 and
10.6 GHz will cause interference to the existing wireless communication systems; as an example, the wireless local area network (WLAN) for IEEE 802.11a operating in $5.15-5.35 \mathrm{GHz}$ and $5.725-$ 5.825 GHz bands, so the UWB antenna with a band-stop performance is needed. To create frequency band-notch function, modified planar monopoles have recently been proposed [5-7]. In [5], novel shape of the slot (folded trapezoid) is used to obtain the appropriated band notched characteristics. Single and multiple halfwavelength U-shaped slots are embedded in the radiation patch to generate single and multiple band-notched [6] functions. In [7], a band-notch function is achieved by using a T-shaped coupledparasitic element in the ground plane. In this paper, a novel band-notched printed monopole antenna is proposed. The notched bands, covering the 3.2 to 3.8 and 5.1 to 5.85 GHz , is provided by using two techniques: Defected Ground Structure (DGS) and shorting pins. Also by inserting an inverted Tshaped slot on the ground plane, wider impedance bandwidth can be obtained. Measured and simulated results of the constructed miniaturized prototype are presented and discussed.

## II. ANTENNA DESIGN

The square monopole antenna is exhibited in Fig. 1, which is printed on a 1 mm thick FR4 substrate with relative permittivity of 4.4. The width Wf of the microstrip feedline is fixed at 1.9 mm . The basic antenna structure consists of a square patch, a feedline, and a ground plane. The square patch has a width Wp. As illustrated in Fig.

1 , the patch is connected to a feed line of width Wf and length Lf. On the other side of the substrate, a conducting ground plane of width Wsub and length Lgnd is placed. The proposed antenna is connected to a $50-\Omega$ SMA connector for signal transmission. The ground plane with an inverted T shape is playing an important role in the broadband characteristics of this antenna, because they can adjust the electromagnetic coupling effects between the patch and the ground plane, and improves its impedance bandwidth without any cost of size or expense [2]. To obtain two notched bands has been used two different techniques, the former DGS (Defected Ground Structure) and the latter shorting pin that will more be examined below.


Fig. 1. Geometry of proposed antenna: Wsub=17, Lsub $=21, \mathrm{Lp}=12, \mathrm{Wp}=10, \mathrm{Wf}=1.9, \mathrm{Lf}=8, \mathrm{Wg}=8$, $\mathrm{Lg}=4.5, \mathrm{~d}=1, \mathrm{~L} 1=3, \mathrm{~L} 2=13, \mathrm{~L} 3=3.5, \mathrm{~L} 4=1.5$, $\mathrm{L} 5=11.5, \mathrm{~L} 6=1.25, \mathrm{~L} 7=1.5, \mathrm{~L} 8=1.5, \mathrm{~L} 9=1, \mathrm{~L} 10=5$, $\mathrm{S}=0.5, \mathrm{~h}=1$, and $\varepsilon \mathrm{r}=4.4$.

## III. ANTENNA PERFORMANCE AND DISCUSSION

The performance analysis of the proposed antenna is carried out in both frequency- and timedomain.

## A. Frequency-domain analysis

In this part, the square monopole antenna with different design parameters were constructed, and the numerical and experimental results of the input impedance and radiation characteristics are presented and discussed. The parameters of this proposed antenna are studied by changing one parameter at a time and fixing the others. Figure 2 depicts the structure of the different square antennas. As illustrated in Fig. 3, bandwidth is increased dramatically and the third resonance has been excited by cutting an inverted T-shaped notch
on the ground. The upper frequency limit of the bandwidth is affected by using a pair of L-shaped arms on the back in a way that the L-shaped arms causes to create a resonance at 11 GHz that extends the bandwidth. However, the main purpose form using a pair of L-shaped arms was to obtain a notch.


Fig. 2. (a) The ordinary square antenna, (b) the antenna with an inverted T-shape notch on the ground plane, and (c) the antenna with a pair of Lshaped arms on the back (DGS technique).


Fig. 3. Simulated reflection coefficient characteristics for the various square monopole antenna structures, as shown in Fig. 2.

In this work, through new technique of DGS and by a pair of L-shaped arms, a band-stop performance at frequency 5.5 GHz is produced that has an acceptable bandwidth. The central frequency of notch can easily be shifted by some key parameters like L1. Figure 4 exhibits the different structures of the antenna showing major elements of generating a stop-band, namely a pair of Lshaped arms and shorting pin. Figure 5 demonstrates the voltage standing wave ratio (VSWR) for the three cases shown in Fig. 4. It is quite apparent that the pair of L-shaped arms have effect on notched band at center frequency 5.5 GHz , while shorting pin produces a stop band at center
frequency 3.5 GHz to filter WLAN and WiMAX bands, respectively. Meanwhile, it is found out that both notches are autonomous; i.e., they have no effect on each other. As illustrated in Fig. 6, parameter L5 has a considerable influence on frequency shifting. Increasing the length of L5 results in decreasing the center frequency while the rejection magnitude is nearly constant. A best value L5 for covering 5.15 to 5.825 GHz band corresponds to 11.5 mm . In this study, to generate the band-stop performance on WiMAX band with center frequency 3.5 GHz , we used an arm with length $\mathrm{L} 1+\mathrm{L} 2$ that has been connected to a shorting pin.

The simulated VSWR curves with different values of L1 are plotted in Fig. 7. As shown in Fig. 7, when L1 increases from 1 to 7 mm , the center frequency of the notched band is fallen from 3.8 to 2.8 GHz . Therefore, the optimized L1 is 3 mm . From these results, we can conclude that the notch frequencies are controllable by changing L1 and L5. To understand the behavior of the proposed antenna, Fig. 8 shows simulated current distributions on the radiating patch and a pair of Lshaped arms on the back. It can be observed from Fig. 8 (a), that the current is concentrated on the arms and patch using an arm ended up with shorting pin. It can be noticed that the current direction on the patch is opposed (180 degree phase difference) with the current on arm. On the other hand, Fig. 8 (b) depicts the current distribution at 3.5 GHz . It is clear that most of the current is seen on the pair of L-shaped arms with the current directions on the arms are in opposite direction with the current on patch.


Fig. 4. (a) The square antenna with an inverted Tshaped slot, (b) the square antenna with a pair of Lshaped arms, and (c) proposed antenna.


Fig. 5. Simulated VSWR characteristics for antennas shown in Fig. 4.


Fig. 6. Simulated VSWR characteristics of the antenna with a pair of L-shaped arms with different values of L5.


Fig. 7. Simulated VSWR characteristics of the antenna with an arm ended up shorting pin with different values of L1.


Fig. 8. Simulated surface current distributions on radiating patch: (a) on L-shaped arm ended up shorting pin at 5.5 GHz (bottom view), and (b) on a pair of L-shaped arms at 3.5 GHz (top view).

The proposed antenna with optimal design, as shown in Fig. 9, was fabricated and tested in the Antenna Measurement Laboratory at Iran Telecommunication Research Center. Figure 10 exhibits the measured and simulated VSWR characteristics of the proposed antenna. The fabricated antenna has the frequency band of 2.3 to over 11 GHz . The designed antenna has a small size of $21 \times 17 \mathrm{~mm}^{2}$ while showing the band rejection performance in the frequency bands of 3.2 to 3.8 and 5.1 to 5.85 GHz , respectively. The measured and simulated VSWR by both software HFSS [8] and CST [9] are shown in Fig. 10. As shown in Fig. 10 , there exists a discrepancy between measured data and the simulated results, and this could be due to the effect of the SMA port.


Fig. 9. Photograph of the realized antenna.


Fig. 10. Measured and simulated VSWR characteristics for the antenna.

Figure 11 illustrates the measured maximum gain of the proposed antenna with and without stop band. A sharp decrease of maximum gain in the notched frequencies band at 3.5 and 5.5 GHz is shown.

For other frequencies outside the notched frequency band, the antenna gain with the slot is similar to those without it. Figure 12 shows the measured radiation patterns including the copolarization and cross-polarization in the H-plane (x-z plane) and E-plane (y-z plane). It can be seen that the radiation patterns in $x-z$ plane are nearly omnidirectional for the two frequencies while radiation pattern in y-z plane are approximately directional.


Fig. 11. Measured gain of the antenna without and with stop bands.


Fig. 12. Measured radiation patterns of the antenna at: (a) 4 and (b) 8 GHz .

## B. Time-domain analysis

Computation of the dispersion that happens when the antenna radiates a pulse signal is an important issue in UWB systems. The transmit transfer functions of the antennas were utilized to calculate the radiated pulse in various directions when a reference signal was used at the antenna input. The signal should present an UWB spectrum masking the antenna bandwidth and specially the FCC mask ( 3.1 up to 10.6 GHz ). A pulse of Gaussian seventh derivative is shown in Fig. 13 that is an acceptable approximation to a FCC mask compliant pulse. This pulse is represented in the time domain by:

$$
\begin{gather*}
\mathrm{G}(\mathrm{t})=\mathrm{A} \cdot \exp \left(\frac{-\mathrm{t}^{2}}{2 \delta^{2}}\right),  \tag{1}\\
\mathrm{G}^{\mathrm{n}}(\mathrm{t})=\frac{\mathrm{d}^{\mathrm{n}} \mathrm{G}}{\mathrm{dt}^{\mathrm{n}}}=(-1)^{\mathrm{n}} \frac{1}{(\sqrt{2} \delta)^{2}} \cdot \mathrm{H}_{\mathrm{n}}\left(\frac{\mathrm{t}}{\sqrt{2} \delta}\right) \cdot \mathrm{G}(\mathrm{t}), \tag{2}
\end{gather*}
$$

where, for $\mathrm{n}=7$,

$$
\begin{equation*}
\mathrm{H}_{7}(\mathrm{t})=128 \mathrm{t}^{7}-1344 \mathrm{t}^{5}+3360 \mathrm{t}^{3}-1680 \mathrm{t} . \tag{3}
\end{equation*}
$$

Both signal and spectrum are depicted in Fig. 13. The pulse bandwidth fits very well into the desired mask. Fortunately, after drawing various Gaussian pulses from the first to eighth derivative, it was found that the best pulse to cover the FCC
mask is the seventh derivative. Furthermore, with a few tolerances, the sixth and eighth derivative can be acceptable. The correlation between the transmitted (TX) and received (RX) signals in telecommunications systems, is evaluated using the fidelity factor (4):

$$
\begin{equation*}
\mathrm{F}=\max _{\tau}\left|\frac{\int_{-\infty}^{+\infty} \mathrm{S}(\mathrm{t}) \mathrm{r}(\mathrm{t}-\tau) \mathrm{dt}}{\sqrt{\int_{-\infty}^{+\infty} \mathrm{S}(\mathrm{t})^{2} \int_{-\infty}^{+\infty} \mathrm{r}(\mathrm{t})^{2} \mathrm{dt}}}\right| . \tag{4}
\end{equation*}
$$

In which $\mathrm{S}(\mathrm{t})$ and $\mathrm{r}(\mathrm{t})$ are the TX and RX signals, respectively. For impulse radio in UWB communications, it is needful to have a high degree of correlation between the TX and RX signals to avoid losing the modulated information. Although, for most other telecommunication systems, the fidelity parameter is not that relevant. In order to evaluate the pulse transmission characteristics of the antenna without notch, two configurations (side-by-side and face-to-face orientations) were chosen. The transmitting and receiving antennas were placed in a $\mathrm{d}=25 \mathrm{~cm}$ distance from each other [10]. As shown in Fig. 14, the received pulses in each of the two orientations are broadened, a relatively good similarity exists between the RX and TX pulses. Using (4), the fidelity factor for the face-to-face and side-by-side configurations was earned equal to 0.95 and 0.96 , respectively. These values for the fidelity factor demonstrate which the antenna imposes negligible effects on the transmitted pulses. The pulse transmission results are obtained using CST [9].


Fig. 13. Power spectrum density compared to FCC mask.


Fig. 14. Transmitted and received pulses in time domain for a UWB link with identical antennas without notches in: (a) face-to-face and (b) side by side orientations.

## IV. CONCLUSION

In this paper, a novel microstrip antenna with extended bandwidth capability for UWB applications was presented. In this design, the proposed antenna can operate from 2.3 to 11 GHz with VSWR $<2$, and displays a good omnidirectional radiation pattern even at higher frequencies. The designed antenna has a small size of $17 \times 21 \mathrm{~mm}^{2}$ while showing a band rejection performance in the frequency bands of 3.2 to 3.8 and 5.1 to 5.85 GHz , respectively. Good reflection coefficient and radiation pattern characteristics are obtained in the frequency band of interest. Simulated and experimental results exhibit that the antenna could
be a good candidate for UWB application.
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