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Field Distribution Analysis Based on Improved Differential Algorithm
for Dual Port Radiation Device

Shiqi Wang, Shaojun Fang, and Peng Chen

Department of Information Science and Technology
Dalian Maritime University, Dalian, Liaoning 116026, China

1609900643@qq.com, fangshj@dlmu.edu.cn, chenpeng213@126.com

Abstract – With the continuous development of science
and technology, the requirement of signal source is
higher and higher. Single port signal source is difficult to
meet experimental requirements of radiation spatial field
distribution. In this paper, a dual port radiation device
for changing the field distribution is proposed. The dual
port radiation device is mainly composed of the DC to
6 GHz experimental radiation device, amplifier, attenu-
ator, and the phase shifter. After adding two different
excitation signals to the dual port, the field distribution
of the radiation device is calculated by improved differ-
ential algorithm and simulated by CST software. The
simulated results are in good agreement with the calcu-
lated results. The innovation of this research lies in the
dual port and controlling the field distribution of the radi-
ation space freely.

Index Terms – Field distribution, dual port, signal
source, differential algorithm.

I. INTRODUCTION

With the increasing use of electronic chips and
devices, electromagnetic radiation effect and its protec-
tion have become the focus of attention [1]. Signal
source plays an important role in the detection and exper-
iment of communications as well as in the biological
field of studying the effect of electromagnetic radiation
on cells. Field distribution is a highly important factor
to ensure the validity of test results for electromagnetic
field facilities [1]. Field uniformity is also addressed
and required in some standards and works [2–4]. At
present, there are many kinds of signal sources designed
by existing technology, but there are still some prob-
lems, such as small frequency range adjustment, high
noise, power and phase adjustment, and so on. Most
of them are single port signal transmission rather than
dual port signal sources, which are not suitable for ana-
lyzing the internal field distribution and controlling the
field pattern. Most existing sources can provide a fre-
quency range of 30 MHz to 3 GHz and higher frequency
[5–7]. In [6], a radio frequency (RF) signal source with

40–160 MHz output frequency range is designed based
on direct digital frequency synthesizer (DDS). In [7], a
143.4–151.5 GHz high DC-RF efficiency signal source
in CMOS is introduced. In [8], a measurement of reflec-
tion coefficient of an 8.2–12.4 GHz RF signal source is
introduced. In [9], a 0.01–70 GHz ultra-wideband and
high output power signal source module is applied to
RF and microwave test instruments. Some studies have
shown that multi-port can provide better performance
and meet requirements than single port [9–11]. In [10],
a dual control and dual output current source from 0 to
12 A is designed for semi-conductor laser diode to meet
the high power and high stability requirements. In [11], a
dual-port intermodulation generator is introduced, which
can be worked at 710 and 2550 MHz. In [12], a four-port
high-frequency system for a 0.14-THz dual-sheet-beam
hole-grating backward-wave oscillator is presented. The
published paper [13] proposed a cylindrical coaxial radi-
ation device with single port excitation in a small size.
And the field distribution is not uniform in the frequency
range. In recent years, based on the research of DC to
6 GHz broadband electromagnetic radiation experimen-
tal device, the field distribution in the radiation device is
studied.

Because the field distribution in the single port radi-
ation device is not very uniform, and it is not easy
to control the internal field distribution, in order to
solve the above technical problems and better control
the distribution and uniformity of the electromagnetic
field in the DC to 6 GHz radiation device, a dual port
radiation device is proposed in the article. The pro-
posed dual port radiation device is mainly composed
of the DC to 6 GHz broadband experimental radia-
tion device, amplifier, attenuator, and the phase shifter.
The dual port radiation device uses the DC to 6 GHz
experimental radiation device as the carrier of electro-
magnetic wave. By adding two signals with different
amplitude and phase to the dual port radiation device,
electromagnetic fields with different power and phase
can be generated in the radiation space. In this way,
the electromagnetic field in the radiation space can be
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freely controlled and changed to provide uniform elec-
tromagnetic field with good broadband characteristics.
We use the CST Microwave Studio software to make
the simulation [12–21]. Due to the large number of fre-
quency points to be simulated, the simulation time of
CST software is longer, and the memory space occu-
pied is larger, which is not conducive to the research.
Therefore, we propose an improved differential algo-
rithm to calculate it, which saves simulation time and
reduces memory space. Details of the analysis of field
distribution are given and the related key parameters are
discussed.

II. PRINCIPLES OF THE PROPOSED
DEVICE

The configuration of the proposed dual port radia-
tion device is shown in Figure 1. It consists of a DC
to 6 GHz broadband electromagnetic radiation device, a
broadband signal source, two adjustable amplifier mod-
ules, attenuators, and phase shifters. They are all con-
trolled by a micro-controller and powered by a power
supply module. It can be seen in Figure 1 that the broad-
band signal source generates two signals and passes
through the amplifiers, attenuators, and phase shifters
into signals with different power P1,P2 and phase ϕ1,ϕ2.
The cell dish is 35 mm in diameter and 10 mm in height
and it is used to place cells. The cell dishes are placed
in the inner conductor of the electromagnetic radiation
device. These two different signals are added to the
dual port of the radiation device respectively. Sinusoidal
source signal is used for single port excitation. We can
control the output frequency of the signal source accord-
ing to the input data and input the data into the micro-
controllers through the keyboard. And we can control
the gain of dual port adjustable gain amplifiers, such
as A-way and B-way and the last dual port output of
the phase shifter, respectively. There is a wave detec-
tion device that can feedback the field strength of the
experimental space. The integrated phase locked loop

DC-6GHz
broadband

signal source

Amplifier
Attenuator

Phase shifter

Port 1 Port 2
P1, 1

Cell dishes

Amplifier
Attenuator

Phase shifter

DC-6GHz broadband electromagnetic radiation device

P1, 1 P2, 2

Micro-controllers

Fig. 1. Structure of a dual port radiation device.

module has the advantage of low noise characteristics
and saving development time. The amplifier module uses
chip-compatible variable attenuator to achieve its gain
control, while the micro-controllers will connect the key-
board and screen to input the required frequency and the
power. In this way, we can change the power and phase
of the signal source. By adding it to the two ports of
the radiation device, two broadband signals with differ-
ent power and phase can be generated to change the dis-
tribution of internal electromagnetic field.

III. DIFFERENTIAL ALGORITHM
ANALYSIS AND SIMULATION

A. Differential algorithm analysis

The electromagnetic field values of each discrete
point in the device are different, and the degree of varia-
tion is also different [12]. The field distribution of the
TEM mode is solved by the two-dimensional Laplace
equations, as shown in the following equation:

∇2
i ϕ (x,y) = 0, (1)

where ϕ is the scalar potential and ∇ is the Laplacian
operator.

Given the initial value of each point, the electromag-
netic field formula is analyzed and discretized, and the
distribution of electric field is obtained in the following
equations:

Ex (i, j) =
ϕ(i−1, j)−ϕ(i+1, j)

2δ
, (2)

Ey (i, j) =
ϕ(i, j−1)−ϕ(i, j+1)

2δ
, (3)

where Ex is the electric field in the x direction, Ey is the
electric field in the y direction, and δ is the grid size.

Differential algorithm is used to calculate the elec-
tromagnetic field distribution. In the calculation process,
the phase and power (amplitude) are introduced by set-
ting the initial amplitude and phase of the input signal.
And the phase and power are further calculated by itera-
tion. The frequency set in program calculation is 6 GHz.
The 3-D field distribution of single port signal source by
differential algorithm is shown in Figure 2. Figure 2 (a)
shows the Ex field distribution and Figure 2 (b) shows the
Ey field distribution, where a is half of the cross-sectional
length of outer conductor plate and b is half of the cross-
sectional length of outer conductor plate. x is the position
coordinate in the length direction of the cavity and y is
the position coordinate in the height direction of the cav-
ity. As can be seen from Figure 2 (a), the peak value of
field strength appears at x = 0.4a y = 0.776b, x = 0.6a y
= 0.782b, x = 0.6a y = 0.28b, and x = 0.4a y = 0.274b.
As can be seen from Figure 2 (b), the peak value of field
strength appears at x = 0.5a y = 0.992b, x = 0.5a y =
0.504b, and x = 0.5a y = 0.006b.

Field distribution of single port signal source
in X-Y view by differential algorithm is shown in
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(a) xE   

(b) yE  

Fig. 2. 3-D field distribution of single port signal source
by differential algorithm.

Figure 3. Figure 3 (a) shows the Ex field distribution and
Figure 3 (b) shows the Ey field distribution. Figure 3 is
the top view of Figure 2, respectively.

In order to observe the electric field distribution bet-
ter, the field distribution of single port in one-dimension
is shown in Figure 4. In Figure 4, the red dotted line
shows the Ey field distribution and blue line shows the
Ex field distribution of single port signal source in one-
dimension. As can be seen from Figure 4, the peak value
of Ey field strength appears at x = 0.5a, and the amplitude
is 7. The peak value of Ex field strength appears at x =
0.4a and x = 0.6a, and the amplitude is 5.

Figure 5 shows the field distribution of dual port in
one-dimension. In Figure 5, the red dotted line shows
the Ey field distribution and blue line shows the Ex field
distribution of single port, the green line shows the Ey
field distribution, and black dotted line shows the Ex field
distribution of dual port. When the relative phase and
amplitude of the dual port are changed, the Ex field distri-
bution and Ey field distribution will also change. Because
the field along the y direction is nearly unchanged, and
the field along the x direction changes greatly in the

(a) xE   

(b) yE   

Fig. 3. Field distribution of single port signal source in
X-Y view by differential algorithm.
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Fig. 4. Field distribution of single port signal source in
one-dimension.

placement area of the radiation device, we focus on the
field along the x direction.

When the amplitude is constant, the relative phase is
changed and some parameters are selected, the field dis-
tribution in one-dimension is shown in Figure 5 (a), (c),
(e), and (g). Figure 5 (a) illustrates that the relative phase
is 90/180*pi and the relative amplitude is 1. Figure 5 (c)
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illustrates that the relative phase is 120/180*pi and the
relative amplitude is 1. Figure 5 (e) illustrates that the
relative phase is 210/180*pi and the relative amplitude
is 1. And Figure 5 (g) illustrates that the relative phase
is 360/180*pi and the relative amplitude is 1. When the
amplitude is constant, the relative phase changes from
90/180*pi, 120/180*pi to 210/180*pi, the amplitude of
Ex field and Ey field decrease by nearly half. While the

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X Length(:a)

0

2

4

6

8

10

12

14

A
m

pl
itu

de

Exsingle
Eysingle
Exdual
Eydual

X 0.5
Y 12.1

X 0.4
Y 8.945

X 0.6
Y 8.945

X 0.5
Y 6.985

X 0.4
Y 5.165

X 0.6
Y 5.165

(d) Relative Phase = 120/180*pi 
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Relative Amplitude = 2 

relative phase changes from 210/180*pi to 360/180*pi,
the amplitude of Ex field and Ey field is nearly doubled.
It can be seen from the above three figures that when the
relative phase changes, the amplitude of the field distri-
bution changes periodically. The maximum amplitude is
twice that of the single port.

When the phase remains constant, we change the
relative amplitude and some parameters are selected,
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Fig. 5. Field distribution of dual port signal source
in one-dimension when relative phase and amplitude
change.

the field distribution in one-dimension is shown in
Figure 5 (b), (d), (f), and (h). Figure 5 (b) illustrates that
the relative phase is 90/180*pi and the relative ampli-
tude is 2. Figure 5 (d) illustrates that the relative phase is
120/180*pi and the relative amplitude is 2. Figure 5 (f)
illustrates that the relative phase is 210/180*pi and the
relative amplitude is 2. And Figure 5 (h) illustrates that
the relative phase is 360/180*pi and the relative ampli-
tude is 2. Comparing Figure 5 (b), (d), (f), and (g)
with (a), (c), (e), and (h), respectively, when the relative
amplitude changes, the amplitude of field distribution
causes corresponding changes, the relative amplitude has
changed to two times the original one. And when the
relative amplitude becomes twice, the amplitudes of Ex
field and Ey field increase.

B. CST simulation

The commercial software CST Microwave Studio
Suite TM 2013 could be used to simulate the inner
field distribution of the device [22–26]. The meshing

Table 1: Meshing parameters of the structure
Meshing parameters Values(mm)

Lower mesh limit 5
Min. mesh step 0.154755
Max. mesh step 0.505055

Meshcells 4,670,784

aT

b T

wT

z

y

Fig. 6. Cross-sectional structure of the device.

parameters of CST simulation are provided in Table 1
and the boundary conditions are PEC boundary.

Figure 6 illustrates the cross-sectional structure of
the DC to 6 GHz wideband electromagnetic radiation
device, and Table 2 lists the structural parameters in the
CST simulation process. The dimensions are as follows:
aT = 20 cm, bT = 20 cm, wT = 13.12 cm, L0 = 40 cm,
and L1 = 36.5 cm, where aT is the cross-sectional length
of outer conductor plate, bT is the cross-sectional length
of outer conductor plate, wT is the cross-sectional width
of inner conductor plate, L0 is the length of intermedi-
ate cavity of the device, and L1 is the length of conical
cavity on the side. Moreover, the device has to be sym-
metrical and its characteristic impedance is chosen to be
Z0 = 50 Ω. The characteristic impedance of 50 Ω is pro-
vided by adjusting the ratio of the inner conductor to the
outer conductor of the coaxial at the port. The reflection
coefficient S11 is depicted in Figure 7. It depicts that the
S11 is better than −10 dB in the frequency range of DC
to 6 GHz.

When single port source was used in simulation, the
other port was connected to the matching load. Field
distribution of single port signal source is shown in
Figure 8. Figure 8 (a) shows the Ex field distribution and
Figure 8 (b) shows the Ey field distribution at 6 GHz.
Figure 8 (c) shows that the electromagnetic field distri-
bution at 3 GHz. It can be seen from Figures 3 and 8

Table 2: Simulation parameters of the structure
Structural parameters aT bT wT L0 L1

Values (cm) 20 20 13.12 40 36.5
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Fig. 7. Reflection coefficient S11 of the device.
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(c) Field distribution at 3 GHz 

Fig. 8. Field distribution of single port signal source.

that the peak values of Ex appear on both sides, and the
peak value of Ey appears in the middle. Compared with
Figure 3, the simulated results are basically consistent
with the calculated results, which shows that the estab-
lished model is correct. From this point of view, it is
consistent in Figures 3 and 8. There are some devia-
tions between the simulated results and the calculated
results in some places, which are related to the thickness
error of the dielectric plate at the edge of the intermediate
conductor.

When we add two different signal sources to ports
of the device, the inner filed will be superimposed. Field
distributions of dual port signal source are shown in
Figures 9–12. Figures 9 and 10 illustrate the two differ-
ent powers of the dual port signal source, which P2 = P1
in Figure 8 and P2 = 2 ∗P1 in Figure 10. Figure 9 (a)
shows the Ex field distribution and Figure 9 (b) shows the
Ey field distribution. Comparing Figure 8 with Figures 9
and 10, we can see that the strength of electromagnetic
field has been superimposed on the radiation interface.
Figure 11 illustrates the two different phases of the dual
port signal source, which is φ2 = φ1−90◦. Figure 11 (a)
shows the Ex field distribution and Figure 11 (b) shows
the Ey field distribution. Comparing Figure 8 with
Figure 11, we can see that the electromagnetic fields of

 

(a) xE  

 

(b) yE  

Fig. 9. Field distribution of dual port signal source when
P2 = P1.
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(a) xE  

 
(b) yE  

Fig. 10. Field distribution of dual port signal source
when P2 = 2∗P1.

 

 

(a) xE  

 
(b) yE  

Fig. 11. Field distribution of dual port signal source
when φ2 = φ1−90◦.

 

(a) xE  

 
(b) yE  

Fig. 12. Field distribution of dual port signal source
when φ2 = φ1−90◦ and P2 = 2∗P1.

the same phase are superimposed and offset at the radi-
ation interface. Figure 12 illustrates the two different
powers of the dual port signal source, which are P2 =
2∗P1 and φ2 = φ1−90◦. As can be seen from Figure 12,
when we change the power of each port, the strength of
electromagnetic field will be superimposed on the radi-
ation interface. And when we change the phase of each
port, the electromagnetic field will be superimposed and
offset by the same phase. It can be seen from the sim-
ulated results and calculated results that the trend and
results are consistent, which shows that this method is
feasible. In this way, we can change and control the elec-
tromagnetic field precisely.

IV. COMPARISON OF THE SINGLE PORT
DEVICE

Table 3 summarizes the performance comparison
between the proposed dual port radiation device and pre-
viously reported designs for radiation experiments.

The proposed dual port radiation device shows the
widest frequency range compared with other designs
[17, 20] for the radiation frequency range. In the item
of field distribution, the proposed dual port device can
control the field distribution and ensure the uniformity
of the field in the radiation space compared with [14]
and [16]. In general, the proposed dual port device has
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Table 3: Comparison between the proposed dual port
radiation device and previously reported designs

Ref. Structure Frequency range

(GHz)

Field

distribution

[11] Dual-port
intermodulation

generator

710–2550 MHz

[12] Four-port
high-frequency

system

0.14 THz

[14] Twin TEM cells 200 MHz TEM
[16] Twin TEM cells 1 GHz TEM
[17] TEM/GTEM cell
[20] Multi-

step/piecewise
linear TEM cell

DC to 1 TEM

This

work

Dual port device DC to 6 Uniform

TEM/TM/TE

obvious advantages in the uniform field distribution and
broadband aspect.

V. CONCLUSION

In this paper, a dual port radiation device is pro-
posed, which can change the power and phase of the
signal source. In this way, we can generate broad-
band signals with different power and phase to change
the distribution of the electromagnetic field in the radi-
ation space. Field distributions of the dual port radia-
tion device for improved differential algorithm and CST
simulation are provided. Its construction is given, and
the related key parameters are discussed. Therefore,
numerical and simulation analysis from DC to 6 GHz
was carried out to define the usability of the system
for well-controlled device. Based on the theoretical
analysis and simulation calculations, the electromagnetic
field distribution is generally shown. This character-
ization is assumed to be the fundamental prerequisite
before considering the presence of cell dishes within the
radiation device for radiation experiments of these new
and widespread used telecommunication frequencies.
Therefore, the proposed device can control the electro-
magnetic field in the radiation space. And the field dis-
tribution can be calculated with the proposed differential
algorithm.
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Abstract – This paper reports the design and electromag-
netic performance of a new complementary frequency
selective surface (CFSS) which shows polarization selec-
tivity and good angular stability. Each CFSS unit cell
only consists of a thin substrate sandwiched by a square
patch array and its complementary square slot array with
lateral displacement. The polarization selectivity of the
proposed CFSS is determined by the displacement intro-
duced between two arrays. An equivalent circuit model
has been developed for this structure to interpret its
polarization selective feature. The CFSS structure has
been analyzed with full-wave simulation. The polariza-
tion selectivity of the proposed structure was verified by
experiment.

Index Terms – Frequency selective surface (FSS), com-
plementary screen, polarization selective surface (PSS).

I. INTRODUCTION

Frequency selective surfaces (FSSs) are two-
dimensional periodic arrays that have been widely used
in a lot of applications, such as various microwave
systems and antenna radomes [1, 2]. The FSSs with
polarization selective response are called polarization
selective surfaces (PSSs). The polarization selectivity
is significant to anti-interference performance and detec-
tion capability. The PSSs are important in antenna
applications and can be used in many fields, such
as polarimetric imagining radars and communication
satellites [3, 4].

There are so many ways to achieve linear polarizer.
One classic way is to use parallel metal strip structure
[5]. But its bandwidth should be widened by adding
more layers. Some other linear polarizers are obtained
by well-designed FSS structure [6]. Complementary fre-

quency selective surface (CFSS) has many advantages in
designing polarizer, such as good angular stability, low
profile, and easy fabrication [7].

In this work, an alternative design of PSS based on
CFSS structure is proposed. The PSS consists of a square
patch array and a complementary square slot array sep-
arated by a thin substrate. An important parameter lat-
eral displacement DSX is introduced. Its geometry and
frequency responses are presented and explained from
the circuit point of view. The measured transmissions,
including normal and oblique incidence, are obtained. It
is indicated that the proposed CFSS structure has polar-
ization selectivity and its filtering performance is insen-
sitive to the variation of the incident angle of illumi-
nated wave. Polarization selectivity, low profile, and
light weight make it a promising application in metama-
terial polarizers on curved surfaces.

II. CFSS DESIGN AND CIRCUIT ANALYSIS
SECTION FORMATTING

A. Design description

The proposed CFSS has two printed layers separated
by a very thin dielectric substrate. On the top surface,
there is a 2-D periodic array of metallic square patches,
and on the bottom, there is a 2-D periodic array of com-
plementary square slots. Figures 1 (a) and (b) show the
unit cell of the proposed CFSS structure and its physical
parameters. The period of the unit cell is Dx = Dy = D,
and the length of square patch and slot is L. An important
parameter, lateral displacement DSX along the x-axis, is
introduced. And there is no lateral displacement DSY
along the y-axis (DSY = 0) as shown in Figure 1 (a). That
means the center of the square patch is shifted by DSX,
along the x-axis, relative to the center of the square slot.
Here, let DSX = D/2 in this work. Figure 1 (c) shows the
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Fig. 1. The unit cell of the proposed CFSS design. (a)
The unit cell of square patch array. (b) The unit cell of
square slot array. (c) The topology of the proposed CFSS
(3-D view). The inset in (c) is the coordinated system.
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Fig. 2. Side view of the proposed CFSS array.

3-D view of the proposed CFSS array. The side view of
the proposed CFSS array is shown in Figure 2.

B. Circuit analysis

We define that TE-polarization is that the incident E-
field is parallel to the y-axis and that of TM-polarization
is parallel to the x-axis. Figure 3 shows the plane view

metal stripal st

dielectric substratet t

E

(b)(a)

metal square

H

kk

H
+ + +

- - -- - --
E

Fig. 3. Plan view of the proposed CFSS array and their
equivalent circuit. (a) The square slot array. (b) The
square patch array.

of the proposed CFSS illuminated by the TE polarized
plane wave. The metallic strip of square slot array
that acts as an inductor for magnetic field is perpen-
dicular to the wire as shown in Figure 3 (a). Capaci-
tance formed between the adjacent edges of two coplanar
square patches and inductance is associated with square
patch. Thus, the square patch array interacts with E-
field and behaves as a series LC circuit as shown in Fig-
ure 3 (b) [8]. The substrate between square patches and
square slots can be considered as a short transmission
line. Hence, the proposed CFSS is equivalent to a par-
allel combination of inductor and a series LC circuit, as
shown in Figure 4, where ZC is the intrinsic impedance of
air and Z1 is the intrinsic impedance of the dielectric sub-
strate. The thickness of the substrate d is relatively small,
and its equivalent transmission line could be neglected in
this work. The different transmission responses to TE-
and TM-polarization incidence account for the electro-
magnetic coupling that occurs between square patches
and square slots.

When a TE-polarized plane wave normally
impinges on the composed CFSS structure, a strong cou-
pling occurs around the metallic overlap area between I
and II as shown in Figures 1 (a) and (b), which can be
proved by the electric field distribution of square patch
array and slot array at the resonance peaks shown in
Figures 5 (a) and (b) where the E-field is concentrated
on the overlap area.

The magnetic field induced by the current flowing
on the square patch encircles the patch itself; hence, a
portion of that field couples through the strips of the
slot array because of overlap. Meanwhile, the current on
the strips of square slot array produces a magnetic field
that couples to the square patches. The mutual coupling
between two layers is modeled as the mutual inductance
as shown in Figure 4 (a) [9]. According to the transmis-
sion line and circuit theory, the CFSS sheet impedance
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Fig. 4. The equivalent circuit model of the proposed
CFSS. (a) TE wave incidence. (b) TM wave incidence.

Z can be found as follows:

Z=
jωL

′
s−TE(

1
jωCp−TM

+ jωL
′
p−TE)

1
jωCp−TE

+ jωL′p−TE+ jωL′s−TE
+ jωK. (1)

Hence, the transmission zero frequency of the proposed
CFSS in the TE-polarization case [10] is

ωTE−null=
1√

Cp−TE(Lp−TE− M2

Ls−TE
)
, (2)

where L
′
p−TE=Lp−TE−M, L

′
s−TE=Ls−TE−M, and M is

the mutual inductance.
When a TM-polarized plane wave normally inci-

dents on the proposed CFSS, a weak coupling occurs
between square patches and square slots. EM coupling
between two layers can directly lead to the change of
electromagnetic field distribution, which can be man-
ifested by the electric field distribution at resonance
shown in Figures 5 (c) and (d) where the E-field is
concentrated on the gap between two square patches.
The magnetic field induced by the current on the strips
of square slot array is weak, and couples little to the
patches, and vice versa. The coupling between the two
complementary arrays would be ignored in this work as
shown in Figure 4 (b). The CFSS sheet impedance Z can
be found as follows:

Z=
jωLs−TM( 1

jωCp−TM
+ jωLp−TM)

1
jωCp−TM

+ jωLp−TM+ jωLs−TM
. (3)

Z=0.1mm TMZ=0mm TM

Z=0.1mm 
TE

Z=0mm TE (b)(a)

(c) (d)

Fig. 5. The electric field distribution of the proposed
CFSS at 24.5 GHz. (a) TE mode, the electric field dis-
tribution of square patch array. (b) TE mode, the electric
field distribution of square slot array. (c) TM mode, the
electric field distribution of square patch array. (d) TM
mode, the electric field distribution of square slot array.

Hence, the resonant frequency of the proposed CFSS in
the TM-polarization case [10] is

ωTM−peak=
1√

Cp−TM(Lp−TM+Ls−TM)
. (4)

All the parameters, such as DSX, D, L, as well as the
thickness and permittivity of the dielectric substrate,
determine the performance of the CFSS. Optimizing the
structure and adjusting the coupling K make the trans-
mission peak of TM-polarization equal to the transmis-
sion null of TE-polarization, that is,

ωTM−peak = ωTE−null, (5)
where the CFSS shows polarization selective perfor-
mance with a certain bandwidth.

The transmission coefficient of the proposed CFSS
can be achieved by the following expression:

T =
2ZCFSS

2ZCFSS +ZC
, (6)

where ZCFSS is the impedance of the proposed CFSS
structure.

A semi-analytic method is used to compute the val-
ues of the equivalent circuit parameters from the sim-
ulation. First, the transmission coefficient is obtained
numerically by EM simulation, where commercial CST
Microwave Studio is used in this work. Second, the
least square method is applied to extract the equivalent
lumped parameters of the equivalent circuit. Finally,
the advanced design system (ADS) is used to test the
extracted lumped parameters [11].
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Fig. 6. The transmission responses of the CFSS.
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III. SIMULATION RESULTS

In order to verify our design, a full-wave analysis
of the CFSS is performed using the commercial CST
Microwave Studio. The parameters of an optimized
CFSS design are D = 6 mm, L = 4.1 mm, and DSX
= 3 mm. A thin dielectric substrate, with thickness of
0.1 mm and permittivity of 3, is sandwiched between
the two complementary arrays. And its transmission
responses of normal incidence and 45◦ incident angle for
both polarizations are plotted in Figure 6. It is shown
that the proposed CFSS has polarization selectivity and
angular stability between 22.5 and 27.5 GHz.

The equivalent lumped parameters of the proposed
CFSS are calculated with the semi-analytic method
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Fig. 8. (a) The CFSS prototype. (b) Its measured trans-
mission responses.

described in Section II-B. The extracted parameters are
Lp−T E = 212.64 pH, Ls−T E = 318.5 pH, Cp−T E = 0.3778
pF, K = 0.67, Lp−T M = 101.68 pH, Ls−T M = 410.18 pH,
and Cp−T M = 0.0786 pF. The results of the equivalent cir-
cuit using ADS and EM simulation results using CST are
plotted in Figure 7, in which the simulated results are in
good agreement.

IV. EXPERIMENTAL VERIFICATION

A prototype was fabricated and its transmission
responses were measured to validate the polarization
selective performance. The parameters of the prototypes
were re-optimized as L = 7.1875 mm and Dx = Dy = 10
mm under the limitation that the measuring range avail-
able to us is 12-18 GHz. Each array was printed on a thin
polyimide with a thickness of 0.0254 mm, a dielectric
constant of 3, and a loss tangent of 0.005. They were
aligned and combined by a layer of EVA glue with a
thickness of 0.045 mm, a dielectric constant of 3, and
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a loss tangent of 0.005. An Agilent N5224A vector
analyzer and two horn antennas were used to measure
the 400 mm × 400 mm CFSS prototype shown in Fig-
ure 8 (a). The left is the square slot array and the right
is the square patch array. The measured transmission
responses of normal incidence and an oblique incidence
angle of 45◦ are plotted in Figure 8 (b). It indicates that
the proposed CFSS has polarization selectivity and angu-
lar stability.

V. CONCLUSION

In this paper, we propose a new CFSS structure with
polarization selectivity and angular stability. The struc-
ture is based on the idea of using electromagnetic cou-
pling to make the transmission peak of one polarization
wave coincide with the transmission null of the orthog-
onal polarization wave. The circuit analysis is used to
explain its filtering mechanism. A prototype of the pro-
posed CFSS has been fabricated and its performance has
been verified through experiment. It could be applied in
various polarizer applications.
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Abstract – While the analytical and numerical tools for
determining the basic properties of a variety of antenna
types have been long-established, there remains some
continuing curiosity about how electromagnetic radia-
tion is launched by such a simple antenna as a dipole.
The following article discusses this problem in both the
frequency domain and time domain. The sinusoidal cur-
rent filament (SCF) is investigated first as a prototype of
a wire dipole. The length-wise distribution of radiated
power for the SCF is obtained from the distributed radia-
tion resistance of Schelkunoff and Feldman, the induced
electromotive force (IEMF) method, and the far-field
analysis of radiation sources (FARS) developed by the
author.

The FARS approach is next used to analyze a
frequency-domain numerical model of a dipole antenna,
producing results similar to those for the SCF for a dipole
of near-zero radius. Differentiating the decaying on-
surface Poynting vector (PV) produces results compa-
rable to those from FARS to explicitly demonstrate the
power loss caused by radiation of the propagating cur-
rent and charge. The lobed distributed radiated power
is shown to be closely correlated with the square of the
dipole current, confirming the cause of the radiation to
be due to a partially reflected charge as the current and
charge form standing waves on the dipole. Application
of a time-domain version of FARS yields a smoothed
length-wise distribution of radiated energy as opposed
to the lobed variation of the frequency domain.

Index Terms – Charge reflection, dipole radiation, dif-
ferentiated Poynting vector (DPV), distributed radiation
resistance, far-field analysis of radiation sources, IEMF
method, NEC, Poynting vector, sinusoidal current fila-
ment, TWTD.

I. INTRODUCTION

How electromagnetic fields are radiated from such
a simple antenna as a wire dipole seems to have been
periodically revisited over the years. Perhaps, the first
discussion related to this problem is due to Poynting
who introduced the concept of electromagnetic power

flow with a vector that bears his name. Streamline plots
of Poynting vectors (PVs) near a dipole reveal the flow
of power from the feedpoint along the antenna where
they successively leave the antenna to become far-field
radiation [1]. Computation of the power flow along the
antenna exhibits a monotonic decrease down the arms of
the dipole to its ends where the charge is reflected and
the current becomes zero.

While the PV streamlines reveal a tantalizing image
of power flow extending from the antenna feedpoint to
the far field, their interpretation can be misleading. If the
streamlines are constructed such that each represents the
same amount of power flow, each will reach a different
point on the far-field sphere with their angular separa-
tion dependent on the radiation pattern. Tracing them
back to the dipole itself, each seems to bend away from
it along its length at a different location. This might be
interpreted to mean that a given angular steradian on the
far-field sphere receives its power solely from a particu-
lar and different area of the antenna.

But numerical evaluation of the electric and mag-
netic fields around the antenna at any specific angle
and distance involves integrating over its entire surface.
This implies, to the contrary, that the charge and cur-
rent distribution over the entire antenna potentially have
some effect on the radiation at any given location in the
far field. These two observations cannot both be true.
Thus, some other interpretation is needed to establish
the quantitative origin of where and how radiated power
originates from over the antenna. The purpose of the
following discussion is to provide some different ways
of doing so. Two different but related kinds of radiat-
ing sources are considered: the sinusoidal current fila-
ment (SCF) and a dipole antenna consisting of a perfect
electric conductor (PEC). This paper is motivated in part
by a recent article by Jackson [1] who referred to the
radiation emitted by a dipole antenna saying it somehow
“ultimately shakes free” as the current propagates down
its length.

The following discussion provides physical and
computational demonstrations for how, why, and where
the radiated power leaves, or shakes free, from the
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dipole. This is done using various analytical pro-
cedures to determine the radiated-power density on a
per-unit-length basis. The dipole results are obtained
using Numerical Electromagnetics Code (NEC) [2], a
well-validated computer model based on the thin-wire
electric-field integral equation solved using the method
of moments [3]. The moment method, widely used in the
engineering electromagnetics community, involves sam-
pling an unknown source such as a current distribution
using basis functions and sampling boundary conditions
using testing functions. While this procedure is represen-
tative of any electromagnetic numerical model, whether
formulated using the differential or integral forms of
Maxwell’s equations, it has come to be typically asso-
ciated with an integral-equation formulation.

While modeling linear objects such as wires, 6-
10 samples per wavelength usually provide acceptably
accurate results, the numerical results that follow use
20 samples per wavelength. This higher sampling rate
is used for both the SCF and NEC dipole to ensure an
acceptable accuracy for the far-field results and for their
numerical comparisons. Note that the spatial density
of the emitted radiated power in the frequency domain
(FD) or radiated energy in the time domain (TD) can be
expressed in two ways. One is on a per wavelength basis
(FD) or on a per segment basis for either domain. The
total power or energy can conveniently be normalized to
1 W or 1 J, respectively.

II. THE SINUSOIDAL CURRENT
FILAMENT

The SCF has served as a surrogate for a wire antenna
in the pre-computer era. It has the advantage of hav-
ing closed-form expressions for its near and far fields
and it closely approximates the current on an actual PEC
thin-wire dipole. In a 1942 article [4], Schelkunoff and
Feldman introduced the concept of a distributed radia-
tion resistance, Rrad,SF (x). Their analysis used the SCF
as an analytical model

I (x) = Io sin [k (L−|x|)] ,−L≤ x≤ L, (1)
while conducting experimental measurements to con-
firm their results using a wire antenna. They derived an
expression for Rrad,SF given by

Rrad,SF (x) =
60L

L2− x2 , (2)

where they restricted the length 2L of the antenna to an
integral number of half-wavelengths and the feedpoint is
at a current antinode. Further examination of their work
[3] shows that eqn (1) can be generalized to

Rrad,SF (x) = 30
1

sinβ (L−|x|)[
sinβ (L− x)

L− x
−2

sinβx
x

cosβL+
sinβ (L+ x)

L+ x

]
.

(3)

The radiated-power density is then given by

prad (x) =
1
2

I2 (x)Rrad,SF (x) = 15I

(x)
[

sinβ (L− x)
L− x

−2
sinβx

x
cosβL+

sinβ (L+ x)
L+ x

]
.

(4a)
In the following discussion, both the SCF and wire

dipoles are divided into N equal-length segments for
numerical purposes using the method of moments [3].
The radiated power per segment of an SCF having N seg-
ments of length 2L/N is then

prad/seg (xi) =
1
2

I2 (xi)Rrad,SF (xi)Δx, (4b)

where Δx is the segment length. This expression provides
a useful confirmation for two other methods described
below to obtain the spatial distribution of power radiated
by the SCF.

The SCF distributed radiation resistance Rrad,SF (x)
from eqn (3) varies with its length L due to the slope dis-
continuity in the current that can occur at the origin x
= 0. The SCF current in the range −1 ≤ x ≤ +1 for L
= 10l/2 or 5.0l wavelengths and L = 11l/2 or 5.5 wave-
lengths is plotted in Figure 1 with N = 101 and 111 seg-
ments, respectively. This value of N was used to produce
a symmetric distribution about the origin. The current
slope at the origin for L = 5.0 has a sharp discontinuity
at the origin, while for L = 5.5, there is no slope dis-
continuity. The distributed radiation resistances for these
two cases are plotted in Figure 2. The 5-wavelength SCF
becomes infinite at the origin, a point necessarily omitted
in the plot. The 5.5-wavelength SCF, on the other hand,
exhibits a smooth minimum there.

The radiated-power density from eqn(4) is plotted in
Figure 3 where a striking difference is seen between the
two SCF lengths. The current-slope discontinuity at the
origin for the 5-wavelength case and the corresponding
peak it causes in the Rrad,SF (x) results in a sharp dou-
blet in the radiated-power distribution. This doublet in

Fig. 1. The center portions of sinusoidal current fila-
ments an even and odd number of half wavelengths long.
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Fig. 2. The distributed radiation resistances from
Schelkunoff and Feldman of sinusoidal current filaments
an even and odd number of half wavelengths long.

radiated power is due to charge-density maxima caused
by the current-slope discontinuity at the origin. Simi-
lar but smaller effects occur for other SCF lengths while
becoming zero only when n is an odd integer. The lobed
structure of the radiated power will be explained after
results for a dipole antenna are also presented.

Another way to determine the radiated-power dis-
tribution for the SCF is the induced electromotive force
(IEMF) method. The IEMF method involves using
the tangential electric field Ex (x) along the SCF as
given by

Ex (x) =
jηoIo

4πkρ
e− jkr

r{
k cos(kx)− (1+ jkr)

(x− x)2

r2 [sin(kx)]

}x=L

x=−L

. (5)

Having the field along each current segment the
associated supplied power for segment i can then be
obtained from

pIEMF/seg (xi) =
1
2

∫
Δxi

I (x)Re [Ex (x)]dx

≈ 1
2

I (xi)Re [Ex (xi)]Δx. (6)

Note that the IEMF result is an input quantity and
so is opposite in sign to a positive radiated power. For
comparison purposes here, however, the IEMF results
are plotted as a positive quantity.

The IEMF power results from eqn (6) for the
5.0- and 5.5-wavelength SCFs are compared with the
Rrad,SF (x) results of Figures 3 and 4 where they can
be seen to be graphically indistinguishable. Concern-
ing this agreement, it is worth noting that eqn (5) can be
written as

prad/seg (xi) =
1
2

I2 (xi)Rrad,SF (xi)Δx

=−1
2

I (xi)Ex (xi)Δx≈−pIEMF/seg (xi) (7)

Fig. 3. The distributed radiated-power densities per seg-
ment for sinusoidal current filaments an even and odd
number of half wavelengths long from eqn (5).

and that the two methods are essentially equivalent. This
result confirms the validity of the distributed radiation-
resistance concept of Schelkunoff and Feldman.

An alternate approach to evaluating the radiated-
power distribution of the SCF is far-field analysis of radi-
ation sources (FARS) [4]. As its name implies, FARS is
based on the far field that for the SCF can be written
as [5]

Erad,θ (θ) = jηo
Ioe− jkr

2πr

[
cos(kLcosθ)− cos(kL)

sinθ

]
,

(8a)
or

Erad,θ (ϑ) = jηo
Ioe− jkr

2πr
1

sin(θ)[
e( jkL)cos(θ) + e−( jkL)cos(θ)−2cos(kL)

]
(8b)

where Erad,θ is the θ component of the electric field.
Note that the bracketed terms in eqn (8b) have the
appearance of three point sources located at the ends and
center of the SCF. This has led to speculation that the
SCF radiates from only those three locations, but this is
not the case as shown by Figure 3 and elsewhere [6] due
to the sin(θ ) in the denominator of eqn (8).

The implementation of FARS involves evaluating
the far radiated field in a slightly modified way com-
pared to the usual computation of the radiated power
from some object. This is done by developing the far-
field power on an incremental basis in the context of the
moment method. The incremental FARS power, pi,FARS
(θ ,ϕ) for segment si in observation direction θ ,ϕ is

pi,FARS(θ ,ϕ) = limr→ ∞(
r2 1

2η
Re [ei (θ ,ϕ) ·E∗ (θ ,ϕ)]

)
(9)

where �ei (θ ,ϕ) is the electric field due to source (or
segment) i and η is the medium impedance while the
total electric field for N sources or segments, denoted by
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Fig. 4. TheI2(x)Rrad ,SF (x) and IEMF distributed
radiated-power densities for sinusoidal current filaments
an even and odd number of half wavelengths long.

E (θ ,ϕ), is

E(θ ,ϕ) =
N

∑
1

ei (θ ,ϕ) . (10)

The total power contributed by segment i, denoted
as Pi,FARS, comes from integrating the incremental result
pi,FARS(θ ,ϕ) over all θ ,ϕ to obtain

Pi,FARS =
∫ π

0

∫ 2π

0
pi,FARS (θ ,ϕ)sinθdθdϕ, (11)

as the total power coming from segment i.
Finally, the total radiated power is obtained from

integrating the Pi,FARS samples over all N sources, or

PFARS =
N

∑
1

Pi,FARS. (12)

Note that the FARS computation differs from a con-
ventional evaluation of the total far-field power only in
defining the intermediate quantity Pi,FARS, the individ-
ual contribution of each incremental source, to the total
radiated or scattered power. Note also that there is no
constraint that each Pi,FARS be positive, with a negative
value indicating that a particular segment is reducing the
total radiated power.

III. THE NEC DIPOLE

Next considered is a comparison of FARS results for
the SCF and an NEC-modeled dipole antenna presented
in Figure 6. The NEC radiated power is slightly less than
that for the SCF since the NEC current decays in ampli-
tude away from the feedpoint.

The normalized, on-surface real component of the
PV for a 10-wavelength NEC dipole is shown in Fig-
ure 7, as computed from the conjugate product of the
wire charge density and current divided by 2. A longer
dipole is used here to exhibit more clearly the decay in
power flow along the dipole due to radiation. Power flow
to the right is shown as positive and to the left is shown as
negative in this graph. The normalized complex current

Fig. 5. The IEMF and FARS distributed radiated-power
densities for sinusoidal current filaments an even and odd
number of half wavelengths long.

Fig. 6. A comparison of the FARS radiated-power den-
sity for a 1-A, 5-wavelength sinusoidal current filament,
and an NEC dipole having a current maxima of 1 A.

Fig. 7. The normalized on-surface Poynting vector
PV j j(x) along a center-fed, 10-wavelength dipole.

on the dipole is plotted in Figure 8 where the real part
decays substantially more than the quadrature, or imagi-
nary, component.

There is a slight oscillation in the PV of Figure 7, the
effect of which is emphasized by differentiating it to pro-
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Fig. 8. The normalized complex current on a 10-
wavelength dipole antenna.

Fig. 9. Normalized DPV and FARS radiated-power den-
sities for a 10-wavelength, center-fed dipole.

Fig. 10. FARS power densities for a 9.5-wavelength SCF
and NEC dipole with maximum currents of 1 A.

duce the loss rate of radiated power with distance from
the feedpoint as presented in Figure 9. Also included
for comparison is the FARS radiated-power density, with
the end maxima of the differentiated PV (DPV) normal-
ized to the FARS result. Observe that the FARS result,
being based entirely on the far field, does not explic-
itly include the effect of the input power provided by
the exciting voltage at the antenna feedpoint as does the

Fig. 11. The energy densities of dipoles of 151-301 0.1-
m long segments excited by a Gaussian voltage pulse.

IEMF method. The agreement between the two methods
for determining the quantitative absolute (FARS) or rel-
ative (DPV) radiated-power distribution is within a few
percent, providing mutual validation for both.

FARS results for an NEC dipole of decreasing radius
were obtained for comparison with an SCF [3]. The NEC
results converged to within 1% of the SCF values for a
dipole radius of 10−20 wavelengths.

FARS has also been implemented in the TD [7,
8] using the computer model thin-wire time domain
(TWTD) [9]. A result for several dipoles of differ-
ent lengths with center feedpoints is presented in Fig-
ure 11 where the excitation is a Gaussian pulse with
a half-amplitude width of about 13 time steps, Δt, and
with the segment length Δx = cΔt. The energy den-
sity is a smooth function of position in contrast with the
frequency-domain result.

A comparison of a 10-m center-fed dipole radiating
1 J in the TD, a normalized version of the 101-segment
curve of Figure 11, and a 10-wavelength dipole radiating
1-W in the FD is shown in Figure 12. The standing-wave
nature of the frequency-domain dipole presents a distinc-
tive contrast compared with the time-domain result.

IV. ACCELERATED CHARGE AND
RADIATION

Three methods for determining where and how
much radiation originates from an SCF have been pre-
sented above: the Schelkunoff-Feldman radiation resis-
tance, a closely related procedure, the IEMF method, and
FARS. Two, the DPV and FARS, have been shown to
provide the same kind of information for a PEC dipole.
Since charge acceleration is known to be the cause for
electromagnetic radiation, the question remains about
where and why does this occur on a PEC object? The
answer to this question for an SCF is clear: Being a
purely standing wave with zero net power propagation
along its length, charge is accelerated due to an applied
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Fig. 12. Comparison of frequency-domain and time-
domain FARS for a 10-m center-fed dipole radiating a
total power of 1 W or energy of 1 J, respectively.

electric field as demonstrated by the IEMF method, with
the result corroborated by FARS.

Where charge acceleration occurs on a PEC needs
some further discussion. It is clear that charge is set into
motion, or accelerated, at the feedpoint where an excit-
ing electric field is applied. In addition, the current goes
to zero at the ends of a finite-length antenna where the
charge is completely reflected and is thus consequently
accelerated, as well. But both the frequency-domain and
time-domain versions of FARS show that radiation and
accompanying charge acceleration must occur all along
the interior length of a dipole. So the question to be con-
sidered is what is the cause of this interior acceleration.

A related phenomenon provides the answer. It has
been observed that the current propagating down a wire
of constant radius decays in amplitude, with the cause
being attributed to power loss due to radiation. This
result of this decay is exhibited by the on-surface PV in
Figure 7 where the power flow decays in an oscillatory
but monotonic fashion with increasing distance from the
feedpoint. Because charge is conserved, the conclusion
follows that some portion of the outward-propagating
charge and current is reflected back toward the feedpoint.
This reflection and associated charge acceleration thus
account for the radiation that takes place down the arms
of the dipole antenna.

This raises the additional question about what
causes the charge reflection itself to occur. It is known
that the total current on an infinite biconical antenna is
independent of distance from the feedpoint [5], i.e., there
is no reflection because the bicone wave impedance is
independent of position. An infinite wire or cylinder
of constant radius by contrast has a variable, distance-
dependent, wave impedance and so a partial reflec-
tion of a propagating current occurs. This accounts
for what can be described as “propagation radiation”
as shown by the FARS results in Figures 9 and 10

Fig. 13. The magnitudes of the standing-wave current
and charge distributions on half of a 10-wavelength,
center-fed dipole antenna.

where radiation lobes occur at half-wavelength inter-
vals. On the other hand, for a dipole antenna excited
by a short-pulse electric field, there is no standing wave.
Instead, the propagation radiation is a smooth, contin-
uous curve extending between the feedpoint and wire
ends as shown in Figures 11 and 12 as obtained using
TWTD [9].

The cause of the lobed, standing-wave radiation
power in the FD is simply explained. The counter-
propagating sine waves of current and charge produce
standing waves of the kind shown for one-half of a 10-
wavelength dipole in Figure 13. The peaks and minima
of the current and charge magnitudes are interleaved.
The plot of the FARS radiated-power density and the
square of the normalized current in Figure 14 shows that
their lobe maxima are aligned. This is because current
maxima are produced when opposite-signed, counter-
propagating charge waves meet. The partial reflection
of opposite-signed charges moving in opposite direc-
tions produces additive radiated electric fields, resulting
in the FARS maxima. Charge maxima, on the other hand,
occur when same-signed charge waves meet. Their par-
tial reflections produce canceling radiated electric fields
that result in FARS minima. These results demonstrate
why and where the radiation originates from the PEC
dipole.

Observe that the effective propagation speed of the
current and charge waves on the PEC wire is approxi-
mately at the speed of light in the medium in which the
dipole is located, a fact that deserves some additional dis-
cussion. Observe that when modeling in the TD, charge
and current pulses are found to move at approximately
the speed of light along a uniform-radius, straight wire.
However, this phenomenon does not require any physi-
cal charge to move at near-light speed. Instead, it arises
from the fact that the fields launched from the feedpoint
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Fig. 14. The FARS power density in W/wavelength
for a 10-wavelength, center-fed dipole together with the
square of the current normalized to the inner FARS lobes.

of an impulsively excited wire propagate along the wire
near or at the speed of light of the medium in which the
wire is located. The magnetic and electric fields asso-
ciated with these pulses must terminate on the wire as
required by the boundary conditions of a PEC. This pro-
cess can be analogized in various ways [9] or as a row of
falling dominos. Each domino moves very little but with
the overall effect propagating along the entire row.

Since the tangential electric field on the wire sur-
face is zero, there is only a radial field that terminates
at the charge on its surface. Similarly, since the normal
magnetic field on the wire surface is zero, there is only a
tangential, or azimuthal, magnetic field that terminates at
the current on its surface. Thus, the moving charge and
its accompanying current are attached to the propagating
fields. When the field propagation is interrupted by ends,
bends, loads, junctions, etc., some or all of the propagat-
ing fields and Q/I pulses are reflected with the reflected
field lines developing bends as discussed in Chapter 2.

While the magnetic field lines are closed around a
wire antenna since there is no magnetic charge, the radi-
ated electric fields from finite objects must eventually
form closed lines as well to “break off” from it. This
is easily visualized for an impulsively excited object in
the TD. After enough time has passed, the object must
return to overall charge neutrality which means that there
are no remaining electric or magnetic fields attached to
its surface. Closure of the electric fields occurs when
opposite-signed charges can neutralize each other as they
pass moving in opposite directions.

It is reasonable to ask whether the equivalent sources
used in boundary-value problems match physical real-
ity, i.e., whether their computed results match measure-
ments. The computed radiated fields have been found
to match the measured radiation and scattering pat-
terns within their respective numerical and experimen-
tal uncertainties since the beginning of electromagnet-

ics as a discipline. Measurements of near-field interac-
tions and input impedance are somewhat more experi-
mentally difficult to determine, but they also have con-
firmed analytical and computational results. One of the
more demanding checks on computations is measure-
ment of the source distribution on an object. Examples
of frequency-domain measurements for current distribu-
tions can be found in the literature such as 10–15.
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Abstract – Ray-tracing propagation model (RTPM) has
been widely used for predicting channel characteristics,
whereas the scenarios considered are generally static.
The complexity of RTPM is significantly increased due
to the rapidly time-varying scenario resulted from mov-
ing scatterers. A three-dimensional (3D) dynamic RTPM
considering moving scatterer effects is advanced in this
paper. First, a simplified dynamic scenario preprocess-
ing method based on the predefined active region and
face transformation is proposed. The random movement
of multiple scatterers can be enabled without repeated
scenario modeling. Second, an efficient dynamic ray-
tracing method based on self-adaptive ray-launching
technique is advanced. The computational efficiency
of the dynamic RTPM can be significantly improved
due to the exclusion of repeated ray-tracing process
over time. Finally, the feasibility and accuracy of the
RTPM is verified by comparing the simulation results
with the measurements performed in an indoor scenario
with pedestrians.

Index Terms – Dynamic ray-tracing, moving scatterers,
self-adaptive ray-launching technique.

I. INTRODUCTION

Dynamic scenarios (e.g., shopping mall, waiting
hall, intelligent transportation, and intelligent plant)
with moving scatterers (e.g., vehicles, machines, and
pedestrians) are considered as one of the most impor-
tant application scenarios for the B5G and 6G wireless
communication systems [1–3]. Accurately predicting
the channel characteristics in these scenarios is funda-
mental and crucial for system design. As a high perfor-
mance solution, ray-tracing propagation model (RTPM)
has been widely used in the prediction of channel char-
acteristics [4–6]. However, these RTPMs are gener-
ally focused on the scenarios considering only static
scatterers.

The research on the RTPM for dynamic scenarios
with moving scatterers is still scarce. For a dynamic
scenario with moving scatterers, the complexity of a
RTPM is extremely increased and generally reflected
in two aspects. The first one is the scenario prepro-
cessing such as the dynamic and continuously temporal
channel representation. This is because the scenario is
required to be modeled repeatedly once the locations of
scatterers are changed. The other one is that perform-
ing ray-tracing simulations at each discrete time instant
is indeed computationally expensive. Several dynamic
ray-tracing models with the movement of transceiver are
described in [7–9], whereas the moving scatterer effects
are not considered. An image-visibility-based prepro-
cessing method for dynamic ray tracing in urban envi-
ronments is introduced in [10]. The dynamic visibility
region is established according to the movement trajec-
tory of the transmitter and scatterers. However, the tra-
jectory is a priori and the dynamic visible region has
to be reconstructed once trajectory is changed. Several
efficient dynamic ray-tracing models considering mov-
ing scatterer effects are introduced in [11] and [12].
The efficiency of the dynamic ray-tracing models can
be improved by replacing the simulation at each dis-
crete time instant with single simulation in the coherent
time. However, the coherent time for different scenarios
is required to be obtained from a large number of mea-
surements.

In this paper, a three-dimensional (3D) dynamic
RTPM with moving scatterer effects is advanced. In
view of the two problems that resulted from the mov-
ing scatterers as mentioned above, first, a simplified
scenario preprocessing method is proposed. Based on
the predefined active region and face transformation,
scenario modeling and date processing are required to
be performed only once in the entire dynamic ray-
tracing process. Moreover, a self-adaptive ray-launching
(SARL) based dynamic ray-tracing method is advanced

Submitted On: November 2, 2021
Accepted On: May 8, 2022

https://doi.org/10.13052/2022.ACES.J.370404
1054-4887 © ACES



397 ACES JOURNAL, Vol. 37, No. 4, April 2022

to improve the computational efficiency by removing the
redundant rays at each time instant.

II. 3D DYNAMIC RAY-TRACING
PROPAGATION MODEL

In this section, a 3D dynamic RTPM is introduced
from two aspects, including simplified dynamic sce-
nario preprocessing and efficient dynamic ray-tracing
method.

A. Simplified dynamic scenario preprocessing

Detailed scenario description such as the geomet-
ric structure and the layout of scatterers is necessary
for RTPM. However, the random movement of scatter-
ers leads to the real-time change of scenarios. Repeated
scenario modeling and data processing result in the huge
overhead of dynamic scenario preprocessing.

In order to simplify the dynamic scenario prepro-
cessing, the static and moving scatterers are modeled
independently. Static scatterers can be modeled accord-
ing to the geometric structure and layout as same as the
traditional RTPMs [13, 14]. However, for moving scat-
terers, an active region should be predefined according to
the possible locations. Assuming that a moving scatterer
can be modeled as a parallelepiped commonly used as
one of the human and vehicle models [15, 16], the active
region can be gridded as shown in Figure 1. All grids are
required to be numbered without repetition and each grid
is corresponding to a parallelepiped.

Second, space subdivision is performed to the whole
scenario and the whole propagation space can be sub-
divided into many non-overlapping tetrahedrons. An
instance of space subdivision for a room with a single
scatterer is shown in Figure 2. Two types of faces are
present in the scenario after space subdivision. The first
one is called physical face (PF), i.e., the object surface.
The PF property can be characterized by material param-
eters including the relative permittivity εr and the con-
ductivity σ . The other one is called constructed face
(CF). The faces are invisible and only used to assist
the subsequent ray-tracing process. The material of
CF is air and the corresponding parameters are εr = 1
and σ = 0.

The appearance and disappearance of a scatterer can
be modeled rapidly using a simple method of face prop-
erty transformation (FPT). As shown in Figure 3, if all
PF of a scatterer is transformed into CF (i.e., the forward
FPT), rays pass through the scatterer without changing
the propagation direction since CF has no effect on the
rays. This indicates that the scatterer is equivalent to dis-
appearing in the scenario. Conversely, if all CFs of the
scatterer are converted into PF (i.e., the inverse FPT), the
incident rays are interacted with the scatterer such as the
reflection and diffraction. This indicates that the scatterer
is equivalent to appearing in the scenario.

Fig. 1. Random movement of a scatterer in a predefined
activeregion.

Fig. 2. An instance of space subdivision for a room with
a single scatterer.

Fig. 3. The appearance and disappearance fora moving
scatterer using FPT.

The data of scenario after space subdivision can be
stored in a tree structure with the depth of five as shown
in Figure 4. The whole space of a scenario is assumed
to be subdivided into T tetrahedrons on the second layer.
Each tetrahedron corresponds to four faces stored in the
third layer. The fourth layer is a crucial layer. In addi-
tion to three child nodes representing three lines, five leaf
nodes are divided into three parts including two adjacent
tetrahedrons related to the common face, the unit normal
vector, and the face types, wherein the ray-object inter-
action mechanism can be determined according to the
face types. The fifth layer is consisted of two parts, i.e.,
the two endpoints of each line and line types including
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Fig. 4. Data structure of scenario preprocessing.

constructed lines (CLs) and physical edges (PEs). As
a result, the adjacent relationship between tetrahedrons
can be obtained efficiently by traversing the tree struc-
ture.

B. Efficient dynamic ray-tracing method

The computational efficiency can be significantly
reduced if performing ray-tracing process to all rays at
each time instant. An SARL method is introduced to
exclude the repeated ray-tracing process.

First, the forward FPT is applied to all paral-
lelepipeds and this is equivalent to no moving scatter-
ers in the scenario. As mentioned above, the propagation
space has been subdivided into a number of tetrahedrons.
A ray emitted from a transmitting point Tm can be inter-
sected with a face of the tetrahedron containing Tm. The
intersected face and the intersection point I can be deter-
mined as follows [17]:

δi =

〈
⇀
r ,

⇀
u i

〉
〈
⇀
r ,

⇀
n i

〉 , i = 1,2,3,4 (1)

I = Tm +δ
⇀
r ,δ = min{δi|δi > 0} , (2)

where δ is the extension coefficient related to the i-th
face.

⇀
r denotes the unit vector in the propagation direc-

tion.
⇀
u i is the vector between Tm and one endpoint of

the i-th face.
⇀
n i is the unit normal vector of the i-th face.

The intersected face is corresponding to the minimum
and positive extension coefficient. If the intersected face
is PF and the roughness is assumed to be neglected, the
ray is reflected and the reflected field can be given as [18]

⇀̃
Er =

⇀̃
EiR̃Ar(d0)e− jkd0 , (3)

where Ar(d0) is the attenuation coefficient and can be
expressed as

Ar(d0) =
d′

d0(d0 +d′)
, (4)

where d′ and d represent the distance from I to Tm and to
a reference point on the reflected ray, respectively. The

complex reflection coefficients R̃ for perpendicular and
parallel polarizations are given as

R̃⊥ =
cosθi−

√
ε̃r− sin2 θi

cosθi +
√

ε̃r− sin2 θi
(5)

R̃‖ =
ε̃r cosθi−

√
ε̃r− sin2 θi

ε̃r cosθi +
√

ε̃r− sin2 θi
, (6)

where ε̃r is the complex relative permittivity expressed
as

ε̃r = εr− j
σ

ωε0
, (7)

where ω is the angular frequency and ε0 is the permittiv-
ity of vacuum.

Otherwise, if the intersected face is CF, the ray
enters the adjacent tetrahedron without changing the
propagation direction. Regardless of the intersected face
being SF or CF, the intersection point I can be taken as
the next transmitting point, and next intersection point I′
can be determined from eqn (1) and (2). Consequently,
the propagation path and received field of each ray can
be determined.

In order to exclude the repeated ray-tracing process
at each time instant, the sets of parallelepipeds inter-
sected with rays are required to be recorded as

ray scatk =
[
sk,1,sk,2, . . . ,sk, j

]
,k = 1,2, . . . ,K, (8)

where sk, j is the jth parallelepiped intersected with the
k-th ray. K denotes the total number of rays. Conse-
quently, the ray set corresponding to each parallelepiped
can be also obtained and represented as

scat rayi =
[
ri,1,ri,2, . . . ,ri,l

]
, i = 1,2, . . . ,Q, (9)

where ri,l is the l-th ray related to the i-th parallelepiped.
Q is the total number of parallelepipeds.

The dynamic RTPM can enable multiple scatterers
to move independently and randomly. It is assumed that
N moving scatterers are present in a scenario. At the
initial time t0, the initial locations of the N moving scat-
terers can be randomly generated from the grid indices
and the N moving scatterers corresponding to the grids
can be constructed based on the inverse FPT. The rays
required to be retraced can be obtained from the set of
scat ray since only the paths of rays intersected with the
N moving scatterers are changed. As a result, the total
field can be determined as

⇀̃
E total =

M1

∑
m1=1

⇀̃
Em1 +

M2

∑
m2=1

⇀̃
Em2 , (10)

where M1 and M2 denote the number of retained and
retraced rays, respectively.

At time t1, for the nth moving scatterer, a point can
be randomly generated within the grid and taken as the
start point Lt0 . The speed v and direction angle θ can be
generated according to the velocity models. For simplic-
ity, assuming that the velocity

⇀
v is constant in the time

interval (t1-t0), the velocity can be expressed as
⇀
v = v

⇀
e r = v(cosθ

⇀
e x + sinθ

⇀
e y), (11)
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where
⇀
e r,

⇀
e x, and

⇀
e y denote the unit vectors of moving

direction, x-axis direction, and y-axis direction, respec-
tively. The reach point Lt1 can be determined as

Lt1 = Lt0 +
⇀
v (t1− t0). (12)

For multiple scatterers with different velocities, eqn
(12) can be modified as

{L1,L2, . . . ,LN}t1 = {L1,L2, . . . ,LN}t0

+{⇀v 1,
⇀
v 2, . . . ,

⇀
v N}(t1− t0). (13)

The grids containing the reach points represent the
new locations of the N moving scatterers. The disappear-
ance of moving scatterers at previous locations and the
appearance of moving scatterers at new locations can be
implemented using the forward and inverse FTP, respec-
tively, and the scenario at time t1 can be formed.

Similarly, the dynamic scenario with moving scat-
terers at each time instant can be determined. Further-
more, the total field at each time instant can be also
obtained as eqn (10). Finally, the frame diagram of the
3D dynamic RTPM is shown in Figure 5. In view of the
dynamic RTPM, the scenario modeling and space sub-
division are required to be performed only once based
on the predefined active region and FPT method, and,
therefore, the dynamic scenario preprocessing can be
significantly simplified. Moreover, only partial rays at
each time instant are required to be retraced based on
the SARL method and the efficiency of the dynamic ray-
tracing process can be improved.

III. MODEL ANALYSIS
A. Scenario description

An indoor office scenario with pedestrians is con-
sidered in this paper. The size of the office is 7 m ×
6 m × 2.5 m and the two-dimensional (2D) layout of
the office with a predefined active region is shown in
Figure 6. The office is composed of brick walls and the
concrete ceiling and floor. There is no other furniture
in the office except a wooden blackboard on the wall-D,
a door on the wall-A, and a large glass window on the
wall-B. Human body is modeled as a parallelepiped with
the size of 0.3 m × 0.3 m × 1.7 m. The correspond-
ing material parameters are listed in Table 1. The speed
of pedestrians is assumed to be a constant of 0.5 m/s and
pedestrians move from the left side to the right side of the
office along a straight line. Vertically polarized omnidi-
rectional antennas with the gain of 2.2 dBi are deployed
at the transmitting and receiving sides. The transmitting
antenna is 1.35 m above the floor level and 0.5 m from
the wall-D. The frequency is 5.2 GHz and the transmit-
ting power is 10 dBm. The height of receiving antenna
is 0.85 m and the receiving antenna is 0.5 m from the
wall-C.

Fig. 5. The frame diagram of the 3D dynamic ray-tracing
propagation model.

Fig. 6. 2D layout of the office with a predefined active
region.

B. Numerical results analysis

The received power can be expressed as [19]

Pr =

∣∣∣⇀E total

∣∣∣2 λ 2Gr

8πη
, (14)

where |.| is the modulus operator. λ and η denote
the wavelength and the wave impedance in free space,
respectively. Gr represents the receiving antenna
gain. Considering a pedestrian (location 8 as shown
in Figure 6) and two pedestrians (locations 8 and 9)
move along a route perpendicular to the line between the

Table 1: Material parameters
Object Relative

permittivity

Conductivity

(S/m)

Brick wall 4.0 0.343
Concrete ceiling and
floor

6.14 1.005

Glass window 5.5 0.0
Wooden blackboard 2.1 0.05
Human body 38.5 2.4
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Table 2: Simulation time comparisons (unit: s)

N Method

Distribution

Dense Low-

sparsity

High-

sparsity

2 RL 72.8 73.12 72.7
SARL 7.69 8.48 8.18

5 RL 73.6 74.6 75.1
SARL 9.2 9.61 9.67

10 RL 74.1 76.6 76.6
SARL 9.63 11.14 11.27

transmitting and the receiving points. The time-varying
received power is shown in Figures 7 and 8. The results
show that the received power in the non-line-of-sight
(NLOS) area is about 7 dB attenuation compared with
the case of line-of-sight (LOS) due to the shadow effect
of pedestrians. Furthermore, the received power for the
scenario without pedestrians is also shown in Figure 8 as
a reference. Up to 3 dB fluctuation of the received power
compared with the case of empty room can be observed
in the LOS area due to the multipath effect resulted from
pedestrians. For the case of two pedestrians, a slightly
offset in time is generated in the NLOS area. The simula-
tion results show good agreement with the measurement
results in [20] indicating the accuracy of the model.

In order to demonstrate the efficiency of the model,
the simulation time of two dynamic RTPMs is investi-
gated. The simulation has been carried out on a personal
computer with the processor of Intel (R) core (TM) i5-
7300hq CPU @ 2.50 GHz and the memory of 8 GB.
The operating system is the 64-bit operating system of
windows 10. Fortran computer language is used for
the program implementation of the model and the run-
ning platform is Microsoft Visual Studio 2010. In the
simulation, the total number of one hundred thousand
source rays is traced at time t0. The number of rays
is a tradeoff between the computational accuracy and
efficiency. For each time instant, the traditional ray-
launching (RL) ray-tracing method is applied to all rays,
whereas only the rays with changed paths are required
to be retraced for the SARL ray-tracing method. The
comparisons of simulation time between the traditional
RL ray-tracing method and SARL ray-tracing method
are listed in Table 2. Six dynamic scenarios consid-
ering different number of pedestrians (i.e., N = 2, 5,
and 10) with multiple distributions (i.e., dense distribu-
tion, slight-sparsity distribution, and high-sparsity distri-
bution) are considered.

First, the results indicate that the simulation time is
positively correlated with the number of pedestrians for
two methods since the number of ray-object intersection
tests is increased with the number of pedestrians. In
addition, the paths of rays can be more readily changed

Fig. 7. The time-varying received power for empty room
and single pedestrian.

Fig. 8. The time-varying received power for two
pedestrians.

with the increase of pedestrians. Second, more simu-
lation time is required due to the increased dispersion
degree of the distribution of moving scatterers. This
is because the sparsely distributed scatterers lead to the
paths of rays more likely to be changed especially for
high-order reflection rays. Finally, the simulation time
for RL is in the range of 72.7–76.6 s and is much
higher than that for SARL in all scenarios due to the
exclusion of repeated ray-tracing process. This indicates
that the computational efficiency of dynamic ray-tracing
model can be significantly improved using the SARL
ray-tracing method.

IV. CONCLUSION

In this paper, an efficient 3D dynamic ray-tracing
model has been advanced for the prediction of chan-
nel characteristics in the dynamic scenarios consider-
ing moving scatterers. In view of the moving scatterer



401 ACES JOURNAL, Vol. 37, No. 4, April 2022

effects on the increased complexity dynamic scenario
preprocessing and reduced efficiency of ray-tracing pro-
cess, first, a simplified dynamic scenario preprocessing
method based on the predefined active region and FPT
has been introduced. The simultaneous movement of
multiple moving scatterers can be performed without
repeated scenario modeling and date processing. Fur-
thermore, an SARL-based dynamic ray-tracing method
has been described. The repeated ray-tracing process can
be eliminated at each time instant. The dynamic RTPM
has been applied into an indoor office scenario consider-
ing multiple pedestrians and various distributions. The
accuracy of the model has been verified by comparing
the simulation results with the measurements. Further-
more, the reduced simulation time for SARL method
compared with traditional RL method indicate that the
computational efficiency of the proposed model can be
significantly improved.
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Abstract – A kind of hemispherical antenna array based
on shape conformal is studied in this paper. In order to
solve the polarization problem during beam scanning of
the array, the method of phase compensation is adopted.
The omni-directional scanning of 0◦ − 360◦ in azimuth
direction and wide-angle scanning of −90◦to 90◦ in el-
evation direction are realized. The gain of the array at
each scanning angle is about 17 dB. To reduce the oc-
clusion effect of array elements on radiation, the effec-
tive elements at different scanning angles are selected for
thinned array arrangement. The power loss is reduced
and the better scanning performance is achieved by us-
ing fewer elements.

Index Terms – Conformal array, wide-angle scanning,
phase compensation, thinned array.

I. INTRODUCTION

In recent years, there have been a large number of
studies on antenna arrays that can be conformal with car-
rier surfaces, such as cylindrical array [1, 2], spherical
array [3, 4], and conical array [5–7]. Compared with the
planar array, the conformal array can make full use of
the surface of the carrier. Moreover, the conformal array
is widely used in aircraft because it does not affect the
aerodynamic performance of the carrier and can reduce
the radar cross section.

In some occasions, the antenna array is required to
carry out beam scanning [8, 9], which is commonly used
in military fields such as radar and navigation. The scan-
ning range of linear array and planar array is limited [10],
and the gain of the array will decrease sharply with the
increase of the scanning angle, which will greatly af-
fect the performance of the array. The hemispherical ar-
ray studied in this paper is consistent with geometrical
surfaces such as aircraft fuselage and missile airframes,
which can realize large angle scanning in azimuth and el-
evation directions while ensuring stable radiation charac-
teristics. However, the polarization problem of the hemi-
spherical array is serious during beam scanning. To solve
this problem, Wen-Tao Li rotates the array elements to
adjust their polarization in the main beam direction [11].
But the improvement of array polarization characteris-

tics is limited when the number of array elements in-
creases. Xin Li adopts the dual-polarization amplitude
weighting method to reduce the cross-polarization [12].
But this method requires designing dual-polarization el-
ement, and the feed system and array structure are rela-
tively complex.

In this paper, the method of phase compensation is
used to solve the polarization problem. It does not need
to design complex element or array structure. The oper-
ation is simple and the effect is remarkable. In addition,
not all elements in a conformal array contribute to the
main radiation and some elements may also have nega-
tive effects such as gain reduction and side lobe increase.
Therefore, it is necessary to optimize the array and de-
termine different effective elements at different scanning
angles to achieve better scanning performance.

II. THEORETICAL METHOD
A. Phase compensation theory

As the common element in conformal arrays, patch
antenna’s main polarization direction is its normal direc-
tion, and the array elements in the conformal array are
not on the same plane; so it is difficult to realize com-
pletely parallel polarization direction. As shown in Fig-
ure 1, two symmetrical electric fields of the same size
seem to superimpose each other in the direction of the
Z-axis, but from the center of symmetry, there is a 180◦
phase difference between them. This leads to the po-
larization cancelation of the array, which is reflected in
beam instability and the sudden drop of gain.

Based on the above analysis, it is considered that
180◦ phase compensation for one of the symmetrical ar-
ray elements on the same layer can improve the polar-
ization problem. The phase compensation of the ele-
ment can change its main polarization direction, so as
to strengthen the main radiation of the array.

B. Optimization theory

Not all elements in a uniform conformal array con-
tribute to the main radiation. Therefore, the array needs
to be optimized. Thinned array is a kind of sparse
array, which refers to the array formed after sparing
some elements on the basis of uniform full array. If the
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Fig. 1. Symmetric spherical elements distribution.

hemispherical array is thinly arranged, there are several
advantages. First of all, different effective elements at
each scanning angle can be selected. Second, thinned ar-
rays do not change the arrangement of the whole array.
In addition, it can reduce the power loss of the array with
fewer elements and improve the width of main lobe and
side lobe level at each scanning angle.

The thinned optimization of array follows certain
principles. It is assumed that when the deviation angle is
greater than θmax, the contribution of the microstrip an-
tenna to the main beam can be ignored, and the element
is invalid. Then θmax is called the maximum effective ra-
diation angle, and the effective lobe width of the element
is 2θmax. The element will be thinned if its main beam
direction is not within this range.

It is assumed that the maximum radiation direction
of the array is (θ0,ϕ0), and the maximum radiation di-
rection of any element in the array is (θn,ϕn). It can be
determined whether the element is located in the effec-
tive region by judging whether the included angle βn of
the two main radiation directions is greater than θmax.
That is to judge whether eqn (1) is valid:

cosβn =

[sinθ0 cosϕ0,sinθ0 sinϕ0,cosθ0]

⎡⎣ sinθn cosϕn
sinθn sinϕn

cosθn

⎤⎦
≥ cosθmax

.

(1)

III. SIMULATION AND OPTIMIZATION
A. Element designing

Conformal arrays are divided into shape conformal
and structure conformal. To make the antenna com-
pletely fit with the curved carrier, this design adopts
shape conformal. The antenna element is a rectangu-
lar patch antenna that is easily conformal, placed on a

Fig. 2. Antenna element structure.

hemispherical substrate with a dielectric constant of 2.2,
and the central frequency is 35 GHz. The substrate ra-
dius R is set to 2 times the wavelength. In order to sim-
plify the feed network of the array, the antenna element
adopts coaxial feed, and its geometry shape is shown in
Figure 2.

According to the working frequency f of the antenna
and the thickness h of the substrate, the width of the
patch can be obtained by the following equation:

w =
c
f

√
2

εr +1
, (2)

where c is the speed of light and εris the dielectric con-
stant of the substrate. Considering the edge shortening
effect, the length of the patch can be obtained from the
following equation:

l =
c

2 f
√

εe
−2Δl, (3)

where εeis the effective dielectric constant and Δl is the
extension length:

εe =
εr +1

2
+

εr−1
2

(
1+

12h
w

)− 1
2
, (4)

Δl = 0.412h
(εe +0.3)(w

h +0.264)
(εe−0.258)(w

h +0.8)
. (5)

According to the above formula, the basic param-
eters of the patch can be obtained. After the patch is
conformal to the curved surface carrier, the final size is
obtained after adjustment: h = 0.254 mm, w = 2.675 mm,
l = 3.24 mm.

B. Array designing and simulation

There are many arrangement methods of hemispher-
ical antenna arrays, such as concentric circle projec-
tion method, rectangular projection method, and regu-
lar icosahedral spherical division method. The antenna
array obtained by the projection method is sparsely dis-
tributed in the elevation direction, resulting in a serious
waste of space. And the design of the regular icosahedral
spherical division method is complicated. Therefore, this
paper considers the method of equal spacing distribution,
in which the spacing is at least half the wavelength. The
arrangement of array elements is shown in Figure 3. The
distance between adjacent elements is same whether in
azimuth direction or elevation direction.
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Fig. 3. The arrangement of array elements.

                    (a)                                       (b)

Fig. 4. Hemispherical antenna array. (a) Main view. (b)
Top view.

Application programming interface (API) script is
written in MATLAB and HFSS is called to complete au-
tomatic modeling. In this process, in order to achieve
complete conformal array, the projection function is
written to project the rectangular patch onto the sub-
strate. In addition, the rotary and duplicate operation is
used to complete the establishment of the whole model,
so as to improve the modeling efficiency.

If the hemisphere is with a radius of R= 2λ , the final
uniform antenna array is shown in Figure 4 after consid-
ering the influence of array elements mutual coupling.
The array consists of M = 6 layers of rings and N = 83
elements in total. Each element uses coaxial feed alone.
The distance between adjacent elements is d = 0.5λ .

The beam scanning characteristics of the hemispher-
ical antenna array are studied. It can be found that in
the scanning process of elevation direction, the pattern
begins to depress from θ0 = 30◦, and the closer it is to
θ0 = 0◦, the more serious the depression is. By phase
compensation of the elements, it can be found that the
depression disappears and the maximum radiation di-
rection of the pattern is consistent with the expectation.
Therefore, the polarization problem of the array has been
solved. Figure 5 shows the 2D pattern in elevation di-
rection before and after phase compensation when the
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Fig. 5. Comparison before and after phase compensation
at (θ0,ϕ0) = (0◦,0◦).

beam direction is (θ0,ϕ0) = (0◦,0◦). It can be seen from
Figure 5 that the gain of the array has changed signifi-
cantly, increasing from 15 to 17 dB. At the same time, it
also verifies the correctness of the theory.

After dealing with the polarization problem, the
beam scanning performance of the array is analyzed
again. Finally, the array can realize omni-directional
scanning of 0◦ − 360◦ in azimuth direction and wide-
angle scanning of −90◦to 90◦ in the elevation direc-
tion. When the elevation direction is selected to be
θ0 = 60◦,Figure 6(a) shows the 2D scanning pattern in
azimuth direction. When the azimuth direction is se-
lected to be ϕ0 = 0◦, Figure 6 (b) shows the 2D scanning
pattern in elevation direction.

It can be seen from Figure 6 that the gain of the
hemispherical array is stable at about 17 dB during the
beam scanning. With the increase of the scanning angle,
the effective caliber of the hemispherical array remains
unchanged, which is beneficial to the stable performance
of the array during beam scanning. This gives the hemi-
spherical array a very large scanning range.

C. Thinned optimization of the array

In a planar array, the maximum effective radiation
angle is generally 60◦. The performance of the array
is compared when θmax is taken as different values by
referring to the situation of the planar array. Figure 7
shows the 2D pattern in elevation direction of different
θmax when (θ0,ϕ0) is (0◦,0◦) and (60◦,0◦).

It can be concluded by comparison that when θmax
is different, the patterns at different scanning angles are
also different. Generally, the pattern gain under three
scanning angles is a little higher than that under full ar-
ray, and the side lobe level is also slightly lower when
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Fig. 6. Beam scanning pattern of the hemispherical array.
(a) Azimuth direction. (b) Elevation direction.

θmax = 60◦. Figure 8 shows the thinned array under three
scanning angles, in which the dark-colored selected part
is the effective elements, while the light-colored unse-
lected part is the invalid elements. The sparsity rates of
the three are 55.4%, 48.2%, and 51.8%, respectively, all
around 50%.

(a) (θ0,ϕ0) = (0◦,0◦). (b) (θ0,ϕ0) = (30◦,0◦).
(c) (θ0,ϕ0) = (60◦,0◦).
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Fig. 7. 2D pattern in elevation direction of different θmax.

                 (a)                                       (b)

(c)

Fig. 8. Thinned array at different scanning angles.

IV. CONCLUSION

In this paper, a hemispherical antenna array based on
shape conformal is designed. The polarization problem
during beam scanning of array is solved by the method
of phase compensation, and omni-directional scanning
in azimuth direction and wide-angle scanning in eleva-
tion direction are realized. The thinned array is used
to achieve better scanning performance and reduce the
power loss of the array.
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Abstract – Multiple-input multiple-output (MIMO)
systems have several advantages, such as providing high
capacity, spatial diversity, etc. MIMO antennas suf-
fer with high mutual coupling (m-coupling) between the
ports. In this paper, the metasurface with negative per-
meability (MNG) is designed and utilized for m-coupling
reduction of a two-port rectangular microstrip MIMO
antenna (Antenna 1). Two metasurface superstrate-based
MIMO antennas with reduced m-coupling for fifth gen-
eration (5G) are proposed. The first design (Antenna
2) is constructed using a single metasurface super-
strate suspended above the two-port MIMO microstrip
antenna. The second design (Antenna 3) is constructed
using a double metasurface superstrate layers suspended
above the two-port MIMO microstrip antenna. Both
metasurface-based MIMO antennas achieve significant
m-coupling reduction over the entire bandwidth. The
edge-to-edge separation between the two patches is
0.29λ0. The proposed Antenna 3 obtains the reduced
m-coupling of −44 dB along with the wide bandwidth
of 5.92− 6.2 GHz and a maximum gain of 6.79 dB.
The proposed antennas are suitable for extended sub-6
GHz 5G applications with the operating frequency band
of 5.9–6.1 GHz.

Index Terms – Permeability, permittivity, metasurface,
mutual coupling.

I. INTRODUCTION

Multiple-input multiple-output (MIMO) systems
refer to the systems where the transmitting end and the
receiving end are equipped with the multiple antenna ele-
ments. The use of multiple antennas results in significant
increase in channel capacity, higher spectral efficiency,
and reduced fading without requiring additional band-
width and transmission power. Hence, the most mod-
ern wireless devices are anticipated to employ MIMO
technology in wireless communication systems. For
low correlation and suitable isolation, a distance of at
least 0.5λ0 (where λ0 is the free space wavelength at
the operating frequency) is required between antenna

elements [1]. Due to miniaturization of most modern
wireless devices, compact and dense antenna systems
with much smaller distances are preferred, which results
in high m-coupling between the antenna elements. M-
coupling is generally as a result of surface waves or radi-
ated waves and it degrades the antenna performance by
deteriorating the radiation characteristics of the antenna
system.

To reduce m-coupling, several decoupling meth-
ods or techniques have been proposed, which include,
but are not limited to, electromagnetic band-gap (EBG)
structures [2], defected ground structures (DGS) [3],
metamaterials structures [4], decoupling networks [5],
etc. The major drawback of these techniques are that
these are mostly three dimensional structures; hence,
they introduce fabrication difficulties and high cost.
In this paper, a planar two-dimensional metasurface is
used for m-coupling reduction. Metasurface is two-
dimensional structure with properties equivalent to meta-
materials. Metasurface structures are planar, thin, and
practical for implementation; hence, they have been
getting antenna researchers’ attention in the recent
years.

Various techniques have been used to reduce
m-coupling between the antenna elements. Employment
of decoupling networks (DNs) is one of the methods
that have been highly utilized for m-coupling reduc-
tion. They work on the principle of transforming cross-
admittance to a completely imaginary value by utilizing
discrete elements and step-up transmission lines [6–11].
In [7], a coupled resonator decoupling method is used to
decouple the coupled dual-band antennas. In the lower
band (2.4− 2.48 GHz), a maximum m-coupling reduc-
tion of 7 dB was achieved, while for the upper band
(5.15− 5.135 GHz), the m-coupling remains the same
and is not reduced. In [9], an LTE700/WWAN MIMO
antenna system is decoupled using a DN which con-
sists of a suspended transmission line with two termi-
nals shorted to the ground and a capacitor loaded at the
center of the line. In the lower band (704− 960 MHz),
the m-coupling was reduced by 9 dB, while in the
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upper band (1710−2170 MHz), the m-coupling was not
reduced.

One of the other highly used techniques for
m-coupling reduction is by the employment of EBG
structures. The EBG structures are formed by a periodic
arrangement of dielectric and metallic elements. The
EBG structure can either block electromagnetic waves
at specific frequencies or provide a medium to pass and
transmit electromagnetic waves [12]. The most com-
monly used EBG structure for m-coupling reduction is
the mushroom-like EBG structure [13–20]. In [14], the
mushroom-like EBG structure was introduced between
the two monopole antennas. A maximum m-coupling
reduction of 13.4 dB was achieved.

In [15], a planar compact EBG structure was intro-
duced between the two square microstrip patches with
an edge-to-edge separation 0.75λ0 for achieving a max-
imum m-coupling reduction of 6 dB. The major draw-
backs with EBG structures are that they can be largely
associated with the fabrication complexities due to their
vertical via placement. Moreover, they require thicker
substrates, which results in an increase in size of antenna
structure.

DGS is another m-coupling reduction technique that
is widely employed. It introduces periodic or non-
periodic slits or defects on the antenna’s ground plane
to suppress the ground current between the antenna ele-
ments. Different DGS structural arrangements have been
used to reduce m-coupling in different antenna arrays
[21–27]. In [22], a dumbbell-like DGS was inserted
between two multiband microstrip antenna array ele-
ments. A maximum m-coupling reduction of 6 dB was
achieved. In [24], a slit pattern without a via was etched
on the ground plane between two PIFA antennas with an
edge-to-edge separation of 0.116 λ0. A maximum m-
coupling reduction of 10 dB was achieved. The main
disadvantage of utilizing DGS for m-coupling reduction
is that a segment of the propagating energy is leaked,
which leads to the electromagnetic interference with
the adjacent circuitry. Moreover, the introduced defect
might lead to a distorted radiation pattern of the antenna
structure.

The last technique that will be discussed is the
employment of metamaterial structures to reduce m-
coupling between the antenna elements. The usage
of metamaterial structures for m-coupling reduction
has grown popular over the years due to their abil-
ity to manipulate electromagnetic waves [28–33]. In
[29], a spiral metamaterial resonator was printed on the
microstrip antenna substrate between the two array ele-
ments. A maximum m-coupling reduction of 5.5 dB was
achieved. In [32], a 3D dual-band metamaterial array
structure was loaded on the top of a dual-band microstrip
antenna array for m-coupling reduction. A maximum

m-coupling reduction of 3 dB was achieved. The major
drawback of using metamaterials for m-coupling reduc-
tion is that they are frequently used as 3D structures,
which introduces problems in terms of fabrication com-
plexity and high cost. In most recent designs, where
metasurface is employed for m-coupling reduction in
array antenna systems, antenna mismatches can be seen.
This then requires further antenna matching techniques
to be utilized for improving antenna parameters and fab-
rication difficulties.

In this paper, the design, simulation, fabrication, and
measurement of the metasurface-based antennas are pre-
sented. Two metasurface-based antennas, i.e., Antenna
2 and Antenna 3 are presented and their results are ana-
lyzed. The first design, i.e., Antenna 2 is achieved by
suspending a single metasurface substrate on the top of
the microstrip antenna, while the second design, i.e.,
Antenna 3 is achieved by suspending a double metasur-
face substrate on the top of the microstrip antenna.

II. DESIGN AND GEOMETRY OF
METASURFACE-BASED MIMO ANTENNAS

Two metasurface superstrate-based antennas are
presented in this paper. The proposed designs utilize
the MNG metasurface which is equivalent to the medium
with negative permeability. The metasurface is designed
using periodic split ring resonators (SRR). The MNG
metasurface is designed such that it rejects wave propa-
gation at the center frequency and, hence, reduces the m-
coupling between the antenna elements. The first design
employs a single metasurface superstrate suspended over
the radiating antenna elements. In this design, the m-
coupling is reduced from −29 to −61 dB, while the
gain is significantly reduced from 4.79 to 1.69 dB. The
second design employs a double metasurface superstrate
suspended over the radiating antenna elements. In this
design, the m-coupling between the antenna elements is
reduced from−24 to−46 dB, while the gain is increased
from 4.71 to 6.79 dB.

A. Antenna 1

To demonstrate the effectiveness of the metasurface
superstrate-based antenna designs, a two-element MIMO
rectangular microstrip antenna is designed. This antenna
is designed using the transmission line model of anal-
ysis. The antennas for MIMO systems require sepa-
rate feeding for every antenna element [34, 35]. The
antenna structure is simulated and optimized using the
CST Microwave Studio. This antenna is designed for
the resonant frequency of 6 GHz in the sub-6 GHz band.
Sub-6 GHz band is the frequency range below 6 GHz and
is defined as frequency range 1 (FR1) in fifth generation
(5G) technology for various ISM applications [36, 37].
Recently, some antennas have been designed for sub-
6 GHz applications 38–40.
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Fig. 1. Two-port MIMO microstrip antenna (Antenna 1).
(a) Antenna configuration. (b) Top view of fabricated
Antenna 1. (c) Bottom view of fabricated Antenna 1.

The 5G frequency bands are regularly updated and
new bands are availed in different countries. Recently
the 3rd Generation Partnership Project (3GGP) extended
the 5G FR1 band from (410 MHz − 6 GHz) to
(410 MHz −7.125 GHz), hence introducing 1200 MHz
additional spectrum [41]. In 2020, the Federal Com-
munication Commission (FCC) also permitted the usage
of 6 GHz band (5.925−7.125 GHz) for unlicensed use.
This was done with certain regulations and standards
to protect incumbent licensed services from interference
[42-45]. This approval of 6 GHz for unlicensed use has
introduced a new market for 6 GHz wireless solutions
like the new Wi-Fi 6E which is an extension for Wi-Fi 6
which operates at the (2.4 and 5 GHz) bands [42].

Table 1: Dimensional parameters of the MIMO antenna
and the metasurface unit cell
Parameter Value (mm) Parameter Value (mm)

Wg 55 Wgm 7.844
Lg 20.382 Lgm 7.844
W 16.3 Wm1 5.06
L 11.3822 Lm1 5.06

Wa 2.89 Wm2 2
Yo 4.2112 G1 1
Gf 0.083781 G2 0.5
H 1.5 H 1.5

Ws 65 Hs1 6.5
Ls 33.862 Hs2 3

The two-port MIMO rectangular microstrip antenna
is depicted in Figure 1. It is printed on an FR-4 substrate
with a dielectric constant of 4.4, a loss tangent of 0.002,
and a substrate thickness of 1.5 mm. The top view
and bottom view of fabricated Antenna 1 are shown in
Figures 1 (b) and (c), respectively. The thickness of the
copper layer is 0.035 mm. The dimensional parame-
ters of the antenna and metasurface unit cell are listed
in Table 1.

B. Metasurface

The dielectric properties of the dielectric mate-
rial can be utilized to improve the performance of the
microstrip antenna [46, 47]. Metasurface-based antenna
designs have been previously utilized [48–52]. In [51],
a metasurface superstrate is suspended above an antenna
array for m-coupling reduction purposes. A mutual cou-
pling reduction of 19 dB is achieved. In [52], a metasur-
face superstrate is also utilized to reduce the m-coupling
of an antenna array. Maximum m-coupling reduction
of 25 dB is achieved. In both designs, the employment
of metasurface superstrates results in significant antenna
mismatches. In [51], when the metasurface superstrate
is employed, the reflection coefficient is significantly
increased from −30 to −9 dB, while in [52], the reflec-
tion coefficient is increased from−20 to−5 dB. To com-
bat the antenna mismatches, a U-shaped slot was etched
on all elements of the antenna array. However, intro-
ducing the slots to an antenna changes the path of the
current distribution which can result in changes in radi-
ation patterns and impedance. Additionally, the intro-
duction of the U-slot increases fabrication cost and com-
plexities. The design conducted in this paper does not
require additional matching methods, which means that
it is inexpensive to fabricate and the structure is less com-
plex. In addition to that, this design can be implemented
in already existing antenna designs because it does not
change the original structure of the antenna.

The decoupling metasurface is designed using SRR
to achieve a negative permeability medium. They are
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formed by a pair of metal loops printed on a dielectric
substrate with gaps or slits 180◦ from each other. The
split gap between the rings results in a capacitance, while
the metal loops result in an inductance, hence forming
an LC circuit. This LC circuit is responsible for produc-
ing the resonant frequency of the metasurface, while the
magnetic field induced in SRR is responsible for creat-
ing negative permeability. The metasurface unit cell is
depicted in Figure 2. It consists of lossless copper loops
printed on an FR-4 substrate with dielectric constant of
4.4, a thickness of 1.5 mm, and a loss tangent of 0.002.
The optimized dimensions of the unit cell are listed in
Table 1.

The negative frequency region and the resonant fre-
quency of the designed SRR unit cell are as the result
of the physical dimensions of the ring and the size of
the slip gap between the rings. During the design and
optimization of the unit cell, the dimensions of the rings
and split gaps are varied to obtain the desired resonant
frequency, permeability, and permittivity. In this design,
the optimization parameters are selected to be G1 and
G2. The real and imaginary values of permittivity (ε) and
permeability (μ) of the SRR unit cell are extracted using

Fig. 2. Metasurface unit cell. (a) Geometry. (b) CST
simulation model.

CST Microwave Studio. However, the real parts are
the ones of significant concern in this design. Figure 3
depicts the real part of permittivity and permeability. It
can be observed that the real part of permeability is neg-
ative in the 6-GHz frequency range, while the real part
of permittivity is positive in the same frequency range.
The real part of permeability while varying split gap 1
(G1) is depicted in Figure 4. From Figure 4, it can be
observed that varying G1 changes the resonant frequency
as well as the permeability of the unit cell. The designed
metasurface is used in the reference microstrip antenna;
it introduces the region with negative permeability and
positive permittivity.

In this region, the wave number is given by [51, 52]

k = ko.
√
−|μr| . |εr|=jko.

√
|μr| . |εr|. (1)

From eqn (1), it can be observed that k is purely imag-
inary, resulting in the electric field of the x-component

Fig. 3. Relative permittivity (εr) and relative permeabil-
ity (μr) of the metasurface unit cell.

Fig. 4. Real part of permeability with different values
of G1.
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(Aoe jkx) to be expressed as [51, 52]

Aoe jkx · e jwt=Aoe j( jko·
√
|μr |·|εr | )x·e jwt , (2)

and
Aoe j( jko·

√
|μr |·|εr | )x·e jwt=Aoe−ko.

√
|μr |·|εr |x · e jwt . (3)

This shows that the electromagnetic wave propagating
along the negative x-component direction is evanescent.
This means that the m-coupling resulting from the sur-
face waves can be rejected.

C. Antenna 2

This design utilizes a single metasurface super-
strate suspended above the antenna to reduce m-coupling
between the two microstrip antenna elements. The meta-
surface superstrate is made up of periodic SRR unit cells
printed on one side of an FR-4 substrate with a dielec-
tric constant of 4.4 and a loss tangent of 0.002. The
unit cells are placed at a distance (D) from each other.
The CST model of this design is depicted in Figure 5 (a).
The top view and bottom view of fabricated Antenna 2
are shown in Figures 5 (b) and (c), respectively. The
optimized design parameters of Antenna 2 are listed in
Table 1.

D. Antenna 3

This design utilizes a double metasurface superstrate
to reduce m-coupling between two microstrip antenna
elements. The substrate (Ws × Ls × H) is made up
of 4× 8 SRR unit cells. Each metasurface substrate
uses four dielectric poles to provide mechanical support.
Figure 6 (a) depicts the CST model of Antenna 3. The
top view of fabricated Antenna 3 and the combined fab-
ricated Antenna 3 are shown in Figures 6 (b) and (c),
respectively. The optimized dimensions of Antenna 3
are listed in Table 1.

III. RESULTS AND DISCUSSION

All the three antennas, which include the reference
microstrip antenna (Antenna 1), the single suspended
metasurface superstrate antenna (Antenna 2), and
the double suspended metasurface substrate antenna
(Antenna 3), are simulated using CST Microwave
Studio. The antenna parameters which include reflec-
tion coefficient, radiation patterns, m-coupling, gain,
and envelope correlation coefficient (ECC) are assessed,
compared, and discussed. Figure 7 depicts the reflec-
tion coefficients of the antennas. From Figure 7, it
can be seen that the reflection coefficient of Antenna 2
have significantly increased from−24 to−14 dB, which
indicates that this antenna is not well matched, when
compared to the reference antenna (Antenna 1). Addi-
tionally, a major bandwidth reduction of 49% at the fre-
quency range of 6.05− 6.15 GHz can be seen from the
S11 parameter, while a bandwidth reduction of 43% can
be seen from S22 parameter. Antenna 3 can be seen to

Fig. 5. Single suspended metasurface antenna (Antenna
2). (a) Antenna configuration. (b) Top view of fabricated
Antenna 2. (c) Bottom view of fabricated Antenna 2.

be well matched with a bandwidth enhancement of 38%
and 17% at the frequency range of 5.92− 6.2 GHz for
S11 and S22 parameters, respectively.

The m-coupling of the antennas is depicted in
Figure 8. It can be seen that the m-coupling of Antenna
1 is drastically improved using the two mutual decou-
pling methods. Both Antenna 2 and Antenna 3 show m-
coupling reduction over the entire bandwidth. Antenna
2 shows a maximum m-coupling of −60.6 dB from
−29 dB, which is equivalent to a total m-coupling
reduction of 31.6 dB. Antenna 3 shows a maximum
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(a)  

 
(b) 

 
(c) 

Fig. 6. Double suspended metasurface antenna (Antenna
3). (a) Antenna configuration. (b) Top view of fabricated
Antenna 3. (c) Combined Antenna 3.

m-coupling reduction of −46 dB from −24 dB, which
is equivalent to a total m-coupling reduction of 22 dB.

Figure 9 depicts the reflection coefficient of Antenna
2 with respect to various metasurface suspension heights
(hs1). During the design of the metasurface-based
antenna, hs1 is varied to obtain the optimal reflection
coefficient and mutual coupling at the desired resonant
frequency. It can be seen that varying hs1, the resonant
frequency and the S-parameters can be optimized.

Figures 10 (a)-(c) depict the simulated and measured
S-parameters of Antenna 1, Antenna 2, and Antenna
3, respectively. Both simulated and measured results
confirm the suitability of these antennas for mid-band
5G communication. Minor discrepancies can be seen
between the simulated S-parameters and the measured
S-parameters, and these discrepancies can be attributed
to soldering residue, vector network analyzer calibration,
fabrication, and assembly error.

Fig. 7. Reflection coefficient of the antennas: (a) at port-
1; (b) at port-2.

The radiation patterns of the antennas in the H-
plane (Phi = 0◦) and E-plane (Phi = 90◦) at 6 GHz are
depicted in Figure 11. Table 2 presents the radiation pat-
tern parameters of the antennas which include main lobe
direction, 3 dB beamwidth, total efficiency, radiation
efficiency, maximum gain, and maximum directivity.

From Figure 11, it can be observed that the radiation
pattern in the E-plane of Antenna 2 is highly distorted,
while that of Antenna 3 can be seen to be more directive
when compared to that of Antenna 1. This can also be
seen that there is major gain increase of 2.09 dB. There is
a slight decrease in the 3 dB beamwidth and an increase
in maximum directivity of Antenna 3. Meanwhile, the
H-plane radiation patterns of antennas are highly main-
tained. From Table 2, it can be observed that Antenna
2 shows a major decrease in total efficiency from 70%
to 26%. This shows that Antenna 2 is poorly matched,
while Antenna 3 also shows a decrease in total efficiency
from 70% to 55% when compared to Antenna 1. This is
still acceptable due to the fact that the efficiency is still
greater than 50%.
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Fig. 8. M-coupling coefficient of the antennas. (a) S12.
(b) S21.

Fig. 9. Reflection coefficient of Antenna 2 with respect
to different hs1 values.

Figure 12 depicts the realized gain for all three
antennas. It can be observed that Antenna 2 shows
a significant gain reduction over the entire bandwidth.

Fig. 10. Simulated and measured S-parameters of (a)
Antenna 1, (b) Antenna 2, and (c) Antenna 3.

At 6 GHz, the gain of the antenna is reduced from
4.7 to 1.69 dB, which is equivalent to a gain reduc-
tion of 3.01 dB, while Antenna 3 shows a gain value
6.79 dB which is equivalent to a significant gain increase
of 2.09 dB when compared to the reference antenna.
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Fig. 11. Radiation patterns of the antennas. (a) H-plane.
(b) E-plane.

This is attributed to the major m-coupling reduction that
was achieved.

The ECC is also an important parameter to con-
sider for any MIMO systems. It is also used to check
the m-coupling in MIMO antenna systems. For a two-
port MIMO antenna, the ECC can be calculated from S-
parameters using the following equation [4]:

ρe=
|S∗11S12+S∗21S22|

(1−(|S11|2+|S21|2))(1−(|S12|2+|S12|2))
. (4)

Table 2: Main lobe direction (in degrees), 3 dB
beamwidth (in degrees), total efficiency, radiation effi-
ciency, maximum gain (in dB), and maximum directivity
(in dBi)

Antenna

parameters

Antenna 1 Antenna 2 Antenna 3

Main lobe
direction
(phi = 0◦)

11 1 6

Main lobe
direction
(phi = 90◦)

12 3 0

3-dB
Beamwidth
(phi = 0◦)

93.1 65.4 53.9

3-dB
Beamwidth
(phi = 90◦)

99.1 61.9 50.1

Total
efficiency

70% 26% 55%

Radiation
efficiency

75% 32% 55%

Maximum
gain

4,7 1.69 6.79

Maximum
directivity

6.12 6.6 9.24

Fig. 12. Realized gain of the antennas.

Figure 13 depicts the ECCs of all three antennas. It can
be seen that at 6 GHz, the ECC is less than 0.01, which
demonstrates that two microstrip antenna elements are
not correlated and that the m-coupling is well reduced.

Antenna 1 achieves maximum m-coupling reduction
of 32 dB, while Antenna 2 achieves the maximum
m-coupling reduction of 22 dB, 39% bandwidth
increase, and a 2.09 dB gain enhancement. Table 3
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Fig. 13. Envelope correlation coefficient of the reference
antenna and the proposed antennas.

Table 3: Comparison of the proposed antenna with the
related works
Ref. Size Bandwidth Method

used
Edge
to edge
separation

m-coupling
reduction

Gain
enhancement

[1] 78 ×60 mm2 4.85–
5.1 GHz
(approx.)

MTM 0.25 5.5 dB -

[9] 130 ×
80 mm2

704–
960 MHz,
1.7–
2.17 GHz

DN 0.1 9 dB -

[15] 480 ×
160 mm2

(approx.)

2.35–
2.45 GHz

EBG 0.75 6 dB -

[23] 140 ×
100 mm2

11.82–
12.2 GHz
(approx.)

Parasitic
patches

0.72 9 dB -

[24] 43 ×43 mm2 2.27–
2.35 GHz

DGS 0.116 10 dB -

Proposed
Antenna 3

65
×33.862 mm2

5.92–
6.2 GHz

MTS 0.29 22 dB 2.09 dB

compares the proposed metasurface-based antenna
(Antenna 3) with the other decoupling methods. The
techniques that are referenced and compared are the
recent mutual decoupling techniques and they include
DN, EBG, DGS, and MTM structures. It can be
seen from the table that the proposed work is quite
effective in reducing m-coupling when compared to
other listed works. Moreover, the proposed structure
also shows some other advantages when compared to
other works such as bandwidth enhancement and gain
improvement.

IV. CONCLUSION

In this paper, two metasurface superstrate-based
antennas with reduced m-coupling between the ports
have been proposed. The first metasurface-based
antenna, i.e., Antenna 1 is constructed using a single
metasurface superstrate that is suspended above the two
radiating antenna elements. The second metasurface
based antenna, i.e., Antenna 2 is constructed using a

double metasurface superstrate which is also suspended
above the two antenna elements. The metasurface super-
strate is made up of periodic SRRs printed on a FR-4
dielectric substrate. The metasurface is used for intro-
ducing a negative permeability medium, which con-
verts the electromagnetic propagating waves into evanes-
cent, hence rejecting m-coupling. It was shown that
both antennas, i.e., Antenna 1 and Antenna 2 achieve
significant m-coupling reduction over the entire band-
width. Antenna 2 showed an m-coupling reduction of
31.6 dB, while Antenna 3 showed an m-coupling reduc-
tion of 22 dB, a 38% increase in bandwidth, and a gain
enhancement of 2.09 dB. The low m-coupling, wide
bandwidth, and high gain properties make Antenna 3
suitable for extended sub-6 GHz 5G wideband MIMO
systems.
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Abstract – A novel double-layer multiband, low-profile
frequency selective surface (FSS) for IMT-Advanced
(4G) mobile communication system is presented in this
article. On aspired to a minimum transmission coeffi-
cient of−10 dB for surface materials when the frequency
bands targeted for blocking are stopped. For this project,
we chose the dielectric substrate FR4 (loss-tangent =
0.02; dielectric constant = 4.54) and a thickness of 1 mm.
Dodecagonal rings, upright bars, and square frame make
up the FSS unit cell. The desired frequency responses of
the FSS were intended to avoid being changed according
to the angle of incidence of the electromagnetic waves.
The FSS design is proposed as a symmetrical structure
to make it polarization-independent and is aimed to stop
800, 900, 1800, 2100, and 2600 MHz frequencies to
prevent harmful effects to human health and interfer-
ence effects at these frequencies. With a cell size of
0.17λ , the planned FSS is quite small and, thus, has
a low sensitivity at the angle of the incident wave. In
addition, FSS geometry was manufactured by a printed
circuit board (PCB) and measured in a non-reflective
environment after being studied in Ansys high-frequency
structure simulator (HFSS) software. By comparing the
analysis and measurement results of the design, the suc-
cess of the FSS to the frequencies to be stopped has been
verified. The effect of each patch on different frequen-
cies has been examined by drawing the surface current
density graphs of the design.

Index Terms – Ansys HFSS, frequency selective surface
(FSS), FR4, GSM, 4G IMT-Advanced, PCB.

I. INTRODUCTION

Communication systems are constantly diversifying
to meet our needs and finding solutions to our problems
with the use of different frequencies. The IMT-Advanced
4G GSM mobile communication system, which is

currently widely used in mobile communication, also
provides high-speed communication by using frequency
bands of 800, 900, 1800, 2100, and 2600 MHz. The
widespread usage of these new frequency bands gives
rise to information security and interference problems
between neighboring wireless networks. In addition,
the use of each different frequency is a threat to human
health. Advanced signal processing techniques and
antenna designs attempt to solve these problems. At any
time in a daily struggle whereas at home or at the office,
exposure to these frequencies is inevitable by reason of
not having a prevention system [1]. On the other hand,
penetration of a radio frequency (RF) signal to inside of
a building can result in interference problems and reduc-
tion on communication speed and quality [2].

An important approach to solving all these prob-
lems is to isolate the frequency bands used by wire-
less networks from each other [3]. Periodic arrays
of conductive patches or apertures placed on a dielec-
tric medium exhibit reflection and transmission prop-
erties that vary with frequency [4]. Antenna and
microwave fields have so many applications such as
multiband microwave antennas, artificial magnetic con-
ductors, polarizers, radomes, beam splitters, absorber
surface designs, etc. Frequency-selective surfaces at var-
ious wireless communication systems have begun to be
investigated because of finding solutions to problems
such as interference, security, signal strength weakening
[5], etc. Latest researches on FSS focus on areas with
the substrate-integrated waveguide [6], miniaturized fre-
quency selective surfaces (MEFSS) [7], multiband [8],
and active [9].

FSS expands a wide range of resonance frequen-
cies. Therefore, many other currently using frequencies
are included unintentionally. This leads to importance of
minimizing the interference of incoming radio frequency
waves, which needs to be prevented on these convergent
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frequency bands. Hence, designing a structural surface
material at other frequencies with decent transmission
characteristics is crucial [10, 11]. On the other side, there
is not enough research on multi-resonant FSS structures
that prevent frequency bands of 800, 900, 1800, 2100,
and 2600 MHz. In this work, a design is proposed with
the goal of achieving a transmission coefficient (S21) of
the material in the extinguishing band of at least−10 dB.
This design also targets a transmission coefficient (S11)
of the transmission band that is near to 0 dB. Another
goal for this design is to be very compact, and low sensi-
tivity to incoming wave angle is also a key characteristic.

Two different types of surface waves occur in FSSs.
The first type of surface wave, in the condition that the
distance between periodic geometries is greater than half
of the resonance wavelength, undesired emissions occur
in the dielectric layer, called surface waves [12]. The sur-
face waves tend to propagate at frequencies where unde-
sired radiation occurs when they come to the dielectric
surface at an angle less than the critical angle and they
cause radiation. The second type of surface waves occurs
at frequencies that contain a limited number of peri-
odic elements and where the distance between periodic
elements is less than half of the resonance wavelength,
20%-30% lower than the resonance frequency [13]. FSS
geometries should be placed quite frequently and period-
ically in order to prevent scattering in the surface waves
and to increase the performance at the targeted frequen-
cies.

Generally, wave equation solutions for FSS geome-
tries are done by methods with numerical solutions,
whereas solving basic FSS geometries are possible by
using Floquet’s theory and periodic boundary condi-
tions analytically [10]. Computer technology is develop-
ing swiftly. Therefore, applications for numerical anal-
ysis methods are now available in this area. Finite-
difference time-domain (FDTD) method [14], finite ele-
ment method (FEM) [15], and method of moments
(MoM) are used [16] for obtaining numerical solution
methods in FSS geometry analyses.

The design phase is the crucial part for determin-
ing the analysis of the FSSs which is finalized with
“finite element method” throughout the numerical analy-
sis procedure. Moreover, calculation of transmission and
reflection coefficients is done in the preferred frequency
range. Such structures with the “FEM” [15] can be ana-
lyzed by using Ansys high-frequency structure simulator
(HFSS) program.

If we compare our work with similar studies in the
literature, the innovations we have brought to the litera-
ture are clearly seen. As seen in previous designs, FSS
cells are generally designed to block a single frequency
[17, 18]. However, in this study, we applied a unique
design that blocks these five different frequency bands

for the first time in the literature. When we look at the
S21 graph plotted in the sample article [19], based on
the response of the design only to relatively distant fre-
quencies such as 2.4 and 5.8 GHz, it is seen that FSS
has a much wider band than ours and affects other fre-
quency regions as well. Our study gives much narrower
band responses to the five different frequencies, with-
out affecting frequencies outside of the operating fre-
quencies. If the simulation results and measurement
results are compared, it is seen that, unlike other stud-
ies [20], simulation results and measurement results are
extremely similar and there is no frequency shift in our
study.

II. DESIGN OF THE FSS
A. The decision of the structure

The desired frequency responses of the FSS to be
designed have been wanted not to be changed depend-
ing on the angle of incidence of electromagnetic wave.
IMT-Advanced 4G GSM frequencies are 800, 900, 1800,
2100, and 2600 MHz [21]. Because the 4G frequency
bands are in close proximity to one another, it has
been particularly challenging to design without affect-
ing transmission characteristics at the transmission bands
as much as possible, which is why the FSS is designed
to be multi-resonant. In this study, simple FSS geome-
tries are curved, whose periods are much smaller rela-
tive to the wavelength, and miniature FSS geometries
were obtained; thus, the stability of the surfaces has been
increased. The sensitivity of this relatively tiny design to
the incident wave angle is quite low. The period of the
geometry was obtained as 0.17 times the smallest res-
onance wavelength (λ at 800 MHz). Thus, the stabil-
ity of the FSS for different angles of incidence of the
electromagnetic wave is increased and unwanted emis-
sion is provided at much higher frequencies [6]. It has
been observed that the obtained FSS exhibits a stable
frequency characteristic behavior to the electromagnetic
wave which is up to an angle of incidence of 60◦ to sur-
face normal. For the FSS that has more than one stop
band, the resonant geometries of the FSS are placed into
the unit cell as hybrid or nested or in different layers.

The interference between resonant geometries is
particularly the most important problem encountered at
this stage. In this study, new design techniques have been
introduced for the solution of the issue. As suggested
from the knowledge from the first technique, the inter-
ference effect decreases proportionally with the square
of the distance. To control the distance between resonant
geometries, nested geometries were used in the design.
The interference effect can be avoided by keeping the
interior geometry distance between interlocking geome-
tries with a high degree of miniaturization as large as
possible. Patch-type FSS is selected because it provides
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Fig. 1. FSS unit dimensions: (a) the top layer of
FSS with dimensions; (b) the bottom layer of FSS with
dimensions.

a stop band response, which is in line with the design’s
goal.

A double-layer FSS unit cell is shown in Figure 1.
Square patches are used on the top layer to prevent the
800 MHz frequency, “L” bars are integrated on the bot-
tom layer to be effective at 900 and 1800 MHz frequen-
cies, cross is integrated to stop the 2100 MHz frequency,
and dodecagons are used to support the stopping charac-
teristics at 2600 MHz and other frequencies in this FSS
unit cell.

B. Dimension of the proposed structure

Electrical properties and thicknesses of dielectric
substrates change the frequency characteristics of FSSs.
For the dielectric layers to have a minimum effect on the
frequency response of the FSS, these layers’ electrical
properties must be stable and their dependence on ambi-
ent temperature is not desired to be high. The costs and
difficulties in obtaining these substrates are other impor-
tant issues to consider. All of this information led to the
selection of FR4 as the dielectric material in the design.
A 1-mm dielectric with a dielectric constant of 4.54 and
a loss tangent of 0.02 has been developed. Different
FSS/dielectric arrangements will influence the frequency
selective response to a different extent and improve the
stability of FSS performance over a range of incident
angles. In order to make the FSS less sensitive to dif-
ferent angles of incidence, the dielectric layer thickness,
the dielectric constant, and the loss tangent values were
selected at their optimal levels.

There are two layers in the proposed FSS: a top layer
and a bottom layer. Figure 1 and Tables 1 and 2 show the
dimensions of the patch elements.

III. RESULTS AND DISCUSSION

The simulation results in this study were repeated
in the ANSYS Electronic Desktop 2020 R2 program for
631 points between 0.5 and 3 GHz. Here, it is aimed
to make a one-to-one comparison with the measurement

Table 1: Dimensions of the top layer’s structures
Dimensional names Symbol Value in

(mm)

A single substrate length L1 65
Other substrate lengths L2 65
Small square’s length LF1 52
Length of big square LF2 63
Big square’s length WF1 5.5
Width of lower edge WF2 5.5

Table 2: Dimensions of the bottom layer’s structures
Dimensional names Symbol Value in

(mm)

Outer dodecagon radius RB2 13.46
Inner dodecagon radius RB1 11
Outer dodecagon length LB1 6.98
Inner dodecagon length LB2 5.70
Outer rectangle length LB3 24
Small square length LB4 4

Cross length LB5 52
Cross width WB1 2.2

Outer rectangle width WB2 1.5

results. HFSS simulates an infinitely periodic unit cell
using the Floquet ports and periodic boundaries defined
in the software, by making use of the real-life adaptation
of Floquet’s theorem. Once a Floquet port is defined,
a set of modes known as Floquet modes represent areas
on the port boundary. Floquet modes are plane waves
with a propagation direction determined by the phase,
frequency, and geometry of the periodic structure. The
design presented a multiband behavior. At each desired
frequency band, simulations are run for both TE and
TM polarizations, while the incident wave’s angle ranges
from 0◦ to 60◦. Because the frequency bands of 800
and 900 MHz are adjacent, these two frequency bands
were both suppressed by the same structure. Attenuation
of at least 10 dB for wide oblique incidence angles was
achieved in all frequency bands using multilayer geome-
tries.

On the basis of simulation results for different inci-
dence angles and each desired frequency band, the S11
parameters of the proposed FSS in TE polarization are
shown in Figure 2.

Based on simulation findings at different incidence
angles and in each required frequency band, S21 parame-
ters of the proposed FSS in TE polarization are shown in
Figure 3 and Table 3.

Based on simulation results at varied incidence
angles and each target frequency band, S11 parameters
of the proposed FSS in TM polarization have been illus-
trated in Figure 4. S21 parameters of the proposed FSS in
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Fig. 2. Simulated reflection coefficient (S11) for TE
polarization at various incidence angles.
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Fig. 3. Simulated transmission coefficient (S21) for TE
polarization at various incidence angles.

TM polarization are shown in Figure 5 and Table 4 based
on the simulation results at different incidence angles and
in each desired frequency band. When the simulation
results for both incidence wave angles varies from 0◦ to
60◦, whereas the FSS has a consistent frequency behav-
ior, with attenuation of up to 44 dB in the IMT-Advanced
frequency bands.

After simulations, the FSS was fabricated by using
65 mm × 65 mm FR4 dielectric, with a thickness of 1
mm, a relative dielectric constant of 4.54, and a loss tan-
gent of 0.02. The top layer and the bottom layer of the
produced FSS are shown in Figures 6 and 7. After the
FSS was produced, the measurement setup is shown in
Figure 8, and Figure 9 was prepared in order to make

Table 3: Transmission coefficient at different frequencies
and incidence angles for TE polarization

Frequencies (MHz)
Angle
(degrees)

800
MHz

900
MHz

1800
MHz

2100
MHz

2600
MHz

0 −15 −41 −13 −38 −11
30 −15 −44 −14 −18 −11
60 −16 −26 −32 −10 −14
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Fig. 4. Simulated reflection coefficient (S11) at different
incidence angles for TM polarization.
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Fig. 5. Simulated transmission coefficient (S21) at differ-
ent incidence angles for TM polarization.

measurements. The Vivaldi antenna capable of radiat-
ing in the frequency ranges of 600 MHz and 3 GHz was
positioned as a transmitter at a distance of about 1.5 m
from the FSS surface, and an identical Vivaldi antenna
at the same distance on the receiver side and the mea-
surement results of the E8362C model belonging to Agi-
lent Technologies company, shown in Figure 8, were col-
lected with a Network Analyzer that can operate in the
frequency range of 10 MHz to 20 GHz.

On the basis of the measurement results at different
incidence angles and in each desired frequency band, the
S21 parameters of the proposed FSS in TE polarization
are shown in Figure 10. Measurement and simulation
results for different incidence angles at each desired band

Table 4: Transmission coefficient at different frequencies
and incidence angles for TM polarization

Frequencies (MHz)
Angle

(degrees)
800

MHz
900

MHz
1800
MHz

2100
MHz

2600
MHz

0 −15 −43 −13 −39 −10
30 −15 −44 −12 −15 −11
60 −8 −20 −9 −10 −10
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Fig. 6. Top layer of the fabricated FSS.

Fig. 7. Bottom layer of the fabricated FSS.

are also presented in Figure 11. Figure 12 shows the S21
parameters of the proposed FSS in TM polarization. For
each desired band, Figure 13 shows the comparison of
the measurement and simulation results in TM polariza-
tion for different incidence angles.

On comparing measurement and simulation results,
it can be seen that for both TE and TM polarizations,
measurements and simulations yield similar results, i.e.,
the FSS has a stable frequency behavior while the inci-
dent wave’s angle ranges from 0◦ to 60◦, and more than
20 dB of attenuation is observed in the IMT-Advanced
bands.

Figure 14 shows surface currents for IMT-Advanced
mobile communication system resonant frequencies of

Fig. 8. The measurement room and measurement setup.

Fig. 9. The measurement setup.
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Fig. 10. Measured transmission coefficient (S21 ) at dif-
ferent incidence angles for TE polarization.

800, 900, 1800, 2100, and 2600 MHz. In the figure, we
can see that for each different resonant frequency, surface
currents of varying magnitudes occur on different surface
elements.
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Fig. 11. Measured and simulated transmission coeffi-
cient (S21 ) at different incidence angles for TE polar-
ization.
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Fig. 12. Measured transmission coefficient (S21 ) at dif-
ferent incidence angles for TM polarization.
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Fig. 13. Measured and simulated transmission coeffi-
cient (S21 ) at different incidence angles for TM polar-
ization.

IV. CONCLUSION

A novel double-layer low-profile multiband fre-
quency selective surface (FSS) for a 4G IMT-Advanced
mobile communication system has been designed in this
research. The suggested FSS performed admirably as a
band-stop filter, resonating at frequencies of 800, 900,
1800, 2100, and 2600 MHz. For TE and TM polar-
izations at each target frequency band, simulations and
experiments were carried out while the incoming wave

(a) (b)

(c) (d)

(e) (f)

Fig. 14. FSS surface currents. Notice how resonance
peaks differ for patches at each 4G frequencies: (a) sur-
face current at 800 MHz; (b) surface current at 900 MHz;
(c) surface current at 1800 MHz; (d) surface current at
2100 MHz; (e) surface current at 2600 MHz; (f) scale.

angle varied from 0◦ to 60◦. A double layer FSS was
used to achieve the requisite minimum attenuation of 10
dB for large oblique incidence angles throughout all fre-
quency bands. By reducing the thickness of the FSS
and using sub-wavelength periodic structures, the design
became low-profile and reacted as a higher order band-
stop response with minimal sensitivity to incident wave
angles.

REFERENCES
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Şakir Balta was born in 1986.
He received the B.S. degree in
electronics and communication
engineering in 2009 and the M.S.
degree in 2013. He is currently
working toward the Ph.D. degree
in electronics and communication
engineering with Istanbul Technical

University, Istanbul, Turkey.
He is still a Chief Researcher with TÜBİTAK (The
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Abstract – Uncertainty analysis is a research hotspot in
the field of electromagnetic compatibility (EMC) simu-
lation. The stochastic collocation method (SCM) is con-
sidered particularly suitable for uncertainty analysis in
the EMC field because it is characterized by a high level
of computational efficiency and accuracy while requir-
ing no replacement solver. However, the post-processing
process of the SCM is too complex, which will seriously
limit its application in many industrial environments
such as real-time simulation analysis. Multi-element grid
(MEG) is a novel uncertainty analysis method recently
for successful application in another area. It is proved
that its calculation accuracy is same as the SCM, and its
post-processing process is facile. This paper introduces
the MEG to the EMC field and makes a detailed compar-
ison between it and the SCM in performance, aiming to
apply uncertainty analysis to solve more practical EMC
engineering problems.

Index Terms – Electromagnetic compatibility, uncer-
tainty analysis, stochastic collocation method, multi-
element grid.

I. INTRODUCTION

Uncertainty analysis theory has been developed and
perfected in the field of computational fluid dynamics
(CFD) [1] and introduced into the field of electromag-
netic compatibility (EMC) simulation in previous years.
Gradually, it has become a hot research issue in the field
of EMC simulation.

EMC simulation has its unique characteristics. One
is that the time of simulation is usually long due to
the frequent use of the finite element method. There-
fore, the uncertainty analysis methods with slow conver-
gence speed are not competitive, such as the Monte Carlo
method (MCM) [2, 3]. The reason is that too much time
cost is unacceptable. However, the calculation accuracy
of MCM is the highest; so its simulation results are usu-

ally used as standard data in theoretical research to verify
the accuracy of other uncertainty analysis methods, and
this paper is no exception.

Another characteristic of EMC simulation is that its
calculation needs the help of commercial simulation soft-
ware in most cases. On this premise, the uncertainty
analysis method which needs to change the previous
solver cannot be used normally, such as the perturba-
tion method [4], the stochastic Galerkin method [5, 6],
and the stochastic testing method [7]. At the same time,
there are still some uncertainty analysis methods, such as
the moment method [8] and the stochastic reduced order
models [9]. There are no restrictions in terms of applica-
tion, but their accuracy is not ideal. Thus, these methods
are also difficult to promote.

The stochastic collocation method (SCM) is an effi-
cient uncertainty analysis method based on generalized
polynomial chaos theory [10–12]. It has the advantages
of high calculation accuracy, high calculation efficiency,
and no need to change the solver. From this point of
view, the SCM is an ideal uncertainty analysis method
in the EMC field at this stage. However, the post-
processing process of the SCM is extremely complex,
resulting in the following problems in engineering appli-
cation. First, in the process of real-time simulation, very
long post-processing time will affect the response speed
of subsequent control operations. Second, the SCM has
high algorithm complexity and needs to store a large
number of sampling points information. From the per-
spective of algorithm implementation and storage, it is
not easy to write into the one-chip computer; so it is dif-
ficult to realize industrial application.

The multi-element grid (MEG) is a novel uncer-
tainty analysis method, which also has the characteristics
of high computational efficiency and no need to change
the solver [13]. It has been applied successfully in the
control area, and its outstanding advantage is that the
post-processing process is simple. This paper aims to use
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this novel method to solve typical EMC simulation prob-
lems and provide a better uncertainty analysis method for
EMC field.

The remainder of this paper is organized as follows.
In Section II, the framework of the SCM is briefly intro-
duced. Section III presents the application of the MEG in
EMC simulation in detail. Section IV validates the algo-
rithm’s accuracy by using crosstalk simulation example.
Shielding effect simulation example of anechoic cham-
ber is shown in Section V. The prospect of further appli-
cation of the MEG is discussed in Section VI. Section
VII summarizes this paper.

II. OUTLINE OF THE SCM

In the actual electromagnetic environment, random-
ness and cognitive limitations are inevitable; so it is
impossible to realize accurate simulation completely
using deterministic parameter models. It is more appro-
priate to use a random variable model to describe random
events in practical engineering, shown as follows:

ξ = {ξ1,ξ2, . . . ,ξn} , (1)
where ξi represents a random variable with probability
density, and ξ is the set of all random variables.

When the probability density function of the ran-
dom variable is known, the orthogonal polynomial cor-
responding to the random variable can be obtained by
three-term recurrence formula [10]

πr+1 (ξi) = (ξi−αr)πr (ξi)−βrπr−1 (ξi) , (2)
π−1 (ξi) = 0,π0 (ξi) = 1, (3)

where πr(ξi) is the orthogonal polynomial of one-
dimensional random variable ξi. The intermediate vari-
ables can be calculated by the following formula:

αr =
〈ξiπr,πr)

〈πr,πr〉 , (4)

β0 = 〈π0,π0〉 ,βr =
〈πr,πr〉

〈πr−1,πr−1〉 . (5)

The internal product calculation formula is

〈x(ξi) ,y(ξi)〉=
∫

x(ξi)y(ξi)pdf(ξi)dξi, (6)

where pdf(ξi) represents the probability density function
of the random variable ξi.

For the SCM, the collocation points correspond-
ing to the one-dimensional random variable are the zero
points of orthogonal polynomial in formula (2). In the
multidimensional case, the collocation points are the ten-
sor product of one-dimensional collocation points [11].

In SCM, the uncertainty analysis result is the sum of
orthogonal polynomials

U(ξ ) =
M

∑
r=0

crπr(ξ ), (7)

where cr is the constant to be solved.
A single deterministic EMC simulation is imple-

mented at each collocation point qi to obtain the corre-
sponding result UEMC(qi). The fitting of formula (7) is

realized based on the least square method to obtain the
constant cr. It can be seen that the result of the SCM is
in the form of a random variable polynomial. Finally, the
statistical results such as expectation, standard deviation,
and worst-case estimation are obtained by sampling the
random variables in formula (7).

Obviously, in the whole calculation process, only
deterministic simulation is required at each collocation
point; thus, the SCM has the advantage of no need to
change the original solver. At the same time, the gener-
alized polynomial chaos theory ensures the fast conver-
gence speed of the SCM, so that the required collocation
points are far lower than the collocation points required
by the MCM, which ensures that the SCM has high com-
putational efficiency [11, 12].

It is worth noting that the SCM can only obtain
statistical results after fitting and sampling calculation.
Therefore, the implementation of the SCM requires a
long post-processing process, which will have an adverse
impact on calculation efficiency and algorithm promo-
tion.

III. IMPLEMENTATION OF THE MEG IN
EMC SIMULATION

In MEG, it is also necessary to construct the orthog-
onal polynomial under the three-term recurrence for-
mula, and it is also necessary to select the zero points
of the orthogonal polynomial to ensure the fastest con-
vergence speed. At the same time, in the case of multi-
dimensional random variables, the way to select the zero
points is still in the form of a tensor product. In other
words, under the same random variables model, the col-
location points of the SCM are exactly the same as those
required by the MEG.

It is more convenient for the MEG to give uncer-
tainty statistic results. After a single deterministic EMC
simulation at each selected zero point, the expectation
result can be expressed as follows:

E(U) =
M

∑
i=1

wi×UEMC (qi) . (8)

Similarly UEMC(qi) represents the result of a single
simulation at the selected point qi. As the selected con-
figuration points are exactly the same as the SCM, the
total number M is also consistent with formula (7). wi
expresses the weight proportion of UEMC(qi), and its cal-
culation is the core idea of the MEG algorithm. When the
random variables model is one-dimensional, the weight
calculation formula is as follows:

wi =
∫

L2 (ξ ,qi)pdf(ξ )dξ , (9)

where L(ξ , pi) represents the Lagrange interpolation
polynomial constructed by each selected point and its
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single simulation results

L(ξ ,qi) = ∏
0≤k≤M

k �=i

ξ −qk

qi−qk
. (10)

If the random variables model is multidimensional,
the weight can be directly obtained by multiplying the
one-dimensional weight in the form of a tensor product.
For example, if there are only two random variables, and
their one-dimensional weights are only three, namely w1,
w2, and w3. The results in tensor product form are as
follows: ⎡⎣w1w1 w1w2 w1w3

w2w1 w2w2 w2w3
w3w1 w3w2 w3w3

⎤⎦ . (11)

Similarly, the variance results can be calculated in
the same way

σ(U) =
Nd

∑
i=1

wi× [UEMC (ξi)−E(U)]2 . (12)

It can be seen that the MEG also has the advan-
tage of no need to change the original solver and has the
same computational efficiency as the SCM. Meanwhile,
the MEG is more concise in the post-processing stage of
uncertainty analysis.

IV. SIMULATION EXAMPLE OF PARALLEL
CABLE CROSSTALK

This section presents a benchmark calculating
example in [11] to verify the accuracy of the MEG. It
is a crosstalk simulation example with three uncertain
parameters as shown in Figure 1.

The first uncertain parameter is the voltage source
value, which satisfies the following formula:

Em (ξ1) = 1+0.1×ξ1. (13)
Its probability density function is supposed as fol-

lows:

pdf(ξ1) =

{ 1
2 sin( 3π

2 ξ1)+(1− 1
3π ),0≤ ξ1 ≤ 1

0, other values
.

(14)
Obviously, this probability density function satisfies

the following conditions:{
pdf(ξ1)≥ 0∫ +∞

−∞ pdf(ξ1)dξ1 = 1
. (15)

Fig. 1. Benchmark calculating example in [11].

The other two uncertainty parameters are the heights
of two cables, and both of them have a uniform dis-
tribution. Their random variable models are shown as
follows: {

h1 (ξ2) = 0.045+0.005×ξ2
h2 (ξ3) = 0.035+0.005×ξ3

, (16)

where ξ2 and ξ3 are the random variables with the uni-
form distribution [−1,1].

The longitudinal distance along the paper between
the two cables is 0.05 m, and the frequency range
of crosstalk results is from 1 to 100 MHz. The
other detailed information of the model is completely
consistent with [11]. For MEG, the third-order
chaotic polynomial of random variable ξ1 is ξ 3

1 −
1.4360ξ 2

1 +0.5513ξ1−0.0465, the collocation points are
{0.8546,0.4642,0.1172}. The third-order chaotic poly-
nomials of random variables ξ2 and ξ3 are ξ 3

i − 3
5 ξi, and

both collocation points are
{√

15
5 ,0,−

√
15
5

}
. Finally, cal-

culate formulas (9)–(12), respectively.
Figures 2 and 3 show expectation results and standard

deviation results of the MEG in calculating the crosstalk
voltage, respectively. As a comparison, the simulation
results of the MCM and the SCM are also given.

Taking the calculation results of the MCM as stan-
dard data, the feature selective validation (FSV) method
[14] is used to evaluate the differences between the cal-
culation results of other uncertainty analysis methods,
so as to judge the accuracy of the algorithm. The FSV
value between the MCM and the MEG in expectation
results is 0.0092, and that between the MCM and the
SCM is 0.0211. It presents that the accuracy of the
MEG is slightly better than the SCM, and both of them
are at an “Excellent” level. Meanwhile, the FSV value
between the MCM and the MEG in standard deviation
results is 0.0232, and that between the MCM and the
SCM is 0.0873. Similarly, the same conclusion as the
expectation results can be obtained.

Fig. 2. Expectation results of the crosstalk voltage from
1 to 100 MHz.
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Fig. 3. Standard deviation results of the crosstalk voltage
from 1 to 100 MHz.

Table 1: Simulation time comparison of the MCM, the
MEG, and the SCM

Simulation
times

Processing
time

Total time

MCM 12,000 0 s 12.75 h
MEG 27 0.7 s 1.73 min
SCM 27 0.98 h 1.01 h

Table 1 provides the comparison of three uncertainty
analysis methods in simulation time. The MCM needs
12,000 deterministic simulations to ensure convergence,
so that its computational efficiency is the lowest. With
the increase of single deterministic simulation time, the
disadvantage of the low computational efficiency of the
MCM will become more apparent. In contrast to the
MEG and the SCM, the convergence can be ensured
by implementing deterministic simulation at each con-
figuration point; so it only needs to be carried out
3×3×3 = 27 times. The simulation time of this part is
about 102 s. However, the SCM takes much more time
to implement post-processing than the MEG. Although
this time will not change with the time of deterministic
simulation, it is enough to prove that the implementation
of the MEG is more convenient.

To sum up, in this calculating example, the MEG is
better than the SCM in computational efficiency of post-
processing, and other performances of them are consis-
tent.

V. SHIELDING EFFECT SIMULATION
EXAMPLE IN ANECHOIC CHAMBER

Figure 4 shows the model of the anechoic cham-
ber, and its size is 3.9× 3.9× 3.3 m3. The shielding
material is carbon loaded foam with low conductivity.
It is assumed that it has geometric parameter uncertainty

Fig. 4. Anechoic chamber model.

and material parameter uncertainty. The height hs of the
absorber cone is uniform distribution of [0.33,0.37] m.
The relative dielectric constant εr of the shielding mate-
rial is uniform distribution of [0.96,1], and the conductiv-
ity σs of the shielding material is uniform distribution of
[0.53,0.57] S/m. The random variable models are shown
as follows: ⎧⎨⎩

hs (ξ1) = 0.35+0.02×ξ1
εr (ξ2) = 0.98+0.02×ξ2
σs (ξ3) = 0.55+0.02×ξ3

, (17)

where ξ1, ξ2, and ξ3 are consistent with the meaning of
symbols in formulas (13) and (15).

There is a biconical antenna in the center of the dark-
room, which emits 240 MHz spherical wave. The mea-
surement position is 0.5 m away from the right wall, and
the simulation output is the electric field intensity. In
order to better show the change of results, it is expressed
in decibels

Efinal = 20× log10(Enorm). (18)
Figure 5 shows the distribution of electric field

intensity value at the test point without considering the
parameter uncertainty. It can be seen that the variation
range of electric field intensity is close to 40 dBV/m, and
its change range is large. Therefore, it is more meaning-
ful to pay attention to the maximum and minimum values
when considering parameter uncertainty.

Considering the parameter uncertainty in formula
(16), the MEG and the SCM are used for simulation, and
their results are presented in Table 2. The results are the
mean value of maximum Mmax, the standard deviation of
maximum σmax, the mean value of minimum Mmin, and
the standard deviation of minimum σmin at the position to
be measured. It is shown that the accuracy of the MEG is
the same as the SCM. The mean equivalent area method
(MEAM) is an effectiveness evaluation method for EMC
uncertainty simulation results. The MEAM value of the
MEG and the SCM in maximum results is 0.9035, and
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Fig. 5. Electric field intensity at test position when hs =
0.35, εr = 0.98, and σs = 0.55.

Table 2: Simulation results comparison of the MEG and
the SCM

MEG SCM
Mmax[dBV/m] -14.4987 -14.4980
σmax [dBV/m] 0.0481 0.0460
Mmin[dBV/m] -152.5319 -152.5318
σmin[dBV/m] 0.0364 0.0361

that in minimum results is 0.9195. It is also proved that
the uncertainty analysis results of the MEG and the SCM
are very similar. More details about the MEAM can be
found in [15].

The number of deterministic simulations required by
the MEG and the SCM is 27, and the simulation time is
2.08 h. For post-processing time, the MEG takes 0.34 s
and the SCM takes 7.23 min. Therefore, the conclusion
is exactly the same as that in Section IV.

It is worth noting that the uncertainty analysis results
of the MCM are not given in this section; the reason is
that its estimated simulation time cost is unacceptable.
When the number of deterministic simulations required
by the MCM is still 12,000, the required simulation time
is 38.5 days. More importantly, convergence may not
be guaranteed under this simulation time. The MCM,
the SCM, and the MEG are non-embedded uncertainty
analysis methods, and the single EMC simulation pro-
cess can be seen as a black box. Therefore, this paper
proposes a third example, and the formula is as follows:

Ana(ξ ) = {hs(ξ1)

1[m]
}2 + e

εr(ξ2)
1 +2× σs(ξ3)

1[S
/
m]

. (19)

Through the analytical value of formula (18), the accu-
racy of the SCM and the MEG is verified based on the
analytical calculation results of the MCM. It is worth
noting that each variable in formula (18) has eliminated
the unit; so the abscissa in Figure 6 is unitless. Figure 6
gives the probability density results. According to prob-
ability theory, the closer the common area of the two

Fig. 6. Probability density result of the analytical value
of formula (18).

curves is to 1, the more similar the results of the uncer-
tainty analysis. When using the calculation results of the
MCM as standard data, it can be clearly seen that both
the SCM and the MEG are valid and accurate.

Furthermore, the SCM has been proved many times
to have high calculation accuracy; so the calculation
accuracy verification of the MEG in shielding effect sim-
ulation example in Figure 4 is guaranteed.

VI. COMPARISON OF THE MEG AND THE
SCM IN INDUSTRIAL APPLICATION

First, the required storage space is compared. In
crosstalk simulation example, storage space required by
the MEG is 100 (Frequency number) × 27 (Number of
matching points formed by tensor product) × 16 (Num-
ber of bytes required for real storage) + 9 (Weight values
calculated in advance) × 16 (Number of bytes required
for real storage) = 42.33 KB. Storage space required
by the SCM is 100 (Frequency number) × 3200 (Num-
ber of collocation points) × 36 (9 calculated values of
multidimensional Lagrange interpolation + 27 matching
points formed by tensor product)× 16 (Number of bytes
required for real storage) = 175.27 MB. In shielding
effect simulation example, storage space required by the
MEG is 2 (Maximum and minimum) × 27 (Number of
matching points formed by tensor product) × 16(Num-
ber of bytes required for real storage) + 9 (Weight values
calculated in advance) × 16 (Number of bytes required
for real storage) = 0.98 KB. Storage space required by
the SCM is 2 (Maximum and minimum) × 1600 (Num-
ber of collocation points) × 36 (9 calculated values of
multidimensional Lagrange interpolation + 27 matching
points formed by tensor product)× 16 (Number of bytes
required for real storage) = 1.76 MB.

Obviously, the MEG needs less storage space, and it
is easier to use one-chip computer to store information,
so as to further realize industrial application.
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Second, in order to generate uniformly distributed
collocation points satisfying ξ2 and ξ3, the post-
processing stage of the SCM needs to use the rand func-
tion, which can be completed by one-chip computer
under specific conditions. To obtain collocation points
satisfying ξ1, a more complex function is needed, and
even the cumulative probability density equation needs
to be solved by inverse solution. In this case, one-chip
computer is obviously unable to complete.

Therefore, the MEG is easier to realize industrial
application than the SCM in terms of algorithm imple-
mentation and storage implementation.

VII. CONCLUSION

In this paper, a novel uncertainty analysis method
called MEG is introduced to solve the problem of EMC
simulation. It verifies that the MEG is as good as the
SCM in both calculation accuracy and calculation effi-
ciency by two typical EMC calculating example. Finally,
through quantitative calculation, it is verified that the
MEG is easier to be realized in one-chip computer, so
as to complete industrial application scenarios such as
online real-time prediction.
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Abstract – A method of simulating the insertion loss
of different channel configurations of structured Ether-
net cabling with reference to standard specifications is
presented. The method can aid cable engineers in the
study of the performance of Ethernet cabling systems
during standardization in order to have a view of what
to expect in real life. The paper considered the standard
category 8 cabling system as a case study. The method
presented used the scattering parameters implemented in
Matrix Laboratory (MATLAB) to model the insertion
loss of standard category 8 cabling system. The inser-
tion loss simulation results provided good agreements
with the standard category 8 cabling system. The method
presented will serve as a basis to cable engineers who
want to study future structured cabling systems under
standardization to aid the design of prototype Ethernet
cables.

Index Terms – Category 8 cabling, Ethernet cables,
insertion loss, scattering parameters, structured
cabling.

I. INTRODUCTION

Cable engineers and designers often seek for a way
of simulating cable performance with reference to the
specifications provided [1, 2] during standardization.
The ability to effectively simulate and predict the cable
performance is not only needed to have a view of what to
expect in real life but also to aid the design and manufac-
ture of the cables. There is the need for cable engineers to
study the characteristics of the cable by simulating their
performance using the specifications and data provided
before their eventual prototype design. This research
used the category 8 cabling standard as a case study to
model the insertion loss based on the specifications and
data provided by the IEEE Task Force on standardization
of the cable [2, 3]. Although a method of predicting the
insertion loss of the structured Ethernet cabling system
has been provided in [4], this paper extends it further by
providing simulations, which enhances the study of the
effects of patch cord and backbone cable lengths on the
insertion loss of different channel configurations. This is

to enable a comparison between the different channel
configurations.

Insertion loss (attenuation) is a measure of the
decrease in signal strength along the length of a trans-
mission line or channel [5]. When it comes to transmit-
ting data over twisted pair wired channels, Ethernet is
the technology widely used [6]. Ethernet is now used in
Internet of Things for homes, industries, public places,
etc. [7]. The 40GBASE-T is the next generation follow-
ing the 10-Gigabit Ethernet over twisted pair cabling [8].
The 40GBASE-T system is being supported by category
8 twisted pair cable and is expected to have a maximum
length of 30 m [9]. The Telecommunications Industry
Association (TIA) in collaboration with the International
Organization for Standardization/International Electro-
Technical Commission (ISO/IEC) worked on creating
the category 8 cabling and connector specifications under
the IEEE 802.3bq task force [8]. The effort of the
IEEE 802.bq Task Force with the TIA and the ISO/IEC
resulted in the publication of the category 8 cabling stan-
dard which specifies how the 40GBASE-T cabling sys-
tem is expected to operate with two connectors at a maxi-
mum frequency of 2000 MHz [1, 3]. These specifications
provided by the ISO/IEC and the TIA for the category 8
standard will be used to provide a method of simulating
the channel insertion loss of the structured cabling using
the scattering parameters.

The scattering parameters have been used exten-
sively for modeling, characterization, and design of
microwave devices and networks. It has also been
applied to transmission line network behavior design and
analysis [10, 11]. The major advantage of scattering
parameters is that it permits flexibility in design and can
be used to analyze cascaded cable performance [11]. The
category 8 topology has been specified to consist of two
connectors that have effects on the overall loss and the
insertion loss deviation due to the channel. These losses
due to the connectors will be factored into the chan-
nel insertion loss modeling using the scattering parame-
ters which presently does not have expressed provisions
for it. The demand for higher Gigabit Ethernet cabling
system was driven by the need for increasing access
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speeds across networks and higher rate throughput by
data centers [13]. This is due to increasing demand for
data bandwidth in the area of visualization, cloud com-
puting, big data analytics, video-on-demand, etc. [9, 13].

The S-parameters can be expressed in terms of trans-
mission line wave propagation characteristics as [14]

�S�= 1
Ds

[
S11 S12
S21 S22

]
(1)

�S�= 1
Ds

⎡⎣ (Zc
2−Ze

2
)
.sinhγkl 2.Zc.Ze

2.Zc.Ze
(
Zc

2−Ze
2
)
.sinhγkl

⎤⎦ . (2)

In eqn (1) and (2), Ze is the characteristics
impedance of the test equipment in ohms, Zc is the cable
or patch cord impedance in ohms, γk is the propagation
constant, and l is the cable length in meters.

Ds= 2.Zc.Ze.cosh γkl+
(
Zc

2+Ze
2) . sinhγkl. (3)

The propagation constant (γk) is given in [4] and
[15] as

γk=αk+βk. (4)
The phase constant (β k ) is expressed in [4] and

[15] as

β k =
2π fk.106

Vpk
(Radian/m), (5)

where the velocity of propagation constant (Vpk) is given
in [15] as

Vpk =
100(

494+ 36
fk

)
.10−9

(m/sec). (6)

The attenuation (Atk) for 100-m cable is expressed
in [12] and [15] as

Atk =
(

1.80.
√

fk +0.005. fk +0.25/ fk

)
. (dB), (7)

Therefore, the attenuation constant per meter is

αk =

(
0.01.Atk

20.log(e)

)
(Neper/m). (8)

The mathematical relationship between the S-
parameters and the T-parameters that can be used to
convert S-parameters to T-parameters and vice versa is
expressed in [10] and [14] as

S =

[
S11 S12
S21 S22

]
(9)

S =
1

T22

[
T12 T11T22−T12T21
1 −T 21

]
(10)

T =

[
T11 T12
T21 T22

]
(11)

T =
1

S21

[
S12S21−S11S22 S11

−S22 1

]
(12)

Insertion loss (αL) =−20.log10 |S21|dB. (13)
This research, therefore, provides a method that can

be used to simulate the channel insertion loss of struc-
tured cabling standard and also study the effects of patch
cords and cable lengths on the insertion loss. Different

channel configurations were compared with each other
to observe the effect on the insertion loss. All these sim-
ulations are in reference to the category 8 (40GBASE-T)
cabling specifications using scattering parameters imple-
mented in Matrix Laboratory (MATLAB).

II. MATERIALS AND METHODS
A. Category 8 channel configuration

The schematic diagram of the category 8 channel
configuration as presented in [1], [2], and [4] is shown
in Figure 1.

Note: A1 and A2 are the equipment cords or patch
cords; C1 and C2 are the hardware connectors; B is hor-
izontal cabling under consideration.

The maximum length requirement as given in [1] is

A + C (see Table 1)

B: 24 m (79 ft).

The specifications considered for this research are
presented in [2]–[4] as follows:
Channel insertion loss = 2 × connecting hardware IL+
cable IL+ILDchannel(dB), (14)
where IL means the insertion loss and ILDchannel is the
insertion loss deviation due to the channel.

The backbone cabling insertion loss for a 100-m
length is
Cable IL (100 m)= 1.8 × √ f +0.005 × f
+
(
0.25/

√
f
)

(dB), for:
1 (MHz)≤ f (MHz)≤ 2000 (MHz) . (15)

The insertion loss due to the connecting hardware is as
follows:

0.02 × √ f (dB) for:
1(MHz)≤ f (MHz)≤ 500(MHz), (16)

0.008 × √ f+0.00029 × f+0.5 × 10−6 × f 2 (dB) for
500 (MHz)> f (MHz)≤ 2000 (MHz) . (17)

The patch cord insertion loss is
Patch cord cable (IL)= 1.2× (cable IL) (dB) . (18)

The insertion loss deviation due to the channel is
ILD (channel)= 0.0324 ×

√
f (MHz) (dB) . (19)

The modifications provided to the insertion loss
deviation of the channel to ensure good agreement with
the category 8 cable specifications are

                                                                                            

                                                                                            

                                                                                 

                                                                                         

Fig. 1. Category 8 horizontal channel configuration.
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Table 1: Cord thickness (AWG) and maximum length
allowed

Cord (AWG) A + C (m)

22-23 8
24 6
26 4

0.00362 × √ f (dB) for:
1 (MHz)≤ f (MHz)≤ 500 (MHz) (20)

2.662 × 10−3 ×
√

f+3.19 × 10−5+5.5 × 10−8 × f 2

(dB) for 500(MHz)> f (MHz)≤ 2000 (MHz) . (21)

The overall channel insertion loss of category 8
(40GBASE-T) cabling system was determined using
eqn (13).

B. Application of the scattering parameters to model
the channel configuration

The schematic diagram of the scattering parameters
method for predicting the insertion loss of the category 8
channel configuration is shown in Figure 2.

In Figure 2, the S-parameters of the first patch cord,
backbone cable, and second patch cord are taken as S1,
S2, and S3 respectively.

To model the category 8 channel, the asymptotic
impedances of the channel components are presented in
[12] as cable asymptotic impedance (Zcba) = 104.5 ohms,
patch cord asymptotic impedance (Zcda) = 95.5 ohms,
and equipment asymptotic impedance (Ze) = 100 ohms.
These asymptotic impedances of the cable and patch
cords are multiplied with a heuristic impedance equation
which has been proven extensively to describe very well
the mean characteristics impedance values. This heuris-
tic impedance equation is expressed in [12] and [14] as

Zh=

[
1+0.055.

(1− j)√
fh

]
. (22)

Therefore, the new characteristic impedances of the
cable and patch cords are calculated as

Zcbah=Zcba × Zh (Ω) (23)
Zcdah=Zcda × Zh (Ω) . (24)

The S-parameters of the cable and patch cords can
now be determined individually using eqn (2).

Fig. 2. Schematic diagram of the scattering parameter
approach.

C. Concatenation of channel cables

The concatenation of the channel cables in Figure 2
can be achieved by converting the S-parameters obtained
from the two patch cords and the backbone cable into
T-parameters and multiplying them sequentially as

T=T1 × T 2 × T3. (25)

The equivalent T-parameters obtained from eqn (25) are
then converted back to S-parameters. The S-parameters
from this conversion can be used to determine the inser-
tion loss in decibels using eqn (13) in addition to the two
connecting hardware insertion losses and the insertion
loss deviation due to the channel.

III. RESULT OF THE MODELED
STRUCTURED ETHERNET CHANNEL

The model simulation of the S-parameters from all
the processes explained in Sections I and II was imple-
mented in MATLAB to see if they agree with the cate-
gory 8, 30m channel length prediction in [2]. The 3m-
24m-3m and 1m-24m-5m channel configurations were
used as samples for the S-parameter test simulation. The
results of the MATLAB simulation in Figures 3 and 4
show very good agreement with the standard category 8
prediction, indicating that the model can now be used for
a further analysis of the channel behavior.

A. Category 8 channel behavior under different con-
figurations

This paper studies the effect of patch cords and
cabling lengths on the channel insertion loss, which were
not considered in [4].

Fig. 3. Insertion loss for 3m-24m-3m channel.
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Fig. 4. Insertion loss for 1m-24m-5m channel.

The configurations considered are:

(i) 3m-24m-3m, 2m-24m-2m and 1m-24m-1m

(ii) 3m-24m-3m, 3m-22m-3m and 3m-20m-3m

(iii) 3m-10m-3m, 2m-10m-2m and 1m-10m-1m

(iv) 3m-24m-3m, 2m-10m-2m and 1m-3m-1m

IV. DISCUSSIONS

In Figure 5, the comparison of the 3m-24m-3m, 2m-
24m-2m, and 1m-24m-1m channels shows that the inser-
tion loss decreases with decreasing patch cords lengths.
In Figure 6, the comparison of the insertion loss of the
3m-24m-3m, 3m-22m-3m, and 3m-20m-3m channels
shows that the insertion loss decreases with decreasing

Fig. 5. Comparison of the 3m-24m-3m, 2m-24m-2m,
and 1m-24m-1m channels.

Fig. 6. Comparison of the 3m-24m-3m, 3m-22m-3m,
and 3m-20m-3m channels.

backbone cable lengths, which reduces the overall chan-
nel length. The results in both Figures 5 and 6 indicate
that the insertion loss reduces when there is a decrease in
patch cords and backbone cabling lengths. Similarly, in
Figure 7, the comparison of the 3m-10m-3m, 2m-10m-
2m, and 1m-10m-1m channels shows a reduction in the
overall insertion loss of the channels confirming that the
channel insertion loss decreases with deceasing channel
lengths. Finally, Figure 8 shows that a comparison of the
3m-24m-3m, 2m-10m-2m, and the 1m-3m-1m channels
indicates that the highest channel length of 3m-24m-3m
has the largest insertion loss, followed by the 2m-10m-
1m and the 1m-3m-1m channels. This is a further confir-
mation that channel lengths affect the channel insertion
loss of the category 8 configurations.

Fig. 7. Comparison of the 3m-10m-3m, 2m-10m-2m,
and 1m-10m-1m channels.
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Fig. 8. Comparison of the 3m-24m-3m, 2m-10m-2m,
and 1m-3m-1m channels.

V. CONCLUSION

This paper has presented a method that can be used
by cable engineers to simulate the insertion loss of struc-
tured cabling standard and also study the effects of patch
cord and backbone cable lengths on different channel
configurations. The method can be used to predict the
performance of different channel configurations of struc-
tured cabling standard which could aid the cable proto-
type design. The research used the category 8 cabling
standard as a case study. The insertion loss prediction
of the S-parameters model developed shows very good
agreements with that of the category 8 cabling standard.
The results also show that category 8 channel inser-
tion loss reduces with decreasing channel lengths from
either patch cords or backbone cabling or both. The
method provided can be extended to predict the insertion
loss of similar Ethernet cabling standards over structured
cabling.
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Abstract – In this work, a novel multi-tracks wide-
band and multi-band miniaturized antenna design for
implanted medical devices biomedical telemetry is pro-
posed. This antenna entirely covers seven frequency
bands which are the bands (401−406) MHz of the
Medical Device Radiocommunications Service (MedRa-
dio), the three bands (433.1−434.8), (868.0−868.6), and
(902.8−928.0) MHz of the Industrial, Scientific, and
Medical (ISM), and the three bands (608−614) MHz,
and (1.395−1.400) and (1.427−1.432) GHz of the Wire-
less Medical Telemetry Service (WMTS). The antenna
possesses a compact full size of (19.5 × 12.9 × 0.456)
mm3. The antenna miniaturization and impedance
bandwidth enhancement are achieved using two tech-
niques: the patch slotting and insertion of open-end
slots in the ground plane, respectively. Prototype of
proposed antenna with multi-tracks has been fabricated
and tested in free space. The comparison between
the simulated and measured reflection coefficient has
been done and found in good agreement with each
other. Furthermore, simulations of the proposed antenna
implanted in the underneath the scalp in a realistic
human model shows a wideband operation from 0.19
to 0.94 GHz, and from 1.38 to 1.54 GHz correspond-
ing to return loss (S11 ≤ −10 dB). Link budget calcula-
tion is performed to specify the range of telemetry con-
sidering both Specific Absorption Rate (SAR) restric-
tions and effective isotropic radiated power (EIRP) lim-
itations. The designed implantable antenna with full
ground plane presents an appropriate reflection coeffi-
cient for muscle implantation. Furthermore, the designed
implanted muscle antenna may be also suitable for skin
implantation.

Index Terms – Biomedical telemetry, implanted antenna,
ISM, MedRadio, multi-band, multi-tracks, wideband,
WIMD, WMTS.

I. INTRODUCTION

Wireless body area network (WBAN), standard-
ized by IEEE 802.15.6 [1, 2] is a promising wireless
personal area network to connect low power devices
placed on, inside, or around the human body for med-
ical and non-medical ends. Implanted medical devices
(IMDs) [2, 3] focus on various clinical purposes: diag-
nostic, monitoring, therapeutic, etc. [4]. The most
modern of IMDs includes a communication mecha-
nism for data exchange [4, 5]. In regard to the tra-
ditional limited near-field inductive coupling link [6],
an implantable radiofrequency antenna has been inte-
grated into the IMD to establish an effectiveness bidirec-
tional wireless link between them and an exterior mon-
itoring/control base-station for communication and/or
physiological data transmission [5–7]. The biomedical
telemetry using wireless IMDs (WIMDs) antenna has
become more attractive for real-time remote monitor-
ing and allowing telemedicine to improve the patient’s
life quality [2]. Nowadays, WIMDs are integrated in
WBAN, where an on-body (or off-body) sensor node
is used for linking the device to the exterior monitor-
ing/control base-station that stands away from the body
[4, 8, 9].

The implanted antennas in the heterogeneous lossy
medium of the human body are designed for operation
in specified frequency bands that face the challenge of
size miniaturization while keeping good antenna radia-
tion performances, i.e., high efficiency, high gain, and
larger bandwidths [5] to establish an efficient telemetry
communication. In addition, the specific absorption rate
(SAR) restrictions for patient safety and the antenna bio-
compatibility also must be considered.

Large available bandwidth is an important fac-
tor to keep the implantable antenna performances sta-
ble and away from any frequency detuning due to the
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dielectric properties modification caused by gender, age,
health situation, etc. In addition to this, when such
antennas cover several allocated frequency bands, they
will allow to increase the WIMDs communication appli-
cations diversity. Furthermore, allocated telemetry fre-
quency bands vary from a country to another. In spite
of this, low frequencies are associated with relatively
lower loss through the biological tissues [3], and the
frequency bands in the range (0.2−2) GHz are more
efficient for both data transmission and wireless power-
ing [10]. Thus, implantable antennas small enough to
fit into WIMDs that cover the almost allocated bands
widely within this frequency interval are more attrac-
tive. Such antennas are not widely reported in the
literature.

Various implantable antennas have been proposed
in the literature to cover various frequency bands of
WIMDs biotelemetry applications [3, 5]. The developed
antennas can be classified in three groups: (1) single nar-
row band [11] and single wideband [12–21], (2) dual nar-
row bands [22–25], dual lower wideband [26–28], dual
higher wideband [29], and dual wideband [30–31], and
(3) multi-narrow bands [32–34], multi-lower wideband
[35–37], and multi-wideband [38].

Several miniaturization techniques of implantable
patch antennas are reported in [39] such as slots inser-
tion in the radiating patch, stacking [15, 22], and embed-
ded open-end slots in the ground plane [26, 32, 34, 38].
The split ring resonator (SRR) technique is also used
[11, 30, 40]. In spite of this, various methods have
been proposed to enhance the gain, including the par-
tial meandering of the patch [18], metamaterial array on
the superstrate [17], lens and parasitic ring, and reac-
tive impedance surface [19]. The ground plane slotting
[26], stacking [21], and a capacitor at the open-end of the
ground slot [38] are also used for the impedance band-
width widening.

In [12] and [15], two muscle broadband implantable
PIFA antennas have been proposed for covering the Med-
ical Device Radiocommunications Service (MedRadio)
band (401−406) MHz, where the exhibited volumes of
399 and 448 mm3 are relatively large. Similar study for
the 2.45 GHz industrial, scientific, and medical (ISM)
frequency band has been carried out in [20], where the
occupied volume is 295.75 mm3 and the impedance
bandwidth is 220 MHz.

In [38], a quad-band implantable PIFA antenna for
the underneath the scalp in the head muscle and other
clinical applications has been proposed where the whole
size of the antenna is 8.43 mm3. Tests carried out
on minced pork and the covered bands are MICS 403
MHz and ISM 915 MHz, both designed for telemetry,
whereas the ISM 2.4 GHz is used for control signaling

and the Midfield 1470 MHz is used for wireless power
transfer.

In [22] and [24], two scalp dual bands implantable
antennas have been proposed. For the first antenna, four
frequency bands have been covered. Nevertheless, the
simulated bandwidths inside a head model were rela-
tively narrow. The second antenna has been proposed
only for intracranial pressure monitoring. Furthermore,
the exhibited SAR values were large.

In [32], a scalp triple band implantable PIFA
antenna has been proposed. Although the volume is rel-
atively small, the obtained impedance bandwidths were
relatively narrow and the SAR has high values at consid-
ered frequencies. In [34], another triple band implantable
antenna for deep tissue and skin implantations has been
designed. The obtained measured impedance band-
widths were narrow and lower biotelemetry frequency
bands are not covered.

Recently, in the reference [40], the authors proposed
a flexible wideband loop antenna for wireless capsule
endoscopy that covers all biotelemetry frequency bands
within the range (305−3500) MHz.

In this work, a novel multi-tracks wideband
implanted antenna design is proposed for muscle
WIMDs telemetry for frequencies up to 2 GHz. Since
this allows miniaturization, high permittivity substrates
are often used in the design of implantable anten-
nas. However, this also has the effect of reducing the
impedance bandwidth. For this reason, the choice was
made to achieve miniaturization by an efficient design
and to use a low permittivity substrate. Antenna’s minia-
turization is realized using path current lengthening prin-
ciple and the optimized size of the design is 114.70 mm3.
The design procedure starts from an initial coax-feed
PCB plate and consists of four steps, in which conduct-
ing regions of the patch and the ground plane are shaped
by slotting.

The designed antenna performs multi-band opera-
tion and covers seven biomedical telemetry frequency
bands with large bandwidths available and has the par-
ticularity of not having a superstrate.

The paper is organized as follows. In Section II,
the antenna structure and the design and optimization
process are presented. The fabricated prototype of the
implantable antenna is also presented as well as a com-
parison of measured and simulated return loss in free
space.

In Section III, tissues and implantation depth effects
are investigated using two phantom models; a one-layer
model which consists of skin or fat, and a three-layer
model constituted of skin, fat, and muscle. Section IV
presents antenna operation in two realistic implantations
of human body; in the underneath the scalp and in the
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muscle of the upper arm. Far-field gain radiation pattern,
SAR restrictions, and link communication performances
are investigated. Section V shows a comparison of the
proposed antenna performances with those of recently
published implantable antennas and Section VI summa-
rizes the main results.

II. ANTENNA DESIGN AND OPTIMIZATION
A. Antenna structure

The side view and 3D view of the proposed antenna
are represented in Figures 1 (a) and (b), respectively.
The antenna is fed by a coaxial cable using a sub-
miniature version A (SMA) connector with a charac-
teristic impedance of 50 Ω and inner radius of 0.63

(a)

(b)

(c)                                        (d)

Fig. 1. The proposed antenna. (a) Side view. (b) 3D
view. (c) Top view. (d) Ground plane.

Table 1: Various shaped patch tracks Ti, and sub-
tracks ST j, ground plane tracks Tgk, and sub-tracks
STgl dimensions
Tracks and

sub-tracks

number

Dimensions

[mm ×mm]

Tracks and

sub-tracks

number

Dimensions

[mm × mm]

T1 0.2 × 5.6 ST1 (T4 − T5) 0.2 × 0.3
T2 1.2 × 0.9 ST2 (T5 − T14) 0.4 × 0.7
T3 0.4 × 2.0 ST3 (T14 − T6) 0.2 × 0.2
T4 0.2 × 16.4 ST4 (T6 − T13) 1.2 × 0.2
T5 0.3 × 16.2 ST5 (T13 − T7) 0.2 × 0.2
T6 0.2 × 15.6 ST6 (T7 − T7) 0.2 × 0.2
T7 17.2 × 0.2 ST7 (T7 − T12) 0.2 × 0.2
T8 17.2 × 0.2 ST8 (T12 − T8) 0.2 × 0.2
T9 19.0 × 0.2 ST9 (T8 − T11) 0.2 × 12.0
T10 19.0 × 0.4 ST10 (T11 − T9) 0.2 × 0.3
T11 17.2 × 1.4 ST11 (T9 − T10) 0.2 × 0.2
T12 17.2 × 1.6 ST12 (T11 − T18) 1.0 × 0.6
T13 17.2 × 2.3 Tg1 19.5 × 3.6
T14 16.2 × 1.0 Tg2 19.5 × 1.1
T15 19.5 × 1.6 Tg3 19.5 × 7.8
T16 0.3 × 10.9 STg1 (Tg1 − Tg2) 0.3 × 0.2
T17 1.7 × 1.6 STg2 (Tg2 − Tg3) 0.3 × 0.2
T18 1.2 × 8.4

mm. The all-compact structure is covered with a thin
layer of the polymer parylene-C (relative permittivity
εr = 2.95, loss tangent tanδ = 0.013, and thickness
= 20 μm) to guarantee the biocompatibility and the
electrical isolation. Herein, the planar conductors con-
sist of copper with thickness 18 μm and conductivity
σ = 58 MS/m.

The antenna consists of three parts from the top to
bottom: shaped patch with slotting, Cuflon substrate, and
open-end slotted ground plane.

Part 1, the radiating patch: A detailed description
of the antenna radiating shaped patch is given by Fig-
ure 1(c), where the radiating patch consists of 18 tracks
Ti (i = 1 ,. . . , 18) obtained by slotting, and their opti-
mized dimensions are given in Table 1. The various
tracks are connected between them using a set of sub-
tracks ST j(Ti1 − Ti2) of total number 12. The partic-
ular case of the sub-track occurred between tracks 4
and 5 and is located at a distance 1.2 mm from the
track T16.

Part 2, the dielectric substrate: A low permittivity and
very low loss substrate is used, Cuflon with relative per-
mittivity εr = 2.05, loss tangent tanδ = 0.00045, and
dielectric thickness Thd = 0.38 mm. In addition to these
frequency-uniform electrical properties [41], this sub-
strate is relatively flexible, which allows freedom of the
muscle movement and avoids injuries caused by sharp
edges.
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Fig. 2. 3D view of the implanted antenna in the muscle
phantom model (X, Y, Z) = (110, 115, 25) mm.

Part 3, the ground plane: It consists of three tracks
Tgk (k = 1, 2, 3) and two sub-tracks STg1 (Tg1 - Tg2), and
STg2 (Tg2 − Tg3) as shown in Figure 1 (d). The ground
plane tracks and the sub-track dimensions are also given
in Table 1.

B. Structure of the phantom model

For implantation, a single layer muscle human tis-
sue phantom model is used, where the whole antenna is
submerged in the phantom center at a distance d = 4 mm
as shown in Figure 2. The phantom has a parallelepiped
form of dimensions 110, 115, and 25 mm along the axes
X, Y, and Z, respectively.

The dielectric properties of human tissues are
frequency-dependent as demonstrated by the model of
Gabriel et al. [42]. Herein, the model is implemented to
generate the frequency-dependent conductivity and rela-
tive permittivity of the muscle, fat, and skin; the data are
represented in Figure 3 for interest frequencies.

Fat and skin generated data will be used in Section
III for studying tissues and implantation depth effects on
implanted antenna performances.

C. Design process

It is not a quiet simple task to derive an exact
straightforward theoretical model for the analysis and
design of the proposed multi-track antenna, due to the
complex form of its radiating element with irregular
shape. Thus, we should make recourse to rigorous
numerical methods.

To design, simulate and solve the corresponding
electromagnetic problem, in a heterogeneous, complex,
and non-uniform structure, the Ansys� HFSS, which is
based on 3D full-wave finite element method (FEM) field
solver is used.

Since our objective is to obtain closely multi-band
operation for telemetry, we perform two techniques: 1)
current path lengthening by inserting a slot in the radiat-
ing patch and 2) embedded open-end slots in the ground
plane.

Now, the design procedure of the proposed
implantable multi-track antenna is outlined. The design
is accomplished in four steps by inserting slots in the

(a)

(b)
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Fig. 3. Dielectric properties of the muscle, fat, and skin
human tissues. (a) Conductivity σ [S/m]. (b) Relative
permittivity εr.

radiating patch and open-end slots in the ground plane
as shown in Figure 4. The corresponding reflection coef-
ficients calculated with the antenna submerged at a dis-
tance d = 4 mm in the muscle phantom model were used
to carry out the design (Figure 5).

[Step#1:] Start from an initial non-optimized design in
which a microstrip antenna with full ground plane, where
the antenna feed is fixed at the origin of the coordinate
system as shown in Figure 4 (a). The dimensions are
those of Figure 1 (c): Lg ×Wg = 19.5× 12.9 mm2. From
the results shown in Figure 5, step#1, it is seen from the
computed reflection coefficient that the antenna does not
resonate in the frequency band of interest (dc-2 GHz).

[Step#2:] Insert a meandered slot with variable sections
of a minimum width; for example, 0.2 mm, in the radi-
ating patch as shown in Figure 4 (b). This creates four
resonance frequencies, as shown by the corresponding
reflection coefficient. The impedance matching in this
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(a)                                 (b)

(c)                                    (d)

Fig. 4. Representation of the evolution of the patch and
ground plane shapes with the four-step design process:
(a) step #1; (b) step #2; (c) step #3; (d) step #4.
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Fig. 5. The reflection coefficients (S11) corresponding to
the design process steps.

step is poor for the all created resonance frequencies as
shown in Figure 5, step #2.

[Step#3:] The poor matching obtained in step #2 is
improved for the first three resonances by inserting three
other slots in parallel to the edges of the meandered
slot introduced in the previous step as represented by
Figure 4 (c). Also, the remaining fourth resonance fre-
quency is shifted considerably to low without reaching
its final target resonance frequency. For the fourth reso-
nance frequency impedance matching enhancement, two
parallel open-end slots are inserted in the ground plane.
The reflection coefficient corresponding to this step is
shown clearly in Figure 5, step #3.
[Step#4:] The poor obtained matching is reinforced
again by inserting five other slots in the middle of the
radiating patch, and another slot in parallel to the right
edge of the meandered slot inserted before in step #2,
as shown Figure 4 (d). A further shifting of the four
resonance frequencies to their targeted counterparts is
obtained with closer resonances. A fifth resonance fre-
quency has been added in high frequencies. Finally, for
resonance frequency tuning, adjustment of slots dimen-
sions is performed. Results relative to reflection coeffi-
cient of this step are reported in Figure 5, step #4.

This marks the end of the antenna design and opti-
mization. The final design yields a total impedance band-
width of 0.90 GHz (0.20−0.94 and 1.37−1.53 GHz),
and the obtained reflection coefficients (S11) are−22.91,
−18.46, −18.06, −18.65, −11.61, −12.08, and −16.68
dB at frequencies 403, 433, 611, 868, and 928 MHz and
1.395 and 1.432 GHz, respectively.

At this stage, we would say a word on the com-
putation time. It is found that the computation time is
highly depending on the antenna complexity which is
directly related to the number of tracks of the radiating
antenna. Hence, the computation time increases with the
step number in the design process, detailed above in Sec-
tion II-C. Later, in the simulations carried out in Sec-
tion IV, computation time will increase again when the
antenna is implanted in a realistic human model.

D. Ground plane open-end slotting effect

Figure 6 presents a comparison of the reflection
coefficients of the final design with and without open-
end slots inserted in the ground plane.

The open-end slots inserted in the ground plane
enhance considerably the impedance bandwidth in
higher frequencies. Otherwise, considering it is reported
that an implantable antenna with full ground plane is pre-
ferred in some WIMDs, the designed antenna with full
ground plane is still effective especially for the lower part
of the targeted frequencies and remains a good candidate
for such systems.

E. Free space measurements

To verify the performance of the designed
implantable antenna in free space, a prototype of
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Fig. 6. Ground plane open-end slotting effect on
impedance bandwidth enhancement.

the antenna was fabricated and appropriate measurement
setup was used. A top and bottom view of the fabri-
cated antenna and the measurement setup are shown,
respectively, in Figures 7 (a) and (b).

The antenna consists of a coax-feed double-sided
patch printed on a low permittivity and very low loss
Cuflon substrate, with the same dielectric properties and
thickness used in the simulation. A professional milling
machine combined with high-precision 45◦ milling tools
are used to engrave both the radiating patch and the
ground plane. The antenna was connected to the vector
network analyzer (VNA). A coaxial probe with an SMA
connector that presents a characteristic impedance of 50
Ω is used to feed the antenna. Figure 8 displays a com-
parison of the measured and simulated return loss in free
space.

Obviously, the antenna is not efficient in air, but
according to the figure, we can see that numerical and
experimental results are in a very good agreement. The
measured resonance frequencies correspond to those pre-
dicted by the simulation, indicating that all current paths
are present.

III. TISSUES AND IMPLANTATION DEPTH
EFFECTS

In realistic implantation, the antenna is surrounded
by various tissues that present different dielectric proper-
ties. The dielectric properties of all biological human tis-
sues are frequency dependent. Examples of such charac-
teristics are given for the muscle, fat, and skin in Figure 3
and will be used throughout this section. Furthermore,
some types of tissues, such as the fat, possess variable
thickness. To predict accompanied effects, simulations
are performed into two main stages.

The first stage consists of one layer tissue with a
total volume of 110 × 115 × 25 mm3 in which the

(a)

(b)

Fig. 7. (a) Fabricated antenna. (b) Measurement setup.
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Fig. 8. Measured and simulated reflection coefficients
(S11) in air.

antenna implantation depth doT is set to 4 mm as shown
in Figure 9 (a). Two different layers, skin and fat, are
considered and the corresponding reflection coefficients
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(a)

(b)

Fig. 9. Layered models used for tissues and depth effects
study. (a) The one layered phantom model: skin or fat
(X, Y, Z) = (110, 115, 25) mm. (b) The three layered
phantom model: skin (X, Y, Z) = (110, 115, ZS) mm, fat
(X, Y, Z) = (110, 115, ZF ) mm, and muscle (X, Y, Z) =
(110, 115, ZM) mm.

Table 2: Various studied scenarios of a three-layer phan-
tom model together with their physical dimensions
Scenario Layers thickness, and

implantation depth

[mm]

Implantation

tissue

1 ZS = 1.3, ZF = 1.7,
ZM = 22.0, dT T = 4.0

Muscle2 ZS = 1.3, ZF = 1.7,
ZM = 22.0, dT T = 6.5

3 ZS = 2.0, ZF = 10.0,
ZM = 13.0, dT T = 15.0

4 ZS = 1.3, ZF = 1.7,
ZM = 22.0, dT T = 0.6 Skin5 ZS = 2.0, ZF = 10.0,
ZM = 13.0, dT T = 1.5

are compared in Figure 10 to the one previously calcu-
lated in muscle layer. Results show that fat introduces
an important shift of the resonance frequencies to higher
frequencies due to lower values of relative permittivity
of this human tissue layer and impedance mismatching
is observed especially at lower frequencies. On the con-
trary, skin tissue layer introduces small modifications
since it presents a closer permittivity with muscle.

The second stage consists of three layer tissues:
muscle, fat, and skin, whose thicknesses are ZM , ZF , and
ZS, respectively, as shown in Figure 9 (b). The antenna
implantation depth dT T , in the layer of muscle, is defined
as the distance between the radiating patch surface and
the most close air−skin interface. Five scenarios cor-
responding to different values of implantation depth and
layers thicknesses are given in Table 2 and are simulated.
The whole volume of the structure is kept 110 × 115 ×
25 mm3 as in the first stage.
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Fig. 10. Reflection coefficients (S11) in one layer tissue
phantom model.
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Fig. 11. Reflection coefficients (S11) in a three-layer
tissues phantom model.

From the return loss results of the second stage
scenario #1 given in Figure 11, we note that the use
of three-layer human tissues phantom model shifts all
implanted antenna resonance frequencies to higher fre-
quencies with respect to the implantation in one layer
muscle phantom model. Despite this shift, due to a lower
permittivity of the media, a good impedance matching is
maintained.

The obtained results of scenarios #2 and #3 pre-
sented in Figure 11 show that an appropriate increase in
the implantations depth dT T in the muscle allows reach-
ing back the target resonance frequencies with very fine
impedance matching level.

Furthermore, the designed skin implanted antenna
of scenarios #4 and #5 present a good impedance
matching for almost all target frequencies which are
in this case, the MedRadio band (401−406) MHz,
the ISM bands (433.1−434.8), (868.0−868.6), and
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(902.8−928.0) MHz, and the Wireless Medical Teleme-
try Service (WMTS) band (608−614) MHz. The
obtained results shown by scenarios #2, #3, #4, and #5
are in agreement with those presented by Lee et al. [43],
where a skin- and muscle-implanted broadband PIFA
antenna has been proposed for communication in the
MICS band (402−405) MHz.

IV. ANTENNA OPERATION IN PRACTICAL
IMPLANTATION

The proposed antenna is intended to be implanted
in the muscles of the human body. To this end, two
implantation tests have been simulated using the real-
istic human model of VHP-Female version 2.1 (age of
60 years old, height of 162 cm, and weight of 88 kg) of
NEVA Electromagnetics, LLC [44]. This full body com-
putational model of real human anatomy is constituted
of 25 individual tissues distributed in 203 tissue parts.
All inner tissues and organs are contained by the aver-
age body shell which is assigned as muscle tissue sur-
rounded by fat and skin shells. For more accuracy, the
individual dielectric properties of tissues [42] are used.
Figure 12 shows two antenna implantation testing in the
underneath the scalp (e.g., intracranial pressure moni-
toring) and in the upper arm muscle (e.g., blood pres-
sure monitoring, and transcutaneous glucose monitor-
ing). The antenna is implanted in the average body tissue
at a depth of 5 and 11 mm from the close air−skin tissue
surface for the first and the second implantation testing,
respectively.

Fig. 12. Practical antenna implantation: (a) in the under-
neath the scalp; (b) in the upper arm.
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Fig. 13. Simulated reflection coefficients ( S11) of the
antenna implantation tests in a realistic human body
model.

A. Reflection coefficients

The simulated reflection coefficients of the two tests
implantations are given in Figure 13, along with that of
the final design already presented in Section II. Compar-
ison of impedance bandwidth results shows that: 1) in
the underneath the scalp implantation, the lower wide-
band (0.19−0.94) GHz is widened by 10 MHz toward
lower limit bound, whereas the higher frequency band
(1.38−1.54) GHz is shifted by 10 MHz toward upper
limit bound, and 2) in the upper arm implantation, the
impedance bandwidth of the lower wideband remains
the same as the final design, whereas the impedance
bandwidth of the higher band coincides with the under-
neath the scalp implantation. Thus, the exhibited total
impedances bandwidth is of 0.91 and 0.90 GHz in the
underneath the scalp and in the upper arm antenna
implantation, respectively.

B. Far-field gain radiation pattern

An implanted antenna must be able to ensure
communication requirements between the WIMDs and
the external gateway/base-station. Thus, it is essen-
tial to obtain sufficient radiation power from the
antenna implanted within the body. Figures 14 (a)−(g)
present the simulated 3D far-field gain radiation patterns
obtained for the two previous implantations together
with the corresponding 2D far-field gain radiation pat-
terns in E and H planes.

The corresponding values of the peak gain obtained
in the underneath the scalp antenna implantation are
−41.55, −39.58, −32.97, −30.52, −30.09, −27.69, and
−27.35 dB. For in the upper arm, the corresponding
values are −41.51, −40.00, −37.53, −41.05, −36.99,
−25.93, and −25.24 dB at frequencies 403, 433, 611,
868, and 928 MHz and 1.395 and 1.432 GHz, respec-
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 14. Continued.



BEHIH, BOUTTOUT, FORTAKI, DUMOND: A NOVEL WIDEBAND AND MULTI-BAND IMPLANTABLE ANTENNA DESIGN 450

(g)

Fig. 14. Simulated 2D (E and H planes), and 3D far-
field gain radiation patterns of antenna implantation tests
in the underneath the scalp and in the upper arm at fre-
quencies: (a) 0.403, (b) 0.433, (c) 0.611, (d) 0.868, (e)
0.928, (f) 1.395, and (g) 1.432 GHz.

tively. Note that, for both antenna implantation tests,
the main radiated power is distributed toward the almost
directions of the off-body environment.

This is valid for the all considered operating fre-
quencies. Thus, the radiation characteristics of the pro-
posed antenna are able to produce an effective wireless
communication links between the interior and the exte-
rior of the body. Besides, by comparison with the peak
gain values obtained in the final design, a gain decreasing
the overall considered frequency is observed. A max-
imum decrease of peak gain of 5 dB is noticed at the
frequency 403 MHz. The decrease is probably due to the
implantation depths and losses presented by the conduc-
tivity of the heterogeneous implantation testing medi-
ums.

C. Safety considerations and electromagnetic inter-
ference

The patient safety is in priory. To this end, the gen-
eral public exposure is restricted by IEEE C95.1-1999
and IEEE C95.1-2005 standards, in which the two lim-
itations 1g averaged SAR ≤ 1.6 W/kg [45], and 10 g
averaged SAR≤ 2 W/kg [46] must be respected, respec-

Table 3: Calculate maximum SAR values and corre-
sponding permitted power
Model Freq.

[GHz]

Max SAR

[W/kg]

Max net-input

power [mW]

1

g-avg

10

g-avg

1

g-avg

10 g-avg

In the
under-
neath
the
scalp

0.403 555.95 87.55 2.87 22.84
0.433 563.44 86.65 2.83 23.08
0.611 636.57 88.29 2.51 22.65
0.868 624.63 90.53 2.56 22.09
0.928 579.50 84.02 2.76 23.80
1.395 599.58 81.31 2.66 24.59
1.432 575.72 84.69 2.77 23.61

In the
upper
arm

0.403 554.54 89.57 2.88 22.32
0.433 562.64 88.94 2.84 22.48
0.611 635.47 89.97 2.51 22.22
0.868 616.31 90.74 2.59 22.04
0.928 571.37 84.44 2.80 23.68
1.395 584.13 81.35 2.73 24.58
1.432 547.41 83.84 2.92 23.85

tively. Hence, the power incident to an implantable
antenna should not exceed the corresponding value for
each limitation. Assuming that the net-input power of
the antenna is set to 1 W for the two practical implanta-
tion tests simulated previously in this section, the maxi-
mum 1-g averaged and 10-g averaged SAR and the corre-
sponding maximum allowed net-input power values are
listed in Table 3.

Moreover, to mitigate EM interference with nearby
services, the effective isotropic radiated power (EIRP)
of a transmitter antenna is limited as mentioned by the
following equation:

EIRP[dBm] = Pin[dBm]+G[dBi]≤ EIRPmax[dBm],
(1)

where Pin is the net-input power, and G is the radiation
gain of the antenna. The implanted antenna in transmit-
ting serve the up-link, and the EIRPmax is set to −16,
7.85, 10.8, 11.85, 36, 22.2, and 22.2 dBm for frequen-
cies 403, 433, 611, 868, and 928 MHz and 1.395 and
1.432 GHz, respectively [5, 22, 47].

The implanted antennas exhibit low gain values.
Thus, the maximum net-input power remains limited by
the SAR restrictions. For the two simulated implantation
tests, the calculated value of the net-input power of 4
dBm (2.51 mW) allows to meet the patient safety restric-
tions of both the most (1-g averaged SAR ≤ 1.6 W/kg
and less (10-g averaged SAR ≤ 2 W/kg) limitations of
IEEE standards, and this is validated for all considered
frequencies. In addition, this value is much greater than
the limit of the input power of the implantable antennas,
which is 25 μW [24, 29, 32, 34, 37].
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Table 4: Parameters description of the link margin calcu-
lation

Transmission

Freq [GHz] Operating
frequency

0.403, 0.43,
0.611, 0.868,
0.928, 1.395,
1.432

PT x [dBW] Tx power −46
GT x [dBi] Tx antenna

gain
Max gain (free
space), mean
gain (indoor)

LT x f [dB] Tx feeding
loss

0

LT xm [dB] Tx
impedance
mismatch
loss

0.3

Lpol [dB] Polarization
mismatch
loss

2

Propagation scenarios

LPm (m = 2) [dB] Free space Path-loss exponent m
and distance
dependent

LPm (m = 1.5)
[dB]

Indoor LOS

LPm (m = 3) [dB] Indoor
NLOS

dL [m] Tx−Rx dis-
tance

To be calculated

d0 [m] Reference
distance

1

λ [m] Wavelength
in free space

(3 × 108)/Freq

χσ [1] Shadowing
factor

0

Receiver

GRx [dBi] Rx antenna gain 2.15
LRx f [dB] Rx feeding loss 0
LRxm [dB] Rx mismatch

loss
0

To [K] Ambient tem-
perature

293

k [1] Boltzmann
const.

1.38 × 10−23

NF [dB] Receiver noise
figure

3.5

No [dB/Hz] Noise power
density

−199.95

Signal quality

Br [bps] Bit rate 100 × 103

BER [1] Bit error rate 1.0 × 10−5

Eb/No [dB] Ideal-PSK,
ideal-BPSK

9.6

Gc [dB] Coding gain 0
Gd [dB] Fixing deterio-

ration
2.5

D. Link communication performances

The link budget calculation allows evaluating the
far-field communication link quality. It allows eval-
uating the communication performances between the
WIMD antenna and the exterior gateway/base-station for
envisaged communication requirements with including
various transmission constraints. The link established
between the transmitter designed antenna Tx and an
exterior receiver antenna Rx is evaluated. The link mar-
gin (LM) is given as a function of the carrier to noise
power density ratio (C/N0) as detailed by the following
equation [2, 20, 22]:

LM = Link
C
N0
−Required

C
N0

= (PT x +GT x +GRx

−LT x f −LT xm−LPm−Lpol−LRx f −LRxm−N0)

−
(

Eb

N0
+10log10 Br−Gc +Gd

)
, (2)

where

LPm = 10m log10

(
dL
d0

)
+20log10

(
4πd0

λ

)
+χσ , (3)

and
N0 = 10log10(kT0(NF−1)). (4)

Various parameter descriptions and their values used
for LM calculation are listed in Table 4. The available
transmitter power PT x is set to 25 μW and the transmitter
gain GT x values considered are those obtained in the first
practical test as described in Section IV-B. The consid-
ered receiver antenna is a well matched dipole antenna
with impedance mismatch loss LRxm equal to 0 dB and
gain GRx equal to 2.15 dB [22]. Also, the impedance
mismatching loss LT xm of the transmitter antenna is set
to 0.3 dB, which is the maximum value calculated for
all considered frequencies. The feeding losses LT x f and
LRx f of the transmitter and the receiver, respectively,
are neglected. In addition, the obtained polarization is
almost linear; thus, the polarization mismatch loss Lpol
is taken 2 dB [11].

Three different propagation scenarios are considered
to account for the propagation channel effects: (1) in the
free space, (2) in the indoor line-of-sight (LOS), and (3)
in the indoor non-line-of-sight (NLOS). To this end, the
most suitable model of log-distance for the indoor loss
estimation is used. For the first scenario communication
channel, the transmitter gain GT x values are those simu-
lated maximum values, whereas for the indoor channels,
i.e., LOS and NLOS, the mean gains are more suitable
[22] and their simulated values are considered for the LM
calculation.

The shadowing factor χσ is neglected and the ref-
erence distance d0 is set as 1 m for all three propaga-
tion scenarios. The signal quality parameter of the bit
rate Br is chosen to cover largely the requirements of the
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clinical applications associated with practical tests simu-
lated in Section IV. For example, the bit rate for the sub-
cutaneous glucose sensor, and the intracranial pressure
transmission is less than 10 kbps [4], and is of 7 kbps
[29, 32, 37], respectively.

The other receiver Rx and signal quality parameter
values adopted are those of references [2, 20]. These
other signal quality parameter values are agreed from
several WIMDs. The data communication between a
transmitter and a receiver antennas remains possible
when the LM > 0 dB. Figure 15 illustrates the LM values
calculated in function of transmitter−receiver distance
dL for the three propagation scenarios.

The communication distances offered by the indoor
LOS channel communication are larger than those
obtained in the free space and in the indoor NLOS envi-
ronments.

Due to the lack of LOS, the LM decrease is rapid
in the indoor NLOS environments, which leads to low
possible communication distance. Nevertheless, this
distance communication remains sufficient in all the
three channels. In the free space, the communica-
tion distance starts from 19 m at 403 MHz to reach
33.5 m at 611 MHz, and in the indoor LOS prop-
agation scenario, the communication distance begins
from 14 m at 403 MHz until and 45m at 868 MHz,
and although the indoor NLOS is a rigorous propa-
gation scenario, the communication can be established
from the distance of 3.75 m at 433 MHz to 6.5 m at
868 MHz. Thus, the telemetry communication links
between the proposed implantable antenna and an exte-
rior gateway/base-station can be established in both the
free space and in the indoor environments with practical
distances.

V. COMPARISON WITH RECENTLY
PUBLISHED IMPLANTABLE ANTENNAS

The performances of the proposed multi-track
implantable antenna are compared with data brought
from the literature. Various targeted operating frequency
bands are considered for this comparison. The results are
reported in Table 5.

Thanks to an efficient design combined with using a
low permittivity substrate, the proposed antenna exhibits
both low volume and broadband behavior. In addition,
as it does not require any superstrate, the proposed con-
figuration presents a very low thickness. Actually, the
proposed antenna covers several telemetry frequencies
with large available frequency bands, whereas volumi-
nous antennas covering less number of operating fre-
quency bands are noticed, as reported in published stud-
ies. Note that our obtained peak gain values are very
near to those available from the literature in almost all
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Fig. 15. Link margin LM calculation: (a) free space loss;
(b) indoor LOS loss; (c) indoor NLOS loss.

cases. Note also that the obtained SAR values are very
comparable to those in the literature with improvements
in some cases and small degradation in other cases.
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Table 5: Comparison of the designed antenna performances with those of previous proposed implantable antennas
from the literature

Ref.
Volume

[mm3]

Available

bands

[MHz]

Freq.

[MHz]

Peak

gain/

realized

gain [dBi]

Max. SAR [W/kg]

[input power = 1 W]
Substrate/

superstrate

(εr, tanδ )

Total

thickness

[mm]
1-1999

1g-avg

1-2005

10g-avg

[13] 560 360 400 G. −27.8 161 —
FR4 (4.4,

0.02)/RO3010
(10.2, 0.0035)

1.6

[22] 203.4

27 402 G. −36.9 324 66.6 Both: RO3210
(10.2, 0.003)

1.828 433 G. −35.9 309 66.3
38 868 G. −35.1 297 66.0
40 915 G. −32.9 295 67.5

[27] 248.92
100 402 G. −46 338 — Both: RO3010

(10.2, –) 1.27

300 2440 G. −19 482 —

[32] 52.5
64 405 G. −40.8 665 93.2

Both: Rogers
6010 (10.2,

0.0035) 0.5
91 915 G. −32.9 837 93.9

105 2450 G. −22.3 759 87.2

[34] 21
80 915 G. −26.4 380 40.4

Both: RT/duroid
6010 (10.2,

0.0035) 0.5
115 1900 G. −23 358 38.2
180 2450 G. −20.47 363 40.3

[36] 254
150

401 G. −22 — 39.1 Both: RO3210
(10.2, 0.003)

2.45433 G. −23 — 39.5
52 1427 G. −17 — 58.7

102 2400 G. −16 — 76.8

[37] 17.15
148

402
433

G. −30.5 G.
−30 588 544 92.7 90.5

Both: RT/duroid
6010 (10.2,

0.0035) 0.377
173 1600 G. −22.6 441 85.3
213 2450 G. −18.2 305 81.7

[40] 404.14 3193

403 R.G. −34.3 216 — Both: RO3010
(10.2, 0.0035)

1.235
433 R.G. −30.6 213 —
868 R.G. −26.6 211 —
915 R.G. −26.0 205 —
2450 R.G. −18.4 203 —

This work 114.70
750

403 G. −41.5 555 87.5 Cuflon (2.05,
0.00045)/No

0.456

433 G. −39.5 563 86.6
611 G. −32.9 636 88.2
868 G. −30.5 624 90.5
928 G. −30.0 579 84.0

160 1395 G. −27.6 599 81.3
1432 G. −27.3 575 84.6
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VI. CONCLUSION

In this work, a novel miniaturized multi-track mus-
cle implantable planar patch antenna has been pro-
posed for WIMDs biomedical telemetry communica-
tions. The patch slotting and a pair of open-end slots
in the ground plane techniques have been used to obtain
a wideband and multi-band behavior. The miniatur-
ized antenna compact volume of 114.70 mm3 was imple-
mented with a low relative permittivity substrate and
does not require any superstrate. Seven telemetry allo-
cated frequency bands are covered widely starting from
the lower frequency band of MedRadio (401−406) MHz
to the WMTS (1.427−1.432) GHz. A prototype of the
proposed antenna has been fabricated, and the agreement
between simulation and measurement was fully in free
space.

Antenna’s operation was investigated in two realistic
implantations of human body, in the underneath the scalp
and in the upper part of the arm.

Considering the three performance criteria, 1) opti-
mized volume of the antenna, 2) total number of seven
largely covered allocated frequency bands, and 3) peak
gain values at considered frequencies at once, the pro-
posed implantable antenna is very satisfactory compared
to many recent proposed implantable antennas refer-
enced in this work.

A model for the link communication distance is
adopted and ascertained by performing computations
for the cases of free space and indoor propagation
environments.

With seven telemetry bands covered, the proposed
implanted antenna is a candidate for various clinical
applications of the head and arm. It can also be designed
with a full ground plane and still cover five telemetry
frequency bands. In addition, a second mode of antenna
implantation, i.e., in the skin, can also be used with five
operating frequency bands covered.
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Abstract – A compact planar multiple input multiple out-
put (MIMO) antenna with four elements spanning the
ultra-wideband (UWB) is proposed for diversity applica-
tions. The unit cells are positioned orthogonally to lower
the mutual coupling by replicating the single antenna
three times. A 35 × 35 × 1.6 mm3 UWB MIMO
antenna is provided with a 50-Ω impedance microstrip
line on a 1.6-mm thick FR4 substrate. In the radiator and
ground plane, some modifications are made to achieve
the operating limits of this antenna between the frequen-
cies of 3.1-10.6 GHz, thereby covering the entire fre-
quency spectrum of the UWB with compact size. We
conclude from the calculated results that the proposed
antenna has high performance characteristics appropri-
ate for UWB wireless indoor communication and diver-
sity applications with compact size.

Index Terms – Directive gain, diversity, envelope corre-
lation coefficient, monopole, multiple input multiple out-
put (MIMO), ultra-wideband antenna.

I. INTRODUCTION

In this developing age of technology, evolving tech-
nologies such as wireless communication must become
more widely available and more reliable and faster. The
ultra-wideband (UWB) technology can bring reliability
and high data rate into the picture. It maintains a higher
bandwidth while also having a low power density. The
frequency range has been restricted to 3.1–10.6 GHz,
with a bandwidth of 7.5 GHz.

A new approach is suggested in [1], where a
four-element multiple input multiple output (MIMO)
antenna with compact size is presented with low mutual
coupling over an entire UWB range. This proposi-
tion suggests that we combine AFS miniaturizing tech-
niques with MIMO orthogonal configuration, giving
us both benefits. In [2], the designed antenna uses
a novel integration-based orthogonal and asymmetric

structure, four-directional decoupling and multiple-slot
and slit (MSS) approaches. The symmetry in the
structure and the four-directional escalators helps mas-
sively in reducing mutual coupling between antenna
elements. The antenna’s inter-element coupling is
reduced by using polarization diversity between the ele-
ments. The isolation is further improved by using
a decoupling structure with inverted L- and Z-shaped
stubs [3].

A technique of creating numerous slits in the ground
plane made us benefit from the combined use of induc-
tance and capacitance [4]. The works [5–8] suggest
that parasitic elements between antenna elements can
reduce the effect of inter-elements coupling since they
act as reflectors. The work [9] suggests a neutral-
ization line in the antenna elements to diminish the
effects of mutual coupling, reducing the need for extra
space. The asymmetrical radiation pattern of quasi-
self-complementary structured antenna helps to diminish
mutual coupling without using any decoupling tech-
niques [10–12]. The work [13] suggests combining a
pair of inverted L antennas (ILAs) with the monopole
antenna, and each ILA is fed in anti-phase excitement,
which helps us achieve a pattern and polarization diver-
sities. The UWB antenna in [14] has a stubbed ground
plane that helps achieve high bandwidth impedance
without employing any decoupling structures. In [15],
to increase the isolation and minimization, metamate-
rial inspired isolators are used. The work [16] suggests
the ground length is reduced to improve the impedance
bandwidth.

The diminished mutual coupling and diminished
correlation coefficient for the array envelope are
achieved by folding a patch with wall support and feed-
ing this folded patched monopole antenna in three-
dimensional U-slotted shapes [17]. When two antennas
are excited at different modes in a ground plane,
the mutual coupling will be reduced, and the desired
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radiation patterns can be achieved by not using any other
decoupling structures [18]. The work [19] suggests that a
VSWR value less than 2. Improvement in the impedance
is achieved by etching the central patched metal. Beneath
the radiator, a curve is inserted in the ground plane.
The four-port diversity antenna in [20] is developed by
repeating the unit cell and orthogonally positioning it to
achieve high isolation. By varying the Sierpinski frac-
tal, a better gain can be achieved [21]. The archetype
Bowtie antenna is altered and aligned to improve the
bandwidth through assailing the dipoles of patch and
ground slot [22].

II. PROPOSED ANTENNA DESIGN
A. Single antenna design

The put-forward unit cell antenna with microstrip
feed is modeled upon the FR4 substrate. The relative
permittivity (εr) and loss tangent of the FR4 substrate
are 4.3 and 0.025, respectively. The proposed antenna
occupied a volume of 18 mm × 16 mm × 1.6 mm.
The measurements of different parameters have been
displayed in Table 1.

The antenna consists of a radiator (combining two
hexagons, two ellipses, five circles, and two rectan-
gles) at the front along with tapered microstrip feed and
defected rectangular ground structure in the rear. The
geometric specifications of the novelty radiator are as
follows: It contains five adjacent tangential circles of
radius 1.5 mm each, placed in a straight line, mounted
atop an ellipse of major axis x1= 7 mm and minor
axis y1= 1 mm, which, in turn, is again mounted upon
another ellipse of major axis x2= 7.5 mm and minor
axis y2= 1.4 mm. This whole setup is burdened upon
two hexagons of radius 2 mm placed side by side on
corners of a rectangle of 3 × 6 mm2. In addition
to this, a thin rectangle of dimensions 15 × 2 mm2

passes through the array of five circles placed on top,
which is used to lower the mutual coupling and enhance
impedance matching performance. The inductive load-
ing increases when the hexagons, ellipses, circles, and
rectangles converge, raising the Q factor and resulting
in a high inductive reactance, as shown by the following
equation:

Q=
ωL
R

=
XL

R
. (1)

The ground plane designed is a rectangular shape
with a rectangular slot with dimensions 7× 16 mm2used
to improve the bandwidth and impedance matching. The
capacitance impact between the radiator and the ground
plane was reduced when the slot was included, result-
ing in a substantial gain in bandwidth. The feed line
of dimensions 9 × 3 mm2 is tapered to enhance cur-
rent flooding near the radiator and obtain the required
impedance bandwidth. Due to the modification in

Table 1: Geometrical specifications of preferred
monopole UWB unit cell antenna

Parameters x1 y1 x2 y2 r1 r2
Units (mm) 7.5 1.4 7 1 2 1.5
Parameters L l1 l2 l3 lg ls
Units (mm) 18 9 2 15 7 1
Parameters W w1 w2 w3 wg ws
Units (mm) 16 3 1 2 16 7

inductive reactance and capacitive reactance, both can-
celed with each other. Then the antenna behaved like
a completely resistive load. A novelty concept of ellip-
tical form radiator is an intelligent solution to bring a
compact size UWB MIMO antenna. The final proposed
antenna front and rear views are displayed in Figure 1.
A fabricated single and MIMO antenna is displayed in
Figure 2.

The scattering parameters (S11) of the antenna for
both simulated and measured across the desired band-
width and are below −10 dB; it is depicted in Figure 3.
The couplings between small ground surface, connector

Fig. 1. Front and rear views of unit cell antenna.

Fig. 2. Fabricated single and MIMO antenna.
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Fig. 3. Simulated and measured reflection coefficient of
the monopole UWB unit cell antenna.

Fig. 4. Proposed UWB MIMO antenna measurement in
anechoic chamber.

losses, and cable misalignment are the reasons for
deviations in the measured S-parameters.

B. MIMO antenna design

The single antenna is replicated and grouped in
an orthogonal pattern to design a multi-port antenna to
attain high isolation. All radiating elements are arranged
upon the same plane. Altogether, the total dimensions of
the L×W × hs of a four-port antenna are 35× 35× 1.6
mm3, hs representing the substrate’s height. The mea-
surement setup of the fabricated antenna with the ane-
choic chamber is depicted in Figure 4.

III. DIVERSITY PERFORMANCE ANALYSIS

CST Microwave Studio Software is used for design-
ing and developing the proposed antenna by making
parametric analysis and optimization [28]. Anritsu
MS2703 vector network analyzer is used to measure pro-
pounded MIMO/diversity antenna performance.

A. Mutual coupling

The monopole UWB MIMO antenna incorporates
four antennas that look very near to one another. As a

Fig. 5. S-parameter simulated results of monopole UWB
MIMO antenna.

Fig. 6. S-parameter measured results of monopole UWB
MIMO antenna.

result, one antenna would face interference due to the
radiation of the other.

The mutual coupling is reduced by assembling the
modified ground structures, and identical antennas are
arranged orthogonally. This antenna has been fabricated
to offer mutual coupling less than −35 dB for the
entire bandwidth range. Simulated and measured S-
parameter results of monopole UWB MIMO antenna
are depicted in Figures 5 and 6. Thus, we can see
that impedance matching and high isolation are obtained
using the etched ground plane with slot. Hence, the
required result has been obtained.

B. Envelope correlation coefficient (ECC)

The correlation between the radiating elements is
the important diversity parameter of the MIMO antenna.
The degree of independence of the two antennas’
radiation patterns is explained using the envelope
correlation coefficient (ECC). Ideally, two antennas’
radiation patterns are entirely independent of each other.
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Fig. 7. Simulated diversity gain and ECC of monopole
UWB MIMO antenna.

Fig. 8. Measured diversity gain and ECC of monopole
UWB MIMO antenna.

The ECC should be 0, but its real value should not
exceed 0.5. The ECC is calculated by substituting the
S-parameters in eqn (2) [23]. From Figures 7 and 8, we
discovered that ECC is much less than 0.001, which can
also be regarded as a good ECC value.

ECC=
|S∗11S12 +S∗21S22|2(

1−|S11|2−|S21|2
)(

1−|S22|2−|S12|2
) . (2)

C. Diversity gain (DG)

The diversity gain (DG) of the monopole UWB
MIMO antenna ought to be apex so that one can keep the
wireless communication system more reliable and pro-
duce good quality. Its ideal value is 10 dB. Using the
formula in eqn (3) [23], the value of the DG can be cal-
culated for the proposed antenna. From Figures 7 and
8, we can evidence that the maximum value of DG is
9.999 dB.

DG = 10
√

1−ECC2. (3)

D. TARC

The ratio between the squared value of the reflected
power and its incident power is called TARC. N port
antenna’s TARC ratio can be presented as in the
following equation:

Γt
a =

√
∑N

i=1 |yi|2√
∑N

i=1 |xi|2
, (4)

where xi represents incident signals and yi represents
reflected signals. The scattering matrix of 2 × 2 antenna
arrays can be patterned as in the following equation:[

y1
y2

]
=

[
s11 s12
s21 s22

][
x1
x2

]
. (5)

In the MIMO antenna, the phase of every excitation
signal is arbitrary. The propagation environment con-
tributes to further randomizing the signal phases before
the signal reaches the receiver. So the MIMO channel
signal is considered a random phase and independent and
identically distributed. Gaussian random variables’ sum
or difference gives the Gaussian values, and reflected sig-
nals can be expressed as in the following equations [23]:

y1 = S11x1 +S12x2 = S11 x0 e jθ1 +S12 x0 e jθ2

= x1

(
S11 +S12 x0 e jθ

)
.

(6)

y2 = S21x1 +S22x2 =S21 x0 e jθ1 +S22 x0 e jθ2

=x1

(
S21 +S22 x0 e jθ

)
.

(7)

Therefore, TARC is described as follows in eqn (9):

Γt
a =

√
(
∣∣x1(S11 +S12e jθ )

∣∣2 + ∣∣x1(S21 +S22e jθ )
∣∣2√

2 |x1|2
,

(8)

Γt
a =

√
(
∣∣(S11 +S12e jθ )

∣∣2 + ∣∣(S21 +S22e jθ )
∣∣2

√
2

(9)

The value of TARC must be less than −10 dB
to attain the best operation in MIMO antennas. The
received TARC is proven in Figure 9. It well agrees with
the default standard values of TARC.

E. MEG

MEG is defined as the division of power obtained
with the aid of a diversity antenna with power received
by way of an isotropic antenna. Using the following rela-
tions [24], the MEG value is calculated for the MIMO
antenna system. The MEG1 and MEG2 can be calcu-
lated from the following equation:

MEGi = 0.5

(
1−

N

∑
j=1

Si j
2

)
i = 1,2. (10)

For a better MIMO antenna system with equal
power, the difference between MEG-1 and MEG-2
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Fig. 9. TARC of the monopole UWB MIMO antenna.

Fig. 10. Simulated MEG of monopole UWB MIMO
antenna.

should be equal to 0 dB. Figures 10 and 11 are well
known to show that MEG-1 and MEG-2 are identi-
cal because the proposed radiator gives improved range
overall performance.

F. CCL

Channel capacity loss (CCL) refers to the max-
imum message rate as far as the message transmits
continuously through the communication channel with-
out any losses. It can be estimated by the usage of the
following components and expressed in the following
equation [24]:

CLoss =−log2det
(
ΨR) , (11)

ψR=

[
ψ11 ψ12
ψ21 ψ22

]
, (12)

where
Ψ11= 1−

(
|S11|2+|S12|2

)
,

Ψ21= 1−
(
|S22|2+|S21|2

)
,

Fig. 11. Measured MEG of monopole UWB MIMO
antenna.

Fig. 12. CCL of the monopole UWB MIMO antenna.

Ψ12 =−(S∗11S12+S∗21S22) ,

Ψ21 =−(S∗22S21+S∗12S11) .

The CCL value should not be greater than 0.4
bits/S/Hz ideally. Figure 12 shows the proposed MIMO
antenna CCL value over the operating frequency range,
and acceptable CCL values are achieved.

G. Multiplexing efficiency

Figure 13 indicates the multiplexing efficiency mea-
sured and simulated results of the proposed MIMO
antenna. The multiplexing efficiency of the MIMO
antenna is defined as the difference in the power required
attaining a given capacity for an antenna under test con-
cerning ideal reference MIMO antenna. As per eqn (13)
[25], the MUX for a uniform angular power spectrum
and high signal-to-noise ratio can be expressed as

ηmux =
√

η1η2[1−|ECC|2]. (13)

Here, η1 represents the total efficiency of antenna 1
and η2 represents the total efficiency of antenna 2.
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Fig. 13. Multiplexing efficiency of monopole MIMO
ultra-wideband antenna.

Fig. 14. The gain of monopole UWB MIMO antenna.

For the proposed antenna, measured and simulated
gain is shown in Figure 14. From this, it is evident
that simulated and measured gain changed in the range
from 1.5 to 4 dBi. In [26], PSO and the curve fitting
approaches are presented. Sierpinski’s fractal antenna
design can be modified to achieve a gain of 8.98 dB. For
the proposed antenna, measured and simulated radiation
efficiency is shown in Figure 15. Simulated and mea-
sured radiation efficiency changed from 75% to 90%.

H. Radiation patterns

The designed antennas’ simulated and measured H-
plane and E-plane radiation patterns at 3.8 GHz fre-
quency are depicted in Figures 16 (a) and (b).

Using this pattern, we can see that the proposed
MIMO antenna illustrates pattern diversity at the 3.8-
GHz frequency band. The patterns at Port 1 and Port
3 are 180◦ rotated with each other; similarly, the patterns
in Ports 2 and 4 are 180◦ rotated each other. The pro-
posed antenna H-plane radiation pattern is omnidirec-
tional, and the E-plane pattern is dumbbell-shaped [27].

Fig. 15. Radiation efficiency of monopole UWB MIMO
antenna.

 

  

Fig. 16. (a) H-plane pattern of Port 1, Port 2, Port 3, and
Port 4 of the proposed UWB MIMO antenna at 3.8 GHz.

Fig. 16. (b) E-plane pattern of Port 1, Port 2, Port 3, and
Port 4 of the proposed UWB MIMO at 3.8 GHz.

Table 2 presents the comparative chart for the pro-
posed antenna design with the reported antenna. In this
comparison, it is observed that the proposed antenna has
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Table 2: Comparison table
Ref Ports Size

(mm2)

Isol

ation

(dB)

TARC

(dB)

ECC CCL

(bits/

s/Hz)

GHz

1 4 40 × 40 >17 - <0.03 - 2.94–14
2 4 39 × 39 >22 <−20 <0.02 <0.2 2.3–13.7
3 4 70 × 41 17 <−9 <0.012 <0.4 3.1–12
4 4 40 × 40 20 - - - 3–11.5
5 4 40 × 40 10 - - - 3–11
6 4 36 × 36 15 - - - 3.1–10.6
7 4 56 × 56 20 - - - 3–11
8 4 50 × 39 17 - - - 2.7–12
9 4 75 × 75 - - <0.1 - 3.1–17.3

10 4 35 × 35 =20 - <0.5 - 3–12
11 4 40 × 40 =20 - <0.04 - 2.9–12.1
12 4 24 × 24 =20 - <0.5 - 3.1–10.5
15 2 13.5 × 34 =19 <−4 - - 3–11
17 2 56 × 56 >22 - <0.001 - –
18 2 50 × 85 >20 - <0.03 - 2–9.5
19 2 42 × 24 =15 - <0.5 - 3.1–10.9
20 4 40 × 40 >20 - <0.001 - 3.1–10.6
23 2 18 × 34 >22 <−20 <0.001 - 2.93–20

Prop 4 35 × 35 >35 <−20 <0.001 <0.4 3.1–11

achieved significant results in terms of CCL of less than
0.4 bits/s/Hz, TARC of < −10dB, ECC of 0.001, DG of
9.999 dB, and MEG of < 3 dB.

IV. CONCLUSION

The antenna elements are arranged in orthogonal,
and then it appears to be the most effective solution
to diminish the mutual coupling between UWB MIMO
antennas and hence achieve compact size. The mutual
coupling value of the proposed antenna is less than −35
dB and has been achieved successfully. The radiating
antenna with compact size has been fabricated using the
dimensions of 35 × 35 mm2 having the thickness of the
substrate 1.6 mm, and this antenna is used for diversity
applications.
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Abstract – The axial bearing does not contain a lam-
inated piece; so its dynamic performance is poor and
often does not meet the load requirements. To accu-
rately assess axial bearing performances during the
design stage, it is necessary to accurately calculate the
dynamic characteristics of the bearing, including ampli-
tude, phase, and other parameters. Traditional stud-
ies have generally used the magnetic circuit method
(MCM) or the finite element method (FEM) to analyze
the dynamic performance of bearings, and few exper-
imental measurements are carried out. Some experi-
ments use a Guess meter to measure the magnetic field
at local locations without directly measuring the elec-
tromagnetic force. In this paper, the dynamic force
of axial bearing is measured by experiments, and the
finite element calculation with Ansys Maxwell is car-
ried out to study the influence of the gap, resonance,
and other factors on the electromagnetic force. The
comparison reveals a significant error in the calculation
method using the initial gap because the gap between
the stator and rotor changes with the dynamic force in
the experiment. In this paper, the calculation method
of “analyzing the dynamic performance of the bearing
with the actual gap after the DC component is energized
as the calculation gap” is proposed, which significantly
reduces the calculation error and can ensure that the cal-
culation error of amplitude and phase within 100 Hz
is less than 5%. The method is of great significance
for the engineering application of axial electromagnetic
bearings.

Index Terms – Axial bearing dynamic performance, gap,
resonance.

I. INTRODUCTION

Active magnetic bearings are widely used in vari-
ous fields such as turbomachinery, vacuum systems, and
high-temperature environments due to their advantages
of no contact, no lubrication, and low loss [1]. The radial
and axial bearings will control 5 degrees of freedom of

the rotor, including radial and axial rotation and transla-
tion, respectively. Working in a changing magnetic field
induces eddy currents in the stator and rotor, which will
bring energy loss and affect the dynamic electromagnetic
force and dynamic stiffness coefficient, thus affecting the
dynamic characteristics of the system. However, consid-
ering the rotor strength and the feasibility of the manu-
facturing process, the stator and rotor of axial bearings
are usually made of solid carbon steel or alloy steel [2],
whose dynamic performance is poor and often fails to
meet the load requirements. To accurately evaluate the
dynamic characteristics of the axial bearing in the design
stage, the dynamic forces in the axial direction, includ-
ing parameters such as amplitude and phase, need to be
accurately calculated. The magnetic field distribution
around the rotor is far from the sinusoidal model, and its
Fourier series expression will include many harmonics of
the rotation angle. Moreover, magnetic bearings are gen-
erally driven by switching power amplifiers. The high-
frequency ripple current caused by the switching power
amplifiers and the dynamic control current with higher
frequency will induce strong eddy currents in the bear-
ing stator and thrust disc. Due to the skin effect of eddy
current, mainly high-order harmonics will be driven out
from the stack. The dynamic performance of axial bear-
ings is challenging to evaluate accurately [3].

To study the dynamic performance of axial bear-
ings, many scholars mainly use magnetic circuit method
(MCM) and finite element method (FEM) to analyze and
have achieved some results. Takeshi [4] uses FEM to
analyze the eddy current problem when a simple mag-
netic bearing model uses solid steel as shaft material.
Feeley et al. [5] present a simple dynamic model of eddy
currents in a magnetic actuator, using the 2D eddy cur-
rent equation to solve the uneven distribution of air gap
magnetic field caused by eddy currents. Zhu et al. [2]
develop an analytic model for a nonlaminated cylindri-
cal magnetic actuator including eddy current effects by
using the MCM. The frequency response of the analytic
model is compared with the results of FEM. Sun et al.
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[6] present a linear model including eddy current effects
for a typical active magnetic thrust bearing (AMTB) and
calculate the dynamic current stiffness and displacement
stiffness using analytical method and transient finite ele-
ment (FE) analysis. Zhu et al. [7] decompose the struc-
ture of the solid rotor actuator into the essential ring
element and establish a magnetoresistance model con-
sidering the eddy current effect by solving the electro-
magnetic field within each essential element. Tian et
al. [8] propose a fractional differential equation (FDE)
model of the switching ripple current (SRC) considering
the effects of eddy current and obtain a numerical solu-
tion by a predictor-corrector algorithm. The presented
model can be applied to the studies of self-sensing of
nonlaminated magnetic bearings. Han et al. [9] estab-
lish the dynamic factor models affected by the eddy cur-
rents for the hybrid thrust magnetic bearing (HTMB)
with permanent magnets and subsidiary air gap, and
the model’s accuracy is verified by transient FE anal-
ysis. Henry et al. [10] mathematically formulate the
problem of maximizing axial magnetic bearing actuator
bandwidth through the choice of geometric and material
properties.

However, the results of theoretical calculations
and software simulations often differ significantly from
actual engineering experiments, and there are few actual
engineering experiments on dynamic electromagnetic
force measurement of axial bearings.

Meeker et al. [11] formulate an augmented cir-
cuit model to account for eddy current, leakage, and
fringing effects in radial active magnetic bearing. How-
ever, no analysis has been performed for axial bearing.
Khoo et al. [12] propose a new concept, an active mag-
netic bearing with multiple parallel discs. The con-
cept aims to solve the problem that the load-carrying
capacity of traditional active magnetic bearings is lim-
ited by the saturation of magnetic flux density in iron.
Yang et al. [13] present a new thrust actuator design
for magnetic bearings. The actuator can produce high
thrust but low radial attraction force. The actuator force
characteristics are analyzed using FE analysis. Exper-
imental verifications are also performed. Henry et al.
[14] couple the nonlinear electromagnetic force mea-
sured in the experiment to a dynamic model. The Guess
meter is used to measure the magnetic field at local
locations but cannot directly measure the electromag-
netic force. Wang et al. [15] propose a method to
improve the measurement accuracy of imbalance iden-
tification. It uses a controllable electromagnet to gen-
erate the controllable electromagnetic force to attenuate
the unbalance vibration synchronously. The equivalent
magnetic circuit model of the electromagnet is estab-
lished, and the relationship between the coil current and
the dynamic electromagnetic force is analyzed by the

FEM. Xu et al. [16] build a test platform for push-
pull characteristics of a double-actuator electromechan-
ical converter to test and analyze its static and dynamic
characteristics.

To accurately analyze the axial bearing’s dynamic
characteristics: the dynamic force of the axial bearing
at different AC frequencies, including parameters such
as amplitude and phase, which reflect the real dynamic
performance of the axial bearing in actual engineering
experiments. Then use Ansys Maxwell to perform FE
simulation to seek a simulation model that can truly
reflect the actual experimental results. Experiments
show that there are apparent errors in the method of cal-
culating the dynamic force of the axial bearing by using
the initial measurement of the gap because the stator and
rotor gap will change with the dynamic force. In this
paper, the calculation method of “analyzing the dynamic
performance of the bearing with the actual gap after the
DC component is energized as the calculation gap” is
proposed. Considering the resonance of the table, we can
calculate the dynamic characteristics of the axial bearing,
which can significantly reduce the calculation error and
ensure that the calculation error of amplitude and phase
within 100 Hz is less than 5%. The above methods are of
great significance to the engineering application of axial
electromagnetic bearings.

II. INTRODUCTION TO THE EXPERIMENT

Theoretically, ignoring the core’s magnetization and
assuming that there is no electrical energy exchange
between the coil and the power supply, assuming that
the magnetic flux density remains constant. According
to the principle of virtual displacement, the magnitude
of the static axial force F generated by the axial bearing
is equal to the partial derivative of the field energy W to
the displacement of the core s:

F =
dW
ds
≈ μ0An2i2

4s2 = k
i2

s2 , (1)

where μ0 represents permeability of vacuum, A and n
are, respectively, the air gap area and winding turns of
the core, i represents the control currents, and s repre-
sents the displacement of the core. The secondary term
coefficients indicate the nonlinear relationship between
the electromagnetic force and the displacement and con-
trol currents. In addition, the dynamic unbalance of the
rotor, the gyroscopic effect of the rigid rotor, and the flex-
ible rotor multi-order modes and vibration patterns also
cause the above nonlinear relationship.

The rotor core is repeatedly magnetized several
times in one revolution (determined by the axial bearing
structure) during rotor rotation. The dynamic character-
istics are nonlinear, with alternating currents of different
frequencies passing through the windings. Moreover, the
actual structure of the bearing is complex, and there are
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other accidental factors. The FE analysis alone is not
enough to correctly reflect the actual dynamic character-
istics of the bearing. Therefore, the dynamic force mea-
surement experiments of the solid structure axial bear-
ings under different AC frequencies are carried out in
this paper.

The schematic diagram of the experimental setup for
dynamic force measurement of solid structure axial bear-
ings is shown in Figure 1. The thrust disk is fixed on
the base, and the axial bearing stator is connected to the
base through three CL-YB-13T/100kg force measuring
sensors. A nut adjusts the gap between stator and disk,
and a stopper can measure the size of the gap with an
error range of ±0.02 mm. The axial force between the
stator and rotor is obtained from the combined force of
the three force sensors.

Fig. 1. Schematic diagram of the experimental setup
for dynamic force measurement of solid structure axial
bearings.

Fig. 2. CL-YB-13T/100kg force measuring sensor.

Figure 2 shows the CL-YB-13T/100kg force sen-
sor. The output signal of the measurement sensor can be
obtained from the peak-to-peak value of the force sen-
sor voltage and the peak-to-peak value of the sensor cur-
rent. According to the relationship between the peak-to-
peak value of sensor voltage and axial force, the peak-
to-peak value of the actual axial force of the device at
each moment can be obtained. In this paper, the envi-
ronment is the atmosphere, and the room temperature
is 15− 20◦C. The computer records the force signal
through the force sensor, transmitter, and data acquisi-
tion card shown in Figure 2. The data sampling fre-
quency is 10− 10,000 Hz. The initial gap of bearing
is adjusted to 0.5 mm, and 5-A DC with an AC of ampli-
tude 2 A is passed into the winding. The winding tem-
perature is 30◦C before the experiment, and the AC fre-
quency is set to vary from 10 to 1000 Hz to record the
force transducer signal. According to the transducer’s
signal characteristics, the axial bearing’s dynamic per-
formance can be obtained, that is, the peak-to-peak value
and average phase of the dynamic force. Similarly, a
total of four sets of experiments with different initial
gaps and different winding currents are subsequently car-
ried out. To avoid the contingency of experimental mea-
surement and improve the accuracy of the experiment,
we measured each group twice. Figure 3 shows the
peak-to-peak values of the electromagnetic force mea-
sured by force measuring sensor concerning the input
AC frequency under different experimental conditions.
As shown in Figure 3 (a), the measurement results of
Group 1 and Group 2 were the same, and the same
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repeated experiments were also carried out for other
groups.

Fig. 3. Peak-to-peak value of dynamic electromagnetic
force for experimental measurement.

It can be concluded that the peak-to-peak value of
the electromagnetic force tends to decrease gradually
with the increase of the AC frequency. In the range of
400–1000 Hz, the peak-to-peak value of electromagnetic
force is in the range of less than 200 N. The smaller
the stator-rotor gap of the axial bearing, the larger the
amplitude of the AC component of the input current in
the winding, the larger the peak-to-peak value of elec-
tromagnetic force, which is more evident in the range
of 0–400 Hz AC frequency, and there is no significant
difference in the range of 400–1000 Hz. In the range
of 100–200 Hz, the peak-to-peak value of electromag-
netic force has significant fluctuations, which may be
related to the self-oscillation frequency of the experi-
mental bearing itself. The peak-to-peak value of electro-
magnetic force at the corresponding multiplier frequency
also has certain fluctuation. Figure 4 shows the average
phase between the electromagnetic force measured by
the force measuring sensor and the input current under
different experimental conditions as a variation of the
input AC frequency.

It can be concluded that the average phase of the
electromagnetic force generally tends to decrease grad-
ually as the AC frequency increases, and this pattern is
well maintained at 0–400 Hz. Due to the influence of the
overall vibration, natural vibration frequency, and mea-
surement error of the test structure, the average phase
of electromagnetic force fluctuates in the range of 0–
400 Hz. The influence is especially obvious in the range
of 400–1000 Hz, where the average phase of the electro-
magnetic force has significant fluctuations. It can be seen
from the results in the figure that the gap between stator
and rotor of the axial bearing and the amplitude of the
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AC component of the input current in the winding has
little effect on the average phase of the electromagnetic
force.

Fig. 4. The average phase between dynamic electromag-
netic force and the input current was measured experi-
mentally.

III. FINITE ELEMENT CALCULATION
MODEL AND CALCULATION METHOD

The FEM is used to analyze the dynamic harmonic
field of the electromagnetic axial bearing. When study-
ing the dynamic characteristics of axial bearings, it is
necessary to simplify the actual problem studied, intro-
duce reasonable assumptions, and turn the original prob-
lem into a solvable mathematical problem. Introduce the
following assumptions related to the premises:

1. Ignore the temperature effect of conductor resis-
tivity and assume that the conductor resistivity
remains constant.

2. Reduce the actual three-dimensional field problem
to a two-dimensional axisymmetric field problem.

3. Ignore the hysteresis effect of the material and the
leakage effect in the loop.

4. The gap length between the stator and rotor is uni-
form.

The axial bearing of the experimental device is a cir-
cumferentially symmetric structure, and the loads in all
directions can be regarded as uniform. Therefore, the
axisymmetric field is used to calculate the FE solution
using Ansys Maxwell. For this purpose, an FE model
is established, as shown in Figure 5. In the selection of
the size of the current winding, since the software can
directly input the number of turns of the coil, the size
of the model has no strict size. Just enter the number
of turns to meet the actual working conditions. Figure 5
shows the simplified model of the experimental setup,
and Table 1 shows the model’s parameters.

For the electromagnetic axial bearing model, the
coils are wound from copper wire, and the material used
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Table 1: Basic parameters of the axial bearing model
Design parameters Numerical

value

Magnetic pole form Single wire
channel

Inner ring pole inner radius, r, mm 45
The outer radius of the inner ring
pole, a, mm

55

The inner radius of the outer ring
pole, b, mm

84

Outer pole outer radius, R, mm 90
Total stator thickness, Hmax, mm 30
Wire groove depth, h, mm 21
Stator material 45 steel
The radius of thrust disk, R, mm 90
The thickness of thrust disk, m, mm 15
Thrust disc material 45 steel
Electromagnetic wire
specifications, number of turns

∅1.2,135

Formula calculation 0.5 mm air gap
bearing DC inductance, mH

72

Maximum current, A 10

Table 2: Simulation parameters of electromagnetism of
axial bearing

Simulation

parameters

45 Steel Pure copper

Electrical
conductivity, S/m

4.5 × 10 ˆ 6 5.8 × 10 ˆ 7

Resistivity, Ω*m 2 × 10 ˆ –7 2.55× 10 ˆ –8

for the thrust disc and stator is 45 steel, respectively. The
rest is air. Table 2 gives the relevant materials’ required
resistivity and relative magnetic permeability.

Time-varying currents flowing in a conductor pro-
duce a time-varying magnetic field in planes perpendic-
ular to the conductor. In turn, this magnetic field induces
eddy currents in the source conductor and any other con-
ductor parallel to it. Eddy currents are calculated by
solving for A and φ in the field equation:

∇× 1
μ
(∇×A) = (σ + jωε)(− jωA−∇φ), (2)

where A represents the magnetic vector potential, φ rep-
resents the electric scalar potential, μ is the absolute
magnetic permeability, ω is the angular frequency at
which all quantities are oscillating, σ is the conductiv-
ity, and ε is the absolute permittivity. The current plot
of flux lines produced by eddy currents computed in a
structure by Ansys Maxwell is shown below.

Substitute the structural parameters into Ansys
Maxwell and run it to change the current frequency

Fig. 5. Simplified model of the axial bearing.

Fig. 6. Magnetic lines of force and magnetic field distri-
bution of the test axial bearing.

of the input AC to obtain the dynamic characteristics
of the axial bearing, such as electromagnetic force and
phase under various frequency excitations. Differences
between Ansys Maxwell calculations and experimental
measurements are then analyzed.
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IV. COMPARISON OF EXPERIMENTAL
DATA AND CALCULATIONS

A. Static electromagnetic force and magnetic field
conditions

The component of the Lorentz force due to current
in a magnetic field is

F =
∫

Vol
(J×B)dVol, (3)

where J represents the current density and B represents
the magnetic flux density. Using Ansys Maxwell analy-
sis, the gap between the stator and the thrust disk is 0.5
and 0.8 mm, and the comparison between the measured
static force and the software calculated electromagnetic
force when the input current of the experimental axial
bearing is 1–10 A as shown in Figure 7.

While the current increases to a certain extent,
the growth rate of the electromagnetic force decreases
significantly, mainly due to the rise of the magnetic
leakage flux, and the material reaches its magnetiz-
ing saturation. It is shown that the software simu-
lation results are in good agreement with the experi-
mental measurement results when calculating the static
electromagnetic force. The static electromagnetic force
becomes more significant with the increasing ampli-
tude of the input DC in the winding. Meanwhile,
the smaller the gap between the axial bearing stator
and rotor, the larger the value of static electromagnetic
force.

B. Comparison of experimental measurement and
simulation of dynamic electromagnetic force

The virtual force in an eddy current problem is com-
puted the same way as virtual force in a magneto-static
problem. The only difference is that the average value of
force over time is computed - not the instantaneous force
at a given time. The time-averaged (or DC) force and AC
force can be determined by

F =
1
2

∫
Re
∣∣∣�J×�B

∣∣∣dV. (4)

Fig. 7. Comparison of measured static force and software
calculated electromagnetic force.

Fig. 8. Gap 0.8 mm, 5 A DC + 5 A AC simulation calcu-
lation compared with experimental measurement.

And instantaneous force is the sum of the time-
averaged (or DC) force and the AC force:

FINST = FDC +FAC. (5)

The gap between the bearing stator and the thrust
disk is set to 0.8 mm, and a 5-A DC and an AC of 2-
A amplitude are passed into the winding. The calcula-
tion time is set to 1.5 s, the calculation step is 0.0005
s, and the AC frequency is varied from 10 to 100 Hz.
Figure 8 shows a comparison between simulation calcu-
lation result and experimental measurement. The overall
change trend of the two is consistent, and the electromag-
netic force tends to decrease with the increase of the AC
frequency. The causes of the errors are discussed below.

C. Error source: The gap between stator and thrust
disk

Since the input current in the winding has both DC
and AC components, the instantaneous value of the cur-
rent in the winding is different at different moments,
which causes the change of the transient electromag-
netic force on the thrust disk at other moments. The gap
between the stator and the thrust plate changes dynam-
ically. Figure 9 shows the magnitude of static electro-
magnetic force calculated for different gaps at 100-Hz
frequency. It can be concluded that the gap has a signifi-
cant influence on the magnitude of axial electromagnetic
force. The smaller the air gap, the larger the electromag-
netic force. The gap and static electromagnetic force are
approximately linearly distributed.

The variation of dynamic electromagnetic force
under different gaps with the same excitation current is
shown in Figure 10. Force oscillates at twice the fre-
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Fig. 9. Effect of the gap on the magnitude of static axial
electromagnetic force.

Fig. 10. Effect of the gap on the magnitude of the
dynamic axial electromagnetic force.

quency of the source current and magnetic field:

fF =
1

T F
= 2 fS, (6)

where fF is the frequency of the force, fS is the frequency
of the source current and magnetic field, and TF is the
period of the force. The smaller the air gap, the larger the
generated electromagnetic force, but the electromagnetic
force waveform (half-sine wave) remains constantly.

If the actual value of the air gap between stator and
thrust disk is considered in the simulation calculation,
the calculation process is more complicated and time-
consuming. Therefore, this paper will use the actual
gap after the DC component is electrified as the calcula-
tion gap to analyze the dynamic performance of bearings.
This means that applies a DC, which has the magnitude
of the experiment’s DC to the winding, and the actual

Table 3: Effect of gap variation on stiffness for different
currents
Current Gap Static force Stiffness, K
0 A 0.5 mm
3 A 0.46 mm 1839 N 45975 N/m
5 A 0.43 mm 3539 N 50557.14 N/m
7 A 0.41 mm 4576 N 50844.44 N/m
10 A 0.39 mm 5933 N 53936.36 N/m
Current Gap Static force Stiffness, K
0 A 0.8 mm
3 A 0.78 mm 893.3 N 44665 N/m
5 A 0.755 mm 2154 N 47866.67 N/m
7 A 0.735 mm 3175 N 48846.15 N/m
10 A 0.71 mm 4328 N 48088.89 N/m

gap between the stator and the thrust disk is measured at
this time as the calculated gap.

The test clearance is measured by hand, and there
may be some errors. To verify the accuracy of the mea-
surement results, the axial bearing stiffness is calculated
by measuring multiple sets of data using the character-
istic of constant axial bearing stiffness. The accuracy of
the measured gap values is verified by applying a DC
with the magnitude of the experimental DC component
to the winding. The axial bearing stiffness is as follows:

Material stiffness(K) =
static force(F)

Gap change(δ )
. (7)

As shown in Table 3, the stiffness values are calcu-
lated separately for each case.

The calculated values of the corresponding static
force stiffness were mainly within the same range of val-
ues. It is considered that the above manual measurement
gap results are more reliable. The gap between the sta-
tor and the thrust disk is held to be 0.5 mm, and 0.43
mm is used as the calculated gap for the Ansys Maxwell
calculation when the current in the winding is 5-A DC
component + 2 A/5 A AC components; the gap is 0.8
mm, and 0.755 mm is used as the calculated gap when
the current in the winding is 5-A DC component + 2 A/5
A AC component.

D. Error source: The resonant frequency of the axial
bearing itself and other

Due to the existence of resonant frequencies in the
experimental bearing itself, the actual experimental mea-
surement results have certain fluctuations. To com-
pare with the simulation results, the experimental results
should be somewhat smoothed and the AC frequencies
in the resonant frequency range should be considered
separately. In addition, the response frequency of the
force transducer used in the experiment is less than 500
Hz, which will lead to a larger measurement error of the
phase and amplitude of the electromagnetic force in the
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larger AC frequency range. The calculated result of the
electromagnetic force is only close to the measurement
result in 100 Hz.

E. Comparison of electromagnetic force peak-to-peak
experiment and simulation results

Based on the above error source analysis, the peak-
to-peak value of electromagnetic force is simulated and
the calculation result is shown in Figure 11.

The calculation error of electromagnetic force
amplitude within 100 Hz is less than 5%. The amplitude
of electromagnetic force within 100–300 Hz is influ-
enced by the resonant frequency of the axial bearing
itself, and the experimental results differ greatly from the
simulation results. In the calculation range of more than
300 Hz, the experimental results are different from the
simulation results due to the measurement error of the
test force transducer and the simplification of the sim-
ulation model, but the overall trend of the two is the
same. The simulation calculation results after certain
error elimination are of great significance for the actual
experimental measurement.

Fig. 11. Comparison between the experimental results
and simulation results of electromagnetic force peak-to-
peak value.

F. Comparison of experimental measurement and
simulation of electromagnetic force mean phase

According to the experimental measurement dia-
gram, the gap between the stator and rotor of the axial
bearing has little effect on the average phase of the elec-
tromagnetic force. To further investigate the influence of
the gap between the stator and rotor of the axial bear-
ing on the average phase of the electromagnetic force,
the influence on the average phase of the electromag-
netic force at different gaps is calculated by using the
software. Figure 12 shows the calculated values of the
average phase of the electromagnetic force at different
frequencies and gaps.

According to Figure 12, the phase difference
between the axial bearing electromagnetic force and the
input current is related to the AC frequency and has
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Fig. 12. Effect on the average phase of electromagnetic
force with different gaps.

Fig. 13. Comparison between the experimental results
and simulation results of the electromagnetic force
phase.

little relationship with the gap between the stator and
the thrust disc. To further investigate the compari-
son between the simulation calculation results and the
experimental results of the average phase of electromag-
netic force after the above error analysis, the compari-
son between the simulation calculation results and the
experimental results of the average phase of electromag-
netic force at 0.8-mm gap is calculated by using Ansys
Maxwell as shown in Figure 13.

The calculation error of the electromagnetic force
phase is similar to its amplitude calculation. When the
AC frequency is within 100 Hz, the error between the
calculated simulation results and the experimental mea-
surement is less than 5%. When the AC frequency in the
circuit is greater than 100 Hz, the calculation results of
the electromagnetic force phase deviate from the exper-
imental measurement results due to resonance and mea-
surement errors. The phase deviation between the elec-
tromagnetic force and the current may be reversed by
180◦ because of the limitation of the measuring instru-
ment. The measurement error of the phase is not dis-
cussed in detail here. If this part of the deviation is con-
sidered, the actual measurement results of the phase and
the simulation results will also have better compliance
in a larger range of AC frequency. It can be seen that
the simulation calculation results after eliminating cer-
tain errors are of great significance to the actual experi-
mental measurement.

V. CONCLUSION

To accurately evaluate the axial bearing perfor-
mance at the design stage and accurately calculate the
dynamic performance of the bearing, including parame-
ters such as amplitude and phase. This paper compares
the differences between the experimental measurement
results and the simulation results and finds that the sim-
ulation results are of good guidance for the actual mea-
surement of the axial bearing electromagnetic force.

1. When calculating the static electromagnetic force,
the software simulation results agree with the exper-
imental measurement results. The larger the ampli-
tude of the input DC in the winding, the larger
the static electromagnetic force. Meanwhile, the
smaller the gap between the axial bearing stator and
rotor, the larger the value of static electromagnetic
force.

2. To measure the dynamic electromagnetic force, this
paper proposes a method to eliminate the error from
the perspective of error sources. The calculation
method of “analyzing the dynamic performance of
the bearing with the actual gap after the DC com-
ponent is energized as the calculation gap” is pro-
posed. The calculation error of amplitude and
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phase within 100 Hz is less than 5%, which greatly
reduces the calculation error.

3. For the dynamic electromagnetic force measure-
ment, this paper also proposes other possible fac-
tors causing the error: the influence of the overall
vibration, natural vibration frequency, measurement
error of the test structure, the measurement error of
the force transducer, etc.

4. Through experimental measurement and simula-
tion analysis, it is concluded that the gap between
the stator and rotor of the axial bearing has little
effect on the average phase of the electromagnetic
force.

5. When the AC frequency in the circuit is greater than
100 Hz, the factors such as resonance, the influence
of the overall vibration, natural vibration frequency,
measurement error, and measurement instrument
limitation lead to a large deviation between the cal-
culation result and the experimental measurement
result of the electromagnetic force phase.

After certain error elimination, the simulation cal-
culation results are of great significance for the actual
experimental measurement.
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Abstract – This paper presents a dual-band slot antenna
using substrate integrated waveguide (SIW) technology
at 26 and 28 GHz. High loss is one of the main chal-
lenges faced by 5G base station network due to the se-
vere path loss at high frequency. Hence, high gain an-
tennas are required for 5G base station applications to
overcome path loss issue. Hence, this work designs a
high gain SIW antenna based on slot technology to excite
dual-bands with high gain capability. The antenna is de-
signed with two slots shaped to resonate at two different
frequencies: 26 and 28 GHz. The antenna is analyzed us-
ing CST software and fabricated on Roger RT5880 sub-
strate with permittivity of 2.2 and lost tangent of 0.0009
with thickness of 0.508 mm. The design operates at 26
and 28 GHz with measured reflection coefficients less
than -10 dB. Measured high gains of 8 and 8.02 dB are
obtained at 26 and 28 GHz, respectively. Overall, the an-
tenna showed good performance that would benefit the
fifth-generation applications.

Index Terms – Millimeter-wave antenna, SIW technol-
ogy, (5G) applications.

I. INTRODUCTION

With the development of wireless communication
technology, the dual-band and multiband antennas have
the tendency for future communications due to the ad-
vantages of compactness, high integration, and low cost.
Recently, several promising millimeter-wave bands have
been released for 5G wireless communication systems.
Therefore, broadband dual-band antennas are in demand
for future millimeter-wave wireless applications. For

the design of dual-band antennas, there are two basic
technical challenges which limit the use of this technol-
ogy. This includes simultaneous operation with a com-
pact configuration and broadband operation in each of
the bands.

Several types of dual-band antenna have been inves-
tigated in literature. Normally, two types of dual-band
solutions, namely hybrid antennas and multimode anten-
nas are used. The hybrid dual-band antenna is the com-
bination of antennas resonating at different frequencies,
respectively, but simultaneously fed by only one port.
Furthermore, these antennas operate at different types
of mode or appear to be arranged in a separated aper-
ture. Different types of antennas have been combined
and different types of resonant mode of antennas have
been employed for the dual-band operation, such as the
slot monopole [1], dielectric resonator antenna (DRA)
slot [2], and slot patch [3]. In addition to that, the same
types of antennas with different shapes or sizes have also
been proposed for dual-band operation by using differ-
ent modes of transmission line and separated placement,
such as the substrate integrated waveguide (SIW) fed
slots [4]. An antenna of a modified cavity with two layers
was proposed to realize resonance and directional radia-
tion patterns over a frequency band at millimeter wave in
[5–7]; however, these papers come with complex design
and bulky size.

This paper introduces SIW antenna with slot. This
antenna was implemented using SIW technology with
roger RT 5880 as substrate with thickness of 0.508 mm.
The design is on a fully ground plane, the reflection coef-
ficient of it is less than −10 dB as the result of reflection
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coefficient were obtained from dual-band. The operat-
ing frequency dual-band resonates at 26 and 28 GHz.
The paper is organized as follows. Section II gives a
brief overview of the methodology for the antenna de-
signed consideration. The simulated and measured re-
sults are summarized in Section III. Finally, Section IV
draws conclusions.

II. ANTENNA DESIGN

Figure 1 shows the general structure of SIW which
consists of a rectangular waveguide, two rows of peri-
odic holes, and a substrate in between metal planes [8].
The proposed SIW antennas are designed using Rogers
RT5880 substrate with dielectric constant of 2.2 and loss
tangent of 0.0009, and thickness of 0.508 mm. The vias
diameter, D, and spacing, S, are calculated using equa-
tions in [9]. Figure 2 shows the dimensions of the pro-
posed antennas at millimeter wave with dual-band per-
formance. This design comes with two different shapes
of slot according to different position at the top of metal.
Since SIW design generally works in TE1, 0 mode, m =
1, n = 0. Therefore, the equation for cutoff frequency is
reduced to

fc =
c

2a
, (1)

where a is the total broad side dimension of the rectan-
gular waveguide. Next, ad is the width of dielectric field
waveguide (DFW)

ad =
a√
εr
. (2)

The design equations for SIW, which are found by Wsiw,
are the separation between via rows (center to center)

Wsiw =ad+
D2

0.95S
. (3)

Then, the equations for the separation distance “S” and
diameter “D” control the radiation loss and return loss
are as follows:

λg=
c

f
√

εr
, (4)

Fig. 1. General structure of a substrate integrated waveg-
uide [10].

(a)

(b) (c) (d)

Fig. 2. Simulation structure of the SIW antenna. (a)
Main structure with slots A and B. (b) Design without
slot. (c) Design with slot A. (d) Design with slot B.

D≤ λg

5
, (5)

S≤ 2D, (6)
Figure 2 (a) refers to main shape structure which

consists of two columns as vias at both edges of the struc-
ture to prevent signal from passing through the edges
of the patch, especially when millimeter-wave frequency
loss becomes higher than lower frequency. The final di-
mensions of the structure designed at 26 GHz are shown
in Table 1.

III. DISCUSSION BASED ON PARAMETRIC
STUDY

The distance between vias(s) enables the dual-band
antenna to control losses. Whenever the gap(s) is
smaller, the antenna will achieve less loss because at the
top of vias edges, electric will reflect around vias where
some of them is radiated at the top of patch and the rest
will have pushed downwards to create unwanted feed-
back, which is represented in slot A and slot B, respec-
tively, as can be seen in Figure 2. Slot A creates radiation
at 26 GHz because it depends on the distance between
slots and feed line, slot A has multi-different slots ar-
ranged equally on the middle of antenna to keep angle of
the beam at (0◦) and ensures that it focuses on the target
substrate.
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Table 1: Dimensions of main structure
Variable Name Size (mm)

Ws Width of substrate 2.08 λ
Ls Length of substrate 2.8253 λ
Wp Width of patch 0.675 λ
Lp Length of patch 1.54 λ
Wsiw Width of SIW 0.57 λ
D Diameter 0.069 λ
S Space between vias 0.095 λ
W f Width of feed line 0.268 λ
L f Length of feed line 0.136 λ
Thickness of the substrate 0.044 λ

Fig. 3. Different reflection coefficient of the SIW struc-
ture with vias diameter (0.6 mm) depends on the different
cases slots.

Slot B produces radiation at 28 GHz because of its
size and position. Slot B has greater effect on radiation
because of its position closer to the feed line. This shows
that it is located closer to the main surface current (red
zone). In addition, slot B proved high bandwidth.

The main parameter of this design study is the di-
ameter of vias. When vias is 0.6 mm as can be seen in
Figure 3 design has slot A, slot B and without slots the
reflection coefficient becomes narrow band and it does
not resonate at 26 and 28 GHz. As can be seen in Fig-
ure 4, when the diameter of vias is 1 mm and it has two
slots (slot A and slot B), the reflection coefficient will
not achieve dual-band frequency. When the diameter of
vias is 0.8 mm, the design achieves dual-band resonance
at (23-28) which can be seen in two cases. Based on Fig-
ure 5, this happens when design has slot A and without
any slots.

The structure (prototype) of the proposed antenna
design has been fabricated through standard single-layer
PCB process, as shown in Figure 6, whereas their cor-
responding simulated and measured |S11| are plotted.

Fig. 4. Different reflection coefficient of the SIW struc-
ture with vias diameter (1 mm) depends on the different
case slots.

Fig. 5. Different reflection coefficient of the SIW struc-
ture with vias diameter (0.8 mm) depends on the different
cases slots.

Fig. 6. The fabricated SIW antenna.
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The antenna has only one port working as a feeder, and
both the simulated and measured results indicate that a
good impedance match is achieved when the dual-band
26 to 28 GHz is under the criteria of −10 dB, for both
selected prototypes.

IV. SIMULATION AND FABRICATION
RESULTS

Figure 7 shows the comparison between the simu-
lated and measured reflection coefficients of the antenna
structure in different forms. Through the different design
of antenna structure, the authors anticipate getting S11
of less than −10 dB over high frequency and suitable
bandwidth. Both results demonstrate that the reflection
coefficient stayed below −10 dB at 26 GHz.

Next, Figure 8 shows the measured efficiency and
gain performance of the front-end module. The mea-
sured gains of the front-end module have frequency de-
pendency from −180◦ to 180◦, when the line is a curve
fitting result. The fitting curve has the center frequency

Fig. 7. Simulated and measured S11 of the main structure
which has slot A and B with diameter of vias 0.8 mm.

Fig. 8. Gain and efficiency performance.

Fig. 9. Simulated 3D radiation pattern of the main struc-
ture.

(a)

(b)

Fig. 10. Simulated and measured 2D radiation pattern
(polar) for (a) E-plane and (b) H-plane at 26 GHz.
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of about 26 GHz, and the SIW antenna achieved gains of
8 dB at 26 GHz and 8.03 dB at 28 GHz.

Normally, the radiation pattern of the antenna will
take shape from the edges of the patch, but for SIW, the
majority comes from the slots of the main structure as
shown in the simulated 3D radiation pattern in Figure 9.
The lengths of all slots were around 4.5 mm. The results
proved that the width of the slots is suitable to achieve
dual-band at millimeter wave and suitable for 5G appli-
cations.

The simulated E-plane and H-plane patterns com-
puted at 26 and 28 GHz are presented in Figures 10
and 11. Figure 10 shows the comparison between the
simulated and measured radiation pattern in E- and H-
planes which comes from (slot A) radiating at 26 GHz.
Meanwhile, Figure 11 indicates the comparison between

(a)

(b)

Fig. 11. Simulated and measured 2D radiation patterns
(polar) for (a) E-plane and (b) H-plane at 28 GHz.

(a) (b)

(c) (d)

Fig. 12. Simulated current distributions on the SIW sur-
face of the surface current when (a) design with slots A
and B, (b) design without slots, (c) design with slot A,
and (d) design with slot B.

the simulated and measured radiation pattern coming
from (slot B) which radiates at 28 GHz. From 2D
radiation (polar), the shape of the main beam can be
visualized. This is one of the requirements for 5G
application.

Due to the difference in the slot lengths, two dif-
ferent resonant modes with perturbed fields are excited
within the SIW. Slot A, having longer slot length, radi-
ated at 26 GHz and slot B at 28 GHz. These phenomena
can be better understood with the help of surface current
distribution on the top surface of the antenna at two res-
onant frequencies. Figure 12 shows that the surface cur-
rent density becomes dominant on the lower half of the
antenna and is mostly concentrated around the boundary
of slot B. However, the surface current is almost negli-
gible in the vicinity of slot A. It can be explained in a
similar fashion, where surface current is mostly concen-
trated along the boundary of slot B.
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Table 2: Comparison between this work and some previ-
ous dual-frequency/-band millimeter-wave
Ref. Center

freq. (GHz)

BW

(GHz)

Gain (dB) No.

element

11 28/38 20.4/2.64 13.2/14.6 2 × 2
12 37.5/47 1.1/1.4 5.0/5.7 1
13 2.45/5.19 0.2/0.5 5.02/4.09 1
14 21/26 0.7/0.8 16/17.4 3 × 1
This
work

26/28 2.8/0. 6 8/8.03 1

A comparison between the proposed design and pre-
vious works on dual frequency band millimeter-wave an-
tennas is carried out in Table 2.

V. CONCLUSION

SIW antenna with slots is presented in this work.
The antenna is meant to prove the concept of SIW anten-
nas performance to be followed for millimeter-wave ap-
plications. Roger RT 5880 substrate is suitable for higher
frequency because of the loss. Suitable width of slots and
patch were identified to achieve better results of the 5G
application with high gain and directivity with dual-band
frequency. Gain that was achieved at 26-28 GHz are 8-
8.03 dB, the directivity of dual-band is 8.18-8.22 dB, and
also design provides sufficient impedance bandwidths at
2.8-0.6 GHz.
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Abstract – The transient current pulse (TCP) caused
by the traction network short-circuit fault (TNSF) will
produce a high-strength transient electromagnetic field
(TEMF). The electromagnetic field will interfere with
nearby weak current equipment through the shielded ca-
ble. In this paper, a transient circuit model (TCM) for
the short-circuit traction network is proposed to calcu-
late the transient current. The short circuit is equivalent
to a ring, and the TEMF transient electromagnetic field
is calculated based on the magnetic dipole. The current
response of the TEMF transient electromagnetic field on
the shielded cable is deduced based on the transmission
line theory and verified by experiments. The electromag-
netic interference (EMI) of a TEMF transient electro-
magnetic field to the shielded cable terminal load were
was studied under various incidence angles, azimuth an-
gles, and polarization angles. The results demonstrate
that the greater the incident angle and azimuth angle, the
greater the EMI on the terminal load. The horizontal
distance between the shielded cable head and the short-
circuit point should be greater than 6 m, and the incident
angle should be greater than 45◦. This method can pro-
vide a theoretical basis for the electromagnetic compati-
bility research of traction power supply systems and their
nearby weak current equipment.

Index Terms – Traction network short-circuit current
pulse, transient electromagnetic field, shielded cable,
current response, electromagnetic interference (EMI).

I. INTRODUCTION

Cables are the medium for the effective transmis-
sion of energy and information between systems. Due
to its special structure, it is easy to couple with exter-
nal electromagnetic signals, causing interference or even
damage to the terminal equipment [1]. Cables are also
the main way to introduce electromagnetic interference
(EMI) [2, 3]. Shielded cables cannot completely shield
external magnetic signals. The induced current on the
shielding layer can be coupled to the inner conductor

through transfer impedance [4, 5]. In the traction net-
work system, the harmonic current of the rail will in-
terfere with the communication system nearby. Gener-
ally, there are multiple grounding branches to avoid the
interference of harmonic currents [6]. However, when
a short-circuit fault occurs in the traction network, or
a short-circuit experiment, the amplitude of the short-
circuit current increases rapidly [7], and transient current
pulses (TCP) will be generated. The large transient cur-
rent propagates along the transmission line (TL), which
will form a strong magnetic field and radio interference,
thereby affecting electrical equipment through the cable
[8–11]. Therefore, it is necessary to study the EMI of
the transient electromagnetic field (TEMF) caused by
the traction network short-circuit fault (TNSF) on the
shielded cable terminal load.

In order to analyze the influence of the TNSF on the
shielded cable terminal load, the traction network tran-
sient current and the coupling to the shielded cable need
to be studied. The circuit model of traction power supply
system mainly includes equivalent circuit model, gener-
alized symmetrical component model, and chain circuit
model. Among them, the chain circuit model is more
suitable for the simulation calculation of the traction net-
work, and the generalized symmetric component model
is more suitable for the theoretical analysis of the multi-
rail traction network [12]. These models are mostly used
to calculate current at 50 Hz. When analyzing transient
processes induced by TNSF, however, the parameters at
50 Hz are insufficient, and transmission TL frequency
characteristics must be studied in depth. The electro-
magnetic transients program (EMTP) is used to simu-
late a short-circuit fault by establishing an equivalent cir-
cuit of a substation in [6]. However, the TEMF caused
by short-circuit current pulse is not discussed. Many
studies investigate the transmission TL”s radiation prob-
lem by treating the contact line as a long wire made
up of an infinite number of unit dipoles. For example,
based on transmission TL theory, [13] established a ra-
diation model under impedance matching. An improved
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approximation method based on Hertzian dipole and a
numerical method based on the finite element method al-
gorithm are proposed to calculate the radiation of a coax-
ial cable [14, 15]. The circuit model for conducted and
radiation interference on an electric railway contact line
under the condition of overvoltage is established in [16],
and the two types of interference are analyzed using the
finite difference time domain method and segmented line
technology, with the induced voltage on the cable cal-
culated. However, when the traction network is short-
circuited, a short-circuit loop will be formed. The elec-
tromagnetic radiation model of the contact wire based on
the long wire has limitations.

The coupling models of electromagnetic field to ca-
bles include the classic Taylor Model [17], Agrawal
Model [18], and Rachidi Model [19]. These three cou-
pling models consider electromagnetic coupling in dif-
ferent ways but predict the same results in terms of to-
tal voltage and total current [20]. In [21], the electro-
magnetic radiation generated by the off-line arc of the
electrified railway pantograph is equivalent to the paral-
lel wave excitation. The induced current distribution on
the contact line is studied based on the TL distributed pa-
rameter circuit. A closed time-domain coupling model
is proposed in [22], which can effectively calculate the
time-domain voltage generated by a pulsed electromag-
netic plane wave on an ideal conductive plane. In [23],
the exposed cable is equivalent to a vertical monopole
antenna and studied the coupling model of nuclear elec-
tromagnetic pulses to the exposed cable. These methods
assume that the shielded cable is parallel to the TL and do
not analyze the EMI of the electromagnetic field on the
cable terminal load when it is under different conditions.

In order to study the EMI of the traction network
TCP on the shielded cable terminal load, a transient cir-
cuit model (TCM) is established and the shielded cable
terminal response is calculated. The main contributions
are summarized as follows:

1) Taking into account the single reignition when the
circuit breaker is opened, a TCM for the short-
circuit traction network is established to calculate
the time-domain transient current;.

2) The short-circuited contact wire loop is equivalent
to a loop antenna, and the TEMF is calculated based
on the magnetic dipole;.

3) Considering the transfer impedance and transfer ad-
mittance between the shielding layer and the in-
ner conductor, calculate the current response of the
shielded cable based on the Agrawal Model, and
analyze the EMI according to the power of the
shielded cable terminal load.

The remainder of the paper is organized as follows.
Section II briefly introduces the transient current and

TEMF after the traction network is short-circuited. The
response of the TEMF to the shielded cable terminal load
is described in Section III. Section IV verifies the meth-
ods proposed in this article through simulation experi-
ments and test experiments, and conclusions are drawn
in Section V.

II. THE TRANSIENT PROCESS OF THE
SHORT-CIRCUIT TRACTION NETWORK

The circuit breaker of the traction substation will
open due to a short-circuit fault in the traction network,
cutting off the contact wire. The electromagnetic field
and electromagnetic energy will change as a result of the
short circuit and the circuit breaker opening. The gen-
erated electromagnetic wave propagates along the line,
causing a transient oscillation process. The frequency
of the oscillation is determined by the transmission TL”s
wave impedance, transmission time, and associated ca-
pacitance and inductance. A TCM for the short-circuit
traction network is established to calculate the transient
current and the TEMF.

A. TCM for short-circuit traction network

In addition to contact wire and rail, there are other
auxiliary wires in the traction network. According to
the Carson theory [24], each wire forms a loop with the
ground, and the self-impedance of each wire and the mu-
tual impedance between them can be calculated. Due
to the admittance between the rail and the ground, part
of the rail current flows into the substation to form a
ground current. A part of the ground current returns
to the substation through the grounding network. Tak-
ing into account the leakage reactance of the rail to the
ground, the simplified double-wire traction network cir-
cuit model is shown in Figure 1. zI and zII are the self-
impedances of the two contact wire-ground loops, and
zI = zII. zIII is the impedance of the rail-ground loop.
zI−III is the mutual impedance between the two loops.
The admittance per unit length between the rail and the
ground is Y . ZE is the grounding resistance of the trac-
tion substation, and Z0 is the characteristic impedance of
the rail.

According to the contact wire I-rail circuit, we
can get,

U̇1−U̇ ′
1 = zI İl−

∫ l

0
zI−IIIİT (x)dx

+
∫ l

0
zIII İT (x)dx− zI−IIIİl

=

(
zI−

z2
I−III

zIII

)
İl +

(zIII− zI−III)
2

2zIII
√

zIIIy

·
[(

1− e−γl
)
− 2ZE +Z0e−γl

Z0 +2ZE

(
e−γl−1

)]
· İ.

(1)
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Therefore, the impedance per unit length of the con-
tact wire is

Z′T = R′T + jωL′T =
U̇1−U̇ ′1

İl

=

(
zI− z2

I−III
zIII

)
+

(zIII−zI−III)
2

2zIII
√

zIIIy

·
[(

1− e−γl
)− 2ZE+Z0e−γl

Z0+2ZE

(
e−γl−1

)] · 1
l ,

(2)

where γ is the propagation coefficient of the trail. γ =
√

zIIIy, and Z0 =
√

zIII
/

y. Traction network impedance
includes linear components and nonlinear components.
It can be seen that when l is large, the nonlinear compo-
nents can be ignored in a sinusoidal steady state circuit.
However, when the current frequency is high, the nonlin-
ear components cannot be ignored. zI, zII, zIII, and zI−II
can all be calculated according to the traction network
parameters [25].

When the traction network is short-circuited, the
contacts of the circuit breaker will be disconnected, and
an arc will be generated. The arc will be extinguished
when the current crosses zero. Circuit breaker arc is
the main cause of high-frequency transient current and
TEMF. The frequency of multiple reignitions caused by
circuit breaker opening can reach 1 MHz [26]. The elec-
tromagnetic wave wavelength λ is 300 m. Based on
the lumped parameter model of the contact wire, we es-
tablished a TCM for traction network short-circuit, as
shown in Figure 2.

It includes traction transformers, circuit breakers,
and contact wires. D is the length of a power supply arm,

and the distance between the short-circuit point and the
substation is l. uS is a 27.5 5-kV AC voltage source pro-
vided by the substation for the contact wire. RS and LS
are the equivalent resistance and inductance of the trans-
former in the substation, respectively. They can be calcu-
lated by the electrical parameters of traction transformer.

C′T is the capacitance per unit length of the contact
line to the ground, and it is

C′T =
2πε0

ln
(
2h
/

a
) , (3)

where a and h are the radius and height of the contact
wire, and ε0 is the vacuum dielectric constant.

B. The transient current

Suppose that when t = 0, the traction network is
short-circuited, and when t = t1, the contacts of the cir-
cuit breaker are disconnected. Before the traction net-
work is short-circuited, the traction system works nor-
mally. The voltage on the contact wire is uS (t) =
US sin(ωt +ψ0u), and the frequency is 50 Hz. The
impedance of the train body is X , while the equivalent re-
sistance, equivalent inductance, and ground capacitance
of the short-circuit point to the substation are RT , LT , and
CT , respectively. As a result, the current flowing across
the contact wire is

i(t≤0) (t) =
US sin(ωt +ψ0u−ϕ0)√

(RS +RT )
2 +
(
ωLS +ωLT +ωCT − 1

X

)2
.

(4)
The voltage on the CT is

uc(t≤0) (t)=
US
∣∣ωCT − 1

X

∣∣cos(ωt +ψ0u−ϕ0)√
(RS +RT )

2 +
(
ωLS +ωLT +ωCT − 1

X

)2
,

(5)
where ψ0u is the initial phase of us, and ϕ0 is the phase
difference between the voltage and current before the
contact wire is short-circuited. So,

tanϕ0 =
ω (LS +LT +CT )− 1

X
RS +RT

. (6)

When t = 0, the contact wire is short-circuited. Ac-
cording to Figure 2, the transient circuit can be expressed
as

(LS +LT )CT
d2uc (t)

dt
+(RS +RT )

CT
duc (t)

dt
+uc (t) = uS (t) . (7)

According to the initial values provided by equation
(4) and (5), the current i(t) when 0 < t ≤ t1 can be cal-
culated, as

i(0<t≤t1) (t) =
US cos(ωt +ψ0u−ϕ1)

W1

+A1P1CT eP1t +A2P2CT eP2t , (8)
where ϕ1, W1, P1, P2, A1, and A2 are,

ϕ1 = arctan
ω (LS +LT )− 1

ωCT

RS +RT
, (9)
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W1 =

√
(RS +RT )

2 +

(
ω (LS +LT )− 1

ωCT

)2

, (10)

P1 =− RS +RT

2(LS +LT )
+

√(
RS +RT

2(LS +LT )

)2

− 1
(LS +LT )CT

,

(11)

P2 =− RS +RT

2(LS +LT )
−
√(

RS +RT

2(LS +LT )

)2

− 1
(LS +LT )CT

,

(12)

A1 =
1

P1−P2

[
W2−P2

(
W3−US sin(ψ0u−ϕ1)

ωCTW1

)]
,

(13)

A2 =
1

P2−P1

[
W2−P1

(
W3−US sin(ψ0u−ϕ1)

ωCTW1

)]
.

(14)
In A1 and A2, W2 and W3 are, respectively,

W2 =
US sin(ψ0u−ϕ0)

CT

√
(RS+RT )

2+(ωLS+ωLT+ωCT− 1
X )

2

− US cos(ψ0u−ϕ1)
CT W1

,
(15)

W3=
US
∣∣ωCT − 1

X

∣∣cos(ψ0u−ϕ0)√
(RS +RT )

2 +
(
ωLS +ωLT +ωCT − 1

X

)2
. (16)

When t = t1, the contact of the circuit breaker is
disconnected and an arc is generated. When the current
crosses zero, the arc is extinguished, and the contact wire
is truly disconnected. According to Figure 2, we can get,

LSCT
d2uc (t)

dt
+RSCT

duc (t)
dt

+uc (t) = uS (t) . (17)

Therefore, it can be deduced that the current when t
> 0 is

i(t>t1) (t) =
US sin(ω(t−t1)+ψ0u−ϕ1−ϕ2)√

R2
S+
(

ωLS− 1
ωCT

)2

+A3P3CT e−P3(t−t1) +A4P4CT e−P4(t−t1),

(18)

where ϕ2, P3, P4, A3, and A4 are, respectively,

ϕ2=arctan
ωLS− 1

ωCT

RS
, (19)

P3 =− RS

2LS
+

√(
RS

2LS

)2

− 1
LSCT

, (20)

P4 =− RS

2LS
−
√(

RS

2LS

)2

− 1
LSCT

, (21)

A3 =
1

P3−P4

[
i0<t≤t1 (t1)

CT
−P4 (W5−W4)

]
, (22)

A4 =
1

P4−P3

[
i0<t≤t1 (t1)

CT
−P3 (W5−W4)

]
. (23)

In A3 and A4, W4 and W5 are, respectively,

W4 =
US√

R2
S +
(

ωLS− 1
ωCT

)2
, (24)

W5 =
US sin(ωt1 +ψ0u−ϕ1)

ωCTW1
+A1eP1t1 +A2eP2t1 . (25)
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Fig. 3. Segmentation calculation of the electromagnetic
field in a loop circuit.

After the arc is extinguished, the current quickly de-
cays to zero. Through Fast Fourier Transform (FFT)
transformation, the frequency spectrum of transient cur-
rent can be obtained.

C. The transient electromagnetic field

The oscillating wave generated by the transient cur-
rent becomes the disturbance source, radiating the TEMF
energy to the surrounding space. When the distance be-
tween the short-circuit point and the substation is less
than λ

/
4, and the height between the circuit point and

the ground is less than λ
/

4, the current direction at all
points on the line can be considered to be same. There-
fore, we take the closed loop as a loop antenna and di-
vide it into Q small circles, as shown in Figure 3. The
radius of the small circle is da and meets da << λ . The
shielded cable head is P. The horizontal distance from
the substation is Dx. rq is the distance from the q-th
small circle to P. Dy is the vertical distance between the
shielded cable and the rail.

The electromagnetic field at P is the superposition of
the electromagnetic fields generated by each small ring.
rs is the distance from P to the short-circuit point, which
can be expressed as

rs =
√

h2 +D2
y + |l−Dx|2. (26)

Let φq be the angle between the x x-axis and the pro-
jection of rq on the xoy plane, and θq be the angle be-
tween rq and the z z-axis. According to the electromag-
netic field theory, when the shielded cable is in the near
field of the radiation field, the electromagnetic field at P
can be expressed as

E =
Q

∑
q=1

dEφq =
Q

∑
q=1
− jkη

Ida2

4r2
q

sinθqe− jkrq , (27)
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H =
Q

∑
q=1

√
dH2

rq +dH2
θq

=
Q

∑
q=1

Ida2

2r3
q

√
(cosθq)

2 +
1
4
(sinθq)

2 · e− jkrq ,

(28)

where I and f are the effective value and frequency of the
transient current, and c is the speed of the wave in free
space. η ≈ 377 Ω for wave impedance in free space,
k = 2π f

/
c for propagation constant. Q small circles are

represented in the form of a matrix. The distance be-
tween the small circle in m row and n column to P can
be expressed as,

rmn =
√
((2m−1)da)2 +D2

y + |Dx− (2n−1)da|2,
(29)

where 1≤ m≤ h
/

2da, 1≤ n≤ l
/

2da.
Let Dxx = |Dx− (2n−1)da|, Dxx =

|Dx− (2n−1)da|; the TEMF at P can be expressed as

E =
h/2da

∑
m=1

l/2da

∑
n=1

− j60π2 f · Ida2

cr3
mn

√
D2

y +D2
xx · e− jkrmn ,

(30)

H =
h/2da

∑
m=1

l/2da

∑
n=1

Ida2

2r4
mn√

(2m−1)2 da2 +
1
4

D2
y +

1
4

D2
xx · e− jkrmn . (31)

It can be seen that the TEMF generated by the TNSF
on the shielded cable is related to the height of the con-
tact wire, the distance from the short-circuit point, the
amplitude and frequency of the transient current, and the
location of the shielded cable.

III. THE RESPONSE ON THE SHIELDED
CABLE

If the cables of weak-current equipment are ex-
posed, they are easily coupled by electromagnetic fields.
Disturbance voltage and disturbance current are induced
and enter the equipment along the inner conductor to
cause EMI. We calculated the response of the TEMF on
the shielded cable based on the transmission TL theory.
A shielded cable includes a shielding layer and an inner
conductor, which is defined as two independent trans-
mission TLs. The electromagnetic field generates cur-
rent and voltage on the shielding layer. The voltage and
current on the shielding layer generate current and volt-
age on the inner conductor through transfer impedance
and transfer admittance.

A. The voltage and current on the shielding layer

Let the incident angle, the azimuth angle, and the
polarization angle of the electromagnetic field be ϕ , ψ ,
and α , respectively. The Agrawal model decomposes
the incident field into the excitation field component that
does not depend on the shielding structure and the scat-

k̂reEinE

1eZ 2eZ

'eZ x

'eY x
'SV x x

1V 2V

eI x eI x x

0x x x x x L

k̂

scV x scV x x eV x

Fig. 4. The equivalent circuit of the shielding layer.

tered field component due to the induced charge and in-
duced current on the shielding layer. Treating the shield-
ing layer as an external transmission line (ETL), the
equivalent circuit coupled to the shielding layer is shown
in Figure 4. Cable length is L. hc is the height from
the ground. V1 and V2 are the lumped voltage sources at
the ETL’s two ends, and V ′S (x) is the excitation voltage
source along the direction of the ETL. Load impedances
at both ends of the ETL are Ze1 and Ze1, respectively.
Z′e and Y ′e are the ETL’s unit impedance and unit admit-
tance, which can be calculated using the shielded cable’s
parameters. The scattering field voltage is Vsc (x), the in-
cident field is Ein, and the ground reflection field is Ere.
k̂ represents the direction of the plane wave generated by
the electromagnetic field.

Assume that the incident field spectrum is E0 (ω).
According to the components of Ein and Ere along the
ETL, V ′S (x), V1, and V2 can be deduced.

V ′S (x) = jk2hcE0 (ω)sinϕ ·
(

cosα sinϕ cosψ
+sinα sinψ

)
e− jkxx,

(32)

V1 ≈−2hcE0 (ω)cosα cosϕ, (33)

V2 ≈V1e− j cosϕ cosψkL, (34)

where k = 2π
/

λ , k = 2π
/

λ and kx = k cosϕ cosψ . From
Figure 4, we can get

d
dx

[
Vsc (x)
Ie (x)

]
+

[
0 Z′e
Y ′e 0

][
Vsc (x)
Ie (x)

]
=

[
V ′S (x)

0

]
. (35)

Referring to [27], the current Ie (x) and scattered
voltage Vsc (x) at the x of the TL can be expressed in the
form of Green’s function. Therefore, Ie (x) and Vsc (x)
can be expressed as

Ie (x) = K1erex +K2e−rex +K3e− j cosϕ cosψkx, (36)

Vsc (x) =− 1
Y ′e

[
K1reerex−K2ree−rex

− jk cosϕ cosφK3e− j cosϕ cosψkx

]
,

(37)
where re =

√
Z′eY ′e is the propagation constant of the

ETL. K1, K2, and K3 are
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'SiV x x

iI x iI x x

0x x x x x L

iV x iV x x
'SiI x

Fig. 5. The equivalent circuit of the inner conductor.

K1 =
1

2Ze0 [1−ρe1ρe2e−2reL]⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V ′x

⎡⎣−e−r+e L
(

1
r+e

+ ρe1
r−e

)
+ρe2e−2reL

(
1

r−e
+ ρe1

r+e

) ⎤⎦
+V1

[
(1−ρe1)ρe2e−2reL

+(1−ρe2)e−r+e L

]
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
, (38)

K2 =
1

2Ze0 [1−ρe1ρe2e−2reL]⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
V ′x

⎡⎣ ρe1e−r+e L
(

1
r+e

+ ρe1
r−e

)
−
(

1
r−e

+ ρe1
r+e

) ⎤⎦
−V1

[
(1−ρe1)
+(1−ρe2)ρe1e−reL

]
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
, (39)

K3 =
V ′x

2Ze0

(
1

r−e
+

1
r+e

)
. (40)

V ′x is

V ′x = j2khcE0 (ω)sinϕ
(

cosα sinϕ cosψ
+sinα sinψ

)
. (41)

Ze0 =
√

Z′e
/

Y ′e is the characteristic impedance of the
ETL. ρe1 and ρe2 are the reflection coefficients at the two
ends of the ETL, and they are

ρe1 =
Ze1−Ze0

Ze1 +Ze0
, (42)

ρe2 =
Ze2−Ze0

Ze2 +Ze0
. (43)

The propagation constants r+e and r−e are,
r+e = re + jk cosϕ cosψ, (44)
r−e = re− jk cosϕ cosψ. (45)

The total voltage at the x of the TL is

Ve (x) =Vsc (x)−
∫ hc

0
Eindz

=Vsc (x)−hcE0 (ω)cosα cosϕ. (46)

B. The voltage and current on the inner conductor

The current on the shielding layer penetrates into the
shielded cable and generates an excitation source on the
inner conductor. Taking the inner conductor as the Inner
Transmission Line (ITL), its equivalent circuit model is
shown in Figure 5.

Load impedances at both ends of the ITL are Zi1 and
Zi2. Z′i and Y ′i are the ITL’s unit impedance and unit
admittance, which can be calculated using the shielded
cable’s parameters. V ′Si (x) and I′Si (x) are the excitation
voltage source and current source on the ITL.

V ′Si (x) = Z′t Ie, (47)
I′Si (x) =−Y ′t Ve, (48)

where Z′t and Y ′t are transfer impedance and transfer ad-
mittance, and their values refer to [28] and [29]. Ac-
cording to the Baum–Liu–Tesche (BLT) equation [30],
the current and voltage at both ends of the ITL can be
deduced as[

Ii (0)
Ii (L)

]
=

1
Zi0

[
1−ρi1 0

0 1−ρi2

][−ρi1 eriL

eriL −ρi2

]−1 [ Si1
Si2

]
,

(49)[
Vi (0)
Vi (L)

]
=

[
1+ρi1 0

0 1+ρi2

][−ρi1 eriL

eriL −ρi2

]−1 [ Si1
Si2

]
,

(50)
where Zi0 is the characteristic impedance of the ITL. ρi1
and ρi2 are the reflection coefficients at the two ends of
the ITL. ri =

√
Z′iY ′i is the propagation constant of the

ITL. Si1 and Si2 can be obtained by integrating V ′Si (x)
and I′Si (x), which are

Si1 =
1
2

K1
(
Z′t −Z′e f

) e(ri+re)L−1
ri + re

+
1
2

K2
(
Z′t +Z′e f

) e(ri−re)L−1
ri− re

+
1
2

K3

(
Z′t +Z′e f

jkx

re

)
e(ri− jkx)L−1

ri− jkx
, (51)

Si2 =
1
2

eriLK1
(
Z′t −Z′e f

) e(re−ri)L−1
re− ri

−1
2

eriLK2
(
Z′t −Z′e f

) e−(ri+re)L−1
ri + re

−1
2

eriLK3

(
Z′t −Z′e f

jkx

re

)
e−(ri+ jkx)L−1

ri + jkx
, (52)

where Z′e f = jreriSs
/

ω , Z′e f = jreriSs
/

ω and kx =
k cosϕ cosψ . When ignoring the propagation loss of the
ETL and the ITL, then Z′e f = jk2Ss

/
ω . Ss is the elec-

trostatic shield leakage parameter of the shielded cable.
Through the inverse FFT transform, the current response
in the time domain can be obtained.

When the impedance of the shielded cable terminal
load is Z, its power is

PdBW = 10lg
(

ii (t)
2 ·Z
)
. (53)

If PdBW exceeds the rated power of the terminal load,
the terminal load will be disturbed or even damaged.

IV. EXPERIMENT

The TNSF can be simulated by a short-circuit
experiment, and the traction network short-circuit
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Fig. 6. The experimental site.

experiment is realized by a short-circuit device and a
high-voltage circuit breaker. The short-circuit device is
composed of a pantograph, a high-voltage electrical cab-
inet, and a short-circuit grounding shoe. It is placed at
the short-circuit point to realize the connection between
the contact wire and the rail. The experimental site is
shown in Figure 6. The power quality analyzer (E6100)
is used to test the short-circuit current. The EMI test
receiver is used to test the current generated by the low-
frequency magnetic field, and the spectrum analyzer is
used to test the voltage generated by the high-frequency
electric field. The distance from the short-circuit point
to the substation is 30 m. The length of the shielded ca-
ble is 5 m, the height of the head is 1 m, and the vertical
distance from the rail is 2 m. The impedance of the spec-
trum analyzer is 50 Ω, and the rated power is 30 dBm.
The traction network short-circuit experiment process is
shown in Figure 7.

Based on the actual traction network parameters, we
calculate the transient current and the response of the
shielded cable through the method proposed in Sections
II and Section III. The calculated results are compared
with the experimental results. The EMI on the terminal
load is also analyzed.

A. Transient current

In the short-circuit experiment, the traction net-
work’s power supply is a direct power supply with a re-
turn line. Contact wire (CW), messenger wire (MW),
return wire (RW), and rail (R) make up the majority of
the traction network. These conductors are distributed in
parallel. Tables 1 and Table 2 show the major parame-
ters of the traction transformer and traction network con-
ductors in the experiment. Figure 8 shows the traction
network’s spatial distribution.

The parameters of the TCM in Figure 2 can be cal-
culated using the distance between the traction network
conductors and the parameters in Tables 1 and Table 2,
as shown in Table 3.

When a short-circuit fault occurs, let the initial
phase angle of us be 0◦ and the duration of the short-

Turn on the high-voltage
circuit breaker and wired 

the test equipment

Raise the pantograph of the 
short-circuiting device, and
the short-circuit grounding 

shoe is grounded

Close the high-voltage
circuit breaker, and the 

substation tripped

Feedback contact wire
status and  measurement

electrical parameter 

Retract the short-circuit
device

Fig. 7. Traction network short-circuit experiment pro-
cess.

Table 1: Major parameters of the traction transformer
Parameters Value

Short-circuit losses 146.49 kW
Short-circuit voltage 16.48 %

Rated voltages 220/2 × 27.5 kV
Rated current 227.27/909.08 A

(0, 0)

(71.75, 0)(-71.75, 0)

R1 (500, 0)

(571.75, 0)(428.25, 0)

R2

CW1 (0, 645)

MW1 (0, 785)

CW2 (500, 645)

MW2 (500, 785)

x

(-340, 780)

RW1

(-340, 780)

RW2

z

Fig. 8. Spatial distribution of traction network conduc-
tors (unit: cm).

circuit process be 0.15 s. Figure 9 shows the computed
and measured values of the short-circuit current in the
time domain.
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Table 2: Major parameters of traction network
conductors

Conductor Type DC

resistance

(Ω/km)

Calculate

radius (cm)

CW1/ CW2 CTS-150 0.159 0.72
MW1/MW2 JTMH-120 0.242 0.70
RW1/RW2 LBGLJ-

185/25
0.145 0.945

R1/ R2 P60 0.135 1.279

Table 3: Equivalent component parameters of TCM
Circuit component Value

RS 0.18 Ω
LS 32 mH
R′T 0.335 Ω/ km
L′T 0.2944 Ω/ km
C′T 0.0074 μF / km

Fig. 9. Short-circuit current.

It can be seen that when a TNSF occurs, there is a
small error between the calculated value and the mea-
sured value of the short-circuit current phase and ampli-
tude. Since the actual circuit breaker has an arc extin-
guishing device, the calculated value is greater than the
measured value. However, the waveform of the short-
circuit current calculated value is in good agreement
with the measured waveform. The maximum value of
the short-circuit current is about 1644 A, the maximum
value of the transient current is about 4351 A, and the
duration of the transient process is about 0.015 s. The
transient process of short-circuiting and circuit breaker
opening produces a high-frequency current, and the fre-
quency component of the measured data is more com-
plicated due to the contingency of the arc in the actual
test.

Table 4: Major parameters of shielded cable
Parameter Value

The radius of the shield 0.37 cm
The thickness of the shield 0.127 mm

DC resistance 4.0 mΩ / m
Hole inductance 0.25 nH / m

leakage parameters 16 m /μF

Table 5: The calculated and measured value of the cur-
rent response

Frequency

(MHz)

Calculated

value (dBμA)

Measured

value (dBμA)

0.01 49.83 50.09
0.1 48.65 46.67
0.5 47.75 46.65
1 34.55 33.62
5 21.05 20.83
10 17.3 14.82
20 14.15 11.19
30 −18.66 −18.88
40 −21.69 −20.28
50 −26.60 −25.68

B. The terminal current of the shielded cable

When calculating the current response of the
shielded cable, the height of the contact wire and the dis-
tance from the shielded cable head to the short-circuit
point are the same as in the actual test experiment. The
radius of the small circle is 0.005 m. The type of the
shielded cable in the experiment is RG-214(I), and its
major parameters are shown in Table 4. Both ends of the
shielding layer are grounded through the antenna and the
instrument casing. The impedance of the inner conduc-
tor matches the characteristic impedance of the shielded
cable, which is 50 Ω.

When the incident angle, azimuth angle, and po-
larization angle of the electromagnetic field are, respec-
tively, 30◦, 0◦, and 0◦, and Dx is 10 m, the calculated and
measured values of the shielded cable terminal current
at some frequency points are shown in Table 5. It can
be seen that the calculated values are in good agreement
with the measured values, which verifies the method in
this article. The higher the frequency, the smaller the
current response. The value is larger when the current is
below 1 MHz.

C. Analysis of EMI on terminal load

The current response of the shielded cable generates
power on the shielded cable terminal load. If the power
exceeds its rated power, the terminal load will be dis-
turbed or even destroyed. We calculate the power of the
shielded cable terminal load under different conditions



493 ACES JOURNAL, Vol. 37, No. 4, April 2022

and analyze the EMI of the transient magnetic field gen-
erated by TNSF on the shielded cable terminal load.

Assume that the incident angle, azimuth angle, and
polarization angle of the electromagnetic field are 30◦,
0◦, and 0◦, respectively. When the distance between the
shielded cable head and the short-circuit point is 7 m,
8.6 m, 10 m, and 11 m, respectively, the terminal cur-
rent response of the shielded cable is shown in Figure 10
(a). The power generated by the terminal current on the
spectrum analyzer is shown in Figure 10 (b). The fluc-
tuations and discontinuities of the current waveform and
power waveform in the figure are caused by the reflection
of the current in the cable. It can be seen that when rs is
8.6 m, the terminal current reaches its maximum value
of 0.1879 A, and then the terminal current decreases as
rs increases. The maximum power can reach 32.33 dBm,

(a)

(b)

Fig. 10. (a) Terminal current of shielded cable un-
der different rs. (b) Spectrum analyzer power under
different rs.

Fig. 11. Spectrum analyzer power under different inci-
dent angles.

which exceeds the rated power of the spectrum analyzer.
According to equation (26), the horizontal distance be-
tween the shielded cable head and the short-circuit point
must be more than 6 m to avoid damaging the spectrum
analyzer.

If the distance between the shielded cable head and
the short-circuit point is 8.6 m, the azimuth angle and the
polarization angle are both 0◦. When the incident angles
are 0◦, 45◦, 60◦, and 90◦, the power of the spectrum ana-
lyzer is shown in Figure 11. It can be seen that the larger
the incident angle, the smaller the terminal load power.
When the incident angle is 45◦, the power is 30.58 dBm,
which exceeds the rated power of the spectrum analyzer.
In order to avoid damage to the spectrometer, the inci-
dent angle should be greater than 45◦.

If the distance between the shielded cable head and
the short-circuit point is 8.6 m, the incident angle is 30◦,
and the polarization angle is 0◦. When the azimuth an-
gles are 0◦, 45◦, 60◦, and 90◦, the power of the spec-
trum analyzer is shown in Figure 12. The maximum
power can reach 33.55 dBm, which also exceeds the
rated power of the spectrum analyzer. The azimuth angle
has less influence on the terminal load power. But when
amplifying a part of the power waveform, it can be seen
that the larger the azimuth angle, the smaller the power
generated on the terminal load.

If the distance between the shielded cable head and
the short-circuit point is 8.6 m, the incident angle is 30◦,
and the azimuth angle is 0◦. When the polarization an-
gles are 0◦ and 90◦, the spectrum analyzer power gen-
erated by the terminal current is shown in Figure 13. It
can be seen that, compared with the vertical polarization
mode, the terminal load power in the horizontal polariza-
tion mode is smaller.
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Fig. 12. Spectrum analyzer power under different az-
imuth angles.

Fig. 13. Spectrum analyzer power under different polar-
ization angles.

Fig. 14. Damaged spectrum analyzer.

Let the polarization angle be 0◦, the azimuth angle
be less than 90◦, and the incident angle be less than 45◦.
We changed the relative position of the shielded cable
and the short-circuit point to conduct many experiments.
When the horizontal distance between the shielded cable
head and the short-circuit point is about 5.3 m, the power
generated by the terminal current of the shielded cable
on the spectrum analyzer exceeds its rated power, which
damages the RF input port of the spectrum analyzer. As
shown in Figure 14.

V. CONCLUSION

1) This paper proposed a TCM for the short-circuit
traction network to calculate the transient current.
The model is validated by comparing the calculated
and measured short-circuit current. The maximum
value of transient current is about 4351 A, while the
short-circuit current peaks at roughly 1644 A, and
the transient process lasts about 0.015 s.

2) The TEMF was formed by the TCP caused by
the TNSF. The current response of the TEMF on
the shielded cable is calculated using transmission
lineTL theory and verified by experiments. The
horizontal distance between the shielded cable head
and the short-circuit point should be greater than 6
m to avoid damaging the terminal load.

3) The change in the relative location of the shielded
cable and the contact wire will cause the TEMF an-
gle to shift. The larger the incident angle and the
azimuth angle, the smaller the terminal load power
will be. The azimuth angle has little effect on the
terminal load power. When the polarization angle is
0◦, greater power is generated on the terminal load.
Therefore, to avoid damage to the terminal load, the
incident angle should be greater than 45◦.
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Abstract – This study examined the efficiency of power
transfer for two-coil and four-coil spiral magnetic res-
onant coupling wireless power transfer (WPT) using
distance to coil diameter (D/dm) ratio and reflection coef-
ficient, S21 value. Adding resonators reduced the total
resistance in the two-coil WPT system while increas-
ing the S21 values of the whole system. A same-size
spiral coil was proposed for the system and simulated
using computer simulation technology (CST). A proto-
type with similar specifications for a four-coil design
was implemented for verification. The proposed method
yielded an optimal efficiency of 76.3% in the four-coil
system, while the two-coil WPT yielded a 23.2% effi-
ciency with a 1.33 D/dm ratio.

Index Terms – Two-coil, four-coil, resonator, wireless
power transfer.

I. INTRODUCTION

The wireless power transfer (WPT) technology uses
a physical electromagnetic field to transmit energy. WPT
was initiated by Nikola Tesla between 1891 and 1904.
Tesla’s WPT generated high alternating current using
inductive coupling. In his experiment, Tesla lit three

lamps at a 100-ft transfer distance using “Tesla Tower”
[1]. Today, WPT is highly sought after for charging small
electronic devices.

In 2007, the Massachusetts Institute of Technol-
ogy (MIT) powered a 60-W light bulb ata 2-m distance
from a transmitting coil via WPT [2]. This technology
continued to expand in 2012 as the US Transportation
Department used WPT to charge vehicles on railways
and highways [4]. Studies on WPT are undertaken across
many countries, particularly in the US, South Korea,
China, and Japan [3, 4]. The ever-increasing demand for
modern electronic devices (e.g., electric vehicles, mobile
phones, and smart watches) becomes a driver for WPT,
especially after its adoption for multiple applications.

Despite its high demand, WPT cannot transfer
power over a long distance. Deterioration of power
transfer efficiency (PTE) when distances exceed the coil
diameter [21, 23]. This drawback may be resolved
by incorporating an impedance matching network or
inserting more loops except for a bulky outlook [2].

This study assessed the PTE of magnetic reso-
nant coupling (MRC) WPT using two-coil and four-
coil systems of the same size but without variable
impedance matching. This MRC system consisted of
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two independent coils,i.e., receiver and transmitter res-
onating together. Both coils were wirelessly separated
by air. Identifying the attributes of the magnetic field was
essential since MRC depended on the magnetic coupling.
Specifically, the magnetic field would substantially affect
the coupling coefficient, mutual inductance, and, eventu-
ally, the overall MRC performance.

Apart from the design and shape, adding a resonator
to each of the two coils was essential to enhance the sys-
tem’s efficiency [22, 24]. Adding two or multiple res-
onators generated a magnetic field and flux distribution
of higher values, thus affecting system efficiency. A cir-
cular spiral coil shape was selected [7, 11, 13, 14, 20]
in this study due to its exceptional performance. With
less resistance,this spiral coil improved the mutual induc-
tance value. Adding a resonator to the transmitter
and receiver would increase the intensity of the mag-
netic field MRC, improving the power transfer capa-
bility. Enhancing the power transfer capability would
increase the coverage of effective distance. Recogniz-
ing the importance of embedding a resonator to MRC,
this study incorporated two and four spiral coils to assess
their effects on MRC performance based on S21 values
using via computer simulation and experimental valida-
tion.

II. MUTUAL INDUCTANCE, REFLECTION,
AND TRANSMISSION COEFFICIENT

Mutual inductances happen when the magnetic flux
from a transmitter coil cuts across the receiver coil to
induce the voltage and current in the receiver coil. In
some cases, the leakage inductance exceeds the mutual
inductance in a loosely coupled system, reducing the
magnetizing flux [1, 3].

Figure 1 shows the resonant coupled four-coil sys-
tem as an analogous circuit model using lumped param-
eters (Li, Ci, and Ri). The interactions of the transmitter
and receiver coils are the most crucial for power transfer,
and the efficiency is virtually determined by the distance
between them. When all four coils resonate together,
their inductive and capacitive reactance become equal,
allowing the receiver coil to cut the oscillating field cre-

Fig. 1. The equivalent circuit model of a four-coil sys-
tem.

ated in the transmitter coil sufficiently to transmit the
power to the load. Therefore, the mutual inductance, M,
and the coupling coefficient, k, are related by following
equation:

M = kvL1L4, (1)
where L1 is the inductance of the receiver coil and L4 is
the inductance of the transmitter coil. Higher M means
higher efficiency of the MRC. Meanwhile, the reflection
coefficient, S11, denotes the amount of power reflected
from the receiver to the transmitter, whereas the trans-
mission coefficient, S21, signifies the amount of power
transmitted to the receiver from the transmitter. There-
fore, a lower return loss generates a higher S21 and pro-
motes more power transfer.

The S21 parameter [eqn(2)] below is used to com-
pute PTE

S21dB = 20logS21, (2)
n21 = S2

21×100%. (3)
Eqn (2) denotes S21 in dB value but converted to per-

centage in eqn (3) to compare performance. Therefore,
this study measured S21, inductance, and k of the sys-
tem for investigating the performance of MRC with two-
coil and four-coil WPTs. Several methods are used to
determine inductance. They include Maxwell formula,
Grover’s method, Neumann’s integrals, and finite ele-
ment analysis (FEA) [1].

Several authors [3] attempted to derive accurate
equations fork, yielding complicated formulas due to
the complexity of the coupling mechanism in multi-turn
structure [1, 3]. In general, knowing the frequency range
of the application is crucial. At very low frequencies, the
capacitive (electric) coupling also affects k [2]. Thus, a
full-wave simulation remains essential for predicting the
whole system’s performance even thoughM and kcould
be computed [using eqn(1)–(3)].

In this study, two software packages were used. The
first was the FEA software known as An soft Maxwell
(version x, name of developer, country). It determined
k and M. The second one was the computer simulation
technology (CST) software (version x, name of devel-
oper, country). It determined the S21 value. These
software packages were used to model the MRC for
the two-coil and four-coil in simulation in a three-
dimensional (3D) environment. The FEA software was
chosen because this technique did not require complex
manual calculation while yielding consistent and reliable
outputs for different types of systems.

III. METHODOLOGY

The comparative study impact of resonator on the
performance of WPT was compared using An soft
Maxwell. This software assessed the coupling factor
effect on the WPT system. Figure 2 shows the plane view
of the coil design for the two-coil and four-coil systems.
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Fig. 2. The simulation of two-coil and four-coil systems
using Ansoft Maxwell.

Fig. 3. The proposed geometry of the spiral coil.

Table 1 gives the specifications upon which coils
were designed.

The radius of the wire and the coil thickness fol-
lowed the exact Litz wire for small applications. Follow-
ing the study of [11], no additional capacitor was added
to tune the frequency of these coils for simultaneous res-
onance. PTE was compared with the CST software to
assess the resonators’ performance.

Figure 3 shows the geometry of the spiral coil geom-
etry based on the parameters of Table 1 parameter use
Litz wire as the coil prototype. Figure 4 shows the

Table 1: The proposed coil parameters for the simulation
Coil parameter (cm)

Wire diameter, d 0.1
Coil progress/gap, g 0.4

Inner radius, Rin 0.5
Number of turns, n 5

Fig. 4. The distance measurement for the two-coil and
four-coil systems.

Fig. 5. The measurement setup.

distance measurements for the two- and four-coil sys-
tems for simulations and experiments. For the four-coil
system, the distance was measured from the transmit-
ter’s resonator to the receiver’s resonator. The distance
between the coils and the resonator for the transmitter
and receiver was set at a maximum of 5 mm, and the
distance varied from 5 to 7cm.

Figure 5 shows the measurement setup for the exper-
iments. The vector network analyzer (VNA) was con-
nected to the transmitter and receiver for measuring S11
and S21.

The distance from the receiving to the transmitting
coils was altered manually. Values of S21 were recorded
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(a)                                           (b)

Fig. 6. The measurement setup for the four-coil MRC.

Fig. 7. Comparison of the coupling coefficient (k) for the
two-coil and four-coil WPTs.

Fig. 8. The S11 parameter.

based on the distance variation. The performance of each
system was experimentally evaluated using the setup of
Figure 6.

IV. RESULTS AND DISCUSSION

Figure 7 shows the simulation of k for the two-
and four-coil WPTs based on eqn (1). The values of

Fig. 9. S21 parameter.

Fig. 10. Simulation results of the two-coil and four-coil
systems.

k decreased exponentially when the distance increased.
In general, the four-coil WPT performed better than the
two-coil WPT.

The two-coil system results served as reference val-
ues to compare the improvement before and after incor-
porating the resonator. The CST material was composed
of pure copper. The distance varied from 5 to 7 cm with
a 0.5-cm increment.

Figures 8 and 9 show the simulation values of S11
and S21 for the two- and four-coil systems, respectively.
In general, the four-coil WPT performed better than the
two-coil system.

Figure 10 shows the simulation outcomes for both
systems,yielding a 25.8% efficiency for the four-coil and
a 16.0% efficiency for the two-coil system at a 7-cm
distance. The four-coil system’s efficiency increased by
9.8%, indicating that the resonator coil had enhanced the
performance of the MRC system.

An experimental model was built to verify the accu-
racy of modeling. The coil was measured using VNA,
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Fig. 11. Simulation and experimental results for the two-
coil system.

Fig. 12. Simulation and experimental results for the four-
coil system.

Fig. 13. The cross-sectional distribution of the electric
field (E-field) at a 5-cm distance.

and the S21 value was recorded. The efficiency perfor-
mance plotted against distance is illustrated in Figures 11
and 12 which show the efficiency performance versus
the distance for the two- and four-coil systems, respec-
tively. The system’s efficiency improved by 24% when

Fig. 14. The cross-sectional distribution of the magnetic
field (H-field) at a 5-cm distance.

Fig. 15. The cross-sectional distribution of the electric
field (E-field) view at a 7-cm distance.

the four-coil WPT was used. The efficiency exceeded
50% at a 6.5-cm distance, indicating that this design per-
formed better even when the distance exceeded the coil
size. This design performed better than several other sys-
tems (Table 2). In general, the efficiency deteriorates
rapidly, not exceeding 0% if the ratio of distance (D) to
coils is higher than the coil diameter, dm [13]. Thus, PTE
decreased substantially when D>dm.

The coil used in the simulation consisted of copper,
while the Litz wire was used in the experimental valida-
tion. Consequently, the simulation and the actual mea-
surements varied slightly. A higher PTE for a longer dis-
tance was probably because the Litz wire could reduce
the skin effect [11, 13], increasing the magnetic field.

Figures 13 and 14 show the cross-sectional distri-
bution of the electric field (E-field) and magnetic field
(H-field) of the four-coil system, respectively, based on
the CST simulation at a 5-cm distance. Strong E-field
and H-field were distributed and concentrated near the
transmitter and receiver coils with the resonator.

Figures 15 and 16 show the cross-sectional distribu-
tion of the E-field and H-field of the four-coil system,
respectively, based on the CST simulation at a 7-cm dis-
tance. A lower distribution of E-field and H-field indi-
cated weak or low PTE.
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Table 2: Comparison of the proposed design with related previous works
No Efficiency and

distance,
D(cm)

Coil type and

size, dm (cm)
Resonator

type and size,
dm (cm)

D/dm Advantages/

Shortcoming

1. (J. Zhang & Cheng, 2016) 30 cm distance
with 55% PTE

Helical,
11 turns, 31.5

Helical,
11 turns, 31.5

D/dm = 0.95 Big, bulky design

2. (Chung, Lee, Kang, &
Park, 2016)

25cm distance
with 80% PTE

Helical,
30

Helical,
30

D/dm = 0.833 Resonator
position varies to
15cm and 25cm

from the
transmitter PTE

value not
mentioned

3. (Dang & Qahouq, 2015) 50 cm distance
with 85% PTE

Spiral,
10 turns, 40

Spiral,
10 turns, 40

D/dm = 1.25 Big design

4. (Moghadam & Zhang,
2016)

100cm distance
with 60% PTE

Planarized,
14

Planarized,
60

D/dm = 1.67 Big design

5. (Jonah, Member,
Georgakopoulos, &

Member, 2013)

10 cm distance
with 56.4%

PTE

Circular copper,
10

Circular
copper,

10

D/dm = 1 Vary the position
of resonator

6. (C. Zhang, Zhong, Liu, &
Hui, 2014)

60cm distance
with resonator
in the middle
53.1% PTE,

closer to
receiver coil
69.3% PTE

Helical,
11 turns, 30

Helical,
11 turns, 30.

D/dm = 2 Big, bulky design
Resonator

position 0.38 cm
near to receiver

coil

7. (Jolani, Chen, & Yu,
2015)

10cm distance
with 83% PTE

Planar
rectangular
spiral,

2 turns, 5.9

Planar
rectangular
spiral,

5.9

D/dm=1.67 3-layer planar
resonator and
loaded with

capacitor
8. (Liu & Wang, 2016) 45 cm distance

with 51.3%
PTE

Helical,
11 turns, 11

Helical,
11 turns, 11

D/dm = 4 Resonator
position in the

middle of
transmitter and

receiver.
Big, bulky design
with wire height

5.8cm
9. (Chin, Chung, Shuenn,

Soon, &Lih, 2017)
1 cm distance
with 19.1%

PTE

Printed spiral
coil,

3 turns, 0.5

Helical,
3 turns,0.5

D/dm = 2 Efficiency is very
low

Bulky design
Wireless

implantable
application

10. (Chen & Zhang, 2015) 15.2 cm
distance with

70% PTE

Spiral,
10 turns, 5.5

Spiral,
10 turns, 12.5

D/dm=1.22 Big design

11. This work 7 cm distance
with 76.34%

PTE

Spiral, 5 turns
Transmitter=
Receiver= 5

Spiral, 5 turns
Resonator= 5

D/dm=1.4 Same size of
transmitter,
receiver and
resonator
Resonator

position is close
to transmitter and

receiver
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Fig. 16. The cross-sectional distribution of the magnetic
field (H-field) view at a 7-cm distance.

The distance as a ratio of the coil diameter using the
proposed design was 1.33 higher than the experimental
result in the ratio (Table 2). The studies of [8] and [10]
also yielded a higher ratio, but their bulky design was
unsuitable for WPT applications. Likewise, the study of
[11] yielded a higher ratio,but the system was optimized
with a capacitor-loaded WPT with the resonator placed
between the transmitter and receiver coils in [6]. Such
an implementation is impractical for the actual applica-
tion. By contrast, in this study, no capacitor was added
to reduce the complexity in hardware implementation,
thus yielding a small and compact design. Besides,
both resonator coils in this study were similar in size,
with the transmitter and receiver coils positioned close to
both receiver and transmitter coils. The results appeared
promising,with a consistent resonant frequency recorded
despite the varied distance, along with improved PTE.

V. CONCLUSION

The design proposed in this study suits the MRC
WPT concept with additional benefits in size and sim-
plicity. This study recorded MRC WPT with a high
PTE of 76.3% at a transfer distance exceeding 1.33
times the coil diameter. Overall,incorporating a res-
onator increased the PTE efficiency,enhancing the dis-
tance beyond the coil diameter, particularly when com-
pared with the two-coil system.

ACKNOWLEDGMENT

This study was supported by Universiti Malaysia
Perlis (UniMAP) and the Ministry of Higher Educa-
tion (MoHe) under a Grant Number FRGS 9003-00850
(FRGS/1/2020/ICT09/UNIMAP/02/3).

REFERENCES

[1] N. Tesla, “The transmission of electrical energy
without wires as a means for furthering peace,”
Electrical World and Engineer, pp. 21, 2005.

[2] L. Sun, D. Ma, and H. Tang, “A review of recent
trends in wireless power transfer technology and its
applications in electric vehicle wireless charging,”
Renewable and Sustainable Energy Reviews, vol.
91, pp. 490-503, 2018.

[3] H. Wang and X. Li, “Review and research progress
of wireless power transfer for railway transporta-
tion,” Transactions on Electrical and Electronic
Engineering (IEEJ), vol. 4, no. 14, pp. 475-484,
2019.

[4] A. B. D. Arthur, “Review and evaluation of wire-
less power transfer (WPT) for electric transit
applications,” FTA Report No. 0060; FTA-0060,
2018.

[5] X. Chen and G. X. Zhang, “Middle range wireless
power transfer systems with multiple resonators,”
Journal of Central South University, vol. 22, no. 6,
pp. 2127-2136, 2015.

[6] C. Y. Do, C. Y. Lee, H. Kang, and Y. G. Park,
“Design considerations of superconducting wire-
less power transfer for electric vehicle at different
inserted resonators,” IEEE Transactions on Applied
Superconductivity, vol. 26, no. 4, pp. 1-5, Jun.
2016.

[7] Z. Dang and J. A. A. Qahouq, “Range and mis-
alignment tolerance comparisons between two-coil
and four-coil wireless power transfer systems,”
Applied Power Electronics Conference and Expo-
sition (APEC)IEEE, pp. 1234-1240, 2015.

[8] M. R. V. Moghadam and R. Zhang, “Multiuser
wireless power transfer via magnetic resonant cou-
pling: performance analysis, charging control, and
power region characterization,” IEEE Transactions
on Signal and Information Processing over Net-
works, vol. 2, no. 1, pp. 72-83, 2016.

[9] O. Jonah, S. Member, S. V. Georgakopoulos, and
S. Member, “Wireless power transfer in concrete
via strongly coupled magnetic resonance,” IEEE
Transactions on Antennas and Propagation, vol.
61, no. 3, pp. 1378-1384, 2013.

[10] C. Zhang, W. Zhong, X. Liu, and S. Y. R. Hui,, “A
fast method for generating time-varying magnetic
field patterns of mid-range wireless power transfer
systems,” IEEE Transactions on Power Electronics,
vol. 30, no. 3, pp. 1513-1520, 2015.

[11] F. Jolani, Z. Chen, and Y. Yu, “Enhanced pla-
nar wireless power transfer using strongly coupled
magnetic resonance,” Electronics Letters, 51(2),
vol. 13, pp. 1648-1651, 2014.

[12] X. Liu and G. Wang, Senior Member, IEEE, “A
novel wireless power transfer system with double
intermediate resonant coils,” IEEE Transactions on



ALI, YASIN, RAMBE, ADAM, RAMLI, RAHIM, SABAPATHY, NORIZAN, SOBRI: ANALYSIS OF SYMMETRIC TWO AND FOUR-COIL 504

Industrial Electronics, vol. 63, no. 4, pp. 2174-
2180, 2016.

[13] C. Yang, C. Chang, S.-Y. S. Chang, and L.
Chiou, “Efficient four-coil wireless power transfer
for deep brain stimulation,” IEEE Transactions on
Microwave Theory and Techniques, vol. 65, no. 7,
2017.

[14] X. Chen and G. X. Zhang, “Middle range wireless
power transfer systems with multiple resonators,”
Journal of Central South University, vol. 22, pp.
2127-2136, 2015.

[15] N. J. Grabham, Y. Li, L. R. Clare, B. H. Stark, and
S. P. Beeby, “Fabrication techniques for manufac-
turing flexible coils on textiles for inductive power
transfer,” IEEE Sensors Journal, vol. 18, no. 6, pp.
2599-2606, 2018.

[16] D. Kim, J. Kim, and Y. Park, “Optimization and
design of small circular coils in a magnetically cou-
pled wireless power transfer system in the mega-
hertz frequency,” IEEE Transactions on Microwave
Theory and Techniques, vol. 64, no. 8, pp. 2652-
2663, 2016.

[17] T. Mizuno, T. Ueda, S. Yachi, R. Ohtomo, and Y.
Goto’, “Dependence of efficiency on wire type and
number of strands of litz wire for wireless power
transfer of magnetic resonant coupling,” IEEJ Jour-
nal of Industry applications, vol. 3, pp. 35-40,
2014.

[18] B. H. Waters, B. J. Mahoney, G. Lee, and J. R.
Smith, “Optimal coil size ratios for wireless power
transfer applications,” IEEE International Sympo-
sium on Circuits and Systems (ISCAS), pp. 2045-
2048, 2014.

[19] J. P. K. Sampath and A. Alphonesand Hitoshi Shi-
masaki, “Coil design guidelines for high efficiency
of wireless power transfer (WPT),” IEEE Region 10
International Conference TENCON, pp. 726-729,
2016.

[20] M. A. Houran, X. Yang, and W. Chen, “Magnet-
ically coupled resonance WPT?: Review of com-
pensation topologies, resonator structures with mis-
alignment, and EMI diagnostics,” Electronics vol.
7, no. 11, pp. 296, 2018.

[21] S. Y. R. Hui, W. Zhong, and C. K. Lee, “A criti-
cal review of recent progress in mid-range wireless
power transfer,” IEEE Trans. Power Electron., vol.
29, no. 9, pp. 4500-4511, 2013.

[22] A. Kurs, A. Karalis, R. Moffatt, J. D. Joannopou-
los, P. Fisher, and M. Solja, “Wireless power trans-
fer via strongly coupled magnetic resonances,” Sci-
ence, vol. 317, pp. 83-86, 2017.

[23] D. Seo, “Comparative analysis of two- and three-
coil WPT systems based on transmission effi-
ciency,” IEEE Access, vol. 7, pp. 151962-151970,
2019.

[24] X. Zhang, S. L. Ho, and W. N. Fu, “Quantitative
design and analysis of relay resonators in wire-
less power transfer system,” IEEE Transactions on
Magnetics, vol. 48, no. 11, pp. 4026-4029, 2012.

Azuwa Ali received B.Eng. degree
in electrical and electronic engi-
neering (Computer System) in 2004
from Universiti Teknologi Petronas
(UTP) and the master’s degree
in electrical electronic engineering
(communication & computer) in
2007 from Universiti Kebangsaan

Malaysia (UKM).
She is a Lecturer with the Faculty of Electrical

Engineering Technology, Universiti Malaysia Perlis
(UniMAP). Her current research work includes the
development of renewable harvesting system and wire-
less communication.

Mohd NajibMohd Yasin United
Kingdom, and the Ph.D. degree
from the University of Sheffield,
Sheffield, U.K., in 2007 and 2013,
respectively.

Since 2013, he has been a Lec-
turer withthe Faculty of Electronic
Engineering Technology, Univer-

siti Malaysia Perlis (UniMAP). His research inter-
ests include computational electromagnetics, conformal
antennas, mutual coupling, wireless power transfer, array
design, and dielectric resonator antennas.

Ali Hanafiah Rambe (Member,
IEEE) was born in Medan, Sumat-
era Utara, Indonesia, in 1978.
He received the bachelor’s degree
in telecommunication engineering
from Universitas Sumatera Utara
(USU), in 2003, the master’s degree
from the University of Indonesia, in

2008, and the Ph.D. degree from USU, in 2014.
He is currently a Lecturer and a Researcher with the

Department of Electrical Engineering, Faculty of Engi-
neering, USU. His research interests include microstrip
antennas, electronic telecommunication, and radar.



505 ACES JOURNAL, Vol. 37, No. 4, April 2022

Ismahayati Adam received the
bachelor’s degree in electrical-
electronic and telecommunication
engineering in 2006 and the M.Eng.
degree in electronic telecommuni-
cation engineering in 2008 from
Universiti Teknologi Malaysia
(UTM). She received the Ph.D.

degree in communication engineering from Universiti
Malaysia Perlis, Malaysia, in 2018.

Since 2008, she has been with the Faculty of Elec-
tronic Engineering Technology, Universiti Malaysia
Perlis (UniMAP) as a Lecturer. Her research interest
includes antenna design, RF energy harvesting, mutual
coupling, and wireless propagation.

Nurulazlina Ramli was born in
Sri Aman, Sarawak, Malaysia,
in 1984. She received theB.Eng.
degree in electrical engineering
(telecommunications) from the Uni-
versiti Teknologi Malaysia (UTM),
Malaysia, in 2008. She pursued
the M.Sc.degree in telecommuni-

cations and information engineering in 2011, and the
Doctor of Philosophy degree in electrical engineering
from Universiti Teknologi Mara (UiTM), Shah Alam,
Malaysia, in 2015.She has been a Lecturer with the
Faculty of Engineering, Built Environment, and Infor-
mation Technology (FoEBEIT) at SEGi University,
Malaysia, since September 2015. She is a Member of
Institute of Electrical and Electronics Engineers (IEEE),
a Graduate Member of the Institution of Engineers
Malaysia (IEM), and a Registered Member of the
International Association of Engineers (IAENG). Her
research interests are in the areas of communication
antenna design, reconfigurable/wearable antennas,
electromagnetic radiation analysis, indoor/outdoor
propagation modeling, dielectric resonator antenna, and
wireless power transfers.

Hasliza A. Rahim received the
bachelor’s degree in electrical engi-
neering from the University of
Southern California, Los Angeles,
CA, USA, in 2003, the master’s
degree in electronics design sys-
tem from Universiti Sains Malaysia,
Pulau Pinang, Malaysia, in 2006,

and the Ph.D. degree in communication engineering
from Universiti Malaysia Perlis, Perlis, Malaysia, in
2015.

Hasliza A. RahimIn 2006, she joined the Faculty of
Electronic Engineering Technology, Universiti Malaysia
Perlis (UniMAP), as a Lecturer, where she is currently
an Associate Professor. She is a Chartered Engineer,
Professional Technologist, Research Fellow with the
Advanced Communication Engineering (ACE) Centre
of Excellence and Head of Bioelectromagnetics Group
under ACE. Her research interests include wearable
and conformal antennas, metamaterials, antenna interac-
tion with human body, on-body communications, green
microwave absorbers, wireless body area networks, bio-
electromagnetics, artificial intelligence (AI) optimiza-
tion, and physical layer protocols for wireless commu-
nications.

Thennarasan Sabapathy received
the B.Eng. degree in electrical
telecommunication engineer-
ing from the Universiti Teknologi
Malaysia, in 2007 and the M.Sc.Eng.
degree from Multimedia University,
Malaysia, in 2011. He pursued
thePh.D. degree in communication

engineering from Universiti Malaysia Perlis in 2014. He
is currently an Associate Professor with the Faculty of
Electronic Engineering Technology, Universiti Malaysia
Perlis. His current research interests include antenna and
propagation, millimeter-wave wireless communications,
and fuzzy logic for wireless communications.

Mohd Natashah is a Senior
Lecturer withthe Faculty of Elec-
tronic Engineering Technology
(FTKEN), Universiti Malaysia
Perlis (UniMAP), Malaysia. He
received the bachelor’s degree
in electronic engineering from
UniMAP, Malaysia, in 2008,

theM.Sc.degree in microelectronics from Universiti
Kebangsaan Malaysia (UKM), Malaysia, in 2011, and
the Doctor of Engineering degree in sustainable energy
and environmental engineering from Osaka University,
Japan. He is active in volunteering work with IEEE
Malaysia Section, acting as the Senior Member of IEEE
and a committee member of the IEEE Malaysia Section
Sensors and Nanotechnology Joint Councils Chapter.
He is a member of the Institution of Engineering and
Technology (IET), United Kingdom, Graduate Engineer
of the Board of Engineers Malaysia (BEM), Malaysia,
Chartered Engineer of the Engineering Council, United
Kingdom, and Professional Technologist of the Malaysia
Board of Technologist (MBOT), Malaysia.



ALI, YASIN, RAMBE, ADAM, RAMLI, RAHIM, SABAPATHY, NORIZAN, SOBRI: ANALYSIS OF SYMMETRIC TWO AND FOUR-COIL 506

SharizalA. Sobri is from the
Faculty of Bioengineering and
Technology, Universiti Malaysia
Kelantan (UMK). He received
the Ph.D. degree in mechanical
engineering from the University of
Manchester, U.K., and is currently
one of the researchers in Advanced

Material Research Cluster at the faculty. In January
2020, he was lucky to be chosen as a Fellow of
CEO@FacultyProgramme 2.0 Cycle 3. He is proud
that this time Huawei Malaysia has chosen him to ful-
fill his vision as an innovative leader. For six months,
he was assigned to the Department of Public Affairs
and Communication (PACD) and he had many incredi-
ble moments.



507 ACES JOURNAL, Vol. 37, No. 4, April 2022

Analysis of a Sinusoidal Rotor Segments Axial Flux Interior Permanent
Magnet Synchronous Motor with 120-degree Phase Belt Toroidal Windings

Yansong Wang1, Wenbing Zhang1*, Rui Nie1, Jikai Si1, Wenping Cao2, and Yingsheng Li3

1Department of Electrical Engineering
Zhengzhou University, Zhengzhou 450001, China

wys1711@outlook.com, zwenbing@zzu.edu.cn*(corresponding author), ruinie1994@126.com,
sijikai@zzu.edu.cn

2Department of Electrical Engineering and Automation
Anhui University, Hefei 230601, China

19122@ahu.edu.cn

3Zhengzhou Runhua Intelligent Equipment Co., Ltd.
Zhengzhou 450004, China

xdlys@vip.sina.com

Abstract – Axial flux permanent magnet (AFPM) mo-
tors are widely applied in many applications due to their
performance advantages. A novel AFPM which owns
a special winding form (120-degree phase belt toroidal
windings) and a distinct rotor structure (sinusoidal rotor
segments) is proposed in this paper to further improve
the torque density of this kind of machine. First, the
structure and working principle of the 120-degree phase
belt toroidal windings sinusoidal rotor segments AFPM
interior synchronous motor (120D-TWSRSAFPMISM)
are clarified. Then, the design formula and crucial
parameters of the motor are presented. Subsequently,
the cogging torque is optimized by dividing the mag-
net grouping. Finally, the characteristics of the 120D-
TWSRSAFPMISM are analyzed and compared with
those of the traditional toroidal windings sinusoidal ro-
tor segments AFPMISM (T-TWSRSAFPMISM) and an-
other T-TW motor without the sinusoidal rotor segments
(T-TWAFPMISM) by finite element method (FEM). The
results show that the 120D-TW can significantly increase
the back electromotive force (EMF) compared with the
T-TW, and the sinusoidal rotor segments can increase the
air-gap flux density compared with the traditional inte-
rior rotor. Therefore, the 120D-TW and sinusoidal rotor
segments are combined in the AFPM motor. This combi-
nation can further increase the torque density compared
with the contrast motors.

Index Terms – 120-degree phase belt toroidal wind-
ings, axial flux permanent magnet (AFPM) motor, mag-
net grouping, interior motor, sinusoidal rotor segments,
torque density.

I. INTRODUCTION

Axial flux permanent magnet (AFPM) motors are
commonly used in various applications, including trac-
tion, power generation, and so on due to their flexible
structure. Compared with the traditional permanent mag-
net motors, they have some noticeable benefits, such
as higher power/torque densities, torque-to-weight ra-
tios, geometrically higher aspect ratios, and so on. They
have several alternative topologies, such as cored or core-
less (slotted or slotless) or coreless stators, overlap or
nonoverlap concentrated windings, and single or multi-
ple rotors/stator [1–12]. By changing these alternatives
to AFPM motors to improve torque density, it has be-
come a hot spot on many researchers.

In the last few years, some topologies of AFPM
motors have been proposed. For example, in [12], an
AFPM motor with single stator and single rotor is pro-
posed. It has the advantages of compact structure and
small cogging torque, but it has the disadvantages of low
torque density and insufficient mechanical strength. To
solve this problem, the motor structure of single stator
and double rotor has attracted many researchers’ atten-
tion [13, 14]. In [13], a coreless AFPM motor with dou-
ble rotors and single stator structure is proposed. Al-
though it can effectively improve the torque density, its
small air-gap flux, which needs to be improved to gain
higher torque density. In [14], a new coreless axial flux
interior permanent magnet synchronous motor with sinu-
soidal rotor segments is proposed. The sinusoidal rotor
segmented structure is proposed to effectively improve
the air-gap flux density of the interior motor by changing
the rotor form, thus achieving the effect of improving
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the torque density. However, it has the disadvantages
of high copper loss due to its overlap winding structure,
and the coreless structure limits further improvement of
the torque density. Many researchers proposed the meth-
ods to reduce copper loss by varying slot configuration,
change winding structure and displacement of conduc-
tors [15–17]. Meanwhile, to further improve the torque
density by changing the stator core structure and winding
form is a convenient and effective method.

The stator core structure is classified into slotted
type and slotless type. In order to further improve the
torque density, the slotted structure is selected. For the
slotted motor, the winding form can be mainly divided
into tooth-wound windings and core-wound windings
(toroidal windings). In [17], a single stator and dou-
ble rotor AFPM motor with tooth-wound windings and
core-wound windings are compared and analyzed. It is
shown that toroidal windings can save more copper, re-
duce copper loss, and improve efficiency. In order to fur-
ther develop the advantages of toroidal windings, in [18],
120-degree phase belt toroidal windings (120D-TW) is
proposed to increase torque density by increasing the
amplitude of the back-EMF. If the sinusoidal rotor seg-
ments and 120-degree phase belt toroidal windings struc-
tures are combined with single stator and double rotor
AFPM motors, it may further improve the torque density.
Therefore, a 120-degree phase belt toroidal windings si-
nusoidal rotor segments AFPM interior synchronous mo-
tor (120D-TWSRSAFPMISM) is proposed and analyzed
in this paper.

The paper is structured as follows. Section II in-
troduces the motor structure, winding configuration, and
operating principle of the proposed motor, the traditional
toroidal windings sinusoidal rotor segments AFPMISM
(T-TWSRSAFPMISM), and T-TW motor without the
sinusoidal rotor segments (T-TWAFPMISM), and ana-
lyzes its structural advantages. Section III introduces the
design formula and structural parameters of the motor.
Section IV introduces an optimization method of perma-
nent magnet grouping to reduce the cogging torque of the
proposed motor and establishes a parametric model to
obtain better structure parameters. Section V introduces
the results of the 3D finite element analysis (3D-FEA).
Finally, some conclusions are summarized in Section VI.

II. MOTOR STRUCTURE AND OPERATING
PRINCIPLE

A. Motor structure

Figure 1 shows the structure of the proposed mo-
tors. Figure 1 (a) is the topology of the 120D-
TWSRSAFPMISM. The proposed motor is an AFPM
motor with single stator and double rotor. The stator is
constructed with slotted and all windings are surrounded
by toroidal on the stator yoke. The permanent magnet

Sinusoidal rotor 
segments

coil

stator

Permanent 
magnet

No sinusoidal rotor 
segments

(a)                      (b)                             (c)

Fig. 1. Topology of the three motors. (a) 120D-
TWSRSAFPMISM. (b) T-TWSRSAFPMISM. (c) T-
TWAFPMISM.

A1

X1

A2

X2

B1

Y1

B2

Y2

C2

Z2

C1

Z1

A1

X1 A2

X2 B1

Y1 B2

Y2C1

Z2 C2

Z2

coil1 coil2 coil3 coil4 coil5 coil6 coil1 coil2 coil3 coil4 coil5 coil6

(a)                                       (b)

Fig. 2. Winding configurations of the two types. (a)
120-degree phase belt toroidal windings. (b) Traditional
toroidal windings.

is inserted in two rotors with interior structure, which
make the rotor like a wheel spoke. At the same time,
the rotor is sinusoidal and divided by permanent mag-
net. Figures 1 (b) and (c) are proposed contrast mo-
tors: one is the T-TWSRSAFPMISM with sinusoidal ro-
tor segment and other one is traditional toroidal windings
interior permanent magnet axial flux permanent magnet
synchronous motor (T-TWIPMAFPMSM) with no sinu-
soidal rotor segment.

B. Winding configuration

As shown in Figure 2, the winding configurations
for the proposed motors are depicted. Figure 2 (a) is the
winding configuration of the 120D-TWSRSAFPMSM.
As can be seen from Figure 2 (a), the incoming line ter-
minals (A, B, and C) of the 120D-TWSRSAFPMSM are
all on the same side of the stator core and have the same
winding direction. And its outcoming line terminals (X,
Y, and Z) are all on the other side of the stator core. Fig-
ure 2 (b) is the winding configuration of contrast motors;
its winding configuration is the traditional toroidal wind-
ings. And its positive side of coil and return side of coil
are on either side of the stator.

Figure 3 shows the vector diagram of synthetic
electromotive force (EMF) of the 1/5 model of 120D-
TWSRSAFPMSM. As can be seen, the synthetic EMF
of phases A, B, and C are all on the one side of the sta-
tor core, and synthetic EMF of phases X, Y, and Z are
all on the other side of the stator core due to the special
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Fig. 3. Vector diagram of A-phase synthetic EMF of the
1/5 model of 120D-TWSRSAFPMSM.
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Fig. 4. Vector of diagram of EMF. (a) 120D-TW.
(b) T-TW.

layouts of the novel toroidal windings. It should be noted
that there is no space vector misalignment of coil-EMF,
which can improve the synthetic EMF. After the three-
phase symmetrical current is fed into the novel toroidal
windings, both sides of the stator core will generate a ro-
tating magnet field with the identical direction. Then the
two rotors will rotate synchronously under the interac-
tion between the armature field and permanent magnets
field.

At the same time, the winding factor of the three
winding types needs to be analyzed, which further illus-
trates the advantages of 120D-TW. First, the formula of
winding factor is given by

Kn = Kd × Kq, (1)
where Kd is pitch-shortening factor, Kq is distribution
factor, and Kn is winding factor.

The Kq can be expressed as

Kq =
sin qα

2
q sin α

2
(q =

z
2pm

, α =
p×360

z
), (2)

where z is stator slot number, p is pole pairs, and m is
phase number. From the above formula, the distribution
factor is related to the number of coils in the unit motor.
Both the motor and the comparison motor are concen-

t1 t2 t3

T/S

I/A
IA IB IC

Fig. 5. Three-phase current IA IB, and IC.

trated windings; so it is known that the distribution factor
Kq is 1.

The Kd can be calculated by

Kd=
1
N

N

∑
k=1

e−jθk , (3)

where N is the number of synthetic EMF for each phase
EMF, and θk is the electrical degrees between the syn-
thetic EMF. It can be seen from Figure 3 that the advan-
tage of 120D-TW is that the angle between the coil1 and
coil4 is 0◦; then EMF of phase A is derived from the for-
mula

ėA120D (t) = ėcoil1 (t) + ėcoil4(t). (4)
According to formula (3), the formula of pitch-

shortening factor Kd1 of 120D-TW is given by

Kd1 =
1
N

√
(1+cosθk )

2+sin2θk . (5)

It shows that the pitch-shortening factor of 120D-
TW of Kd1 is 1. For the same reason and it can be seen
that the angle between the coil1 and coil2 is 120 electri-
cal degrees, the A phase EMF of the traditional toroidal
winding is derived from the formula

ėATW (t)= ėcoil1 (t)− ėcoil2(t) (6)

Kd2=
1
N

√
(1− cosθk )

2+sin2θk . (7)

It shows that the pitch-shortening factor of tradi-
tional toroidal winding of Kd2 is 0.87. According to for-
mula (1), the winding factors of 120D-TW and T-TW are
1 and 0.87, respectively. The winding factor of 120D-
TW is 14.94% higher than that of T-TW, which means
the 120D-TW has the ability to gain a higher back-EMF.

C. Operating principle

Figure 5 shows three moments of the three-phase
current. Because the winding forms of the two contrast
motors are the same (T-TW), only the armature magnetic
field of one motor can be drawn. At the t1, t2, t3 mo-
ments, the armature magnetic field of the 120D-TW and
the T-TW is shown in Figure 6.
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Fig. 6. The t1, t2, and t3 moments of armature magnetic
field.
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Fig. 7. Flux distribution of two rotor types. (a) Sinu-
soidal rotor segments. (b) Interior permanent magnet.

Figure 7 shows the 1/5 model of the rotor struc-
ture of the proposed motor and the contrast motor, re-
spectively. Figure 7 (a) is a sinusoidal rotor segments
structure adopted by 120D-TWSRSAFPMSM and T-
TWSRSAFPMSM, and Figure 7 (b) is an interior per-
manent magnet structure by T-TWIPMAFPMSM. It can
be seen that the permanent magnets of the two rotors
are embedded in the rotor and distributed along the axial
direction, and the permanent magnets of the same ax-
ial direction have the same polarity. Two strands of flux
wire driven by permanent magnets inside the two rotors
through the air gap, winding, and stator core. It can be
seen that the sinusoidal rotor segment is compared with
the interior permanent magnet, and the magnetic lines
of the former converge toward the sinusoidal type rotor,
while the latter diverges. It is shown that the sinusoidal
rotor segments have the function of converging magnetic
lines; so it can increase the air-gap flux density.

III. DESIGN OF THE PROPOSED MOTOR

The main design equations of the proposed motor
are presented in this section.

The AFPM diameter ratio is defined as

Do=

[
PR/KLηBgA

f
p

(
1−λ 2) 1+λ

2

]1/3

, (8)

where Di is the inner diameter, Do is the outer diameter
of the motor, λ is the ratio of Di to Do, PR is the out-
put power, A is the electrical loading, Bg is the air-gap
flux density, and KL is a constant incorporating wind-
ing factors. However, the winding form of 120D-TW is
different from T-TW; the electrical load formula needs
to be redefined. As shown in Figure 2, the windings of
120D-TW are winding in the same direction, similar to
only out, and T-TW are winding in two directions, simi-
lar to in and out, resulting in the change in the number of
series turns per phase; so the electric loading calculation
formula should be changed accordingly.

The electric loading formula for the 120-degree
phase belt toroidal windings is given by

A = mN
2Irms

π(Di+Do)
. (9)

The electrical load formula for the traditional
toroidal windings is given by

A = mN
Irms

π(Di +Do)
, (10)

where N is the number of series turns per phase, and Irms
is current effective value. However, because the number
of series turns per phase changes, the peak value of back-
EMF formula also needs to change.The EMF for the 120-
degree phase belt toroidal windings is given by

Epk = KnNBg
f
p

(
1−λ 2)Do

2. (11)

The EMF for the traditional toroidal windings is
given by

Epk = 2KnNBg
f
p

(
1−λ 2)Do

2. (12)

The motor design is completed based on these fun-
damental sizing equations, and the initial motor design
data are obtained. Then, contrast motors design is car-
ried out by the same rotor Do and the same amount of
magnet volume. To verify the reasonability of the pro-
posed motor, the 120D-TWSRSAFPMSM is compared
with the contrast motors. The design of the three motors
needs to follow some rules to ensure a fair comparison.

(1) The three motors have the same dimensions, includ-
ing outer diameter and inner diameter of the sta-
tor and rotors, axial length, thickness of permanent
magnet, and so on.

(2) The three motors are excited by a same current
source and have the same materials.

Based on the principles above, the primary parameters
of the 120D-TWSRSAFPMSM and contrast motors are
presented in Table 1.
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Table 1: Primary parameters of three motors

Parameters
120D-
TWSRSAF
PMSM

T-
TWSRSAF
PMSM

T-
TWPMBAF
PMSM

Rated speed 800 r/min 800 r/min 800 r/min
No. of phase 3 3 3
No. of poles 20 20 20
No. of winding
coils

30 30 30

Turns of per coil 14 14 14
Outer diameter of
stator core

148.0 mm 148.0 mm 148.0 mm

Inner diameter of
stator core

100.0 mm 100.0 mm 100.0 mm

IV. OPTIMIZATION ANALYSIS

According to the primary parameters of the three
motors presented in Table 1, first, the influence of si-
nusoidal rotor segments on the cogging torque is deter-
mined. Then, because all three motors are slotted, the
cogging torque needs to be optimized. In this part, the
magnet grouping division is used to reduce the cogging
torque and establish a parametric model to obtain and
analyze the results.

A. Sinusoidal rotor segments affect about cogging
torque

Because both 120D-TWSRSAFPMSM and T-
TWSRSAFPMSM adopt the rotor structure of the sinu-
soidal rotor segments, we need to determine the param-
eter about h of the rotor segment, then the parametric
model can be established, which is shown in Figure 7 (a).
Because the sinusoidal rotor parameter h has a great im-
pact on the cogging torque and torque density. The sim-
ulation results are shown in Figure 8. Figure 8 (a) shows
that when h is in 1 mm, the cogging torque is at turn-
ing point. Figure 8 (b) illustrates the influence of h on
the fundamental harmonic and total harmonic distortion
(THD) of air-gap flux density. It can be seen that with
the increase of h, the fundamental harmonic and THD of
air-gap flux density also gradually increase. With the in-
crease of the parameter h, the fundamental harmonic of
air-gap flux density and the cogging torque will be defi-
nitely increased. Accordingly, h is selected as 1 mm for
increasing the torque output and reducing the cogging
torque as much as possible.

B. Cogging torque optimization

Cogging torque is caused by interaction between
magnets and stator slots. In other words, cogging torque
is caused by the variation of the magnetic energy of the
field due to the PM with the mechanical angular position
of the rotor. Reducing cogging torque component is vital
in PM motor design process especially at low speed and
direct-drive applications.

Air-gap flux density
THD

(a)                                           (b)

Fig. 8. Effect of the parameter h change on the sinusoidal
rotor segments. (a) Cogging torque. (b) Fundamental
harmonic of air-gap flux density and THD.
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Fig. 9. Division of the permanent magnets into two
groups. (a) Before the group. (b) After the group.

In addition, the proposed motor inevitably has cog-
ging torque due to the slotted structure [19]. The dissat-
isfactory torque ripple may be obtained due to the cog-
ging torque. Therefore, the torque ripple needs to be
optimized. In [20], an optimization method for magnet
grouping is proposed to reduce the cogging torque. It
shows that by moving the permanent magnet and group-
ing it, an asymmetric air-gap magnetic density is formed,
which can greatly reduce the cogging torque. At the
same time, the avoidance of the irregular permanent
magnet shape reduces the manufacturing difficulty of the
permanent magnet.

This technique is illustrated in Figure 9 for a group-
ing method for a multipolar motor. By moving the per-
manent magnet and grouping it, forming an asymmetric
air-gap magnetic density can greatly reduce the cogging
torque. At the same time, the avoidance of the irregular
permanent magnet shape reduces the manufacturing dif-
ficulty of the permanent magnet. The parameterization
model of the motor is shown in Figure 10. It can be seen
that the grouping angle is 10.5◦, and the cogging torque
ripple is 9.2%, which is the lowest in this data compared
with other angles.

V. CHARACTERISTICS ANALYSIS

According to the primary parameters of the three
motors presented in Table 1 and the result of optimiza-
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Fig. 10. Effect of the parameter θ change on the cogging
torque ripple.
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Fig. 11. No-load flux graph of motor. (a) Sinusoidal
rotor segments. (b) Interior permanent magnet.

tion analysis, the 3D model of the three motors are estab-
lished by 3D FEA software (ANSYS Maxwell). Subse-
quently, the operating characteristics under no-load and
load conditions are analyzed, respectively.

A. No-load characteristics

Figure 11 shows the no-load flux graph of the two
structures. It can be seen that the stator of two struc-
tures both have higher flux density in their teeth. How-
ever, the flux density of the stator core of the two
structures is 1.41 T, and no magnetic saturation occurs
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Fig. 13. (a) Back-EMF waveforms and its harmonics dis-
tribution of the three motors under no-load condition. (b)
Cogging torque of the three motors.

Table 2: No-load characteristics of three motors

Parameters
120D-
TWSRSAF
PMSM

T-
TWSRSAF
PMSM

T-
TWPMBAF
PMSM

RMS of the back-
EMF

80.50 V 68.93 V 63.83 V

Fundamental
harmonic of the
back-EMF

110.80 V 96.13 V 89.00 V

Total harmonic
distribution
(THD)

12.04% 5.09% 5.33%

Peak-to-peak
value

8.82 Nm 8.82 Nm 2.35 Nm

No-load flux
graph of the stator
core

1.40 T 1.40 T 1.40 T

in the stator core. The air-gap flux density and its
harmonics distribution of the three motors under no-
load condition are presented in Figure 12. It can
be seen from Figure 12 (a) that the air-gap flux den-
sity curve in the 120D-TWSRSAFPMISM is basically
the same as that in the T-TWSRSAFPMISM, which is
higher than T-TWAFPMISM. As shown in Figure 12 (b),
the amplitudes of the fundamental harmonic of the
air-gap flux density in the 120D-TWSRSAFPMISM
and T-TWSRSAFPMISM are both 0.85 T, and the T-
TWAFPMISM is 0.76 T. It can be seen that the first two
increased by 11.84% compared with the latter, which can
be seen that sinusoidal rotor segments can effectively in-
crease flux density.

The no-load back-EMF, harmonics distribution, and
cogging torque of the three motors are presented in Fig-
ures 13 (a) and (b), respectively. Comparative analysis
results of the three motors are shown in Table 2. As
shown in Table 2, it can be seen that the amplitudes
of the fundamental harmonic of the back-EMF of the
120D-TWSRSAFPMISM are increased by 15.26% and
24.49% compared with the T-TWSRSAFPMISM and
T-TWAFPMISM. In formula (8), it can be seen that the
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Table 3: On-load characteristics of three motors

Parameters
120D-
TWSRSAF
PMSM

T-
TWSRSAF
PMSM

T-
TWPMBAF
PMSM

Average torque 113.67 Nm 98.38 Nm 91.67 Nm
Torque per am-
pere

2.84 Nm/A 2.46 Nm/A 2.29 Nm/A

Average torque
density

25.43
kNm/m3

22.01
kNm/m3

20.51
kNm/m3

Torque ripple 14.71% 17.10% 7.33%
Output power 9.52 kW 8.24 kW 7.68 kW

back-EMF is related to the winding coefficient Kn and
the air-gap flux density Bg. Because the sinusoidal rotor
segments can effectively improve the air-gap flux den-
sity, and combined with the advantages of high wind-
ing coefficient of 120D-TW, the fundamental harmonic
of the back-EMF of 120D-TWSRSAFPMISM is greatly
increased. And it is consistent with the analysis of the
vector diagram of A-phase synthetic EMF of the three
motors.

As shown in Table 2, the cogging torque of 120D-
TWSRSAFPMISM and T-TWSRSAFPMISM are nearly
the same, and the peak-to-peak values of both are 8.82
Nm. The cogging torque of T-TWAFPMISM is the
smallest, and its peak-to-peak value is only 2.35 Nm.
Compared with T-TWAFPMISM, the cogging torques
of 120D-TWSRSAFPMISM and T-TWSRSAFPMISM
both increased. Because the sinusoidal rotor segments
structure increases the air-gap flux density, which also
affects the cogging torque.

B. On-load characteristics

The torque curve and torque-current characteristic
of the three motors are presented in Figures 14 (a) and
(b), respectively. Comparative analysis results of the
three motors are shown in Table 3.

As shown in Table 3, compared with the T-
TWSRSAFPMISM and T-TWAFPMISM, the torque
density of the 120D-TWSRSAFPMISM has increased
by 15.54% and 24.0%, which can be seen that combin-
ing 120D-TW with sinusoidal rotor segments in the pro-
posed motor can further improve torque density. And in
Figure 14 (b), it shows the torque-current characteristic
of three motors. As can be seen, within the whole current
range, the 120D-TWSRSAFPMISM always has much
higher average torque than the T-TWSRSAFPMISM and
T-TWAFPMISM.

VI. CONCLUSION

In this paper, a 120D-TWSRSAFPMISM is pro-
posed and presented. The structure and working prin-
ciple of the proposed motor are defined. The cogging
torque of the motor is reduced by dividing the perma-
nent magnets into two groups and the 3D finite element
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Fig. 14. (a) Torque curve of three motors at the same cur-
rent. (b) Torque-current characteristic of three motors.

model of 120D-TWSRSAFPMISM and contrast motors
are established. The no-load and load characteristics of
the 120D-TWSRSAFPMISM are compared with con-
trast motors, which are designed with the same effective
size.

In 120D-TWSRSAFPMISM, 120D-TW is com-
bined with sinusoidal rotor segments. The difference be-
tween 120D-TW and T-TW lies in that the coil-EMF of
120D-TW has no space vector misalignment; so 120D-
TW makes the amplitude of back-EMF increase by
14.94% compared with T-TW. The difference between
sinusoidal rotor segments and traditional interior rotor
is that the structure of sinusoidal rotor segments is si-
nusoidal, so that the flux field converges to the same
place, making the air-gap flux density of structure si-
nusoidal rotor segments increase by 11.84% compared
with the structure of traditional interior rotors. The sim-
ulation results show that the torque density of 120D-
TWSRSAFPMISM increases by 15.54% and 24% com-
pared with T-TWSRSAFPMISM and T-TWAFPMISM.
Thus, the combination of the two structures in the pro-
posed motor makes the torque density of the motor fur-
ther improve compared with that of one structure.
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