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A Closed-Form Sensitivity Analysis of Transmission Lines

G. Antonini, L. De Camillis, and F. Ruscitti

Dipartimento di Ingegneria Elettrica e dell’Informazione
Università degli Studi dell’Aquila

Monteluco di Roio, 67040, L’Aquila, Italy
antonini@ing.univaq.it

Abstract – A new approach for frequency-domain sen-
sitivity analysis of transmission lines is presented. The
propagation problem for the voltage sensitivity is con-
sidered and solved in terms of the closed-form Green’s
function of the 1-D wave propagation problem. This
leads to a closed-form solution for the voltage sensitivity.
The accuracy of the proposed method is verified by
comparison with the perturbation approach.

Keywords: Transmission lines, interconnects, sensitivity
analysis, Green’s function.

I. INTRODUCTION

With the rapid increase in operating speeds, density,
and complexity of modern electronics, the effects of
interconnects such as delay, ringing and distortion have
become a dominant factor. As the rise-times in nowadays
interconnects may be few tens of picoseconds, distributed
lossy transmission line models must be used assuming the
quasi-TEM mode as the dominant one [1, 2].

At the design stage, it may be useful to compute not
only the response of the line to a given excitation, but also
its sensitivity with respect to a physical or geometrical
parameter. From this perspective, it is frequently required
that designers make the proper trade-off, often between
conflicting design requirements using optimization tech-
niques, to obtain the best possible performance [3].

Sensitivity analysis has been widely used in control
and circuit theory [4, 5]. An extensive research work has
been done over the recent years in the implementation of
sensitivity analysis techniques with full-wave electromag-
netic solvers for high frequency problems [6–14].

The knowledge of response derivatives is also crucial
for macro-modeling purposes [15]. In fact, recent ad-
vancements in macro-modeling techniques have demon-
strated that the use of response derivatives is effective to
speed-up the generation of macromodels of linear systems
while preserving the accuracy [16–18].

Although the application of full-wave techniques to
compute transmission lines sensitivity is surely feasible,
efficient use of computing resources is always to be
preferred and, when possible, analytical solutions are to
be considered. In this paper we present a new approach to
frequency-domain sensitivity of transmission lines which

is based on the use of the Green’s function of the 1-D
wave propagation problem. Telegrapher’s equations are
modified inorder to incorporate port currents as external
sources to the system. In [19] it has been shown that such
a technique allows to treat the Telegrapher’s equation as
a Sturm-Liouville problem for the voltage which can be
directly written in terms of the Green’s function of the 1-
D wave propagation [20]. Voltage and current sensitivities
satisfy the same Sturm-Liouville problem as voltages and
currents but with a different forcing term. Hence, the
same Green’s function can be adopted. The knowledge
of the closed-form Green’s function for the transmission
line problem permits to compute the voltage sensitivity
analytically, thus avoiding any numerical processing and
pawns the way to an accurate and efficient sensitivity
analysis. The proposed methodology is well suited to be
extended to the computation of higher-order sensitivities.

The paper is organized as follows. In Section II
the formulation is presented leading to the computation
of the voltage sensitivity in terms of the closed-form
Green’s function. Section III presents the computation of
derivatives and voltage sensitivities in a closed-form. Two
numerical examples are described in Section IV confirm-
ing the capability of the proposed approach to provide
a fast and reliable method to sensitivity of transmission
lines. The conclusions are drawn in Section V.

II. SENSITIVITY FORMULATION

Let us consider the transmission line illustrated in
Fig. 1.

The physics of transmission lines under the quasi-
TEM hypothesis is captured by the Telegrapher’s equa-
tions [1],

∂

∂z
v(z, t) = −R i(z, t)− L ∂

∂t
i(z, t) (1a)

∂

∂z
i(z, t) = −G v(z, t)− C ∂

∂t
v(z, t) + iS(z, t), (1b)

where R ∈ <, L ∈ <, C ∈ < and G ∈ < are
the per-unit-length (p.u.l.) parameters of the transmission
line, v(z, t) ∈ < and i(z, t) ∈ < represent the voltage
and current as a function of position z and time t,
and iS(z, t) describe a distributed current source along
the line. Differentiating (1a) and (1b) with respect to a
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Fig. 1. Transmission line with linear terminations.

parameter λ (where λ represents any electrical or physical
parameter of interest of the transmission line) yields the
following equations,

∂

∂z
v̂(z, t) =−R î(z, t)− L ∂

∂t
î(z, t) (2a)

−
(
∂R

∂λ
i(z, t) +

∂L

∂λ

∂

∂t
i(z, t)

)
∂

∂z
î(z, t) =−G v̂(z, t)− C ∂

∂t
v̂(z, t) (2b)

−
(
∂G

∂λ
v(z, t) +

∂C

∂λ

∂

∂t
v(z, t)

)
+

∂

∂λ
iS(z, t),

where the sensitivity variables in equations (2a) and (2b)
are defined as,

v̂(z, t) =
∂

∂λ
v(z, t) î(z, t) =

∂

∂λ
i(z, t). (3)

Transforming equations (1a), (1b), (2a) and (2b) in
the Laplace domain, we obtain,

∂

∂z
V (z, s) =− Zs(s)I(z, s) (4a)

∂

∂z
I(z, s) =− Yp(s)V (z, s) + IS(z, s), (4b)

∂

∂z
V̂ (z, s) =− Zs(s)Î(z, s)− ∂Zs(s)

∂λ
I(z, s), (4c)

∂

∂z
Î(z, s) =− Yp(s)V̂ (z, s)− ∂Yp(s)

∂λ
V (z, s)+

+
∂

∂λ
IS(z, s), (4d)

where the series impedance Zs(s) and the parallel admit-
tance Yp(s) of the line are defined as,

Zs(s) = R+ sL (5a)
Yp(s) = G+ sC. (5b)

Differentiating equation (4c) with respect to z we
obtain,

∂2

∂z2
V̂ (z, s) = −Zs(s)

∂

∂z
Î(z, s)− ∂Zs(s)

∂λ

∂

∂z
I(z, s).

(6)

If we substitute equations (4b) and (4d) in equation
(6), we can write,

∂2

∂z2
V̂ (z, s)− γ2(s) V̂ (z, s) =

∂γ2

∂λ
V (z, s)−

− Zs(s)
∂IS(z, s)

∂λ
− ∂Zs(s)

∂λ
IS(z, s) (7)

where

γ2 = Zs(s)Yp(s)
∂(γ2)
∂λ

=
(
Zs(s)

∂Yp(s)
∂λ

+ Yp(s)
∂Zs(s)
∂λ

)
.

(8)

In the following, the current sources IS(z, s) are
assumed to be located only in correspondence of the
terminations, yielding,

IS(z, s) = I0(z, s)δ(z) + Il(z, s)δ(z − l) (9)

where δ(z) represents the Dirac delta function.
Equation (7) represents a Helmholtz equation whose

formal solution can be obtained by using the Green’s
function approach. The computation of the forcing term
in equation (7) requires the evaluation of the derivative of
the p.u.l. parameters with respect to λ, the port currents IS
and the voltage distribution V (z, s). The latter expression
can be obtained through the standard transmission line
technique while the expression of the derivative of IS is
to be computed.

The transmission line can be represented as a multi-
port system with port voltages and currents at z = 0 and
z = l related by,[

V0

Vl

]
=
[
Z11 Z12

Z21 Z22

] [
I0
Il

]
(10)

where V0 and Vl are the voltage at the port z = 0 and
z = l. Furthermore, the termination conditions at the port
z = 0 and z = d, as shown in Fig. 1, read,[

V0

Vl

]
=
[
VS0

VSd

]
−
[
Z0 0
0 Zl

] [
I0
Il

]
(11)

353 ACES JOURNAL, VOL. 24, NO. 4, AUGUST 2009



Combining equations (10) and (11) we obtain,[
I0
Il

]
=
([

Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])−1 [
VS0

VSd

]
(12)

The evaluation of the forcing term equation (7)
requires computing the port current sensitivities,

∂

∂λ

[
I0
Il

]
=

∂

∂λ

([
Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])−1 [
VS0

VSd

]
(13)

where voltage sources are assumed not depending on
the parameter λ. Although it can be obtained by first
computing the inverse of the global impedance matrix and
then evaluating the derivative, an elegant way to do that
is to separate the derivative from the matrix inverse. It
can be done observing that,

A(λ)A−1(λ) = I.

Hence, by the chain rule,

dA(λ)
dλ

A−1(λ) + A(λ)
dA−1(λ)

dλ
= 0

we obtain

dA−1(λ)
dλ

= −A−1(λ)
dA(λ)
dλ

A−1(λ).

This identity allows to calculate the current sensitivity
equation (12) as follows,

∂

∂λ

[
I0
Il

]
= −

([
Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])−1

∂

∂λ

([
Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])
([

Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])−1 [
VS0

VSd

]
. (14)

Equation (14) can be simplified since Z0 and Zl are
not depending from λ,

∂

∂λ

[
I0
Il

]
= −

([
Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])−1

∂

∂λ

[
Z11 Z12

Z21 Z22

]
([

Z0 0
0 Zl

]
+
[
Z11 Z12

Z21 Z22

])−1 [
VS0

VSd

]
. (15)

Again, although the derivative of the impedance
matrix [Z] can be computed relying on the standard
transmission line theory [1], a different approach can be
adopted which is based on the Green’s function method
[20] and pawns the way to the extension of the proposed
method to time-domain.

Assuming boundary condition of the Neumann type,
having incorporated port currents into sources IS(z, s),

a two-conductor transmission line is characterized by the
following closed-form Green’s function [20],

G(z, z′, s) = −cosh[γ(s)(l − z>)] cosh[γ(s)z<]
γ(s) sinh[γ(s)l]

(16)

where z> and z< indicate the greater and lesser of the
pair (z, z′), respectively, and γ is defined as,

γ =
√
ZsYp. (17)

It can be proved that the impedance matrix [Z] can
be expressed in terms of the Green’s function as,

[Z] =
[
G(0, 0, s)(−Zs(s)) G(0, l, s)(−Zs(s))
G(l, 0, s)(−Zs(s)) G(l, l, s)(−Zs(s))

]
.

(18)
Next, differentiating equation (18) with respect to λ,

we obtain the derivative of the Z matrix. The result is
shown at the top of the next page in equation (19).

The voltage distribution V (z, s) in equation (7) can
also be computed through the use of the Green’s function
as a function of the port currents,

V (z, s) =
[
G(z, 0, s)(−Zs(s)) G(z, l, s)(−Zs(s))

] [ I0
Il

]
(20)

The differential problem equation (7) can be regarded
as a Sturm-Liouville problem for the voltage sensitivity
V̂ (z, s) satisfying the same boundary conditions of Neu-
mann type as the voltage V (z, s). Indeed, the following
identities hold,

∂

∂z
V̂ (z, s)

∣∣∣∣
z=0

=
∂

∂z

∂

∂λ
V (z, s)

∣∣∣∣
z=0

=
∂

∂λ

∂

∂z
V (z, s)

∣∣∣∣
z=0

= 0 (21a)

∂

∂z
V̂ (z, s)

∣∣∣∣
z=d

=
∂

∂z

∂

∂λ
V (z, s)

∣∣∣∣
z=d

=
∂

∂λ

∂

∂z
V (z, s)

∣∣∣∣
z=d

= 0,(21b)

where the order of derivatives has been exchanged ac-
cording to Schwarz’s theorem being the partial derivatives
continuous. Hence, it can be claimed that the Green’s
function for the voltage sensitivity is the same as for the
voltage along the line. Hence, the voltage sensitivity can
be computed as convolution between the Green’s function
and the forcing term f(z′),

V̂ (z, s) =
∫ l

0

G(z, z′)f(z′)dz′ (22)

where

f(z′) =
∂(γ2)
∂λ

V (z′, s)− Zs(s)
∂IS(z′, s)

∂λ
−

− ∂Zs(s)
∂λ

IS(z′, s). (23)
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d

dλ
[Z] =


d

dλ
[G(0, 0, s)] (−Zs(s)) + G(0, 0, s)

d

dλ
[(−Zs(s))]

d

dλ
[G(0, l, s)] (−Zs(s)) + G(0, l, s)

d

dλ
[(−Zs(s))]

d

dλ
[G(l, 0, s)] (−Zs(s)) + G(l, 0, s)

d

dλ
[(−Zs(s))]

d

dλ
[G(l, l, s)] (−Zs(s)) + G(l, l, s)

d

dλ
[(−Zs(s))]


(19)

III. COMPUTATION OF DERIVATIVES

Using equations (18) and (19), we are able to com-
pute the [Z] matrix and its derivative d

dλ [Z] required for
the calculation of equation (15). For this purpose, we can
compute the derivative of Green’s function analytically,

d
dλ

[G(0, 0, s)] = d
dλ [G(l, l, s)] (24a)

=
dγ/dλ

γ2 sinh2(γl)
[lγ + sinh(γl) cosh(γl)]

d
dλ

[G(0, l, s)] = d
dλ [G(l, 0, s)] (24b)

=
dγ/dλ

γ2 sinh2(γl)
[sinh(γl) + lγ cosh(γl)] .

The function to be integrated in (22) reads,

F (z, z′, s) = G(z, z′, s)∂(γ2)
∂λ V (z′, s)−G(z, z′, s)(25)[

−Zs(s)∂IS(z′,s)
∂λ − ∂Zs(s)

∂λ IS(z′, s)
]

The computation of equation (25) can be split in
two terms F (z, z′, s) = F1(z, z′, s) + F2(z, z′, s), where
V (z′, s) is given by equation (20),

F1(z, z
′, s) =

∂(γ2)

∂λ
I0(−Zs(s)) ·G(z, z′, s) ·G(z′, 0, s)

+
∂(γ2)

∂λ
Il(−Zs(s)) ·G(z, z′, s) ·G(z′, l, s) (26a)

F2(z, z
′, s) =

[
−Zs(s)

∂I0
∂λ

δ(z′)− Zs(s)
∂Il

∂λ
δ(z′ − l)

− ∂Zs(s)

∂λ
I0δ(z

′)− ∂Zs(s)

∂λ
Ilδ(z

′ − l)

]
·G(z, z′, s),(26b)

where z is the abscissa wherein we compute the sensitivity
and z′ is the integration variable. Hence, the calculation
of the integral of F1(z, z′, s) depends on the products,

G(z, z′) · G(z′, 0) (27a)
G(z, z′) · G(z′, l) (27b)

Being interested to the voltage sensitivity at abscissa
z = 0 and z = l, it is useful exploiting the dependence
of equation (27) on the z′ coordinate, yielding,

G(0, z′) ·G(z′, 0) = K ·
[
cosh(2γl) cosh(2γz′)

− sinh(2γl) sinh(2γz′) + 1
]

(28a)

G(0, z′) ·G(z′, l) = K ·
[
cosh(γl) + cosh(γl) cosh(2γz′)

− sinh(2γz′) sinh(γl)
]
, (28b)

G(l, z′) ·G(z′, 0) = K ·
[
cosh(γl) + cosh(γl) cosh(2γz′)

− sinh(2γz′) sinh(γl)
]
, (28c)

G(l, z′) ·G(z′, l) = K ·
[
1 + cosh(2γz′)

]
, (28d)

where
K =

1
2γ2 sinh2(γl)

. (29)

The integration of equations (28a) to (28d) is straight-
forward. Equations (30a) to (30d) show the definite inte-
grals,∫ l

0

G(0, z′)·G(z′, 0)dz′ = K·
[

1

2γ
sinh(2γz′) cosh(2γl)−

− 1

2γ
cosh(2γz′) sinh(2γl) + z′

]∣∣∣∣l
0

(30a)

∫
G(0, z′) ·G(z′, l)dz′ = K ·

[
cosh(γl) · z′+

+
1

2γ
sinh(2γz′) cosh(γl)− 1

2γ
cosh(2γz′) sinh(γl)

]∣∣∣∣l
0

,

(30b)

∫
G(l, z′) ·G(z′, 0)dz′ = K ·

[
cosh(γl) · z′+

+
1

2γ
sinh(2γz′) cosh(γl)− 1

2γ
cosh(2γz′) sinh(γl)

]∣∣∣∣l
0

,

(30c)

∫
G(l, z′) ·G(z′, l)dz′ = K ·

[
z′ +

1

2γ
sinh(2γz′)

]∣∣∣∣l
0

.

(30d)

The second term F2(z, z′, s) in equation (26b) is
finally considered.

Its contribution to the overall voltage sensitivity,
taking the delta Dirac function sampling property into
account [21], is given by,∫ l

0

F2(z, z
′, s)dx′ = −Zs(s)

∂I0
∂λ

G(z, 0, s)−Zs(s)
∂Il

∂λ
G(z, l, s)

− ∂Zs(s)

∂λ
I0G(z, 0, s)− ∂Zs(s)

∂λ
IlG(z, l, s). (31)

Finally, the voltage sensitivity with respect to param-
eter λ at abscissa z = 0 and z = l can be computed as,

V̂ (0, s) =
∫ l
0

(F1(0, z′, s) + F2(0, z′, s)) dz′ (32a)

V̂ (l, s) =
∫ l
0

(F1(l, z′, s) + F2(l, z′, s)) dz′. (32b)

Space limitations do not permit the description of the
time-domain analysis here but it can be easily obtained
working with linear loads from the inverse fast Fourier
transform (IFFT).
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A. Higher-order sensitivities

The voltage sensitivities of equation (32) correspond
to first-order sensitivities of port voltages with respect to
parameter λ. The evaluation of higher-order sensitivities
can be performed using the same approach outlined in
Section II. In fact, the governing equation for the k-order
voltage sensitivity is,

∂2

∂z2
V̂k(z, s)− γ2(s) V̂k(z, s) = k

∂γ2

∂λ
V̂k−1(z, s)+

∂kγ2

∂λk
V (z, s)− ∂k

∂λk
(Zs(s)IS(z, s)) . (33)

The Sturm-Liouville problem for the k-order voltage
sensitivity V̂k(z, s) admits the same Green’s function as
the voltage distribution V (z, s) and, as a consequence, it
can be computed as,

V̂k(z, s) =
∫ l

0

G(z, z′)fk(z′)dz′ (34)

where

fk(z′) = k
∂γ2

∂λ
V̂k−1(z′, s) +

∂kγ2

∂λk
V (z′, s)

− ∂k

∂λk
(Zs(s)IS(z′, s)) . (35)

Each term of the forcing term (35) can be analytically
computed as well as the integrand function in equation
(34) and its integral, leading to a closed-form k-order
voltage sensitivity.

IV. NUMERICAL RESULTS

In this section we present two examples of transmis-
sion lines whose voltage sensitivity with respect to geo-
metrical parameters are computed by using the proposed
methodology. For the sake of comparison, the voltage
sensitivity is also computed by the perturbative approach
by giving a small perturbation ∆λ to the parameter λ and
computing the sensitivity as,

V̂ p(z, s) =
V (z, s, λ+ ∆λ)− V (z, s, λ)

∆λ
. (36)

A. Two-conductor transmission line

Let us consider a couple of conductors of radius r0 =
2 mm and length l = 0.1 m, at a distance d = 1 cm,
in the free space (permittivity ε0 = 8.854 pF/m and
permeability µ0 = 0.4π mH/m). The p.u.l. parameters
of the line are [1],

R = ρ
πr20

G = 0

L = µ0
2π ln 2d

r0
C =

2πε0
ln 2d

r0

.
(37)

The voltage sensitivity is computed with respect to
the distance between the conductors λ = d. First we can

compute the series impedance Zs and the parallel admit-
tance Yp and their derivatives with respect to sensitivity
parameter d,

Zs(d, s) = R+ sL (38a)
Yp(d, s) = G+ sC, (38b)

∂

∂d
Zs(d, s) = s · µ0

2π
1
d
, (38c)

∂

∂d
Yp(d, s) = s ·

− 2πε0

d ln2
[

2d
r0

]
 . (38d)

The circuit is excited by a voltage pulse Vs with 800
ps width and 500-ps rise and fall times, whose magnitude
spectrum is shown in Fig. 2. The frequency range of
analysis is 0− 5 GHz.

Fig. 2. Magnitude spectrum of the voltage source
(example IV-A).

In Figs. 3 and 4 it is shown the magnitude and phase
spectra of the voltage sensitivity at z = 0 and z = l
as computed by using equations (32a) and (32b) and
compared with the perturbative approach.

No noticeable difference can be observed between the
proposed and perturbative approach.

B. Microstrip

As a second example we consider a microstrip trans-
mission line. It can be characterized by geometrical and
physical parameters such as width of the strip W , height
of the dielectric substrate H , strip thickness T , perme-
ability and dielectric constants. The p.u.l. capacitance in
free space is given by [22],

Ca =



ε0

[
We

H
+ 1.393 + 0.667· W/H > 1

· ln
(
We

H
+ 1.444

)]
2πε0

ln
(

8H
We

+
We

4H

) W/H ≤ 1

(39)
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Fig. 3. Magnitude and phase spectra of voltage sensi-
tivity at z = 0 (example IV-A).

Fig. 4. Magnitude and phase spectra of voltage sensi-
tivity at z = l (example IV-A).

where the effect of the finite thickness can be included
using effective width We instead of W [22],

We =


W + 0.398T

(
1 + ln

2π
T

)
W/H >

1
2π

W + 0.398T
(

1 + ln
4πW
T

)
W/H ≤ 1

2π
(40)

The effective dielectric constant, εeff , for a microstrip
line with an isotropic substrate is given by [22],

εeff =
εr + 1

2
+
εr − 1

2

(
1 +

12H
We

)− 1
2

+ F (εr, H)

− 0.217(εr − 1)
T√
WeH

(41)

where

F (εr, H) =


0 W/H > 1

0.02(εr − 1)
(

1− We

H

)2

W/H ≤ 1

(42)
The p.u.l capacitance and inductance, assuming an

homogeneous medium, is given by [22],

C = Caεeff (43a)

L =
µ0ε0εeff

C
=
µ0ε0
Ca

. (43b)

In order to obtain the voltage sensitivity, the derivatives
of equations (43a) and (43b) are needed. In the following
both the voltage sensitivity with respect the width of the
strip W as well as the height of the dielectric substrate
H are computed. The derivatives read,

dC
dW

=
dCa
dW

εeff + Ca
dεeff
dW

(44a)

dL
dW

= −ε0µ0

C2
a

dCa
dW

, (44b)

dC
dH

=
dCa
dH

εeff + Ca
dεeff
dH

, (44c)

dL
dH

= −ε0µ0

C2
a

dCa
dH

, (44d)

where

dCa

dW
=



ε0W
′
e

H

[
1 + 0.667

1

We/H + 1.444

]
W/H > 1

−
2πε0

(
−8W

′
eH

W 2
e

+
W

′
e

4H

)
ln2
(

8H

We
+
We

4H

)
·
(

8H

We
+
We

4H

) W/H ≤ 1

(45)

dCa

dH
=


− ε0

We

H2

[
1 + 0.667

1

We/H + 1.444

]
W/H > 1

−
2πε0

(
8

We
− We

4H2

)
ln2
(

8H

We
+
We

4H

)
·
(

8H

We
+
We

4H

) W/H ≤ 1

(46)
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dεeff

dW
=
εr − 1

2

6HW
′
e

W 2
e

(
1 +

12H

We

)− 3
2

+
dF (εr, H)

dW
+

+0.217(εr − 1)
HTW

′
e

2
(WeH)−

3
2 , (47)

dεeff

dH
= −εr − 1

2

6

We

(
1 +

12H

We

)− 3
2

+
dF (εr, H)

dH
+

+0.217(εr − 1)
WeT

2
(WeH)−

3
2 , (48)

dWe

dW
= W

′
e =

 1 W/H >
1

2π

1 + 0.398
T

W
W/H ≤ 1

2π

(49)

dF (εr, H)

dW
=


0 W/H > 1

0.02(εr − 1)
2W

′
e

H

(
We

H
− 1
)

W/H ≤ 1

(50)

dF (εr, H)

dH
=

{
0 W/H > 1

0.02(εr − 1)
2We

H2

(
1− We

H

)
W/H ≤ 1

(51)
where W

′

e stands for the derivative of We with respect to
W , since it does not depend on H .

As a numerical test, a microstrip line has been
considered with length l = 5 cm, width of the strip W = 2
mm, height of the dielectric substrate H = 1 mm and
strip thickness T = 0.5mm. The relative permittivity of
the substrate is εr = 3.

The voltage sensitivity has been computed using
equations (32a) and (32b), considering as parameter λ
the width of the strip W and the height of the dielectric
substrate H . The circuit input is the same of the previous
example (Fig. 2) and the frequency range of analysis is
0 − 5 GHz. The magnitude and phase spectra of the
voltage sensitivity with respect to W are shown in Figs. 5
and 6, while those of the voltage sensitivity with respect
to H are shown in Figs. 7 and 8.

As before, a very good agreement is achieved be-
tween the proposed and the perturbative approach. For
the sake of comparison the sensitivities have also been
computed numerically. The computation has been per-
formed on a machine equipped with AMD Athlon 64
processor. It took about 10 s to be completed by using the
proposed technique and 73 s computing the sensitivities
numerically, for 3751 frequency samples, leading to a
speed-up of 7.3.

V. CONCLUSIONS

In this paper we have proposed a new approach
to analyze frequency-domain sensitivity of transmission
lines. It is based on the closed-form Green’s function of
the 1-D wave propagation problem. Relying on the knowl-
edge of the Green’s function for the transmission line
problem, a closed-form solution for the voltage sensitivity
with respect to either physical or geometrical parameters
is readily computed. The proposed technique is well
suited to be extended to the computation of higher-order

Fig. 5. Magnitude and phase of voltage sensitivity with
respect to W at z = 0 (example IV-B).

Fig. 6. Magnitude and phase of the voltage sensitivity
with respect to W at z = l (example IV-B).
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Fig. 7. Magnitude and phase spectra of voltage sensi-
tivity with respect to H at z = 0 (example IV-B).

Fig. 8. Magnitude and phase spectra of voltage sensi-
tivity with respect to H at z = l (example IV-B).

sensitivity. Its implementation is straightforward and does
not require any numerical processing. Two examples were
presented showing the accuracy of the method compared
to the perturbation technique.
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Abstract − In indoor propagation, the log-distance path 
loss model represents the received power as declining 
with distance from the transmitter according to nr/1 , 
where r is the straight-line distance from the transmitter 
to the receiver. Previously, the value of the path loss 
exponent n  has been derived from measured received 
signal strengths at a specific site. In this paper, the value 
of  n  is estimated from the geometry of the room and the 
electrical properties of the walls. Using the Sabine model, 
these determine the room absorption and hence the 
received power as a function of distance from the 
transmitter. Then, a least-square-error curve fit of the log-
distance path loss model to the Sabine model determines 
the value of n . The electric field strength in a typical 
rectangular room is compared using ray tracing, the 
Sabine model, and the path loss model. Then the value of 
the path loss exponent is presented as a function of the 
power absorption coefficient of the walls, floor and 
ceiling of the room, for a typical ceiling height. 
Evaluating n  from analytic information rather than from 
measurement enhances the usefulness of the path loss 
model in simulations of the coverage of antennas for the 
design of wireless local area network installations at 
specific sites.  
 

I. INTRODUTION 
 

In indoor propagation, communication must be 
established between a transmitter and a receiver located 
inside a building [1-3]. For a fixed transmitter position 
and a roaming receiver, the signal strength of the 
transmitter must be sufficiently large; the delay spread of 
the multipath components sufficiently small; and the 
interference from other transmitters operating on the 
same frequency sufficiently small. Designing the location 
of access-point antennas for a wireless local area network 
would benefit from a simple method for an approximate 
assessment of the field strength of each antenna 
throughout the whole floor plan.  

The “log-distance path loss model” [1, 3, 4, 5] 
represents the received power in an indoor environment 
as declining with distance according to, 

  

( ) nr
P

rP 0=  
 

 (1)
 
where n  is the “path loss exponent” [6]   or “slope index” 
[4], r  is the distance between the transmitter and the 
receiver, and OP  is the received power at a one-meter 
distance. The value of n  depends on the construction of 
the walls of the room and on other factors. The path loss 
model is applied to both line-of-sight (LOS) and non-
line-of-sight (NLOS) scenarios. If the ray from the source 
to the observer passes through a wall, the power can be 
reduced by a “wall attenuation factor”, which is often 
approximated as a fixed number of dB independent of the 
incidence angle or polarization. This model is empirical, 
with the value of n  determined from measured received 
powers. Values of the path loss exponent n  are cited 
from the literature for various environments in [1]. 
Values of n  from 1.6 to 2.1 for factory environments 
were given in [5], where there was a LOS path from the 
transmitter to the receiver. Where the LOS path is 
obstructed by partitions or by furnishings, values of n  
greater than two were used, and the field strength 
decreased more quickly with distance r  than it would in 
free space. Some authors use free-space propagation 
( 2=n ) closer to the antenna than a “break point” 
distance, and the log-distance path loss model for larger 
distances [6]. The break point distance depends on the 
size of the first Fresnel zone [4, 5] compared to the 
position of obstacles in the room that obstruct the direct 
path from the transmitter to the observer. The log-
distance path loss model is site specific in that the power 
associated with a ray passing through a wall is reduced by 
a wall attenuation factor, but otherwise the floor plan 
information is not used.  
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Site-specific predictions of the electric field strength 
throughout a floor plan are often made using ray tracing 
[4,7]. Ray paths are identified joining the transmitter to 
the location of the receiver, accounting for specular 
reflection from walls, and transmission through walls. 
The “vector sum method” [2] adds the field strengths of 
the rays accounting for phase and vector direction. The 
rapid variations of this “local” field strength as the 
position of the observer changes are called “fast fading”. 
To assess coverage, it is sufficient to estimate the local 
mean power, obtained by averaging the received power 
along a path of length 5 to 40 wavelengths [3]. Averaging 
removes the rapid variations of fast fading and leaves the 
slow changes due to attenuation with distance and 
shadowing, called “slow fading”. Evaluating the fast 
fading at closely-spaced points followed by explicit 
averaging is computationally expensive. However, the 
local mean power can be estimated by ray tracing by the 
“power sum method” [3], which combines the field 
strengths of the rays on an energy basis. Since the local 
mean power varies slowly with position, much more 
widely spaced points can be used, and so the computation 
is much faster. 

The Sabine method is less well known, and is based 
on Sabine’s method in acoustics extended to 
electromagnetics. The Sabine method characterizes the 
room by its “room absorption”, which is calculated from 
the angle-averaged power absorption coefficient of each 
surface of the room [8] and the area of the surface. “Live” 
rooms with low power absorption use Sabine’s formula 
for the room absorption, but when the absorption is high 
the room is said to be “dead” and Eyring’s formula is 
used [9,10]. To predict the decline in the received field 
strength as a function of distance from the source, the 
field is split into the “direct” field strength, which is the 
field of the source in free space, and the “indirect” field 
strength or “multipath” field strength, which is the 
contribution of the room [11, 12]. The local mean power 
is obtained by adding the power in the direct field and in 
the indirect field. The calculation of the local mean power 
by the Sabine method is simple enough to be done with 
pencil and paper. The Sabine method is readily extended 
to complex floor plans [11] and because it is 
computationally inexpensive, it is useful for assessing the 
field strength of many sources transmitting at various 
locations throughout a complex floor plan. 

To the authors’ knowledge, the value of the path loss 
exponent n  has not been explicitly related to the 
geometry of the room and to the construction of the walls. 
This paper will derive the value of n  in rooms where 
there is a LOS path between the transmitter and the 
receiver. The value of n  will be determined from the 
geometry of the room and the average power absorption 
coefficients of the various room surfaces. The room 
properties will determine the Sabine room absorption, 
which in turn will be used to find the local mean power as 

a function of distance from the transmitter. Then least 
squares approximation will be used to curve-fit the log-
distance path loss model to the local mean strength, to 
determine the value of n . The method will be illustrated 
for a small rectangular room. Electric field strengths 
using the log-distance path loss model will be compared 
with fields found by ray tracing using the “power sum 
method”, and using the Sabine method. Then the value of 
n  will be graphed for a square room as a function of the 
power absorption coefficient of the walls for various 
room areas from small to large.  
 

II. THE SABINE METHOD 
 

The Sabine method [12] divides the electric field 
strength into the direct field Ed, which is the field of the 
transmitter in free space, the and the multi-path field, Em, 
which is the net field strength due to rays which reflect 
and re-reflect from the surfaces of the room. The power 
received by an antenna of effective area equal to unity 
and operating into a matched load is,  
 

( ) ( )( )221
mds ErErP +=

η
   watts, (2)

 
where η  is the intrinsic impedance of space and r  is the 
separation distance. Assuming that there is an 
unobstructed path between the transmitter and the 
receiver, that is, that the first Fresnel zone is clear of 
furnishing and clutter [4, 13], the direct field is given by, 
 

( ) 24 r
DPrE t

d π
η

=  volts/meter (3)

 
where D  is the directive gain of the transmitter, and tP  
is the transmitted power. The Sabine method gives the 
local mean value of the multipath field as [12], 
 

mE~

in

t

A
Pη4

=    volts/meter 
 

 (4)

 
where the tilde indicates the local area average. The 
“indirect” room absorption [12] is,  
 

AS
ASA
T

T
in −
=  

 
 (5)

 
where TS  is the total area of the surfaces of the room, and 
where the room is characterized by the Sabine room 
absorption, given by,  
 

∑
=

=
N

k
kkSA

1

~α . 
 

 (6)
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The room has N  surfaces, the area of the k th surface 
is kS , and kα

~  is the angle- and polarization-averaged 
power absorption coefficient [8, 12]. If the walls of the 
room are modelled as uniform layered structures, the 
power absorption coefficient is readily evaluated. If the 
surfaces of the room are highly absorbing, then the room 
might be classified as “dead” or in the “non-reverberated 
regime” in the terminology used in [10], and the Eyring 
formula can be used to calculate the room absorption 
according to,  
 

⎟
⎠
⎞

⎜
⎝
⎛
−

=
α1

1lnTE SA  
 

(7)

 
where TSA /=α . The Eyring indirect absorption is 
given by, 
 

⎟
⎠
⎞

⎜
⎝
⎛
−−

=
αα 1

1ln
1,

T
inE

SA . 
 

 (8)

 
Thus the Sabine model consists of either using 

equations (5) or (8) to calculate the indirect room 
absorption, then equation (4) for the multipath field 
strength, which is by definition constant throughout the 
room, and equation (3) for the direct field, which varies 
with distance from the transmitter. Then equation (2) is 
used to find the received power. Note that functional 
form of the decline in received power with distance is 
contained in the direct field term and is different from 
that of the log-distance path loss model of equation (1).  
 
III. EVALUATING THE PATH LOSS EXPONENT 

 
The Sabine model relates the decline in field strength 

with distance from the transmitter to the geometry of the 
room, to the room construction, and to the electrical 
properties of the room surfaces thorough the average 
power absorption coefficients. Consider a path running 
radially away from the transmitter from distance ra to 
distance rb. The value of the path loss exponent will be 
found by minimizing the mean square error in decibels 
between the path loss model (1) and the Sabine model 
(2). The square of the mean square error is given by,  
 

( )( )∫ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−⎟

⎠
⎞

⎜
⎝
⎛

−
=

b

a

r

r

sn
ab

drrP
r
P

rr
e

2
02 lnln1 . 

 
 (9)

 
To minimize the error, choose n  such that 

( ) 02 =
∂
∂ e
n

 to obtain,  

( )

( ) ( )

( ) ( )( )
⎥
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⎦
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⎢
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∫

∫
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a
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r

s

r

r

r

r

drrPr

drrP

drr

n

lnln

lnln

ln

1
0

2

. 

 
 
 

 (10)

 
Equation (10) is readily evaluated as follows. 

Parameter 0P  is the power at r=1 m from the antenna in 
free space and using equation (3), ( )π4/0 tDPP = W. The 
integrals in equation (10) can be approximated with the 
rectangular rule. Thus choose a set of evenly-spaced 
distances { }Nkrk ,...,1: =  over the interval ar  to br  with 

( ) ( )1/ −−=∆ Nrr ab and use equation (2) to compute the 
received power at each distance ( ){ }kssk rPP = . Then,  
     

( )

( ) ( )

( ) ( )
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

∆−

∆

∆
≈

∑
∑
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k

k
k

k
k Pr

rP

r
n

lnln
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ln
1

0

2
. 

 
 

 (11)

 
Equation (11) is readily evaluated with a short 

computer program. Note that the received powers 
( ){ }kssk rPP =  could also be computed from ray-tracing 

field strengths using the “power sum method”.  
In the Sabine model, the received power of equation 

(2) is always greater than that of the transmitter in free 
space, because it is enhanced by the multipath field given 
by equation (4). Hence, the value of the path loss 
exponent computed with equation (11) will always be 
less than two. As the average power absorption 
coefficient α  approaches unity, the room absorption 
approaches the surface area of the room, TSA→ , and 
the indirect absorption becomes large, ∞→inA . Then 

the multipath field  mE~  becomes small, and the signal 
strength approaches that of free space, from above. The 
value of n  given by equation (11) approaches the free 
space value of two.  
 

IV. FIELD STRENGTH IN A RECTANGULAR 
ROOM 

 
This section compares the field strength found using 

the log-distance path loss model (1) with the field 
strength from the Sabine model and from the ray-tracing 
model. The value of the path loss exponent n  is obtained 
using equation (11). 

Figure 1 is a plan of a rectangular room, 6.83 m wide 
by 8.68 m deep, with a ceiling height of =h 3.75 m. The 
transmitter was a vertical, half-wave dipole radiating 100 
mW at 2388 MHz, with directivity 64.1=D , centered 
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1.03 m above the floor. The receiver was moved along 
the path shown in the figure, starting at ra=1 m from the 
antenna and ending at rb = 4.8 m away, and was 1.07 m 
above the floor. The walls of the rectangular room were 
modelled as layered structures with 1.5 cm of concrete 
( rε =5.37, σ =149.5 mS/m), 0.8 cm of brick ( rε =4.38, 
σ =18.5 mS/m), a center air layer 7.8 cm thick, and 
symmetric layers of brick and concrete. The angle- and 
polarization-averaged power absorption coefficient at 
2388 MHz was =α~ 0.65. The floor and ceiling were 
modelled as concrete slabs of thickness 30 cm, and 
average power absorption coefficient of 0.79. One wall of 
the room had a row of metal lockers, 3.48 m from the 
path, as shown in Fig. 1, with a power absorption 
coefficient of zero. In the ray-tracing simulation, ray 
paths with up to 32 reflections were calculated. Field 
strengths were measured in this room, and [12] reports 
reasonable agreement with the Sabine model using 
equation (5) and with the ray-tracing model.  

 

 
 
Fig. 1. Plan of the rectangular room. 

 
To use the Sabine model, the area of the room 

surfaces was calculated to be 239=TS  m2, and the 
Sabine room absorption was =A 166 m2, hence the 
average power absorption coefficient for the room was 

69.0/ == TSAα . This was high enough that the room 
might classified as “dead”, in which case the Eyring 
model for the absorption might be used. The Eyring value 
for the room absorption was 284=EA  m2. The Sabine 

indirect absorption of equation (5) was 543=inA  m2, and 
the Eyring indirect absorption of equation (8) was 

903, =inEA  m2. These values were used with equation (3) 
to calculate the multipath field strength, which was 
smaller by a factor of about 0.78 when the Eyring model 
was used.  

Figure 2 shows the electric field strength as a 
function of separation distance from the transmitter along 
the path shown in Fig. 1. The ray-tracing method was 
used to find the local mean field strength (solid curve) by 
the “power sum method” [3]. The Sabine approximation 
(dashed curve with crosses) using the Sabine room 
absorption agreed closely with the ray-tracing curve. 
When the Eyring room absorption was used (long-dashed 
curve) the field strength was too small in comparison to 
the ray-tracing value. Thus, although the room might be 
classified as “dead”, the Sabine absorption led to better 
agreement with the ray tracing model than did the Eyring 
absorption.  
 

 
 
Fig. 2. Electric field strength as a function of distance 
from the antenna in the rectangular room. 

 
The path loss exponent of 58.1=n  was found by 

evaluating equation (11) using received powers along the 
path computed with equation (2) using the Sabine 
absorption. The electric field strength associated with the 
path loss model is given by, 
 

( ) 2/
0

nr
E

rE = , (12)

 
where )4/(0 πη tDPE =  is the field strength at one-
meter distance from the transmitter. Figure 2 compares 
the field strength from the path loss model (dotted curve), 
from ray tracing (solid curve), and from the Sabine 
method (dashed curve with crosses). Choosing n  with 
equation (11) leads to a best-fit approximation of the 
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Sabine model by the path loss model. The field strength 
of the path loss model was too large between 1 and 3.5 m 
distance, but the error is small. Towards the end of the 
path, the field strength of the path loss model decreased 
too quickly with distance, with a 0.8 dB error at the end 
of the path.  

Figure 2 showed that the Sabine absorption led to a 
better approximation of the ray-tracing mean value than 
did the Eyring absorption, so in the following the Sabine 
absorption will be used to demonstrate the dependence of 
the path loss exponent on the power absorption 
coefficient of the room surfaces and the room geometry.  
 

V. PATH LOSS EXPONENT 
IN A TYPICAL ROOM 

 
Figure 3 shows the variation of the path loss 

exponent n  with the floor area of a square room and with 
the average power absorption coefficient of the room 
surfaces, for a square room of ceiling height h=2.75 m. 
The room had side length w , floor area 2wSF = , and 

surface area whwST 42 2 += . The average power 
absorption coefficient of the surfaces of the room wasα , 
the Sabine absorption was TSA α=  and the indirect 
absorption was ( )αα −= 1/Tin SA . To evaluate n , a 
vertical dipole of directivity 64.1=D , radiating tP  watts, 
was used. The received power was calculated on a path 
starting at distance 1=ar  m from the dipole and ending 

at distance 12 −= wrb  m. Given the value for the 
average power absorption coefficientα , equation (2) was 
used to compute a set of received power values at 
intervals of  1=∆  cm from ar  to br , and then equation 
(11) was used to compute the path loss exponent. The 
calculation was repeated as the power absorption 
coefficient α  varied from 0.01 to 0.99, and as floor area 
varied from =FS 10 m2 (e.g., an office) to =FS 400 m2   
(e.g. a large auditorium). 

These calculations show that at a given absorption, 
the path loss exponent increases with room size. Thus for 
absorption =α 0.5, an office of area 10 m2 would have a 
path loss exponent of =n 0.69, a mid-sized room of area 
50 m2  would have =n 1.13, and an open-plan office of 
area 200 m2 would have =n 1.32. For small rooms and 
low power absorption coefficients, the multipath field 
strength of equation (4) dominated the direct field over 
most of the area of the room, and the received power of 
equation (2) was almost constant with distance. Thus it 
was not possible to calculate a path loss exponent. For 
example, for an office of area 10 m2 with power 
absorption coefficient less than 0.3, no path loss exponent 
could be evaluated. For a power absorption coefficient 
greater than 0.3, the path loss exponent increased rapidly 

with absorption. As the room got larger, the minimum 
absorption for which a path loss exponent could be found 
decreased. Thus for a room of floor area 50 m2, the path 
loss exponent increased from zero starting at 
absorption 1.0=α . For all rooms, as the power 
absorption coefficient approached unity, corresponding to 
perfectly-absorbing or “free space” walls, the path loss 
exponent approached 2=n , corresponding to free space 
propagation.  
 

 
 
Fig. 3. Path loss exponent as a function of power 
absorption coefficient and floor area in a square room.  

 
The rectangular room of Fig. 1 had surface area 

239=TS  m2 and average power absorption coefficient 
α  =0.69. Using Fig. 3, the value of n  is between 1.5 and 
1.55, which is close to the value of 1.58 found above for 
the rectangular room. Note that the ceiling height of the 
rectangular room was 3.75 m, considerably higher than 
the ceiling height of 2.75 m used to draw Fig. 3. 

Table 4.6 in [5] gave values of =n 1.6 and 1.8 for a 
metal-working factory and a paper/cereals factory 
respectively, both with a LOS path. However, no floor 
area or ceiling height was given, nor an indication of the 
wall construction. Assuming a power absorption 
coefficient of 7.0=α , typical of many wall 
constructions, Fig. 3 shows that for a 200 m2  area, 

57.1=n ; for 400 m2, 61.1=n , these values being not 
greatly different from those in [5]. A larger floor area 
would lead to a larger value of n . 
 

VI. CONCLUSION 
 

The log-distance path loss model (1) is often used to 
approximate the received power as a function of distance 
from a transmitter, using values of the path loss exponent 
n  based on measurements in an indoor environment 
when there is a line-of-sight path from the transmitter to 
the receiver. This paper showed how to derive the value 

365 ACES JOURNAL, VOL. 24, NO. 4, AUGUST 2009



 

 

of n from the geometry of the room, and from the 
electrical properties and construction of the walls, floor 
and ceiling.  

Figure 2 demonstrated that in a mid-sized rectangular 
room, field strengths from the Sabine model and from a 
ray-tracing model agreed closely. The value of n  was 
derived from the Sabine field strengths, and then the field 
strength of the path loss model were close to the Sabine 
values.  

Figure 3 showed the behavior of the path loss 
exponent as a function of the floor area of a square room 
and of the power absorption coefficient of the walls. For 
very low absorption, the path loss model was not useful. 
For higher absorption, the path loss exponent increased 
rapidly and approached 2=n  as the absorption 
coefficient of the walls approached unity, making the 
walls perfectly absorbing. Figure 3 can be used to 
estimate the path loss exponent and hence the received 
power when there is an unobstructed LOS path in an 
indoor environment, from a knowledge of the wall 
materials and construction of the room dimensions, and 
should be useful in the design wireless local area 
networks.  
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Abstract −  Both low-order and high-order singular basis 
functions have been previously proposed for modeling 
edge singularities in the current and charge densities at 
geometric corners in electromagnetic integral equation 
formulations. This paper attempts to identify an optimum 
dimension for the cells adjacent to corners, as a function 
of the polynomial degree of the representation used away 
from the corner cells. The residual error obtained via the 
solution of an over-determined system of equations is 
used to judge the relative accuracy of various approaches. 
 
Keywords: boundary element method, corner singularity, 
edge condition, high order basis functions, method of 
moments, over-determined systems, residual error, 
singular basis functions. 
 

I. INTRODUCTION 
 

For several decades, most numerical procedures for 
solving the integral equations for electromagnetic field 
problems have been based on low-order methods, where 
the representation of the primary unknown is in terms of 
constant or linear polynomials, and the convergence rates 
are often no faster than O(h2), where h is the 
characteristic cell dimension associated with the 
numerical model. Higher order methods have been shown 
to provide a better trade-off between high accuracy and 
improved computational efficiency than low-order 
methods. However, many practical structures contain 
corners or edges, where the charge density or current 
density may exhibit a singularity. In the absence of an 
explicit attempt to incorporate the actual singularity into 
the representation for the unknown quantity, the accuracy 
improvements offered by high order basis functions are 
negated. A number of authors have proposed singular 
basis functions [1-5], including the possibility of 
incorporating multiple singular terms to provide high 
order behavior [6-7]. 

Reference [7] proposed a methodology for high order 
modeling of edge singularities in two-dimensional 
problems. In cells not adjacent to corners or edges, a 
complete polynomial representation was employed up to 

order q, or degree q–1. In cells adjacent to corners, this 
representation was augmented with approximately 
(q+1)/2 additional, singular terms. The singular terms 
were obtained from the asymptotic series for the current 
density near the tip of the appropriate infinite wedge [8]. 
However, the work reported in reference [7] only 
considered the case where the cells adjacent to the corners 
were of the same dimension as the other cells used 
throughout the model. 

In the following, the investigation of [7] is extended 
to consider the relative cell size of the corner cells, in an 
attempt to optimize the overall computational efficiency. 
The number of additional singular terms used in the 
corner cells and the corner cell dimension are permitted to 
vary, while local and global error levels are monitored. 
Results show that the accuracy in the corner cells 
improves as additional singular terms are included, and as 
the corner cell dimension is reduced. However, if the 
corner cell dimension is made too small, the accuracy 
degrades in the cell adjacent to the corner cell. Until this 
limit is reached, an optimum balance between the error in 
the corner cells and the non-corner cells is achieved when 
the number of singular terms is approximately equal to q 
and the corner cell size is roughly twice that of the non-
corner cells.  

 
II. SINGULAR BASIS FUNCTIONS FOR CORNER 

CELLS 
 

A solution for the surface current density on an 
infinite wedge is developed in [8]. Based on those results, 
a general asymptotic expression for the current density as 
a function of ρ on the face of the wedge, near the tip (ρ = 
0), can be written for the transverse magnetic (TM)-to-z 
case as, 
 

 
  
Jz : cmn

n=1

∞

∑
m=0

∞

∑ ρ2m+υn−1         (1) 

 
where a cylindrical coordinate system (ρ, φ, z) is 
employed in equation (1), 
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υn =

nπ
(2π −α )

,    n = 1,  2,  3,  ...        (2) 

 
A similar expression for the transverse electric (TE)-

to-z case is, 
 

 
  
Jρ : dmn

n=0

∞

∑
m=0

∞

∑ ρ2m+υn         (3) 

 

where  υn  is defined as, 
 

 
   
υn =

nπ
(2π −α )

,    n = 0,  1,  2,  ...        (4) 

 

Reference [7] proposed a hierarchical family of basis 
functions for use in cells adjacent to geometric corners. 
For cells that are not adjacent to a corner of the contour, a 
Legendre expansion of order q is employed. In the corner 
cells, the same representation is augmented by including 
some number of terms with non-integer exponents from 
equation (1) or equation (3).  

As an illustration, consider the representation used in 
the cell adjacent to a 90 degree corner. The exponents 
arising from the expansion in equation (1) can be 
arranged in a sequence, 
 

  
−

1
3

,  1
3

,  1,  5
3

,  7
3

,  3,  11
3

,  ...








 

 
Table 1 illustrates the specific exponents that would 

be included in an “order q” representation for two 
different approaches. In the first, [(q+1)/2] singular terms 
are included in the expansion, where the square brackets 
denote the greatest integer. In the second approach, q 
singular terms are incorporated. In either case orthogonal 
hierarchical basis functions are constructed from the set 
of exponents in Table 1, using a Gram-Schmidt procedure 
as described in [7]. For the case of q = 3, and Nsing = 
[(q+1)/2], the representation at a 90° corner involves 5 
basis functions, constructed from terms of the form, 
 

   
u−1/3 ,  1,  u1/3 ,  u,  u2{ } 

 
As another example, the expansion functions for a 60° 
corner were previously given in [7]. 

While [7] concluded that approximately (q+1)/2 
singular terms were required in corner cells to produce 
higher order behavior and accuracy comparable to that in 
non-corner cells, that conclusion was limited to the case 
where the corner cells were the same size as the non-
corner cells. In the present investigation, the optimum 
number of singular terms is considered as the corner cell 
dimensions are varied relative to the non-corner cells.  

Table 1. Exponents used in the representation for TM 
current density in the case of a 90 degree angle, as a 
function of the order q and the parameter Nsing. 
 

q Regular 
exponents 

Singular 
exponents when 
Nsing =[(q+1)/2] 

Singular exponents 
when Nsing = q 

1 0 –1/3 –1/3 
2 0, 1 –1/3 –1/3, 1/3 
3 0, 1, 2 –1/3, 1/3 –1/3, 1/3, 5/3 
4 0, 1, 2, 3 –1/3, 1/3 –1/3, 1/3, 5/3, 7/3 

 
 

III. DEFINITIONS 
 

A specific representation of the surface current 
density will involve some number of unknown 
coefficients that must be determined. We refer to that as 
the number of degrees of freedom (DoF) in the expansion. 
As indicated above, non-corner cells will employ an 
expansion of order q, meaning q degrees of freedom per 
cell. Corner cells will employ Nsing additional terms, for a 
total of (q + Nsing) degrees of freedom per cell. Our 
expansions do not straddle adjacent cells or impose cell-
to-cell continuity. 

Numerical results will be obtained using the electric-
field integral equation (EFIE) and the magnetic field 
integral equation (MFIE). These equations and the 
method of moments numerical solution procedure are 
described in [9]. For the present investigation, a weighted 
point-matching procedure is used to enforce the integral 
equations. The procedure uses an over-determined system 
of equations obtained by employing twice as many testing 
points within each cell (m = 2) as there are unknowns to 
be determined in that cell. Thus, a cell with q expansion 
functions produces mq equations. The equations are 
obtained at nodes of a Gauss-Legendre quadrature rule 
and weighted by the square root of quadrature weights, 
and the resulting numerical solution minimizes the 
integrated square error of the residual on the scatterer 
surface [10-11]. The primary motivation for the use of an 
over-determined system is that, as a byproduct of the 
least-square solution algorithm, we obtain the local 
residual error at each test point. The residual error 
associated with the integral equation is used to assess the 
relative accuracy of each numerical result.  

The residual error is scaled by the excitation to 
produce the normalized residual error (NRE). For 
instance, the NRE is expressed for the TM-to-z EFIE on a 
perfectly conducting scatterer as, 

 
2

2

1

2
2

1

( ) ( )

( )

tp

tp

N
inc s

inc s i z i z i
z z i

Ninc
incz

i z i
i

w E t E tE E dt
NRE

E dt w E t

=

=

−−
= ≅

∑∫
∫ ∑

  (5)          
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where {ti} and {wi} denote Gauss-Legendre quadrature 
nodes and weights. Ntp is the total number of points 
included in the measure. To provide a local error 
estimate, equation (5) is computed for each cell with Ntp 
equal to the number of test points within that cell. The 
number of test points in a corner cell is usually different 
from the number of test points in cells not adjacent to a 
corner. To obtain a global error estimate, equation (5) is 
computed for the entire problem domain with Ntp = 
m(DoF). For the other integral equations considered, 
equation (5) is modified in an obvious way to implement 
the appropriate residual. 

The rate at which the global NRE decreases as a 
function of cell size or number of unknowns can be used 
to judge the extent to which high order behavior is 
exhibited by the results. Consider two results, the first 
yielding NRE1 with N1 unknowns, and the second 
exhibiting NRE2 with N2 unknowns. The incremental 
slope of the associated error curve may be obtained from 
successive results using [12], 
 

      
  
Slopeq =

log10 (NRE2 ) − log10 (NRE1)
log10 (N2 ) − log10 (N1)

        (6) 

 
where the subscript serves as a reminder that the principal 
expansions are of order q. For smooth scatterers, values 
of equation (6) often approximate integers as N increases. 

The edge cell size ratio (ECSR) will be used to 
denote the ratio of the dimension of the corner cells to 
that of the non-corner cells. In the following, all non-
corner cells will be maintained at a common dimension, 
while all corner cells are scaled from that dimension by 
the factor ECSR. 

 
IV. RESULTS FOR ECSR = 1 

 
In a previous work by the authors with high order 

representations [12], circular cylinders were considered 
since they offer exact analytical solutions. To establish a 
baseline for reference, Figs. 1(a) and 1(b) show the global 
NRE and Slopeq versus the degrees of freedom for a 
circular cylinder of 12 λ circumference, where λ is the 
wavelength. These plots illustrate uniform h-refinement 
(shrinking all the cells in unison for a fixed degree 
representation). These data were obtained from a solution 
of the MFIE for the TM polarization, using Legendre 
polynomial representations for the current density, and 
models employing equal-sized curved cells.  

The data in Fig. 1 clearly exhibit higher order 
behavior, and the Slopeq values approximate integers as 
the discretizations are refined. A general goal of higher-
order representations for problems with edges or corners 
is to achieve similar behavior. Figures 2(a) and 2(b) show 
plots of the global NRE and Slopeq versus the degrees of 
freedom for a cylinder of triangular cross section shape, 
and a total periphery of 12 λ.  

 
(a) 
 
 

 
(b) 

 
 

Fig. 1. (a) Global NRE values and (b) Slopeq values for 
the TM MFIE solutions for a circular cylinder of 12 λ 
circumference, when illuminated by a uniform plane. 
wave. Uniform cell sizes were used with a Legendre 
polynomial representation of order q. 
 
 
 

Results in Fig. 2 were obtained from the TM MFIE. 
Corner cells have the same dimension as non-corner cells 
(ECSR = 1). In this situation, Legendre polynomial 
representations of order q are used in non-corner cells, 
while corner cells employ an additional Nsing=[(q + 1)/2] 
singular terms, where the square bracket denotes greatest 
integer. As the number of degrees of freedom increases, 
the NRE curves in Fig. 2(a) level off, and the global 
results do not appear to produce high order convergence. 
This is reflected in the Slopeq curves in Fig. 2(b). 
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(a) 

 
 

 
(b) 

 

Fig. 2. (a) Global NRE values and (b) Slopeq values for 
the TM MFIE solutions for a triangular cylinder of 12 
wavelength perimeter. The solutions were obtained using 
ECSR = 1 and Nsing = [(q + 1)/2].  
 
 

An analysis of the local error in the triangular 
cylinder example shows that as uniform h-refinement is 
applied and the cell sizes are reduced, the error in the 
corner cells steadily drops. However, the error within the 
cell next to the corner cell actually begins to grow as that 
cell gets closer to the corner, and that neighboring cell 
error dominates the global error measure. 

One possible remedy to this situation is to modify the 
expansion in additional cells near a corner, to better 
represent the more rapid variation in current density in 
that region. An alternative remedy is to increase the 
dimension of the corner cells, relative to the other cells, as 
suggested by a previous study [6]. This possibility will be 
investigated in the following. 
 

V. OPTIMUM CORNER CELL DIMENSION 
 

A systematic parameter study was carried out, with 
the goal of determining the ECSR values that minimize 
the global NRE, as a function of q and Nsing. The non-
corner cell dimensions were fixed at wnc = q/10 λ, with 
the corner cells defined by wc = ECSR wnc. Thus, as the 
order q increases, the cell dimensions increase to maintain 
a similar number of unknowns. This study considered TM 
scattering from triangular cylinders, square cylinders, and 
infinite strips, over a range of sizes. The MFIE was used 
for the triangular and square cylinders, while the EFIE 
was used for strips. 

Figure 3 shows a plot typical of those generated 
throughout this investigation. In Fig. 3, the ECSR that 
minimizes the global NRE is plotted as a function of q and 
Nsing for the triangular cylinder with perimeter 12 λ. The 
ECSR value is observed to be a rather strong function of 
both parameters. However, a further study of Fig. 3 yields 
the observation that the NRE-minimizing ECSR value for 
a choice of Nsing = q is always near ECSR = 2. This 
observation suggests that the combination of ECSR = 2 
and Nsing = q will generally produce a more accurate result 
than other values of ECSR.  

 

 
Fig. 3. The ECSR value that minimizes the global NRE, 
as a function of q and Nsing. The TM MFIE solutions 
involve a triangular cylinder of 12 λ perimeter. The non-
corner cell size is wnc = q/10 λ; the corner cells have 
dimension wc = ECSR wnc. 
 

Figures 4(a) and 4(b) show plots of the global NRE 
and Slopeq versus the degrees of freedom for the same 
triangular cylinder, obtained from the TM MFIE for 
ECSR = 2 and Nsing = q. These are improved as compared 
with Fig. 2, although they still do not offer the ideal 
behavior of the circular cylinder illustrated by Fig. 1 as h-
refinement pushes the cell dimensions smaller. 
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(a) 

 
(b) 

 

Fig. 4. (a) Global NRE values and (b) Slopeq values for 
the TM MFIE solutions for a triangular cylinder of 12 
wavelength perimeter. The solutions were obtained using 
ECSR = 2 and Nsing = q. 

 
Additional parameter studies were carried out, 

allowing both the non-corner cell dimensions and the 
ECSR value to vary. One result of that study is shown in 
Fig. 5, which shows the corner cell dimension that 
minimizes the global NRE versus the non-corner cell 
dimension, for various values of q with Nsing = q, for the 
triangular cylinder used in Figs. 2 and 4. These data 
indicate that while ECSR = 2 is nearly optimal over a 
wide range of cell sizes, the optimum ECSR value 
generally increases as the cells become small. The data in 
Fig. 5 are closely tracked by the simple formula, 
 

            wc ≅ 0.0364 +1.6723 wnc + 0.0096q .          (7) 
 
 

 
 

Fig. 5. The corner cell dimension that minimizes the 
global NRE for the TM MFIE solutions for a triangular 
cylinder of 12 wavelength perimeter. The solutions were 
obtained using Nsing = q. 
 

 
Figures 6(a) and 6(b) show plots of the global NRE 

and Slopeq values versus the degrees of freedom for the 
triangular cylinder, for Nsing = q, with each individual 
result adjusted for the optimum value of ECSR 
corresponding to the results in Fig. 5 (identical results are 
obtained using the formula in equation (7)). These curves 
illustrate a much better approximation to the ideal 
behavior of the circular cylinder, at least for q ≤ 4. Of 
course, the identification of the optimal ECSR in this 
manner is not practical for non-canonical targets, and a 
formula such as equation (7) will vary somewhat from 
target to target. However, Fig. 6 suggests that a suitable 
corner cell dimension does exist. Furthermore, it is likely 
that in the not-too-distant future, some form of adaptive 
refinement algorithm (perhaps initiated with ECSR = 2 
and incorporating singular basis functions) should be able 
to approximate the ideal behavior presented in Fig. 1.  

Table 2 summarizes the TM results for several 
scatterer geometries, including square cylinders and 
strips, with a range of sizes. Over this range of 
parameters, it appears that ECSR = 2 is a good 
compromise for q in the range 2 ≤ q ≤ 8 and Nsing = q. 
Additional studies were carried out for the TE 
polarization, and lead to similar conclusions as to the 
optimal ECSR value. As an illustration, Figs. 7(a) and 
7(b) show plots of the global NRE and Slopeq values 
versus the degrees of freedom for a TE MFIE analysis of 
the equilateral triangular cylinder with 12 λ perimeter, for 
Nsing = q and ECSR = 2. 
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(a) 

 

 
(b) 

 

Fig. 6. (a) Global NRE values and (b) Slopeq values for 
the TM MFIE solutions for a triangular cylinder of 12 
wavelength perimeter. The solutions were obtained using 
optimal ECSR values and Nsing = q. 
 
Table 2. ECSR that provides the minimum NRE, for 
models with non-corner cell size = q/10 wavelengths, 
Nsing=q, and the TM polarization. 
 

 Side = 4 
wavelengths 

Side = 8 
wavelengths 

Side = 12 
wavelengths 

q 

Strip 

Triangle 

Square 

Strip 

Triangle 

Square 

Strip 

Triangle 

Square 

1 1.19 2.42 2.59 1.19 2.44 2.15 1.18 2.49 2.03 
2 1.74 2.17 1.85 1.67 2.12 1.77 1.64 2.12 1.73 
3 1.84 1.96 1.91 1.77 2.02 1.84 1.73 2.03 1.81 
4 1.92 1.93 2.03 1.77 1.97 1.93 1.72 1.97 1.89 
5 2.00 2.01 2.19 1.87 2.08 2.06 1.81 1.97 2.03 
6 2.03 2.09 2.36 1.82 1.77 2.12 1.79 2.01 2.04 
7 2.19 1.94 2.67 1.90 1.88 2.20 1.87 1.90 2.12 
8 2.27 1.88 2.04 1.97 1.98 2.38 1.90 1.91 2.23 

Figures 2, 4, 6, and 7 all involve the triangular 
cylinder. In these plots, for a constant number of degrees 
of freedom, as q increases the cell dimensions also 
increase. Despite the larger cell sizes, the NRE is 
substantially reduced for each increase in q. These curves 
clearly show the improved accuracy possible with high 
order basis functions, even for problems that contain an 
edge singularity. 

 

 
(a) 

 

 
(b) 

 

Fig. 7. (a) Global NRE values and (b) Slopeq values for 
the TE MFIE solutions for a triangular cylinder of 12 
wavelength perimeter. The solutions were obtained using 
ECSR = 2 and Nsing = q. 
 

VI.  CONCLUSIONS 
 

This investigation has shown that the local accuracy 
of the singular representation used in a corner cell is a 
function of both the number of singular terms employed 
in that representation, and the corner cell dimension.  If 
uniform h-refinement is carried too far in an attempt to 
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improve accuracy, the global error will tend to be 
dominated by the error in cells near (but not immediately 
adjacent to) the corners, unless the corner cells are not 
reduced in size to the same extent as the non-corner cells. 
The parameter studies carried out in this investigation 
suggest that a fairly optimal combination employs corner 
cells that are twice the dimension of the non-corner cells 
(ECSR = 2), with an expansion in corner cells that 
contains a number of singular terms equal to the number 
of regular terms incorporated within the non-corner cell 
basis function definition (Nsing = q).  These guidelines 
should provide a good initial starting point for an 
electromagnetic analysis of structures containing edges. 
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Abstract − It is often necessary to terminate the 
computational domain of an FDTD calculation with an 
absorbing boundary condition (ABC). The Perfectly 
Matched Layer (PML) is an excellent ABC, but it is 
complicated and costly. Typically at least 8 layers are 
needed to give satisfactory absorption. Thus in a 1003 
domain less than 843 or 59% of the grid points are usable. 
The second-order Mur ABC requires just 2 layers, but its 
absorption is inadequate for many problems. In this 
paper we introduce an improved version of the second-
order Mur ABC based on a nonstandard finite difference 
(NSFD) model which has the same low computational 
cost but with much better absorption on a coarse grid.    
 
Keywords: Absorbing Boundary Condition, ABC, Mur 
ABC, Nonstandard Finite Difference, FDTD. 

 
I. INTRODUCTION 

 
Unless the computational domain boundary is 

periodic or the fields vanish on it, an absorbing boundary 
condition (ABC) is needed for finite difference time 
domain (FDTD) calculations.  An ideal ABC absorbs 
fields incident at all angles without reflection, and thus 
mimics an infinite computational domain. Except in one 
dimension, there is no perfect ABC. In general, the better 
the ABC, the more complicated and computationally 
costly it is. The second-order Mur ABC [1] is simple and 
economical, but it performs poorly at incidence angles 
greater than about 30  from the boundary normal. The 
PML [2] can, in principle, absorb fields at high incidence 
angles with arbitrarily low reflection, but it is 
complicated and costly to implement. Using a 
nonstandard (NS) finite difference model of the 
Engquist-Majda [3] one-way wave equations we derive 
an improved version of the Mur ABC that delivers much 
better absorption for the same computational cost.  
 

II. ENGQUIST-MAJDA ONE-WAY WAVE 
EQUATIONS 

 
The two-dimensional wave equation can be 

expressed in the form,  
 

( )2 2 2 2 2 ( , ) 0t x yv v tψ∂ − ∂ − ∂ =x             (1.1) 

where ( ),x y=x Defining 2 2 2 ,t yP v= ∂ − ∂  equation 

(1.1) can be factored into, 
 

( )( ) ( , ) 0x xP v P v tψ+ ∂ − ∂ =x               (1.2) 
 

to yield the Engquist-Majda (EM) one-way wave 
equations, 
 

( ) ( , ) 0xP v tψ± ∂ =x .  (1.3) 
 

General solutions of equation (1.3) are ( , )tϕ± =x  
ˆ( ),f vt k x where ( )ˆ cos ,sinθ θ=k  and f  an arbitrary 

function, θ  is the angle k̂  makes with the x -
axis.

xP v± ∂  absorbs waves moving in the x± -directions, 
respectively. On the domain (0 ) (0 ),x a y b≤ ≤ × ≤ ≤  
solving ( ) 0xP v ψ∂ =

 at 0,x a= , respectively gives an 
ABC on the x -axis. A y -axis ABC can be similarly 
derived.  

Since P  is ill-defined, we must express it in a more 
suitable form. Writing 2P =  ( )2 2 2 21t y tv∂ − ∂ ∂ , expanding 

2P  in a Taylor series, and retaining the first two terms 
gives P ≅ 2 21

2t y tv∂ − ∂ ∂ . Inserting into equation (1.3) 

and multiplying by t∂ , yields the second-order EM one-
way wave equations along the x -axis,   

 

     2 2 21 ( , ) 0
2t x t yv v tψ ∂ ± ∂ ∂ − ∂ = 

 
x .    (1.4) 

 
Defining W±

 to be the differential operator in 
equation (1.4), the annihilation error EMε = W ϕ ϕ± ± ±

 is   

EMε = 2
ˆ( )
ˆ( )

f vtv
f vt
′′

×
 

 

k x
k x

  (1.5) 

211 cos sin ( )
2

θ θ − − 
 

. 
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II. SECOND-ORDER MUR ABSORBING 

BOUNDARY 
 

We now construct a difference equation model of 
equation (1.4). Taking x y h∆ = ∆ = , we discretize ,x ,y  
and t  in the form 0, , ,xx h N h= 

y = 0, , ,yh N h

 

t = 0, , 2 , .t t∆ ∆ 

 Defining the difference operators ,xd  

,td ′ and 2
xd  by 2 2( ) ( ) ( ),h h

xd f x f x f x= + − −  

( )td f t′ = ( )f t t+ ∆ ( ),f t t− −∆  2 ( )xd f x = ( )f x h+ +  
( ) 2 ( ),f x h f x− −  finite difference expressions for the 

derivatives are ( )f x′ ≅ ( ) ,xd f x h  

( ) ( ) 2 ,tf t d f t t′ ′≅ ∆ and ( )f x′′ ≅ 2 2( ) .xd f x h  
Substituting into (1.4) yields, 

 
2 2

2 2
2

1 1 ( , ) 0
2 2t x t y

v t v td d d d t
h h

ψ
 ∆ ∆′± − = 
 

x .    (2.1) 

 
To simplify the notation, denote the x -coordinate of 

the computational boundary by b , where  0b =  on the 
left, and xb N h=  on the right. Let i  be the x-coordinate 
one grid spacing inside the boundary, thus i = b h± , on 
the left and right respectively. The midpoint between b  
and i  is m = ( ) 2b i+ . Finally write ( ), ,x y tψ =

,
t
x yψ  

and ( ), ,x y t tψ ± ∆  = 1
,

t
x yψ ± . Evaluating (2.1) at x m=  

using ,
t
m yψ ≅ ( ), , 2t t

b y i yψ ψ+ , with the abbreviation 

v t h v∆ = ,  we obtain, 
 

( ) ( ) ( )2 1 1 1 1
, , , , , ,

t t t t t t
t b y i y b y i y b y i yd vψ ψ ψ ψ ψ ψ+ + − − + + − − −    

  ( )2 2
, ,

1 0
2

t t
y b y i yv d ψ ψ− + = .    (2.2) 

            
Henceforth, we call equation (2.2) the standard 

finite-difference (SFD) model of the EM equation (1.4). 
Equation (2.2) holds on both the left and right boundaries 
because ( )1 1

, ,
t t
b y i yψ ψ± ±−  has opposite signs on opposite sides. 

Expanding 2
,

t
t b yd ψ  and solving for 1

,
t
b yψ + , yields the 

second-order Mur ABC [4] the time-marching algorithm, 
( )1 1

, , , ,
t t t t
b y b y i y i yψ ψ ψ ψ+ −= + − +   (2.3) 

( ) ( )1 1
, , , ,

1
1

t t t t
b y b y i y i y

v
v

ψ ψ ψ ψ− +−   − − − +   + 
 

( )
2

2 1
, ,

1
2 1

t t
y b y i y

v d
v

ψ ψ − 
+ + 

. 

A similar expression for the y±  directions can be 
derived. Henceforth we call equation (2.3) the S 

(standard)-Mur ABC.  
Let us now evaluate how well the S-Mur ABC 

annihilates an infinite plane wave, ψ± =
( )i te ω k x , with 

propagation vector k = ˆkk = ( ),x yk k  and angular 

frequency ω = vk . Defining the left side of equation 
(2.2) as SFDM ψ , where SFDM  is a difference operator, the 

annihilation error is SFD SFDMε ψ ψ± ±= . Writing SFDε  

= ( )2
SFD 8sin 2ε ω , where tω∆ =ω , kh = k , 

,x yk h = ,x yk , 
and using the identities, 

  
( ), , ,2cos 2t t t

b y i y x m yk hψ ψ ψ+ =            (2.4a) 

 ( ), , ,2 sin 2 ,t t t
b y i y x m yi k hψ ψ ψ− =          (2.4b) 
2

, ,
t t

y x y x yd ψ ψ = ( )24sin 2yk h− ,            (2.4c) 

we find 

( ) ( )
( )SFD

sin 2
( ) cos 2

tan 2
x

x

k
k vε θ

ω
= − +

 (2.5) 

( )
( ) ( )

2
2

2

sin 21 cos 2
2 sin 2

y
x

k
v k

ω
+ .  

 
Comparing SFDε  with EMε , we see that the SFD 

model equation (2.1) is a poor approximation to the EM 
equation (1.4). We now seek a better one. 

 
III. NONSTANDARD FINITE DIFFERENCE 

VERSION 
 

The SFD model of the EM equations is not the only 
one possible. The quantities v  and 2v  in equation (2.2) 
can be regarded as independent free parameters ( 1u  and 

2
2u , respectively) that can be chosen to optimize the ABC. 

Defining 
NSFDM  by , 

 

NSFDM ψ = ( )2
, ,

t t
t b y i yd ψ ψ+ +  (3.1) 

( ) ( )1 1 1 1
1 , , , ,

t t t t
b y i y b y i yu ψ ψ ψ ψ+ + − − − − −  ( )2 2

2 , ,
1
2

t t
y b y i yu d ψ ψ− +  

 
we obtain a family of difference models of the EM 
equations, parameterized by 1u  and 2

2u ,   
  

NSFD 0M ψ = .     (3.2) 
 

This is an example of a nonstandard finite-difference 
(NSFD) model [4]. The SFD model is just the special 
case 1u v= , 2 2

2 .u v=  Let us now  minimize 
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NSFDε = NSFDM ψ ψ± ±  with respect to 1u  and 2
2u .  

Writing 2
NSFD NSFD 8sin ( 2) ,ε ε ω=

 
1u =  ( )1 tan 2w ω , 

( )2 2 2
2 2 sin 2u w ω= , and making the replacements 

v → 1u , and 2v  → 2
2u  in equation (2.5) we obtain, 

 
( )NSFD ( ) cos 2xkε θ = − +

  (3.3) 

( ) ( ) ( )2 2
1 2

1sin 2 sin 2 cos 2
2x y xw k w k k+ . 

 
First let us require that NSFD (0) 0ε =

. This gives, 
 

1w = ( )cot 2k .       (3.4) 

 
Next inserting equation (3.4) into equation (3.3) we 
obtain, 

NSFD ( )ε θ =

2
0 2 2

1( ) ( )
2

wδ θ δ θ+  (3.5) 

where 

( )0 ( ) cos 2xkδ θ = − +   (3.6a) 

( ) ( )co t 2 sin 2 ,xk k    

 
( ) ( )2

2 ( ) sin 2 cos 2 .y xk kδ θ =  (3.6b)  

 
Now requiring that NSFD 2( ) 0ε θ =  yields, 

  

       2 0 2
2 2

0 2

2 ( )( )
( )

w δ θθ
δ θ
−

= .  (3.7)  

 
The larger 2θ  the greater the absorption at high 

incidence angles, but the greater the reflection at 
intermediate angles, 

20 θ θ< < . We have examined 
various choices of  

2θ , and conclude that the best overall 
choice is 

2 45θ =  . When radiation is incident over a 

wide range of large angles, however, 2 60θ =   is a 
reasonable compromise. We could also require that 

NSFD 0( ) 0ε θ =  ( 0 0θ ≠ ) and NSFD 2( ) 0ε θ =  ( 2 0θ θ≠ ), and 

simultaneously solve for 1w  and 2
2w . This choice is 

suitable for special applications where most of the 
radiation in incident on the boundary over a particular 
angular band. Henceforth, unless otherwise specified we 
take 

2 45θ =  .    
Putting equations (3.4) and (3.7) into the expressions 

for 1u  and 2
2u  we have, 

( )
( )1

tan 2
tan 2

t
u

kh
ω∆

=                         (3.8a)  

 

( )2 2 0 2
2 2

2 2

( )( ) 2sin 2
( )

u t δ θθ ω
δ θ

= − ∆ .  (3.8b) 

 
Inserting the simple substitutions v → 1u  and 

2v → 2
2u  into the S-Mur ABC (2.3) with the now yields 

the NS (nonstandard)-Mur ABC, 
 

( )1 1
, , , ,

t t t t
b y b y i y i yψ ψ ψ ψ+ −= + − +   (3.9) 

( ) ( )1 11
, , , ,

1

1
1

t t t t
b y b y i y i y

u
u

ψ ψ ψ ψ− + −  − − − +   + 
 

( )
2

2 12
, ,

1

1
2 1

t t
y b y i y

u d
u

ψ ψ − 
+ + 

.  

 
IV. NUMERICAL STABILITY 

 
Consider a two-step FD algorithm of the form, 
  

( )t tψ + ∆ = ( ) 2 ( )a t t b tψ ψ−∆ +  (4.1) 
 

where a and b are constants. Taking t tτ= ∆ , 0,1, 2,τ = 

 
and writing ( )t τψ ψ= ,  equation (4.1) becomes, 
 

1 1 2a bτ τ τψ ψ ψ+ −= + .     (4.2) 
 

Postulating a solution to equation (4.2) of the form 
,τ τψ η= yields the equation 2 2 0b aη η− − = , which 

has the solutions, 
 

2b b aη± = ± + .                     (4.3) 
 

The general solution of equation (4.2) is therefore, 
 

τ τ τψ α η α η+ + − −= +                    (4.4) 
 

where the constants α±
 are determined by the initial 

values (0)ψ  and ( )tψ ∆ . Since the fields on the 
boundary cannot rise exponentially with time, we require 
that,  

1η± ≤ .   (4.5) 
 

Condition (4.5) is a form of the CFL (Courant, 
Friedrich, Levy) [5] stability condition.  
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Suppose that 1η+ ≤  and 1η− > . If 0α− =  in 
equation (4.4) it might seem that lim τ

τ
ψ

→∞
 is finite. In 

principle it is, but after a large number of iterations ( N ), 
computer round-off error gives rise to a small η−  

component, and Nψ =  Na η δη+ + −+ . Thus ψ  diverges 
with further iteration.   

Let us now analyze the numerical stability of the 
NSFD model (3.2). Assuming an infinite plane wave, the 
spatial derivatives and averages can be expressed using 
equation (2.4). Equation (3.2) becomes, 

 

( )1 1
. . .2t t t

x m y m y m yc ψ ψ ψ+ −+ − +   (4.6) 

( )1 1 2 2
1 . . 2 .2 0t t t

x m y m y x y m yiu s c s uψ ψ ψ+ −− + = , 

 
where xs = ( )sin 2xk h , xc = ( )cos 2xk h , ys = ( )sin 2yk h . 

Writing α = 1x xc iu s+ , and β = 2 2
21 ys u− , we can cast 

equation (4.6) into the form of equation (4.2) with 
a α α∗= −  and xb cβ α=  in equation (4.2). The 
solution of equation (4.6) is thus, 
 

22 21
x xc cη β β α

α±
 = ± −  

.           (4.7)  

 
If 22 2

xcβ α≤  equation (4.7) becomes, 
 

2 2 21
x xc i cη β α β

α±
 = ± −  

              (4.8) 

 
whence 2 1η± = . On the other hand if 22 2

xcβ α> , it 

can be shown that either 1η+ >  or 1η− > .  The CFL 

condition is thus 22 2
xcβ α≤ , which can be rewritten as, 

 

( )
( )

22 2
2

2 2 2
1

1

1
y

x x

s u

u s c

−

+
1≤ .  (4.9) 

 
Because the denominator is 1≥  and 2

ys 1≤ , 
equation (4.9) reduces to,   

     
 2

2 2( )u θ 2≤ .    (4.10)  
 

For the S-Mur ABC, ( )22
2u v t h= ∆  and equation 

(4.9) gives the stability condition 2v t h∆ ≤ . For the 
NS-Mur ABC, putting equation (3.8) into equation (4.9) 

and using kv vkω ω= ⇒ = , the stability condition 
becomes,  

( )2 2 2

0 2

( )sin 2
( )

vk δ θ
δ θ

− ≤ .      (4.11) 

 
Since the maximum spacing between the grid points 

is 2h , the Nyquist sampling condition requires that we 
choose 2 2 0 2h kλ π> ⇒ < < . We now seek the 
maximum value, c , of v v t h= ∆  such that equation 
(4.11) is satisfied. Numerically solving equation (4.11) 
gives 1.31c =  for 2 45θ =  , and 1.22c =  2 60θ =  . The 
NS-Mur stability condition can now be expressed in the 
form,  

2( )v t c
h

θ∆
≤ .  (4.12) 

 
These stability constraints are looser than that of the 

FDTD algorithm used to compute the fields in the 
interior of the computational domain. In the standard (S) 
FDTD (Yee) algorithm, the CFL stability condition is 

2 2v t h∆ ≤  0.70≅ , but the nonstandard (NS) FDTD 
algorithm [6,7] is stable for 0.84v t h∆ ≤  in two 
dimensions. We used the NS-FDTD algorithm to 
calculate the electromagnetic fields in the interior of the 
computational domain in the results shown below.    

The above analysis applies to an infinite plane wave 
impinging at arbitrary angle on an infinite computational 
boundary. A difficulty common to all ABCs is the 
indeterminacy of the corner points. At the corners the 
stability analysis is extremely difficult so it is best 
verified numerically. We have found that computing the 
ABC at the corner points with either the left-right (x-
axis) ABC or the top-bottom (y-axis) ABC yields 
excellent stability. Some authors take the average of the 
left-right and top-bottom ABCs. While the resultant ABC 
is stable, it does not increase the absorption.      
 

V. IMPLEMENTATION 
 

The implementation of the ABC depends upon the 
details of the FDTD algorithm used to compute the 
electromagnetic fields, such as the placement of the 
electromagnetic fields on the numerical grid. For 
example, if the magnetic field ( H ) is updated first in the 
TE mode ( 0x y zH H E= = = ) with periodic FD 

operators, the ABC need be applied only to zH      
because the electric field ( E ) depends only                    
on .zH  If xd  is periodic on 0, , ,xx h N h= 

                              
then ( ) (0) ( ),x x xd f N h f f N h h= − − and (0)xd f  

( ) ( ).xf h f N h= −   
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   vs.  r θ

 10log   vs.  r θ

 10log   vs.  ρ θ

VI. COMPARISONS AND PERFORMANCE TESTS 
 

To test the effectiveness of our ABC we used a 
modification of the test described in [2] (equation (6.46), 
p. 258) and [8]. Expressing equation (6.46) of [2] in the 
space domain we have, 

   

( )1
0 3

1( ) 10 15cos
32 pp x k x= −

  (6.1) 

( )2
36 cosp pk x k x+ − 

. 

 
We center the pulse at 0x =  by defining, 
  

( )p x ( )3
0 2 pp x λ= −             (6.2) 

 
where 2p pkλ π= , equation (6.2) defines a smooth 
pulse of half-width pλ . To suppress periodicity we add 

the condition ( ) 0p x =  for px λ> . In [2] 40 3p hλ = , 
but we take 2pλ λ= , and use (6.2) to construct a square 
incident pulse envelope for a signal of wavenumber 

2k π λ=  as depicted in Fig. 1.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. (a) Incident pulse ( 50  from normal) reflects from 
the right boundary where (b) the S-Mur ABC or (c) the 
NS-Mur ABC is enforced.  
 

Figure 1 depicts a typical calculation.  Using the NS-
FDTD algorithm, the input pulse (Fig. 1(a)) is 
propagated onto the right boundary, where either the S-
Mur ABC (Fig. 1(b)), or the NS-Mur ABC (Fig. 1(c)) is 
enforced (

2 45θ =  ). Incident intensity 0I , is the mean 
intensity of the incident pulse within the box (outlined in 
black, Fig. 1(a)). The reflected pulse is propagated away 
from the boundary, and the reflected intensity ( rI ), mean 
intensity within the box, is recorded. The intensity 
reflection coefficient is 

r 0r I I= . Note that the reflected 
pulse is not exactly centered within the box. Box position 
is computed under the assumption that the angle of 
reflection equals the angle of incidence, and that pulse 

group velocity equals phase velocity.  
We also investigated the total energy absorption, 

by comparing total incident energy ( 0E ) with total 
reflected energy ( rE ). Total energy is the local intensity 
summed over all grid points in the computational domain 
interior. The total energy reflection coefficient is 

r 0E Eρ = . Before reflection, the energy is concentrated 
about the pulse center, but afterwards some of the energy 
remains near the boundary and propagates along it (lower 
right of Figs. 1(a) and (b)). Thus r  and ρ  are somewhat 
different. For 

2 45θ =   in equation (3.7) for the NS-Mur 
ABC, the difference is very small, but for 2 60θ =  , ρ  is 
much greater than r . For this reason we take 2 45θ =  . 
In all that follows “NS-Mur ABC” means 

2 45θ =  .    
Figures 2 and 3 show plots of the intensity reflection 

coefficient ( r ) as a function of incidence angle (θ ) for 
the S-Mur, and NS-Mur ABCs. In Fig. 4  ρ  is similarly 
plotted. 
 
 
 
 
 
 
 
 
 
Fig. 2. Intensity reflection coefficient ( r ) vs. incidence 
angle (θ ) for the S-Mur ABC (S), and NS-Mur_ABC 
(NS); 8,hλ =  0.84.v t h∆ =   
 
 
 
 
 
 
 
 
 
Fig. 3.  Same data as Fig. 2, 10log r  versus θ .  
 
 

 
 
 
 
 
 
 
Fig. 4. Total energy reflection coefficient ( ρ ) vs. 
incidence angle (θ ) for the S-Mur ABC (S), and NS-
Mur_ABC (NS), 8,hλ =  0.84.v t h∆ =  
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 Intensity ( ) vs. I x
 10log  vs. I x

 x λ →

The NS-Mur ABC has the lowest values of both r  
and ρ  over the range 0 45θ≤ ≤  , except in the narrow 
band 25 30θ≤ ≤  , where the S-Mur ABC is slightly 
lower. For 30θ >  , S-ABC reflection rises rapidly and is 
always much higher than NS-ABC reflection.  

We investigated the “global” energy absorption due 
to a pulsed point source centered in a λ λ×  
computational domain. Using equation (6.1) in the time 
domain (

02p pk ω ω→ = ) to modulate a source of angular 

frequency 0ω , we plot the signal decay as a function of 
time step in Fig. 5.  

  
 
 
 
 
 
 
 
 
 
 
Fig. 5. Total energy (veritcal)  vs. time step  for the S-
Mur ABC (S), and NS-Mur_ABC (NS); 8.hλ =  Right 
figure shows magnified scale.  
 

As Fig. 5 shows, not only is the global energy 
absorption higher for the NS-Mur ABC, but also the 
signal decays more quickly. This faster decay is probably 
because the signal requires fewer “bounces” off the 
boundary to be absorbed.  

Since the NS-Mur ABC is optimized to absorb a 
particular angular frequency, 0ω , it is interesting to 
investigate in greater detail how well it absorbs pulses. 
Fig. 6 depicts a normally incident pulse, and its S-Mur 
ABC and NS-Mur ABC intensity reflections.  
 
 
 
 
 
 
 
Fig. 6. Normally Incident and reflected pulses with the S-
Mur and NS-Mur ABCs.  
 
 
 
 
 
 
 
Fig. 7. Intensity profile of pulses in Fig. 6. Left: incident 
pulse; right: reflected pulses.  

Where the pulse rises and falls 0ω ω≠  frequency 
components are large but the NS-Mur ABC reflected 
intensity is still less than 110−  that of the S-Mur ABC. In 
pulse center the NS-Mur ABC reflected intensity is less 
than 310−  that the S-Mur ABC, as shown in Fig. 7.  

To compute propagation in a photonic crystal 
consisting of vacuum holes in a dielectric substrate of 
refractive index s ,n  we set 0 0.84v t h c∆ = =  in the 
vacuum, and take 0 sv t h c n∆ =  in the substrate. The 
total energy reflection ( ρ ) using both the S-Mur and NS-
Mur ABC is little affected by the value of v t h∆  but the 
intensity reflection ( r ) decreases somewhat for 55θ >  . 
This is, however, probably due to pulse spreading. We 
also examined the sensitivity of r  and ρ  to the value of 

hλ , but found little effect.  
 

VII.  SUMMARY AND CONCLUSIONS 
 

The NSFD version of the second-order Mur ABC is 
obtained with the simple replacements v → 1u , and 

2v → 2
2u . We found that the best ABC for general use is 

the choice 
2 45θ =   in equation (3.7). Existing computer 

codes can be easily modified to give much better 
absorption for the same computational cost. Although the 
NS-Mur ABC is optimized for monochromatic radiation, 
it also absorbs moderately broad pulses effectively. The 
data of Figs. 2 to 5 are taken with bandwidth 

0 0 4ω ω∆ 

 about the central frequency, 0ω . The 
performance of the S-Mur ABC is also frequency 
dependent, and its performance deteriorates as hλ  
decreases.  On the other hand the NS-Mur ABC is 
optimized to grid spacing, and does well on a coarse grid.  
As Figs. 2-5 show, both the S-Mur ABC and NS-Mur 
ABC give low reflection up to incidence angles (θ ) of 
about 30 , but the NS-Mur ABC is much better than the 
S-Mur ABC for 30θ >  . 

The NS-Mur ABC is still fundamentally a second-
order ABC. For wide-band absorption at high incidence 
angles a more sophisticated ABC, such as PML, must be 
used with its concomitant complexity and high 
computational cost.  

This work greatly expands the utility of the simple, 
low-cost second-order Mur ABC. The foregoing 
developments have been extended to three dimensions. 
In three dimensions where there are line corners and 
point corners, special care must be taken to correctly join 
the Mur ABC with the FDTD algorithm.   
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Abstract − The modeling of optoelectronic devices 
operating at THz frequency requires self consistently 
solving the Maxwell equations and the Boltzmann 
transport equation. In this article, it is the numerical 
method for solving Maxwell’s equations that is debated 
in the frame of its ability to be combined with transport 
equations. For this purpose, three software programs 
mainly devoted to the simulation of 3D electromagnetic 
equations in time-domain (one based on a 3D finite 
element method and two on 3D FDTD methods) are first 
presented and compared. The structure used for the 
modeling comparison is a coplanar waveguide structure. 
Results provided by the three solvers are compared 
according to two factors of merit. Then, the coupling of 
Maxwell and Boltzmann equations in the FDTD frame is 
briefly presented and the difficulties to use other methods 
are explained, showing that the variable-mesh FDTD 
method is most suitable for such a coupling. 
 

I. INTRODUCTION 
 

The behavior of a THz optoelectronic device such as 
a photoconductive switch excited by a fs laser pulse is 
controlled by the coupling between two physical 
phenomena: the photo-generated carrier transport and the 
electromagnetic propagation. The modeling of 
electromagnetic propagation requires to solve Maxwell’s 
equations (the all set of equations) while for the transport 
of carriers supposed to be classical it is necessary to solve 
the Boltzmann Transport Equation (BTE). During these 
last few years, we developed at the Institut d’Electronique 
Fondamentale (IEF) a software (MAXTRA3D) to solve 
the whole equation system (Maxwell equations and 
carrier transport equations) [1]. The software is based on 
a 3D Finite-Difference Time-Domain (FDTD) method 
with a variable step mesh allowing a realistic structure 

design for an accurate description of photo-generated 
carriers and of their transport mechanisms. 

The very first question one asked at the beginning of 
this work consisted in finding the appropriate numerical 
approach to solve both electromagnetic and transport 
equations self consistently. The finite element methods 
seemed to be the best suited ones. But the modeling of 
electromagnetic propagation was an autonomous field of 
study with its dedicated methods and no method could be 
drawn aside a priori. The 3D electromagnetic problems in 
time domain can be solved by various numerical 
methods: FDTD [2], Transmission Line Matrix (TLM) 
[3], Finite Integrated Technique (FIT) [4], Finite Element 
Method (FEM) [5], Finite Volume (FV) [6] and 
Discontinuous Galerkin Methods (DGM) [7]. Among all 
of these methods, this article focuses on one variational 
method, the finite element method (FEM) and on one 
differential method, the FDTD method. This choice has 
been mainly motivated by two factors. First, FDTD is an 
explicit method with the capability to perform 3D 
realistic propagation simulation. Secondly, FEM is a 
powerful method for carrier transport simulation with 
complex geometries. Taking into account all this 
considerations, the best suited method for solving 
Maxwell equations but also for combining these 
equations with transport equations can be identified. 

Previous works have been already done concerning 
hybrid full wave models. The review article by Grondin 
et al [3] provides a good overview of the work done in 
this area prior to 1999. More recently, some articles 
provide last development in these Topics ([9-11]). The 
authors present a Full Band hybrid model based on a 
Monte Carlo resolution of the BTE. In the most recent 
articles, the authors used a non uniform mesh to simulate 
an InGaAs HEMT (High Electron Mobility Transistor). 
But some progresses need also to be done to provide a 
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totally self consistent Maxwell and Boltzmann solver 
with a non uniform meshing. Moreover some critical 
mechanisms such as the quantum confinement of 
electrons in the HEMT channel and therefore the 2D 
transport of electrons are not taken into account yet in 
these hybrid models. The topic is difficult and many 
works have still to be done in next future.  

The article is divided into three main parts. After this 
introduction, three software programs mainly devoted to 
the simulation of 3D electromagnetic equations in time-
domain are presented in the first section. A short 
overview of these numerical tools is provided to the 
readers. These tools can solve a large variety of 
electromagnetic phenomena but we insist here on their 
specificity and on their main application domain. The 
first software FEM from LGEP [12] is based on a finite 
element method and the second software TEMSI-FD 
from XLIM [13] is based on a 3D FDTD method with 
constant mesh step. To finish this section, the propagation 
part of the last software MAXTRA3D is introduced and a 
briefly overview of its application domains is given. In 
the second section, the results provided by the different 
software on a basic structure (coplanar waveguide) are 
compared in order to exhibit their abilities to solve 
accurately the propagation phenomena. The third section 
shows some results of coupling Maxwell and Boltzmann 
equations within FDTD frame with MAXTRA3D applied 
to a Photoconductive Switch (PS) device. 
 

II. SOFTWARE PRESENTATION (MAXTRA3D, 
TEMSI-FD, FEM) 

 
A. FDTD Method 

 
Both TEMSI-FD and MAXTRA3D software are 

based on FDTD method. This numerical method allows 
the solution of the set of Maxwell equations in a rigorous 
manner. The FDTD (finite difference time domain) 
technique developed by K.S. Yee [2] discretizes the two 
Maxwell curl equations directly in time and spatial 
domains, and put them into iterative forms. The physical 
geometry is divided into small (mostly rectangular or 
cubical) cells. Both time and spatial partial derivatives are 
handled with finite central difference approximation and 
the solution is obtained with a leapfrog scheme in 
iterative form. The characteristics of the medium are 
defined by three parameters that are permittivity, 
conductivity and permeability. Three electric and three 
magnetic field components are calculated at different 
locations of each cell [14]. Beside the spatial differences 
in field components, there is also a half time step 
difference between electric and magnetic field 
components, which is called as leapfrog computation. 
The numerical stability of the common FDTD scheme is 
ensured by respecting the relationship between the time 
and the spatial steps known as CFL (Courant-Friedrichs-

Levy) stability criterion [2]. Besides, when using non 
regular mesh FDTD, it is important to reduce the 
numerical dispersion by choosing an appropriate value 
for the greatest spatial increment. It must be smaller than 
λ /10, where λ is the wavelength in the medium 
corresponding to the highest frequency of operation (≈1 
THz). This numerical method owes its success to the 
power and simplicity that it provides. Furthermore, it is 
possible to achieve the response in a chosen frequency 
band in one calculation by using a pulse excitation. This 
cannot be achieved with a frequency domain method. On 
the other hand the Cartesian grid conforms badly to the 
real geometry, thus introducing so called stair stepping 
errors. Besides, one disadvantage of FDTD is that, in 
common with most other techniques, the problem size 
and the thinness of the mesh will dictate the computation 
time. The fineness of the grid is determined by the 
dimensions of the smallest feature to be modeled, and so 
codes that offer a variation in the mesh size over the 
structure would have an advantage. Also, the entire 
object, including most of the near field, must be covered. 

TEMSI-FD is a numerical code based on 3D FDTD 
analysis that uses a uniform mesh. It has been developed 
at XLIM institute to simulate wide variety of wave-matter 
interaction problems. It has been coded with Fortran 90 
language and is suited for vector processors (like Nec-
SX8) and SMP architectures (Symmetric 
MultiProcessing) by development of OPEN-MP 
parallelism. Hence billion cells can be solved efficiently 
from eight Nec-SX8 processors of the CNRS/IDRIS 
(French intensive computing center). To truncate the 
computational domains for open-region wave propagation 
problems, TEMSI-FD use the Convolution Perfect 
Matched Layers (CPML) that offers a number of 
advantages. Specifically, the application of the CPML is 
completely independent of the host medium. Secondly, it 
is shown that the CPML is highly absorption of 
evanescent. TEMSI-FD has already been used to simulate 
various technologies: ground penetrating radars [15], 
Wifi transmission systems [16]. More generally, the 
software is devoted to EMC studies [17]. 

MAXTRA3D is 3D FDTD code using non-uniform 
mesh. It is developed by IEF laboratory in order to couple 
the Maxwell and the transport equations to model 
optoelectronic devices at terahertz frequency. For a 
question of simplicity, the same method (an integrated 
approach) was chosen for both propagation and transport 
equations. The transport property of the carriers is 
simulated within the frame of a 3D Drift-Diffusion 
approach or of a 3D Hydrodynamic model. Both models 
are solved using the FDTD numeric scheme as for the 
Maxwell equations. These transport models provide the 
local current density which constitutes the source term in 
Maxwell equations. All the data required for the transport 
model namely momentum and energy relaxation times, or 
effective mass versus average carrier energy are 
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calculated using a Monte-Carlo solver. When coupling a 
Monte-Carlo solver of the BTE with a FDTD base solver 
of Maxwell equations, we did observe a large variance of 
current density in the Monte Carlo code due to the strong 
variation of carrier concentration from cells below the 
optical pulse to the others. So the numerically determinist 
codes (Drift Diffusion and Hydrodynamic) were 
preferred instead of a stochastic solvers for the transport 
equation. 

The current version of MAXTRA3D is numerically 
stable as a result of rewording of both material passages 
and current interfaces and calculating transport equations 
on whole transport region without imposing a fixed 
conductivity. The solver actually runs in a Dual-Core 
AMD Opteron with 16 GB Ram that allows the reduction 
of computation time as well as modular and optimal 
programming. The formulation used to truncate FDTD 
lattice in MAXTRA3D is the uniaxial anisotropic PML 
(UPML) introduced by S. D. Gedney [18]. This 
formulation has the advantage of keeping Maxwell’s 
equations in their familiar form without the need of 
Berenger’s field splitting. MAXTRA3D has been 
designed to simulate compact optoelectronic structures 
(Photoconductive switches). But the main goal of the 
software is to investigate the optoelectronic devices in 
conjunction with his propagation environment when 
operating in THz frequency. 

 
B. Finite Element Method in Time Domain 

 
A 3D finite element method for numerically solving 

the vector wave equation in time domain has been 
developed (FEM software) in the Laboratoire de Génie 
Electrique de Paris. The method uses Whitney’s edge 
element on tetrahedral for the electric field interpolation. 
The time derivates are discretized by the Newmark 
Method, which allows an unconditionally stable scheme 
with second order accuracy. The finite-element time-
domain method proposed by L. Pichon is mainly devoted 
to EMC studies [12] or antenna analysis [19]. Let’s focus 
on the edge element approximation. The electromagnetic 
analysis is achieved by a finite element time domain 
approach. In the time domain, the electromagnetic 
problem is described with the double curl’s equation. The 
studied domain is discretized with tetrahedral elements 
and the electric vector is written in terms of first order 
tetrahedral edge elements. The finite-element time-
domain method provides increased geometrical flexibility 
by making elements conform to complex features. 
Furthermore, finite elements lead to irregular meshes and 
take easily inhomogeneous materials. The edge element 
method [20] can be considered as one of the most 
important methods developed 15 years after the FDTD 
method. The edge elements used in FEM preserve the 
energy and guarantee the continuity of the tangential field 
component across the interelement boundaries. The 

studied region in which the fields are computed must be 
bounded. In FEM a Silver-Müller absorbing condition 
(first order) was chosen because it was easy to implement 
and allowed us to obtain a satisfactory results [21]. 

The variational formulation of the electromagnetic 
problem described with the double curl’s equation leads 
to an ordinary differential equation (ODE equation). In 
order to solve this equation step-by-step in time, the time 
derivates must be approximated by finite difference. We 
use the Newmark method. This standard approach 
(consistent method) leads to a high computational cost, 
since a matrix inversion is needed at each time step. So, 
there is a strong motivation to use mass-lumping 
technique [22] to deal with transient Maxwell’s 
equations. In this approach, an explicit scheme is 
obtained allowing an important decrease in memory CPU 
time since no matrix inversion is required [23]. 

The next section is devoted to a comparison of 
Gaussian shape electric pulse propagation in a coplanar 
waveguide with MAXTRA3D, FEM and TEMSI-FD. 
The size of the structure has been chosen quite small 
because in FEM a matrix has to be invert at each time 
step. 
 

III. MODELINGS 
 

A. The Structure Selected for the Comparison 
 

The modeled structure is a coplanar waveguide 
(CPW) with infinite ground planes. The length of the 
guide is 100µm, a width of the central band S and of the 
lateral ground planes is 10µm and the spacing between 
the central band and the ground planes W is 6µm.  

The CPW is excited with two voltages placed in the 
ground plane surface. The electric fields of excitation are 
symmetrical with respect to the plane (xz), and each is 
placed between the central band and one of the ground 
planes (Fig. 1). The excitation is a Gaussian pulse with a 
Full Width at Half Maximum of 100 fs and maximum 
amplitude of 0.6 V. The next section describes the 
simulation environment for the different software namely 
the mesh and boundary condition parameters. 
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Fig. 1. CPW modeled structure. 
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B. Modeling Environment 
 

Three different designs are used to mesh the CPW 
reference structure (Figs. 2 to 4). The first one is used by 
both TEMSI-FD and MAXTRA3D and it is the 1µm 
regular grid structure. The mesh dimensions are 100 × 62 
× 100 respectively following x, y and z directions. The 
second one is used by MAXTRA3D and it is the variable 
orthogonal mesh scheme with 1 µm as the smallest mesh 
size and 40 × 24 × 40 mesh dimensions. The last one is 
used by the FEM and it is the tetrahedral finite element 
scheme with 1 µm as the smallest mesh size and 37128 
elements (6947 nodes and 45542 edges). The time step 
estimated for TEMSI-FD and MAXTRA3D (with 
uniform or variable grid) is 1.88732fs with 2119 
iterations. And for FEM, the time step is equal to 20 fs. 
The simulation duration chosen for all the simulations is 
4 ps. 

 
Fig. 2. Uniform mesh scheme (TEMSI-FD and 
MAXTRA3D). 
 

 
Fig. 3. Variable orthogonal mesh scheme (MAXTRA3D). 

 

 
Fig. 4. Variable tetrahedral mesh scheme (FEM).  

In open-region electromagnetic simulations, the 
computational domain has to be truncated by absorbing 
boundary conditions (ABC) to model the infinite space. 
In TEMSI-FD software, the ABC applied are 
Convolutional PML (CPML) conditions. In 
MAXTRA3D, the ABC adopted are PML and MUR 
conditions. And in the FEM software, the ABC are 
Silver-Müller conditions. 
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Fig. 5. PML layers added along the propagation direction. 

 
The simulation results presented in the following 

section are carried out with TEMSI-FD, FEM and 
MAXTRA3D using the variable-mesh configuration for 
this last one (with MUR conditions at the first time and 
UPML conditions at the second time (Fig. 5)). All the 
FDTD simulations are running on a Dual-Core AMD 
Opteron with 16 GB RAM. 
 
C. Results and Comparison 
 

The results of calculations coming from the three 
software programs are obviously close but they also 
exhibit some differences. In order to identify those 
differences, we have selected two factors of merit: the 
amplitude error and the runtime. It is believed that the 
results provided by TEMSI-FD are most accurate since 
they are using a constant mesh (fewer numerical errors) 
and the most successful boundary conditions (CPML). 
Fig. 6 shows TEMSI-FD results of the wave propagation 
at three different distances from the excitation source (4 
µm, 20 µm and 48 µm). One notes that the return to the 
equilibrium state (0 Volt) is free of any numerical 
oscillations contrary to the solution of Maxtra3D with 
MUR conditions (Fig. 7). In Fig. 8, one compares the 
results of the propagation at 20 µm from the excitation 
source for FEM, MAXTRA3D with MUR conditions and 
TEMSI-FD. One can notice that the result of Maxtra3D 
with MUR conditions have the same shape before 1 ps 
than TEMSI-FD result with an amplitude error of 0.015 
V. However, the electric pulse shape calculated with 
MAXTRA3D seems to be like the one calculated with 
FEM. In fact, there are some oscillations before the return 
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to the equilibrium state. In order to point up the influence 
of the MAXTRA3D ABC on the simulation results, we 
display in Fig. 9 the same results than those in Fig. 8 but 
we substitute MAXTRA3D result that use MUR 
conditions with the one using UPML conditions. We can 
see a right correlation between MAXTRA3D and 
TEMSI-FD results. table 1 shows the differences between 
the results of TEMSI-FD, FEM and the two configuration 
of MAXTRA3D (with MUR or UPML) through two 
factors of merit. The first factor that is the amplitude error 
allows us to see that the deviation between the reference 
results of TEMSI-FD and the other software results 
increases when the ABC used are MUR conditions and 
can reach 13% close the edge of the structure. While the 
deviation is significantly smaller when using UPML 
conditions because it takes low value around 1%. This 
result is not original. PML conditions are known to 
provide far better result than MUR conditions. In 
addition, the runtime that is the second factor of merit 
indicates that using non uniform mesh for the FDTD 
method reduces the runtime and divides it by three (with 
UPML conditions) and even by four (with MUR 
conditions). 

 
Table 1. The comparison of software results by using two 
factors of merit: the amplitude percent error at three 
different distances from the excitation source and the 
total runtime. 
 

Amplitude Percent Error 
Software At 4 µm At 20 

µm At 48 µm 
Total 

Runtime 

FEM 7.88 % 13.2 % 15.8 % 7mn10s 
MAXTRA3D 

-MUR- 1.98 % 3.84 % 13.29 % 1mn13s 

MAXTRA3D 
-UPML- 1.73 % 1.85 % 1.52 % 1mn45s 

TEMSI-FD Reference results 4mn52s 
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Fig. 6. Terahertz wave propagation along the CPW 
solved by TEMSI-FD software. 
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Fig. 7. Terahertz wave propagation along the CPW 
solved by MAXTRA3D software with MUR conditions. 
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Fig. 8. The comparison of the electric pulse at 20 µm 
from the excitation source for the different simulators: 
FEM, MAXTRA3D with MUR conditions and TEMSI-
FD. 
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Fig. 9. The comparison of the electric pulse at 20 µm 
from the excitation source for the different simulators: 
FEM, MAXTRA3D with UPML conditions and TEMSI-
FD. 
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IV. DISCUSSION 
 

The comparison of TEMSI-FD, MAXTRA3D and 
FEM has been performed on a coplanar waveguide, in 
order to compare the three software programs only for 
their ability to simulate the wave propagation. TEMSI-
FD, MAXTRA3D and the FEM software provide 
qualitatively and quantitatively almost the same results 
for the coplanar waveguide. The main difference is 
concentrated on the runtime. This is a key issue for the 
coupling of Maxwell equations with transport equations. 
MAXTRA3D has been developed for this purpose. This 
last paragraph is devoted to a very short discussion on the 
difficulties to identify a method that could be used to 
solve both the propagation and the transport (an 
integrated method). The previous results are good 
materials for the discussion. The FEM method has the 
longest runtime relatively to the FDTD method. The 
major weakness of finite element in time-domain comes 
from the presence of the mass matrix in front of the time 
derivative. At each time step in the Newmark scheme it is 
necessary to solve the linear system. The use of gradient 
conjugate leads to an algorithm with an O(n2) complexity 
if the number of unknowns is n. So the difference in 
runtime between the explicit FDTD method and the 
implicit FEM method will rapidly increase. Some authors 
have proposed to use a mass lumping technique [23] in 
order to get quasi-explicit method in time-domain like 
FDTD method. But even with a quasi-explicit scheme 
FEM methods require to manipulate matrix. The size of 
the matrix for the system Maxwell-Boltzmann exceeds 2 
GB RAM. In the first and the second sections, the FDTD 
method with non uniform grid thanks to its runtime 
performances and its mesh fle1xibility has been identified 
as a good candidate for solving Maxwell equations. 

 

These performances have been exploited to solve self 
consistently the Maxwell equations with Drift-Diffusion 
(DD) approach in a Coplanar Photoconductive Switch 
(PS) [1]. This coupling have already been investigated by 
some research teams ([3, 4, 24, 25]) but the defined 
spatial increment was great for the transport model 
because of the disproportion between the active layer size 
where the carrier transport happens and the environment 
skirting it. Here, THz voltage response of PS is briefly 
presented to illustrate this coupling with variable-mesh 
FDTD method. The details of the coupling will not be 
discussed here because it is not the main purpose of the 
present article. For more details about the coupling 
involving the Drift-Diffusion model one can refer to [1]. 

The simulated PS is described in fig. 10.a. The 
structure is a 2 µm broad gap in the center conductor of 
the waveguide. The active layer (gap) is a 0.3 µm depth 
In0.53Ga0.47As thin film. The CPW is the same structure 
as described previously at section 1 with a 76 µm depth 

InP substrate. A 2.5 V bias is applied between the Ohmic 
contacts located in CPW central strip. 
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(a) Cross-section of the photoconductive switch 
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(b) Output voltage wave at 0 µm and 20 µm at the edge 

of the gap with MAXTRA_DD. 
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(c) Output power spectral density at 20 µm calculated 
with MAXTRA_DD and with MAXTRA_HD model 

 
Fig. 10. Photoconductive switch and the terahertz 
response. 
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The gap is excited by a 30 fs Gaussian shape laser 
pulse at 1550 nm. It is necessary to couple the 
electromagnetic propagation to the photo-generated 
carrier transports because the shape of the THz pulse is 
mainly controlled by the mixing of the two physics. The 
voltage pulse presented in Fig. 10(a) is obtained 
following the integration path (T ) drawn in the same 
figure between the central metallization and the ground 
planes. The propagation of this voltage pulse is illustrated 
in Fig. 10(b) and it results from the drift-diffusion & full-
wave (MAXTRA_DD) coupling [1]. At the edge of the 
gap (0 V), the generated electric pulse rises tanks to the 
conduction current and falls down when the number of 
individual and very local conduction current source 
decreases in each layer. This pulse propagates along the 
guide (the pulse at 20 µm from the gap is presented in 
Fig. 10(b) with time-lag and its peak widening represents 
a multimode propagating in the waveguide. 

The Fig. 10(c) shows the comparison of the power 
spectral density (PSD) propagating calculated with 
MAXTRA_DD and MAXTRA_HD (the hydrodynamic 
& full-wave code) in the coplanar waveguide at 20µm 
from the edge of the gap. In the Hydrodynamic modeling, 
the inertial effect modeled through the momentum and 
energy relaxation times involves a smaller frequency 
extension of the PSD if one compares with Drift-
Diffusion modeling. The maximum amplitude and the 
time shape of the voltage pulse modeled by the two 
simulators are slightly different. 

On the other hand, the FDTD method has already 
been compared to mixed methods (FDTD-FVM [26] and 
FDTD-FEM [27]). To improve the accuracy of the PS 
active layer modeling, some mixed approaches should be 
investigated. But the difficulties linked to the use of other 
methods (TLM, FEM, FV, FIT, DGM) with transport 
model is far to be simple. The main advantage of these 
methods in MAXTRA3D is linked to transport equations 
and consequently the mesh refinement. However, care 
should be taken at execution runtime. 
 

V. CONCLUSION 
 

In this article, it has been demonstrated that the 
variable-mesh FDTD code (Maxtra3D) is one of the most 
powerful technique because of its ability to combine 
physics required different size of meshes. When focusing 
on the modeling of electromagnetic problem, the results 
for the comparison of 3D variable-mesh FDTD method 
showed close agreement with those obtained both by the 
3D finite element method and the 3D constant step mesh 
FDTD method. Moreover, Maxtra3D enables to reduce 
the memory storage and the computational time without 
degrading results. Consequently FDTD scheme is 
tractable to perform a coupling between 
electromagnetism and carrier transport physics with a 
much reduced step meshing when necessary. For 

instance, in the active layer of a PS the mesh is forty 
times smaller than in the peripheral access waveguide. 
The variable-mesh FDTD method could be used for a 
large number of structures requiring a meshing both at the 
nanometer scale and at the micrometer scale. It could be 
interesting to investigate in the future new mixing 
numerical methods for the improvement of the coupling 
of physics. 

The present work has been supported by national 
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Abstract ─ A plane electromagnetic wave scattered by 
two dielectric coated conducting strips is addressed here. 
Two methods of solutions are introduced. The first is 
based on solving the Helmholtez wave equation in terms 
of elliptical coordinates. As a result a Fourier series of 
radial and angular Mathieu functions of unknown 
coefficients in each region is obtained. The unknown 
coefficients can be obtained by enforcing the boundary 
conditions. The application of the boundary condition 
requires the use of the addition theorem of Mathieu 
function. The second method is based on an asymptotic 
approximate technique introduced by Karp and Russek 
for solving scattering by wide slit. Numerical examples 
are calculated using both methods and they are compared 
with each other. Excellent agreement between both cases 
is found. 
  
Keywords ─ scattering by cylinders, coated strips, 
multiple scattering. 
 

I. INTRODUCTION 
 

Scattering from conducting strip and strip grating 
were the subject of many investigations [1-3]. Also the 
scattering of an electromagnetic wave from a single strip 
coated with a dielectric was addressed [4]. The multiple 
scattering of a plane electromagnetic wave by two strips 
of parallel edges was also presented in [5]. Recently, the 
scattering by two dielectric elliptic cylinders [6] and by 
metamaterial coated elliptic cylinders [7] has been 
addressed. The scattering of electromagnetic waves by 
coated strips has not been addressed yet. Therefore this 
paper presents two methods for solving the scattering of 
an electromagnetic plane wave by two dielectric coated 
conducting strips. This geometry can be used to simulate 
a dielectric coated conducting plane when the strips are 
close to each other. It could also have an application of 
diffraction by slit of dielectric coated conducting slits. 
 

II. FORMULATION OF THE PROBLEM 
 

Figure 1 shows two dielectric coated conducting 
strips of infinite length with their axes parallel to the z 
axis and widths 2d1 and 2d2, respectively. The dielectric 

coating have permittivities 1ε  and 2ε , and focal length is 
equal to the conducting strip width. The outer surface of 
the dielectric coating of the first strip has semi-major axis 
a1 and semi-minor axis b1, while a2 and b2 are, 
respectively denoting semi-major and semi-minor axes of 
the outer surface of the second strip coating. The center 
of the first coated strip is located at cx =  while the 
center of the second is located at cx −=  with respect to 
the global coordinates ),,( zyx . The coated strips are 
inclined with respect to the x-axis by angle 1β  and 2β , 
respectively. In addition to the global coordinate system, 
two coordinate systems ),,( 111 zyx and ),,( 222 zyx  are 
defined at the strip centers such that the plane of the first 
strip lies in the 11 zx −  plane while that of the second 
strip lies in the 22 zx −  plane. 
A plane wave, with tje ω−  time dependence, is incident 
with an angle oφ  with respect to the x-axis of the global 
coordinate system and polarized in z-direction, i.e., 
 

)φsinφcos( ooo yxjki
z eE +−=                          (1) 

where ok  is the wave number in free space. The incident 
wave can also be expressed in terms of the local 
coordinates at the coated strip centers. Upon doing the 
transformation and expanding it in terms of the elliptic 
wave function, one obtains, 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 1. Geometry of the problem. 
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where  

101 βφφ −= o       and      202 βφφ −= o         (4)  
 
while )ζ,(hJem  and )ζ,(hJom  are respectively even and 
odd modified Mathieu functions of the first kind and 
order m. Also, )η,(hSem  and )η,(hSom  are 
respectively even and odd angular Mathieu functions of 
order m. )()( hN e

m  and )()( hN o
m  are even and odd 

normalized functions, respectively. The Mathieu 
functions arguments ioi dkh = , ii ucoshζ =  and 

ii vcosη =  ( 21 ori = ) where iu  and iv  are elliptical 
cylindrical coordinates defined by, 
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The scattered electric field from the coated strips can 

be expressed in terms of the local coordinates at the 
center of each coated strip. Region (I) is inside the 
dielectric coating and region (II) is outside the dielectric 
coating. Scattered field from the first strip in region (I) is 
given by, 
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where ),( ζhNem  is the even modified Mathieu function 
of the second kind and order m, 111 dkH =  and 

11
εμ1 rrokk = , )1(

mA  are unknown coefficients to be 

calculated from the boundary conditions. The boundary 
condition of the vanishing the tangential component of 
the electric field on the conducting strip surface was 
satisfied in equation (6). 

Similarly, the scattered field from the second strip 
inside its dielectric is, 
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The scattered field in region (II) from the first and 

the second strips are given by, 
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where  

)ζ,()ζ,()ζ,()1( hNejhJehHe mmm += . 
 

In addition )1(
mB and )2(

mB are unknown coefficients to 
be calculated from the boundary conditions of 
homogenous tangential components of electric and 
magnetic fields at the surface of the dielectric coatings, 
i.e, 
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In order to apply the above boundary conditions, one 

has to transfer the electric and magnetic field expressions 
from one coordinate system to the other. This can be done 
using the addition theorem of the Mathieu functions, 
namely 
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Applying the boundary condition (11) one obtains, 
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Multiplying both sides of equation (22) by 

)η,( 11HSel  and integrating over 1v  from 0 to π2 , one 
obtains, 
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where 
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Applying boundary condition (12), one gets, 
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Multiplying both sides of equation (25) by 

)η,( 22hSel  and integrating over 1v  from 0 to π2 , one 
obtains, 
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The magnetic field component vH  is given by, 
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Employing equation (28) and applying boundary 

condition (14) lead to, 
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Again multiplying both sides of equation (29) by 
)η,( 11hSel  and integrating over 1v  from 0 to π2 , one 

obtains, 
 

.)(),(

)1,(
)1,(

),(

),(),(

),(),(

),()cos,(

),(
)(

1

1
)(

101

1

1
101

)1(

0
11,101

0
,

)2(

0
11,101

)1()1(

11,11

0
101

1
)(

cos

HNHeN

HNe
HJe

HeJA

HhMheJKeB

HhMhHeB

HhMhSe

heJ
hN

je

e
mm

m

m
mmr

n
mqq

q
nqn

n
mnnn

mnon

n
ne

n

njkc o



′





−′=

′

+
′

+

′

∑ ∑

∑

∑

∞

=

∞

=

∞

=

∞

=

−−

ζ

ζε

ζ

ζ

φ

ζφ

(30) 

 

394RAGHEB, HASSAN: PLANE WAVE SCATTERING BY TWO DIELECTRIC COATED CONDUCTING STRIPS



 

Similarly applying boundary condition (15), and 
employing the orthogonally of the Mathieu functions, 
results in, 
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From equations (23) and (30), one can obtain, 
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From equations (26) and (31) one can find out that, 
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Equations (32) and (35) can be written in a matrix 

form, 
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Once we calculate the unknown coefficients the total 

scattered field can be calculated from, 
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The far field can be evaluated using the asymptotic 

expansion of )ζ,()1( hHem which is given by, 
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If ζh  is very large it can be represented in terms of 

circular cylindrical coordinates, where 111 ρζ okh =  and 

222 ρζ okh = . In this case the total scattered field is given 
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The echo width is, 
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III. APPROXIMATE SOLUTION 
 

The approximate solution is based on a technique 
that was established by Karp and Russek [8]. Such a 
technique considers the scattered field from each coated 
strip as a sum of scattered field from that coated strip due 
to a plane wave incident plus the scattered field due to a 
line source of unknown intensity located at the center of 
the other coated strip. The factious line source accounts 
in an approximate sense for the multiple scattering 
between the two coated strips. In order to apply this 
technique one needs to obtain the far scattered field from 
one coated strip due to both a plane wave incident and a 
line source. In such a case, consider a plane wave given 
by equation (1), is incident on a coated strip located at ix  
and 0=y , the coated strip is inclined by an angle 

iβ  on 
the x-axis. The conducting strip has a width 

id2  and the 
coating dielectric constant is iε . The scattered field in the 
region outside the coated cylinder can be written as, 
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while the electric field inside the coating is, 
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Matching the boundary condition gives, 
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Multiplying both sides of equation (53) by 

),( 1 im HSe η   and integrating over iv  from 0 to π2 , 
one obtains, 
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Similarly matching the boundary condition 

corresponding to vH , one can get, 
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From equations (54) and (55), one obtains, 
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Equation (56) can be written a matrix form as, 
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Once the coefficients are calculated the scattered 

electric field in the outer region is given by equation (51). 
Since ))4/12((1)1( ),( πζ

ζ
ζ +−= mhj

hm ehHe and for large ζh  it 

can be represented in terms of circular cylindrical 
coordinates, where ioii kh ρ=ζ . In this case the total 
scattered field is given by, 
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Line source excitation 
 

Consider a line source placed at ( 0,0kx ) with respect 
to the coordinates at the center of strip 1 ( 1=i ) or at the 
center of strip 2 ( 2=i ), then the z-component of the 
electric field due to such a line source can be expressed 
as, 
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where k takes the values 1 or 2. 
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The scattered field in the region outside the coated 
cylinder can be written as, 
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While the electric field inside the coating is given by,  
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Matching the boundary condition gives, 
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Multiplying both sides of equation (70) by 

),( 1 im HSe η   and integrating over iv  from 0 to π2 , 
one obtains, 
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Similarly matching the boundary condition 

corresponding to 
vH , one can get, 
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Solving equations (71) and (72), one gets, 
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Equation (73) can be written in a matrix form similar 

to equation (57), where, 
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Once the coefficients are calculated the scattered 

electric field in the outer region is given by equation (51). 
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Now consider the problem of the two strips shown in 

Fig. 1. Assuming a fictitious line source 1C  at the center 
of the first strip and another line source 2C  at the center 

of the second strip the far scattered field from the first 
strip is given by, 
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Similarly, the far scattered field due to the second 

strip is given by, 
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The partial scattered field from the first strip due to 

the scattered field from the second strip can be 
determined by considering the scattered field from the 
second strip as the intensity of a line source at 22 β−=φ  
times the well-known response [8], i.e., 
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On the other hand this partial scattered field is given 

by, 

),,,()( 0202111212 ηζφρ= hgkcCE o
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Using equivalence between equations (79) and (80), 

one obtains, 
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 In a similar way one can obtain, 
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Solving equations (81) and (82), one can get, 
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Once 1C  and 2C  are known, one can determine the 

z-component of the total scattered field from the two 
strips, i. e.,  
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The plane wave scattering properties of a two-

dimensional body of infinite length are conveniently 
described in terms of the echo width equation (50). 

 
IV. RESULTS AND DISCUSSION 

 
In the following results the first method is 

implemented in all calculations, however every presented 
result is checked using the approximate method and a 
good agreement is found. Also in all figures the case of 
no dielectric coating 1=ε r  is introduced in order to 
illustrate the effect of the dielectric coating on the 
scattering echo width. The first case is of a plane wave 
normally incident on two dielectric coating conducting 
strips with o021 =β=β . As can be seen from Fig. 2 the 
forward and backscattering echo widths are increasing 
with thin coating of dielectric and decreases as the 
dielectric coating increases.  

For the second case same coated strips are 
considered except in the angles  o9021 =β=β  is the only 
change. The scattering echo width was calculated again 
for different thickness which shows that it is increasing in 
forward and backward directions for thin dielectric and 
decreasing for thick one. The third example has different 
geometrical parameter as shown in Fig. 4. The angle of 
incidence was taken as o

o 60=φ . Again this example 
illustrates the effect of the coating thickness in the back 
and forward scattering echo width. As one can see from 
Fig. 4, the scattering echo width is increasing for thin 
dielectric layer and decreases as it gets thick. The forth 
example shows the echo width pattern for angles  

o451 =β  and o452 −=β  while o
o 90=φ .  

 
 

 

 
Fig. 2. Echo width pattern for different coating thickness. 

 

 

 
Fig. 3. Echo width pattern for different coating thickness. 
  

 

 
Fig. 4. Echo width pattern for different coating thickness. 
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As shown in Fig. 5 that same behavior can be 
concluded for this case. The fifth case is similar to the 
forth except that o4521 =β=β . Figure 6 illustrates the 
echo width pattern for fifth example, where the thin 
dielectric coating produces higher forward and backward 
echo width while the thick one produces less echo width 
values. In the sixth case different geometrical parameters 
were considered where larger strips are considered and 

o01 =β  , o902 =β  while o
o 60=φ .The echo width 

pattern corresponding to this case is plotted in Fig. 7. 
 

 
Fig. 5. Echo width pattern for different coating thickness. 
 

 

 

 
 
Fig. 6. Echo width pattern for different coating thickness. 
 

 

 
Fig. 7. Echo width pattern for different coating thickness. 
 
 

 

 
Fig. 8. Echo width pattern for different coating thickness. 
 
 

Again the same behavior is noticed as previous 
cases. In the seventh example a relatively large strips are 
considered and the separation between them is also 
decreased relative to previous cases. Again the echo 
width pattern showed a very slight increase for very thin 
coating and then it gets lower as the coating thickness 
increases. In the last example new parameters were 
introduced in order to show the effect of the dielectric 
permittivity on the scattering echo width. As one can see 
in Fig. 9, echo width pattern is decreasing with increasing 
the dielectric permittivity. 
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Fig. 9. Echo width pattern for different coating 
permittivity. 
 

V. CONCLUSIONS 
 

Scattering of an electromagnetic wave by two 
dielectric coated conducing strips is achieved to study the 
effect of the coating on the echo width. It is found that 
very thin dielectric coating increases the scattering echo 
width in forward and back directions, and as the thickness 
increases the forward and backscattered echo width 
decreases. It is also found that for a constant thickness the 
scattering echo width pattern decreases with the 
increasing of dielectric permittivity of the coating.  
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Evaluating the Radar Cross Section of Maritime Radar Reflectors 
Using Computational Electromagnetics 
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Abstract − This paper presents results from calculating 
the radar cross section (RCS) of two maritime radar 
reflectors using the method of moments. The Echomaster 
152, although smaller in size, produces a higher 
maximum RCS than the Echomax 230 that includes three 
layers of corner reflectors. The Echomaster 152 also has 
deeper nulls in the RCS pattern, which means it is less 
detectable at those angles. 

  
Keywords: Radar cross section, radar reflectors, ground 
plane, ocean, method of moments. 
 

I. INTRODUCTION 
 

Pleasure and commercial boats in the crowded 
harbors and bays of the United States use a horizontally 
polarized maritime X-band radar operating at 9.41 GHz. 
Large boats are easy to see with these radars, but smaller 
non-metallic hulls, like those of a sailboat, have a low 
radar cross section (RCS) and are difficult to detect. The 
RCS is particularly low from the fore and the aft, making 
them even more difficult to detect in those directions. 
Placing the reflectors at a high point on the boat, like the 
top of a sail boom, increase the detection range of the low 
RCS boats [1]. 

In order to be effective, the RCS of the radar 
reflector must be larger than the RCS of the boat. Also, 
the reflector/boat RCS should be large enough in all 
directions in order for other boats to detect it in time to 
avoid a collision. Several commercial reflectors claim to 
increase the RCS of sailboats. Two of the more popular 
reflectors are the Echomax 230 [2] and the Echomaster 
152 [3]. Both reflectors make use of simple corner 
reflectors arranged to provide a high azimuthal RCS. 

The impact of these reflectors has been analyzed and 
measured in free space [4]. Unfortunately, these RCS 
results do not consider the ocean, which has a tremendous 
effect upon the RCS of the reflector. This paper presents 
RCS results from modeling several types of reflectors 
with and without a salt water ground plane using the 
method of moments. The presence of a calm ocean 
greatly enhances the RCS of both reflectors in all 
azimuthal directions. The Echomaster 152 has a higher 
RCS at most angles than the Echomax 230, but the 
Echomax 230 has a higher minimum RCS than the 
Echomaster 152. 

II. RADAR REFLECTOR MODELS 
 

The goal of this effort was to evaluate and compare 
the RCS of two popular commercial radar reflectors in 
both free space and over an ocean ground plane. In 
addition, these RCS results are compared to the RCS of a 
cylinder and sphere. All the reflectors are assumed to be 
perfectly conducting. Figure 1 shows the four reflectors 
drawn at the correct relative sizes. For the calculations, 
each reflector is centered on the coordinate system with 
φ  measuring azimuth angle and θ  measuring elevation 
angle. The ocean is assumed to be in the x-y plane, so the 
orientation of the reflectors in Fig. 1 corresponds to how 
they would be deployed. 

 
Fig. 1. FEKO CAD models of the reflectors: (a) Echomax 
230, (b) cylinder, (c) Echomaster 152, and (d) sphere. 
 

The Echomax 230 (Fig. 1(a)) consists of a stack of 
three aluminum quad-trihedral reflectors inside a 
cylindrical shell (Fig. 1(b)). Figure 2 is a photograph of 
the aluminum reflector outside of its plastic shell (laying 
on its side) Echomax 230. The Echomax 230 reflector is 
h=496 mm high and has a radius of r=153 mm [2]. A 
model of one layer of the Echomax 230 with dimensions 
appears in Fig. 3. Each layer displays a 30o  twist in 
order to create a more omni-directional RCS in the 
azimuth plane.  

The second commercial reflector to be modeled is 
the Echomaster 152, whose geometry is shown in Fig. 
1(c). It consists of three intersecting, orthogonal 305 mm 
diameter aluminum disks [3]. The sphere (Fig. 1(d)) has a 
radius of r=153 mm. It does not come with a cover. 
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Fig. 2. Photograph of the Echomax 230 reflector and its 
plastic cylindrical cover. 
 

 
Fig. 3. Dimensions of one layer of the Echomax 230. 
 

Two canonical RCS reflector shapes are also 
included in this study: cylinder and sphere. The cylinder 
in Fig. 1(b) has the same height and radius as the 
Echomax 230, and the sphere in Fig. 1(d) has the same 
radius as the Echomaster 152. The RCS of these 
reflectors is well known analytically, so they serve as a 
check for the method of moment’s calculation of the RCS 
as well as having the desired omni-directional RCS 
pattern in the azimuth plane. The simple physical optics 
formulas [5] predict that the peak RCS of the 
cylinder, cylσ , is, 

 
22 7.5 dBsmcyl

rhπσ
λ

= =                    (1) 

 

and of the sphere, cylσ , is, 
 

 2 11.4 dBsmsph rσ π= = − . (2) 
This data is used to check the computational results 

for accuracy. 

 III. COMPUTED RCS OF THE RADAR 
REFLECTORS 

 
Most pleasure boats on crowded waterways use 

maritime radar. X-band maritime radars operate with 
horizontal polarization (φ − polarized) at 9.41 GHz with a 
wavelength of 3.19λ = cm. This type of radar is 
commonly used by pleasure and commercial boats when 
near land. Boats far from land also have much larger and 
more powerful S-band radar. Only the X-band frequency 
will be considered here.  

The RCS of these four reflectors are computed using 
the method of moments program, FEKO [6]. All 
reflectors have the same size triangular mesh with a 
maximum triangle side of / 5λ . This triangle size 
resulted in the computed peak RCS of the cylinder and 
sphere matching the values in equations (1) and (2). 
Increasing the size of the maximum triangle side resulted 
in RCS values that did not match equations (1) and (2). 

Each reflector is modeled in free space and in the 
presence of an infinite ocean ground plane. The free 
space RCS is calculated over 60 90θ≤ ≤o o and 
0 90φ≤ ≤o o . The range of elevation angles accounts for 
the difference in height between a radar on the larger boat 
and the reflector on the smaller boat and some motion of 
the boats. In addition, the RCS of the reflectors is 
calculated over an infinite ground plane having a 
permittivity of 55 31r jε = + with a loss tangent of 
tan 0.56δ = . This ground plane corresponds to a calm 
ocean at a temperature of 14o C and a salinity of 33 parts 
per thousand [7].  

The first RCS calculations are done with the cylinder 
and sphere test cases. Figure 4 displays the computed 
results for the cylinder and the sphere. The ground plane 
significantly enhances both the RCS of the cylinder and 
of the sphere. As θ  approaches 90o , the RCS with the 
ground plane is about 6 dB higher than the free space 
RCS.  

 
Fig. 4. RCS of a cylinder and sphere in free space and 
above a ground plane. 
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Figures 5 through 8 plot the RCS over the azimuth 
and elevation angles of interest for the Echomax 230 and 
the Echomaster 152 reflectors.  Each reflector is shown 
both in free space (Figs. 5 and 7) and at 5 m above an 
ocean ground plane (Figs. 6 and 8). Echomax specifies 
that the maximum RCS of their Echomax 230 radar 
reflector is 24 m2 or 13.8 dBsm. The maximum computed 
result is 13.4 dBsm, so the computations appear to be 
accurate.  The Echomaster 152 appears to give a larger 
RCS over a greater angular extent than the Echomax 230. 
It also appears to have the deepest nulls over the greatest 
area. Its maximum free space RCS is 17.2 dBsm which is 
close to that of a disk with r=153 mm (18.2 dBsm). The 
ocean ground plane boosts the maximum RCS of both 
free space models by about 8 dB and also produces much 
broader maxima.  

 

 
Fig. 5. RCS of Echomax 230 in free space. 
 

 
Fig. 6. RCS of Echomax 230 when placed 5m above an 
ocean ground plane. 

 
Fig. 7. RCS of Echomaster 152 in free space. 
 
 

 
Fig. 8. RCS of Echomaster 152 when placed 5m above an 
ocean ground plane. 

 
Figure 9 shows a plot of the free space RCS patterns 

for the two reflectors at θ = 90o. The Echomax 230 RCS 
has a lower maximum RCS, but does not have the broad 
nulls of the Echomaster 152. Inserting the ocean ground 
plane increases the overall RCS of both reflectors but 
maintains a similar shape as indicated in Fig. 10. This 
advantage is due to the stacked design that provides 
reflection from at least one of the corner reflectors at each 
angle of incidence. The elevation angles do not extend to 
θ = 90o because the ground plane is assumed to be 
infinite in extent. 
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Fig. 9. RCS of Echomax 230 and Echomaster 152 in free 
space at θ = 90o. 
 

 
Fig. 10. RCS of Echomax 230 and Echomaster 152 above 
an ocean ground plane at θ = 89.5o. 

 
IV. CONCLUSIONS 

 
The results of this modeling study indicate that both 

the spherical Echomaster 152 comprised of three 
intersection orthogonal disks and the Echomax 230, 
which stacks three layers of corner reflectors, are likely to 
enhance the RCS of a small sailboat. Although the 
Echomaster 152 boasts a higher maximum RCS, it also 
displays the deepest nulls over a larger extent of azimuth 
angles. Including a ground plane representing the ocean 
in the calculations increases the average and maximum 
RCS for both models. The variability of the RCS patterns 
in both the azimuth and elevation angles suggests that the 
RCS highly depends on sea state, which causes the boat 
to pitch, roll, and yaw. Typically, the best RCS occurs 
when the sea is calm (RCS with ground plane), and the 
worst RCS occurs with waves (free space RCS). 
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Abstract − The monostatic and bistatic Radar Cross 
Section (RCS) of various complex ship targets are 
numerically simulated in the High Frequency range of 3-
20 MHz. The process by which these complex ship 
models are built and simulated using the FEKO code is 
described. Validation of the simulated RCS against full-
scale measurements is described. Details are added to the 
ship model and the changes in the bistatic RCS are 
explored. Bistatic data from the simulations are used to 
assess the performance of a pair of surface-wave radar 
stations operated in a bistatic mode. The results of these 
findings will be of importance to future RCS simulation 
work using numerical modelling. 
 

I. INTRODUCTION 
  

High Frequency Surface Wave Radar (HFSWR) 
operates in the High Frequency (HF) band between 3 and 
30 MHz. Capitalizing on the conducting properties of the 
ocean, the radar’s vertically-polarized surface wave 
propagates well beyond the visible horizon, by following 
the curvature of the earth. HFSWR is increasingly seen as 
an attractive, cost-effective means in providing near-real 
time monitoring for Beyond-the-Line-Of-Sight (BLOS) 
surveillance applications over large areas of sea surface 
[1].  

Bistatic HFSWR potentially offers better coverage 
than a monostatic system as the ionospheric clutter may 
appear farther away in the bistatic configuration [2]. The 
reduction of any Electromagnetic Interference (EMI) to 
other HF users is an important factor in the densely-
populated HF frequency band. There is the potential to 
reduce the EMI susceptibility when utilizing the 
spectrally-efficient Frequency Modulated Continuous 
Wave (FMCW) method of transmission. This mode of 
transmission can only be supported through a sufficient 
separation between the transmitter and receiver, which 
represents a bistatic configuration. The performance of 
bistatic HFSWR for coastal surveillance is currently 
being investigated. As part of this investigation, it is 
desired to estimate the Radar Cross Sections (RCS) of 
certain Targets of Interest (TOI). This paper describes 

some of the ship models that were built for simulation in 
the 3-20 MHz range, and describes the behavior of the 
bistatic RCS as topside detail is added. 

Very little has been published in the open literature 
with regard to ship RCS. As a rough approximation, the 
monostatic, free-space RCS of vessels is often given by 
the empirical formula [3], 
 

σ =52f 1/2 D 3/2                           (1)         
 

where σ is the RCS in square meters, D is the full-load 
displacement of the vessel in kilotons and f is the radar 
frequency in Megahertz. This relationship was based on 
measurements of various ships at low grazing angles in 
the X, S and L bands, of bow and both port and starboard 
quarter aspects, to produce the median RCS of those 
aspects. It was later used as a rough approximation for the 
HF range [4], where the ratio of the target dimensions to 
the wavelength signifies that the RCS values fall in the 
Rayleigh or resonance (Mie) regions [5]. As was proven 
in [6], the rough estimate of equation (1) does not account 
for vertical resonators such as ship masts, cranes and 
antennas, which can significantly impact RCS values. 
These structures are especially important in HFSWR 
scattering and they often are aligned with the vertically-
polarized electric field vector used in HFSWR.  

The monostatic RCS of ship targets in the HF band 
has already been researched and observed, in [5, 6], 
through the use of numerical techniques, which is an 
effective means of exploring the behavior of scattering 
from complex targets such as ships. The work in [5] 
highlighted the potential impact on monostatic RCS of 
vertical wires on a complex target, when they are of 
resonant lengths at the operating frequency. It showed 
that components up to the third order of resonance can 
have a significant influence on the monostatic RCS. The 
present work reports the bistatic RCS of similar complex 
targets illuminated by an HFSWR.  

This research uses models that have been built with 
CAD FEKO [7], which computes ship RCS using the 
Method Of Moments (MOM) [8]. The Bonn Express 
(~36000 ton) of Fig. 1 and the Teleost (~2400 ton) of Fig. 
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2 were used as sample complex targets. As described in 
the following, models of these ships with increasing 
levels of detail were built and analyzed with the FEKO 
program. Monostatic RCS predictions from the models 
were validated by comparing with the measured RCS of 
these ships, available from an actual HFSWR. The 
models were then used to explore the behavior of the 
bistatic RCS, and the influence of vertical, conductive 
components of the vessel such as antennas, crane wires, 
and masts on the RCS.  
    

 
Fig. 1. The Cargo Vessel Bonn Express. 

 

  
Fig. 2. The CCGS Teleost. 
 

II. MODELING PROCEDURE 
 

When modeling Rayleigh-region targets, such as a 
ship much smaller in size than the wavelength in the HF 
band, a simple representation can be applied and few 
details are required. Indeed, equation (1) uses no detail at 
all except for the ship’s displacement. However, as size 
of the ship approaches the resonance region, details such 
as vertical, conductive components can have a strong 
influence on the RCS returns and should be included in 
the model. This work uses detailed wire-grid models of 
the ship targets and solves them with the FEKO program.  

All the models were composed of Perfect Electric 
Conductor (PEC) material and designed using reference 

information, which included actual ship’s drawings, when 
available, to accurately represent the target’s geometry. 
Meshing was applied such that edges and segment 
lengths were approximately λ/10 long at the highest 
tested frequency. For instance testing was conducted such 
that the 3-20 MHz range was separated into three sub-
ranges, 3-10 MHz, 10-15 MHz and 15-20 MHz. 
Therefore meshing was set in accordance with 10, 15 and 
20 MHz respectively. The number of unknowns that 
FEKO used for meshing is much larger at 20MHz than at 
15 or 10 MHz, so a substantial saving in simulation time 
is achieved by using sub-ranges. The wire radius was set 
to be approximately equal to the segment length divided 
by 2π [5]. Models were attached to an infinite PEC 
ground plane to simulate a flat, conductive ocean surface. 
This feature was used as a method of accounting for the 
scattering influences from the targets image and any 
potential coupling. Vertically polarized, low grazing 
angle, incident plane waves were utilized to find the 360o 
XY-plane scattering returns at 2o intervals. All the 
simulations described were conducted at 1 MHz intervals 
from 3 to 20 MHz. The solutions used MOM with 
Combined Field Integral Equations (CFIE), instead of 
Electric Field Integral Equations (EFIE), to avoid 
potential internal body resonance impacts on the collected 
data [9].  

Simulation models to be solved with the FEKO 
program were built for the freighter Bonn Express, shown 
in Fig. 1, and the Canadian Coast Guard Ship (CCGS) 
Teleost in Fig. 2. These targets were of primary interest 
because a set of measured RCS data was available from 
an actual Surface Wave Radar [6]. This set of measured 
data was used to validate the models. 

Various different models were built for each ship that 
included increasing amounts of topside detail. The RCS 
from the simulations was then compared to the measured 
RCS, as described below. The agreement showed that the 
simulation models predicted monostatic RCS values that 
corresponded well to the measured data and so validated 
the models. The same simulation models were then used 
to study the bistatic RCS of these ships.  

The Teleost was used to explore the monostatic-to-
bistatic RCS returns relations, as detailed ships drawing 
were available to allow a realistic simulation model to be 
built. Figures 3(a), (b), and (c) show the basic, 
intermediate, and most detailed models used to represent 
the Teleost in this work. 
 

III. VALIDATION RESULTS 
 

All three of the Teleost models predicted monostatic 
RCS values that compared extremely well to the 
measured, full-scale RCS. There was generally a 
difference of no more than a single decibel when 
compared individually at each tested aspect and a 
difference of about 0.7 dB on average [10]. When the 
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results were summarized, the detailed model of Figure 3c 
had only a slight advantage over the simpler models. For 
instance the measured RCS for stern incidence was 40.5 
dBsm. The basic, intermediate and detailed models 
resulted in 41.76 dBsm, 40.70 and 40.49 dBsm 
respectively. 

 

 
Fig. 3(a). The Basic Teleost Model.  

 

 
Fig. 3(b). The Intermediate Teleost Model.  

 

 
Fig. 3(c). The Detailed Teleost Model. 

 

Figure 4 shows one of the Bonn Express models, 
which was comparable in the level of detail to the basic 
Teleost model. The simulated monostatic RCS of the 
Bonn Express models did not compare as well to the 
measurements as found in the Teleost models, but the 
results were still considered to be acceptable. The 
different models varied showing an average difference of 
1-2 dB, with an even higher variation found when 
comparing individual aspects. As more detail was added 
to the models, the more significant was the variance in 
the RCS returns. Indeed the best Bonn Express results 
came from the simplest model used with the addition of 
forward and after masts, as seen in Fig. 4. It was found 
that without the addition of these masts there was an 
average difference of 11.65 dB when compared to the 
measured data and a maximum difference of 19.28 dB 
when compared around a testing aspect of 130-135o. 
When the model was modified to include the masts the 
values improved dramatically to an average difference of 
3.53 dB and a maximum difference of 5.41 dB. The 
presence of vertical scattering points on the ship models 
could be observed using POST FEKO, by looking for 
high concentration of currents formed on current on 
edges and vertical masts. The relatively good agreement 
of all these results to those of experimental data gave us 
the confidence that the models provided a sound basis to 
explore bistatic RCS behaviour.   

 

 
Fig. 4. Bonn Express with added masts.  

 
Since no measured bistatic RCS values were 

available, to test the validity of the ship models 
constructed for analysis with the FEKO code, similar 
models were built to be solved with the NEC program 
[11]. Like FEKO, NEC uses a moment-method solution 
to find the currents on the wires of the ship model, but the 
details of the formulation are very different, and so an 
agreement of the simulations with NEC and FEKO is a 
good measure of validity. The bistatic RCS was 
compared for incidence on the stern and on the bow, and 
for broadside incidence of the plane wave, and in each 
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case the bistatic RCS was calculated at 30o intervals. 
NEC and FEKO were in good agreement for the bistatic 
calculation, with a maximum deviation of 0.22 dB in the 
values and an average difference of 0.19 dB. This was 
better than the agreement between the methods for the 
monostatic case. The simulation models were then used 
to study the bistatic RCS using the FEKO code.  
 

IV. BISTATIC RCS 
 

This section examines the bistatic RCS of the Teleost 
models of various complexity. All three of the Teleost 
models gave similar monostatic RCS values for each of 
the different tested aspects. The basic Teleost model, Fig. 
3(a), being symmetrical, produced the same RCS results 
for both the starboard and port broadside aspects. Very 
few actual ships share this design feature. The 
intermediate and detailed Teleost models of Fig. 3(b) and 
3(c) respectively are unsymmetrical, giving rise to 
different monostatic RCS from the port and starboard 
sides, which is similar to the behaviour of the measured 
RCS values. The intermediate and detailed Teleost 

models provided the unique scattering detail for these 
complex targets that could be used to establish the 
target’s orientation by matching the returns to the 
experimental RCS data.  

The bistatic returns from the three Teleost models 
differ in the location and size of maxima and nulls as the 
bistatic angle varies. This was noted to occur at every 
frequency throughout the 3 - 20 MHz test range. For 
example, Fig. 5 shows the bistatic RCS of all three 
Teleost models for starboard broadside incidence at 18 
MHz. Nulls at 90 degrees and 240 degrees differ by as 
much as 20 dB. Some peaks, such as those noted at 75 
and 290 degrees, show deviations as large as 8 dB, which 
is not as much difference as in the nulls. Slight changes 
of a couple of degrees in the angle of the peaks and nulls 
were noted as well. At other frequencies, generally the 
monostatic returns were comparable for the three models 
for bow, stern and broadside incidence, whereas the 
bistatic returns showed strong variations in the size of 
nulls and peaks and small changes in the angles of these 
features.  

 

 
Fig. 5. Teleost models bistatic results.  
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The nature of the bistatic RCS fluctuations suggests 
that multiple receivers in for this type of HFSWR would 
be optimal. This arrangement would provide consistent 
coverage, as the different receivers would monitor 
different bistatic angles to offset when any one antenna 
was experiencing a null. This configuration has potential 
for classification and even identification purposes as well.  
 

V. CURRENTS ON THE SHIP MODELS 
 

Some features of the RCS of a ship model can be 
directly related to the currents flowing on the surfaces of 
the ship, and on the masts and other topside features. The 
FEKO code can be used to examine the surface currents, 
shown for the Bonn Express model at 18 MHz for bow 
incidence in Fig. 6. The 236m Bonn Express is 14 
wavelengths long at 18 MHz, and when the vessel is 
many wavelengths long, currents tend to concentrate on 
vertical edges. The masts on the bow of the ship and on 
the top of the deckhouse also carried strong RF currents, 
which was typical of all the ship targets tested. As an 
observation of this trait Fig. 7 shows the current on the 
Teleost’s mast, located on top of the deckhouse, 
illuminated at starboard broadside incidence at 3 MHz. 

 

 
 
Fig. 6. Bonn Express with vertical scatters along the 
vertical edges, masts and sides.    

 
Each of these concentrations forms a vertical 

scattering point on the ship. Interference of the fields 
scattered from the various edges and masts is what 
influences the nulls and peaks of the bistatic RCS pattern. 
Vertical edges are longer in terms of the wavelength with 
increasing frequency and gain in importance. The bistatic 
angles of the nulls in the scattering pattern changes with 
frequency and angle of incidence of the plane wave and 
characterize the ship. These unique RCS signatures from 
a sample of different aspects suggest a strong potential 
for applications such as vessel classification or even 
identification.  

In many situations, such as that in Fig. 6, the plane 
wave induces large currents on the ship, which are seen 
across the horizontal portion of the deck and edges. It is 
important to note that these horizontal “deck” currents do 
not radiate a vertical component and are quickly 
attenuated by the ocean. They do not contribute to the 
peaks-and-nulls in the bistatic RCS that would be 
observed by receivers in the horizontal plane.  
 

 
Fig. 7. Current concentration along modeled masts and 
vertical edges of the Teleost basic model.  
 

V. CONCLUSION 
 

The close agreement of the simulation results to the 
available measured data for monostatic RCS suggest that 
the MOM numerical technique implemented in the FEKO 
code is quite accurate for the computation of the RCS of 
ships in an HFSWR environment.  

The scattering results found through this work were 
consistent with that in [5, 6]; however, it was also 
observed that the inclusion of potential resonators, such 
as masts, antennas and thin metal structures with a 
vertical component, were even more important factors in 
the overall bistatic RCS than that of the monostatic case. 
This is understandable, particularly when the mast or 
other structure approaches a resonant length. Such 
features had a greater impact on the number, position, 
intensity and sharpness of nulls in the bistatic RCS 
patterns than for monostatic RCS patterns, even for non-
resonant wavelengths. These findings suggest that bistatic 
HFSWR configurations could be used to better 
accomplish such goals as target classification and 
potentially identification.  
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Abstract − Design of planar microwave absorbers usually 
incorporates the use of either magnetic or electric lossy 
materials. In this study, chiral materials are included in 
the design process of these absorbers. The genetic 
algorithm is used to obtain suitable solutions satisfying 
the design requirements. Wideband absorbers are 
designed using different configurations and presented in 
this paper. It is shown that the inclusion of chiral 
materials in the design process leads to more efficient 
absorbers. 
 
Keywords: Electromagnetic absorbers, chiral materials, 
composite materials. 
 

I. INTRODUCTION 
 

Wideband microwave absorbers are of great interest 
for their important applications. These applications 
include radar cross section reduction of a wide range of 
objects, suppression of unwanted radiation and 
development of anechoic chambers [1-3]. Different 
designs of such absorbers are presented for various 
configurations including single layer [4-8], two layers [9-
12] and multilayer absorbers [3, 13-16]. The design 
techniques of these absorbers are based on graphical 
methods [4, 7], local optimization methods [13], global 
optimization methods [3, 14, and 15] and analytical 
methods [9-11]. All of the above designs utilize layers of 
absorber materials which are of simple lossy electric or 
lossy magnetic types. 

In this paper, chiral materials are used in the design 
process in addition to the above materials to construct the 
absorber. Design of wideband absorbers with different 
layer configurations is performed with the aid of the 
genetic algorithm as a global optimization technique. 
Better performance is expected when chiral materials are 
included in the design procedure of these absorbers, by 
virtue of the extra degree of freedom provided by the 
chirality parameter. 
 

II. FORMULATION OF THE PROBLEM 
 
Consider a planar absorber that is composed of N 

layers of lossy materials backed by a perfectly conducting 

surface as shown in Fig. 1. Each layer is defined by its 
complex permittivity εn, complex permeability µn, 
thickness dn, in addition to chiral admittance ξn where 1 ≤ 
n ≤ N.  The time variation of the electromagnetic fields is 
assumed sinusoidal with the factor ejωt. The 
electromagnetic fields inside any layer is controlled by 
the equations [16], 

 

n n n n nD E j Bε ξ= −                         (1) 
 

( )n n n nB H j Eµ ξ= + ,                       (2) 
 
where nn µε ,  are the usual electric permittivity and 
magnetic permeability, and nξ is the chiral admittance.  

Let a uniform plane wave be normally incident to the 
absorber interface with the air.   

 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. N-layer planar absorber. 
 

Because of the chirality, there are two normal 
propagating modes in each layer; one is having right 
circular polarization (RCP) with exp( )njk z+−  propagation 
factor and the other  left circular polarization (LCP) with 
exp( )njk z−−  propagation factor where [17,18], 
 

2 2 2 2
n n n n n n nk ω µ ε ω µ ξ ωµ ξ± = + ±           (3) 

 
writing ξn in the form, 
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Wave 
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0

0
n n

ε
ξ χ

µ
=                               (4) 

 
where χn is a dimensionless chirality factor, we re-express 

nk ± as, 
 

2
2

0 0
1 n n

n n n nk k
η η

χ χ
η η

±
⎡ ⎤⎛ ⎞⎢ ⎥= + ±⎜ ⎟⎢ ⎥⎝ ⎠⎢ ⎥⎣ ⎦

             (5) 

where  
          n n nk ω µ ε=                    (6) 

             
and 

                  ( / ) ,n n nη µ ε=                    (7) 

 
with η0 is the free space wave impedance. 

It can be shown that the reflection coefficient Г of a 
circularly polarized plane wave, which is normally 
incident on the absorber, is given by, 
 

1 0

1 0

z
z

η
η

−
Γ =

+
                                (8) 

where,  
1

1

tanh( )
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,              (9) 

with 
 

( )2 2
0

,
1 /

n
n

n

ηζ
η η χ

=
+

                 (10) 

 
 tanh( )N n n nz dζ γ= ,         (11)                   

and 

  
( )

2
n n

n n

k k
j jkγ

+ −+
= = ,              (12) 

      
where γn is the average propagation constant of the 
forward and backward plane waves in the chiral medium, 
which have opposite circular polarization. We note here 
that equation (8) applies to either an RCP or LCP incident 
wave. Hence it is also valid for a linearly polarized 
incident wave. On the other hand, the case when χn = 0 
represents either an ordinary lossy electric or lossy 
magnetic material, with no chirality. 

It is worth noting that in the design process of chiral 
absorbers, only magnetic materials are considered as 
chiral materials while electric materials are still non-
chiral. In other words, the chirality is imposed on 
magnetic materials only and this is quite sufficient to 
achieve good performance for the designed absorbers. 
Moreover, all the materials that are used to construct the 

absorbers are assumed to be dispersive. This dispersion is 
imposed such that the complex relative permittivity of the 
electric layers and the complex relative permeability of 
the magnetic layers are inversely proportional to square 
root of the operating frequency. In such case, the electric 
and magnetic parameters of these layers nε and nµ  are 
expressed as, 

 

0 0

0

(1 tan ) /n rn en

n

f fε ε ε δ

µ µ

= −

                 =
          (13) 

 for the electric layers, and, 
0

0

10

(1 tan ) /
n

n rn mn f f

ε ε

µ µ µ δ

                  =

= −
            (14) 

 
for the magnetic layers. This frequency dependence is 
satisfied by most materials. 

The depth of each layer dn is normalized with respect 
to the wavelength of the wave inside this layer.  
 

III. APPLICATION OF THE GENETIC 
ALGORITHM 

 
A conventional genetic algorithm is built to solve the 

optimization problem, whose objective is to minimize the 
total reflected power from the layered structure, over a 
wide frequency range. We choose to maximize the total 
power transmitted to the absorber and at the same time 
minimize the maximum power reflected over the 
frequency band.  A set of constraints is used to impose 
limitations or specifications on the system parameters. 
The variables (genes) in the fitness function are the 
intrinsic electric and magnetic parameters, the chirality 
factor as well as the thickness of the layers.  

The genetic algorithm is applied for 100 design 
experiments in each layer configuration of chiral and non 
chiral absorbers with 6000 iterations in each experiment. 
In each design experiment, the fitness criterion is 
examined over a normalized frequency range from 0.1 to 
9.0 with five samples in the range. Of course, larger 
number of samples within the range can be considered; 
however, this would cost more computational time 
without guarantee of much better results. The fitness 
criterion is defined as, 

 

{ }

2

1

2
max

1 (1 )
2

(1 ) 1

sN

i
i

fitness Q

Q

=

⎧ ⎫⎪ ⎪= − Γ⎨ ⎬
⎪ ⎪⎩ ⎭

+ − − Γ

∑                      (15) 

 
where Q  is a factor ranging from 0 to 1 and it is set to 0.5 
in these experiments, Ns , is the number of applied 
samples through the frequency range, Γi is the reflection 
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coefficient at any sampling frequency, Γmax is the 
maximum reflection coefficient amplitude among the 
samples. 
 

IV. RESULTS 
 

The best four designs in the above experiments are 
chosen for each layer configuration of the absorber based 
on the fitness criterion equation (15). The parameters of 
these designs are given in Tables 1 to 3 for two, three and 
four layer chiral absorber models. Examination of the 
fitness criteria in these leads to the conclusion that the 
absorber performance improves with the increased 
number of layers. The frequency responses of these chiral 
absorbers are presented in Figs. 2 to 4. The best design of 
each layer configuration exhibits reflection level below 
than -20 dB all over the frequency range. This level 
decreases obviously as the number of layers increases. 
The frequency response of the best four design 
experiments of the five layer nonchiral absorber is shown 
in Fig. 5. It is clear that the frequency response of these 
designs has much lower performance than those of the 
chiral absorbers.  

 
Table 1. Design parameters for a two layer chiral 
absorber. 
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1 mag. 10.0, 
0.0 

7.48, 
.75 099 .779 Design 1 

Fitness = 
99.518% 2 mag. 10.0, 

0.0 
29.8, 
.797 076 .556 

1 mag. 10.0, 
0.0 

5.86, 
.75 .099 .691 Design 2 

Fitness = 
99.332% 2 mag. 10.0, 

0.0 
35.1, 
.797 .075 .622 

1 mag. 10.0, 
0.0 

10.08, 
.65 .08 .772 Design 3 

Fitness = 
99.328% 2 mag. 10.0, 

0.0 
25.0, 
.80 .09 .694 

1 mag. 10.0, 
0.0 

20.36, 
.737 .07 .783 Design 4 

Fitness = 
99.202% 2 mag. 10.0, 

0.0 
36.1, 
.787 .06 .516 

 
A comparison between the chiral and nonchiral 

absorbers according to the best fitness criterion is given 
in Fig. 6 for each layer configuration. This comparison 
shows clearly that the chiral absorbers have much better 
performance than the nonchiral one.  Even, it is evident 
that the fitness criterion of the two layer chiral absorber is 
better than the five layer nonchiral one. The conclusion is 

that less number of chiral layers is needed to achieve a 
prescribed reflection level over a wide frequency 
bandwidth. 

 
Table 2. Design parameters for a three layer chiral 
absorber. 
 

 

L
ay

er
 N

o.
 

T
yp

e 

ε r
n, 

ta
n 

(δ
n/2

) 

µ  
r n

,  
ta

n 
(δ

 n
 /2

) 

d n
/λ

 n
 

C
hi

ra
lit

y 

1 mag. 10.0, 
0.0 

18.04 
.7148 .05311 .746 

2 elec. 9.353, 
.065 

1.0, 
0.0 .03647 .000 

Design 1 
Fitness = 
99.842% 

3 mag. 10.0, 
0.0 

26.76, 
.792 .09839 .541 

1 mag. 10.0, 
0.0 

18.46, 
.552 .08656 .78 

2 elec. 3.93,  
 .629 

1.0, 
0.0 .04328 .00 

Design 2 
Fitness = 
99.814% 

3 mag 10.0, 
0.0 

36.53, 
.796 .08245 .36 

1 mag 10.0, 
0.0 

22.62, 
.790 .02281 .78 

2 elec. 9.41, 
.713 

1.0, 
0.0 .01375 .00 

Design 3 
Fitness = 
99.808% 

3 mag 10.0, 
0.0 

38.3, 
.799 .09689 .44 

1 mag 10.0, 
0.0 

23.7, 
.769 .03856 .80 

2 elec. 8.89, 
.054 

1.0, 
0.0 .02695 .00 

Design 4 
Fitness = 
99.75% 

3 mag 10.0, 
0.0 

36.6, 
.798 .08868 .62 

 
 

 
 
Fig. 2.  Power reflection level for a two-layer chiral 
model. 
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Table 3. Design parameters for a four layer chiral 
absorber. 
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.448 
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0.0 .001 .00 

2 mag. 10.0, 
0.0 

14.39, 
.781 .04 .80 

3 elec. 7.50, 
.198 

1.0, 
0.0 .044 .00 

Design 1 
Fitness = 
99.97% 

4 mag. 10.0, 
0.0 

26.16, 
.793 .097 .45 

1 mag. 10.0, 
0.0 

8.50, 
.707 .055 .70 

2 elec. 3.21, 
.422 

1.0, 
0.0 .056 .00 

3 mag. 10.0, 
0.0 

37.2, 
.66 .022 .49 

Design 2 
Fitness = 
99.99 % 

4 mag 10.0, 
0.0 

32.4, 
.793 .092 .64 

1 mag. 10.0, 
0.0 

24.0, 
.666 .054 .77 

2 elec. 6.15, 
.387 

1.0, 
0.0 .025 .00 

3 mag. 10.0, 
0.0 

30.1, 
.795 .036 .58 

Design 3 
Fitness = 
99.872% 

4 Mag 10.0, 
0.0 

39.79, 
.791 .089 .79 

1 Mag 10.0, 
0.0 

30.40, 
.486 .089 .77 

2 Mag 10.0, 
0.0 

25.68, 
.746 .068 .77 

3 elec. 7.15, 
.519 

1.0, 
0.0 .097 .00 

Design 4 
Fitness = 
99.864% 

4 Mag 10.0, 
0.0 

27.59, 
.784 .098 .49 

 
To simply explain why chiral absorbers surpass the 

non chiral ones, refer to the layer intrinsic impedance 
parameter in equation (10).  

When the layer is magnetic with high loss, such 
that |/||/| 0

2
0 εεχµµ >> , then χηζ /0≈ . So a highly lossy 

magnetic layer with chirality parameter χ =1, is a good 
match to air! (over a wide band) [19]. Of course χ=1 is 
too much chirality, so it is hard to manufacture. But this 
shows that adding one or more layers to the one magnetic 
layer should lead to a practical absorber. This should 
explain why few numbers of chiral layers could make a 
wide-band good absorber. 

 

 
Fig. 3. Power reflection level for a three-layer chiral 
model. 

 
 

 
Fig. 4. Power reflection level for a four-layer chiral 
model. 

 
 

 
Fig. 5. Power reflection level for a five-layer non-chiral 
model. 
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Fig. 6. Maximum fittness versus number of Layers for 
chiral and non-chiral media. 

 
V. CONCLUSION 

   
In this paper, the analysis of chiral planar absorber is 

presented. The genetic algorithm is applied to obtain the 
best four designs over 100 design experiments for each 
layer configuration of chiral and non-chiral absorbers. 
Inspection of the fitness criterion of these experiments 
indicates that the chiral absorbers have much better 
performance than non-chiral ones. It is concluded that 
much less number of layers is needed to achieve a 
prescribed maximum level of the reflection coefficient 
over a wide frequency range. 
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Abstract − In the Intelligent Transportation System (ITS), 
millimeter waves are used and antennas are requested to 
have beam scanning ability. In the millimeter wave 
operation, a dielectric lens antenna is one of the 
prominent candidates. Authors designed a shaped 
dielectric lens antenna based on the Abbe’s sine condition. 
Wide angle beam scanning characteristics were ensured 
through the ray tracing calculations and radiation pattern 
measurement. Recently, owing to the enhancement of 
electromagnetic simulator abilities, simulations of a 
dielectric lens antenna become possible. By employing an 
electromagnetic simulation, it is expected that detailed 
electrical performances of both the feed horn and the 
dielectric lens will be made clear. In this paper, 
electromagnetic simulations of a shaped dielectric lens 
antenna by FEKO suit 5.3 are conducted. First, the 
corrugate horn used for the feed horn is 
electromagnetically simulated. Excellent simulated 
radiation patterns coinciding with the measured results 
are achieved. Next, the feed horn radiation patterns are 
combined with the dielectric lens simulations. And 
simulation results of beam scanning characteristics are 
obtained. When comparing the simulated scanned beam 
shapes with the measured results, very good agreements 
are obtained. So, accuracies of simulations are ensured. 
Moreover, unexpected sidelobe increases in the specific 
wide angle region that were pointed out previously are 
studied. Simulated and measured results can confirm the 
sidelobe increases. As an additional study, electrical field 
distributions in the dielectric lens are simulated. Then, 
multiple reflections between lens surfaces are visually 
made clear. The reason of sidelobe increases can be 
clearly understood. As a result, it is confirmed that the 
FEKO simulator can rigorously simulate electromagnetic 
characteristics of a shaped dielectric lens antenna. 
 
Keywords: Dielectric Lens Antenna, Wide Angle Beam 
Scanning and Wide Angle Radiation Pattern. 
 

 I. INTRODUCTION 
 

In the Intelligent Transportation System (ITS), 
millimeter waves are used and antennas are requested to 
have beam scanning ability in the collision avoidance 

system. Here a dielectric lens antenna is one of the 
prominent candidates which achieves wide angle beam 
scanning [1]. Authors designed and fabricated the shaped 
dielectric lens antenna [2]. The wide angle radiation 
patterns were examined through ray tracing calculations 
[3] and measurements [4]. Good agreements of calculated 
and measured results were ensured. However, in the case 
of the ray tracing method, the electric performance of the 
feed horn was approximated by a simple mathematical 
function. For more exact analysis, FDTD method is used 
for calculation of lens antennas. However it requires huge 
computer memory and calculation time [5]. In order to 
reduce calculation memory, axi-symmetrical FDTD is 
developed [6]. Even though the method can reduce 
calculation memory, it can not calculate off-focus feed. 
And Method of Moment (MoM) can be also used for 
calculation of homogeneous dielectric body [7]. In this 
method, instead of a volume distribution, calculation can 
be formulated in terms of a surface distribution and 
calculation memory can be reduced. And an 
electromagnetic simulation ability handling a dielectric 
lens antenna is enhanced in the FEKO suit 5.3 based on 
MoM. By employing this electromagnetic simulator, both 
the feed horn and the dielectric lens antenna can be 
analyzed exactly.  

In this paper, FEKO calculation results of detailed 
electrical characteristics on the corrugate horn used as the 
feed horn and the shaped dielectric lens antenna are 
obtained. And radiation patterns are compared with the 
measured results in order to ensure the calculation 
accuracies. In section 2, the outline of the shaped 
dielectric lens antenna is explained. And summaries of 
simulation parameters and computer loads are explained. 
In section 3, simulation conditions of the corrugate horn 
so as to coincide with the measured results are shown. In 
section 4, simulated and measured results of beam 
scanning characteristics on the shaped lens antenna are 
shown. In section 5, as for wide angle radiation patterns, 
simulated and measured results are shown. Remarkable 
sidelobe increases in the specific wide angle region are 
indicated. In order to clarify the reason, electrical fields in 
the lens are investigated and trials of matching layers 
attachment on the lens surfaces are conducted. 
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II. SHAPED DIELECTRIC LENS ANTENNA FOR 
WIDE ANGLE BEAM SCANNING 

 
A. Configuration of The Lens Antenna 

 
Figure 1 shows the configuration of the shaped 

dielectric lens antenna in the simulation and the 
measurement. The lens has axi-symmetrical structure 
around the Z-axis. A corrugate horn is employed as the 
feed horn. And the lens and the feed are surrounded by an 
electromagnetic absorber in order to suppress spill over. 
The lens material is Teflon and surfaces are designed by 
introducing Abbe’s sine condition [8]. The focal length Lf 
of 105mm and the lens diameter D of 100mm are 
employed. The frequency of 60GHz (λ=5mm) are 
employed. The lens diameter is corresponding to 20λ. The 
beam scan is achieved by off focus feed shown as a 
broken line and the off-focus position of 25° scanning 
beam (θs=25°) is indicated. At the time, the length 
between the horn and the lens center Lf’ becomes 81.9mm. 
The polarizations of the feed horn are also shown. The 
electrical field component of the horn is parallel to the Y-
axis. For the off-focus position, the coordinate system is 
rotated around the Y-axis. The new axis are denoted by 
the X’ and Z’ as shown in the figure. And the plane on 
which the horn moves (ZX-plane) is called as a scanning 
plane and the plane which transverse the scanning plane 
(YZ or YZ’-plane) is called as the transverse plane. 

 

 
Fig. 1. Lens antenna configuration. 

 
The specification of a personal computer and 

simulation parameters are shown in Table 1. In calculation, 
the FEKO simulator that can use the Multilevel Fast 
Multipole Method (MLFMM) is employed in order to 
save the computer memory and speed up to calculation 
time. Surface Equivalence Principle (SEP) and Volume 
Equivalence Principle (VEP) are employed for the 

calculation of the dielectric lens and electromagnetic 
absorber, respectively. So, all antenna parts can be 
simulated by the Method of Moment. The mesh size of 
λ/8 is employed for the corrugate horn. For the dielectric 
lens and electromagnetic absorber, mesh size of λ/3 is 
employed because these dielectric objects are very large 
compare to one wave length. The mesh size might look 
too coarse, there is a little difference in radiation pattern 
shapes and null depths in mesh size of λ/3 to λ/7. So, the 
dielectric objects of mesh size of λ/3 can be simulated 
accurately. As for the dielectric constant of the 
electromagnetic absorber, the catalog data of εr=2 and 
tanδ=1 is used. The dielectric lens and the electromagnetic 
absorber require large memory of 2.6GByte and 3.1GByte 
respectively. The calculation time is 44.4 hours and it 
corresponds to about 2 days. 

 
Table 1. Simulation parameters. 

 
 

B. Estimation of Beam Scanning by a Ray Tracing 
Method 
 

Outlines of the beam scanning abilities can be 
anticipated through the ray tracing results. Rays from the 
feed horn to the lens outside are calculated by the ray 
tracing software developed by authors. Rays emitted from 
the positions of θs=0° and 25° are shown in Figs. 2(a) and 
(b), respectively. In Fig. 2(a), rays in the X-axis and the 
Y-axis directions become parallel after refraction by the 
shaped dielectric lens. From results of the rays, an axi-
symmetrical pencil beam is expected. In Fig. 2(b), while 
rays in the X-axis direction become parallel after 
refraction by the lens, rays in the Y-axis direction do not 
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become parallel. Moreover, rays do not exist in a flat 
plane and compose a curved plane. So, phase deterioration 
in the Y-axis direction is suspected. Also, it is suspected 
that the beam shape will be distorted in the transverse 
plane.  

 
(a) No scanning 

 
(b) 25º scanning 

Fig. 2. Rays on the scanning and transverse directions. 
 

III. SIMULATION CONDITIONS OF THE FEED 
CORRUGATE HORN 

 
The corrugated horn used in the simulation is 

designed depending on the measured horn structure shown 
in Fig. 3. The simulated horn is excited at the feed point 
by an electric point source, while the actual horn is 
connected with a wave guide. The depth of the groove is 
optimized in order to achieve the scalar feed 
characteristics and to coincide with the measured radiation 
patterns. At the distant points on the lens surface, the 
phase center of the corrugate horn becomes 20mm inside 
from the aperture.  

Figure 4 shows simulated and measured radiation 
patterns. The simulated patterns are shown by dotted lines 
and the measured patterns are shown by solid lines. As a 
result of the scalar feed, the patterns of E and H-plane 

become almost the same. As a result of adequate horn 
parameters, the radiation patterns of simulated and 
measured results agree very well. The 3dB beam width of 
each pattern is 21°. Edge levels of the lens antenna 
become -15 dB and -18 dB at θs = 0° and θs = 25°, 
respectively.  

 

 
Fig. 3. Corrugate feed horn. 
 

 
Fig. 4. Radiation patterns of the corrugate feed horn. 

 
IV. BEAM SCANNING CHARACTERISTICS 

 
Figure 5 shows a photograph in measurements of the 

lens antenna. The lens is supported by a plastic plate 
covered by an electromagnetic absorber. The feed horn is 
supported by the positioning mount. The positioning 
mount can be moved along the X and Z-axis and rotated 
around the Y-axis. In the measurement setting, the far 
filed criterion given by 2(d1+d2)2/λ is 6.2m and the range 
between the lens antenna and a receiving antenna is 4.4m. 
So, adequate radiation patterns can be obtained.  
 
A. No Scanning Beam Pattern 
 

Measured and simulated radiation patterns of on 
focus feed are shown in Fig. 6. The simulated patterns are 
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shown by broken lines and the measured patterns are 
shown by solid lines. In Figs. 6(a) and (b), the radiation 
patterns on the scanning and transverse planes become 
almost same due to the scalar feed characteristics of the 
feed horn. Beam widths on the scanning and transverse 
planes are 3.6° and 3.5°, respectively. As for comparisons 
of the measured and the simulated patterns, very good 
agreements are achieved. In the case, the lens material 
(Teflon) permittivity of 1.96 is employed. So, 1.96 is 
suitable for the permittivity of Teflon at the frequency of 
60GHz. The antenna gains of measurement and 
simulation are 34.7dBi and 34.2dBi, respectively. These 
antenna gains agree very well. The simulated gain is 
1.8dB lower than the uniformly illuminated aperture gain 
of 36.0dBi. This gain reduction corresponds to the 
aperture efficiency of 66%. Loss factors of the lens 
antenna are summarized in Table 2. Total loss of 2.2dB 
agrees well to the simulated gain reduction of 1.8dB. 

 

 
 

Fig. 5. Measurement setting. 
 

 

 

 
(a) Scanning-plane (H-plane)    

 

 
(b) Transverse-plane (E-Plane) 

 
Fig. 6. Radiation patterns of lens antenna (no scanning). 

 
B. 25° Scanning Beam Pattern 

 
Measured and simulated radiation patterns in the case 

of 25° scanning are shown in Figs. 7(a) and (b). The 
measured and the simulated patterns agree well. The 
measured and simulated 3dB beam widths in the 
scanning-plane are 4.0°. And at radiation angle of 
15°<θ<20°, shoulder patterns are observed in both of the 
measurement and simulation. It indicates that the small 
phase error is occurred on the plane. In the transverse-
plane, 3dB beam widths of measurement and simulation 
become 5.4°. And the main lobes deteriorate to broaden 
shapes. Comparing with the no scanning beam, the 
scanning-plane beam width is broadened only 0.4°. 
However the transverse-plane beam width is broadened 
about 1.9°. The reason of this beam broadening is 
considered that phase deviation is produced in the 
transverse-plane. The gains of measurement and 
simulation are 32.1dBi and 31.8dBi, respectively. These 
gain reductions are corresponding to the beam widths 
broaden. 

Table 2. Loss factors. 
 Gain Loss 

Uniform illumination 36.0dBi  
Intensity taper  0.74dB 

Reflection  0.25dB 
Dielectric loss  0.13dB 

Spill over  1.12dB 
Total loss  2.24dB 

Calculated gain 33.8dBi  
Simulated gain by FEKO 34.2dBi 1.8dB 
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(a) XZ-plane (Scanning)   

 

 
(b) YZ-plane (Transverse) 

 
Fig. 7. Radiation patterns of lens antenna (25° scanning). 

 
In order to understand the reason of beam broadening, 

the field intensity and phase distributions on the X’Y-
plane of the lens aperture are shown in Figs. 8(a) and (b). 
In the field intensity, almost axi-symmetrical pattern is 
obtained as shown in Fig. 8(a). This distribution is almost 
satisfactory. In Fig. 8(b), the phase distribution along the 
scanning direction is almost constant due to the lens 
surface shaping. However, the phase distribution along the 
transverse direction is delayed to the aperture edge and the 
difference between the center and the edge is more than 
150°. This large phase delay is considered the cause of the 
transverse-plane radiation deterioration. In order to correct 
the phase delay, array antenna configuration to the feed is 
effective [9].  

As conclusions of beam scanning characteristics, 
calculation results by the FEKO simulator agree very well 
with measured results. So, calculation accuracies are 
ensured. 

 

  
(a) Field intensity (X’Y-plane).     

 

 

  
  (b) Phase (X’Y-plane). 

 
Fig. 8. Aperture electrical field distributions. 

 

Antenna 
aperture rim 
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V. WIDE ANGLE RADIATION PATTERN 
 

Previously, it was reported that multi-reflections 
between lens surfaces increased radiation levels in specific 
wide angle region [4]. So, we tried to clarify the multiple 
reflections through electromagnetic simulations. Figure 9 
shows measurement setting of wide angle radiation 
pattern. In the case of measurement, the feed horn and 
lens edge are covered by the electromagnetic absorber.   

Measured and calculated radiation patterns in the 
wide angle region are shown in Fig. 10. In the measured 
result, almost symmetrical pattern is obtained. So, the 
measurement accuracy is ensured. Sidelobe levels are 
decreasing gradually to 40 degree. However, sidelobe 
levels suddenly increase at 45°. Sidelobe levels become 
almost -10dBi in the angle region 45°<|θ|<75°. Measured 
and simulation patterns agree very well. Both the 
simulation and measurement results indicate sidelobe 
increases precisely. So, simulations of this phenomenon 
are considered accurate.  

In order to investigate the reason of sidelobe increase, 
electric field in the lens is shown in Fig. 11. Inside the 
dielectric lens, many high intensity lines are observed. 
Judging from the directions of lines, these lines indicate 
reflections from the front surface. Outside the front 
surface, weak radiations to wide angle regions are 
observed and these radiations are thought the cause of the 
sidelobe increase. Next in order to investigate surface 
reflections precisely, ray tracing results are obtained by 
the ray tracing software developed by authors. Ray tracing 
results are shown in Fig. 12. The incoming rays to the lens 
antenna are shown by dotted lines. Reflected rays are 
shown by solid lines. First, incoming rays are reflected at 
the front surface. Then, reflected rays are once again 
reflected at the rear surface. Finally, dually reflected rays 
are radiated in wide angle regions. Through the 
electromagnetic simulations and the ray tracing 
calculations, the reason of sidelobe increases in the wide 
angle region is clarified.   

 

 
 

Fig. 9. Measurement setting of wide angle radiation 
pattern. 

 

 
Fig. 10. Wide angle radiation pattern (without matching 
layer). 
 

 
Fig. 11. Electric fields in the lens. 
 

 
Fig. 12. Ray trace of multiple reflections. 

 
One more trial to ensure multiple reflections is 

conducted by attaching matching layers on the lens 
surfaces. Situations of matching layers are shown in Fig. 
13. The material of matching layers is foamed Teflon. Its 
permittivity is assumed as 1.41 and its thickness is 1.0mm 
(≈λg/4). The matching layers are attached on the dielectric 
lens with double-stick tape.  

The measured and simulation results are shown in Fig. 
14. In the measured and simulated results, increased 
sidelobes in the angle region 45°<|θ|<75° are sufficiently 
suppressed. However, because the matching layers are not 
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completely designed, small sidelobe increases remain in 
the angular region 60°<|θ|<90° in the simulation and 
40°<|θ|<90° in the measurement, respectively. Next in 
order to understand the effect of matching layers, 
electrical fields in the lens are obtained. Simulated results 
are shown in Fig. 15. Reflected waves from the front 
surface become very weak. The effects of matching layers 
are ensured. In designing matching layers, the ray tracing 
results of Fig. 12 provide the very important data. 
Reflected rays from the front surface concentrate in front 
of the rear surface. So, the designed matching conditions 
carefully at the center region of the rear surface seems the 
most important.  

 

 
 (a) Rear surface (Feed side)    (b) Front surface (Aperture side)  

 

Fig. 13. Matching layer. 
 

 
Fig. 14. Wide angle radiation pattern (with matching 
layer) 

 

 
Fig. 15. Electric fields in the lens. 

As conclusions of simulations of wide angle radiation 
characteristics, it is ensured that FEKO simulator can 
produce exact electromagnetic solutions. Moreover, very 
interesting phenomena of multiple reflections between 
lens surfaces are visually clarified. 
 

VI. CONCLUSIONS 
 

In accordance with the improvement of simulation 
abilities for dielectric objects in FEKO suit 5.3, authors 
tried to simulate the shaped dielectric lens antenna 
developed by authors. Accuracies of simulations are 
ensured through comparing the simulated results with 
measured results. Moreover, some interesting phenomena 
happened in the lens are visually clarified. 
· Beam scanning characteristics that are the main subject 

of the shaped dielectric lens antenna could be simulated 
successfully. Simulation accuracies are ensured through 
the good agreement with the measured results. 

· Amplitude and phase distributions of electrical fields on 
the antenna aperture plane are visually clarified in the 
case of beam scanning.  

· Affects on radiation patterns of multiple reflections 
inside the lens are exactly simulated and simulated 
radiation patterns agree very well with the measured 
results.  

· Electrical field distributions indicating multiple 
reflections inside the lens are shown and this 
phenomenon are visually clarified. 
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Abstract − A novel design of an Ultra Wideband (UWB) 
slot antenna is presented. This antenna operates as a 
transmitter and receiver antenna. Effects of the antenna 
dimensional parameters are studied through experimental 
and simulation results. Design procedures are developed 
and verified for different frequency bands. The 
experimental and simulation results exhibit good 
impedance bandwidth, radiation pattern and relatively 
stable gain over the entire band of frequency. Antenna 
gain and directivity at boresight and in their maximum 
states are close to each other and indicate high radiation 
efficiency. To use the antenna as a linearly polarized 
antenna, the radiation pattern in E-plane is better than that 
in H-plane. 
 

I. INTRODUCTION 
   

The Federal Communication Commission (FCC) 
issued a ruling for ultra-wideband (UWB) 
implementation in data communication [1]. A UWB 
technology promotes communication system, particularly 
in wireless multimedia system with high data rate. 
According to FCC, a UWB antenna should provide a gain 
and impedance bandwidth from 3.1 GHz to 10.6 GHz. A 
microstrip slot antenna may be a good choice as it is low 
profile, low cost, lightweight, easy integration with 
monolithic microwave integrated circuits (MMICs). Feed 
interactions of wideband slot antennas are analyzed using 
finite element -optimization methods and effects of 
feeding mechanisms on dimensions of slots have been 
discussed in [2]. Several methods have been proposed to 
increase the bandwidth of microstrip-fed slot or cavity-
backed slot antenna, such as printed radial stub [3]. A 
printed wide-slot antenna is fed by a microstrip line with 
a fork-like tuning stub for bandwidth enhancement [4]. A 
design of a microstrip-line-fed printed wide-slot antenna 
had been studied in [5]. An ultra-wideband coplanar   
waveguide (CPW) fed slot antenna was excited by a 50-Ω 
CPW with a U-shaped tuning stub [6]. Experimental 
investigations on a wideband slot antenna element have 
been proposed [7] as a building block for designing 
single- or multi-element wideband or dual-band slot 
antennas. This element shows bandwidth values up to 
37%, if used in the wideband mode. 

A circular slot antenna is fed by a circular open- 
ended microstrip line to provide UWB impedance 
bandwidth [8]. Also an ultra-wideband square-ring slot 
antenna (SRSA) has been proposed which is fed by a 
microstrip line with a U-shaped tuning stub [9]. However, 
the SRSA is split inside the U-shaped feed, so it is called 
split square-ring slot antenna (SSRSA). A printed 
rectangular slot antenna with a U-shaped tuning stub is 
backed with reflector for improvement in the impedance 
bandwidth and unidirectional radiation patterns [10]. 

In this paper, we propose a novel structure that is 
driven by wide-slot antenna and merged by a cross- slot 
for improvement in gain and impedance bandwidth. The 
measurement and simulation results of the impedance 
bandwidth are in good agreement with each other. 
 

II. ANTENNA STRUCTURE 
  

Figure 1 shows the proposed printed slot antenna. 
The antenna structure is a split square ring slot in the 
ground plane of dielectric substrate with a cross slot in 
center of square ring. This structure is fed by a single 
microstrip line with a U- shaped tuning stub. The slot 
antenna is fed near an edge by a microstrip line and a 
fictitious short circuit that produces more resonant 
frequencies [7]. 

The SSRSA can be considered as a combination of 
numerous of narrow slot radiators which are connected to 
each other, so it can provide a couple of resonances at 
different frequencies. The split in one arm actually 
increases the number of resonances by introducing new 
resonant lengths. The cross slot is located in center of the 
square ring. Actually it can resonate more than resonant 
frequencies of square ring slot and this improves the 
impedance matching rather than [9]. This structure is 
fabricated on a 0.5mm RO4003B substrate with a 
dielectric constant equal to 3.4. Photograph of the 
proposed antenna is shown in Fig. 2. The antenna 
includes a microstrip feed line with the U-shaped tuning 
stub. By splitting the square ring slot antenna (SRSA) and 
optimization of the feeding network, the required 
impedance bandwidth is achieved over the UWB  
frequency range (3.1 to 10.6 GHz).The ground plane size 
is Lg × Wg =100mm × 100mm. 
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Fig. 1. Configuration of the proposed antenna. 

 

 
 
Fig. 2. Photograph of the antenna, (1) Cross slot, (2) 
square slot, (3) Ground plane, and (4) Input port 
connected to microstrip line. 
 

III. RESULTS AND DISCUSSIONS 
  

Effect of LT  variations on the return loss of antenna, 
which has been evaluated by IE3D software [11], is 
shown in Fig. 3.  

The longer the LT, the better the impedance 
matching, for the coupling between the square ring and 
the cross-slot. 

It is obvious the upper resonances are created by off-
center microstrip feed [7].  

The U-shaped tuning stub is employed for wideband 
performance. The impedance matching of the proposed 
antenna is unfavorable when the LT  is less than 13mm. 
The prototype antenna was simulated by IE3D software 
and fabricated with LT= 13mm and Wt= 1mm. The 
simulation and measurement results are shown in Fig. 4.  

The resonant frequencies of the simulation and 
measurement results are in  good agreement within the 

matching frequency band 3 GHz to 12 GHz, which 
corresponds to the impedance bandwidth (S11<-10 dB). 
This structure is more compact than [8]. The antenna 
provides a VSWR lower than 2 (S11<-10dB) from 3 GHz 
to 12 GHz. 

 

 
Fig. 3. Effect of LT changes on return loss. LT is distance 
between the center of the cross slot and the square ring . 

 

  
Fig. 4. Measured and simulated return loss of the 
proposed antenna. 
 

The parameter dimensions are obtained after 
performing an optimization and identified in Table1. 
These dimensions were obtained by performing an 
optimization for improving the impedance bandwidth by 
ADS software [12]. Figure 5 shows the gain of optimized 
antenna at broadside (φ=0, θ=0) from 2 GHz to 12GHz. 
The directivity at the direction of maximum radiation is 
shown in this figure. The antenna gain and directivity at 
boresight and in their maximum states are close to each 
other and indicate high radiation efficiency. 
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Fig. 5.  Simulated values of gain and values of directivity 
(dBi). 

 
Figure 5 also shows that above 10.5 GHz the 

directivity and gain at boresight increase and it is a reason 
for this: each slot of the cross slot is a branch of the 
square ring. These branches have the Wt= 1mm and this is 
less than WS= 6mm. This causes high current distribution 
flows to the cross-slot rather than square-ring slot and the 
gain increases at boresight above the 10.5 GHz. So the 
combination of the cross-slot and square ring slot 
improves the gain and directivity more than [9]. Figure 6 
shows the measured maximum gain and gain at boresight. 

 

 
Fig. 6. Measured values of the gain. 

 
 
 

This figure shows the gain at boresight is more than 
2dBi and is relatively constant from 8 to12 GHz. The 
electric field distribution on the square-ring and cross- 
slot for proposed antenna was simulated with the IE3D 
simulation software. Figure 7 shows the electric field 
distribution on the slots. 

 

 
 
Fig. 7.  Simulated electric field distribution on the slots at 
the frequency of 10 GHz. 
 
 

Figures 8 and 9 show the measured H-plane (xz 
plane) and E-plane (yz plane) radiation patterns for both 
co- and cross-polarizations at f = 3.5, 5.5, 7.5 , 9.5 and 
10.5 GHz . From the results, it is concluded that the 
proposed antenna in operating frequencies provides the 
same polarization planes and similar radiation patterns. 

To use the antenna as a linearly polarized antenna, 
the radiation pattern in the E-plane is better than H-plane. 
The E and H plane patterns start   to  introduce   spurious 
radiation   in   high   frequency (i.e, from 8.5 GHz) 
because the U-shaped stub length is almost  equal to a 
half  wavelength. However, the radiation patterns start to 
change in high frequencies and show higher directivities 
in other directions. In the E-plane, the cross-polar 
radiation is at least -10 dB less than the co-polar 
radiation.  
 

 
 

 
Table 1. The dimensions of proposed antenna. 
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       . . . 
           . 

Parameter              W      Ws          W1        W2        Wt         L         l1         l2             l3          l4         l5         l6         l7        LT  

   Magnitude (mm)      21       6        0.7       13        1         35     14.3       3         14       4.1      0.6      1.8       30      13 
              

429 ACES JOURNAL, VOL. 24, NO. 4, AUGUST 2009



              

                     

 
 
Fig. 8. Measured radiation pattern of cross slot antenna in H-plane (φ = 0◦). The solid line is co-polar and the dash line 
is cross-polar component. 
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Fig.  9. Measured radiation pattern of  cross slot antenna in E-plane  (φ = 90◦). The solid line is co-polar and the dash 
line is cross-polar component. 
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IV. CONCLUSIONS 
 

A novel microstrip square ring slot is merged with 
cross-slot and fed with a U- shaped tuning stub. The 
proposed antenna has been designed, simulated,    
optimized and measured for the broadband operation. The 
novel antenna promotes gain, impedance bandwidth, and 
radiation pattern. The proposed antenna provides a good 
impedance matching from 3 GHz to 12 GHz. This 
antenna has a favorable field gain across the matching  
band  as  a  desirable   feature for UWB applications. The 
gain and   directivity at boresight are close to each other 
and provide   high radiation efficiency. 
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Abstract − In this paper, we present a simple technique 
for analyzing the mutual coupling effects in interconnects 
using the Finite Difference Time Domain (FDTD) 
method. The interconnect lines are divided into a set of 
uniform segments of parallel lines with short lengths. 
Next, the mutual capacitances and inductances of each of 
these segments are extracted by incorporating the FDTD 
solution into the telegrapher’s equations. Two examples 
of coplanar lines and microstrip lines on different 
dielectric substrates are studied. 
 

I. INTRODUCTION 
 

The Finite Difference Time Domain (FDTD) [1] has 
been previously used to analyze interconnect lines and 
extract their equivalent circuit parameters, viz., the series 
inductance L and the shunt capacitance C [2, 3]. In this 
paper we modify the algorithm in [3] in order to model 
the mutual coupling effects between the interconnect 
lines.  

This modification allows one to consider a system of 
n coupled lines and compute the self and mutual 
capacitances and inductances between each 2 lines. By 
increasing the number of unknowns the number of 
excitations (simulations) is increased to generate enough 
equations. 

Since this technique is a FDTD based method 
therefore a single run can provide the frequency response 
in the frequency band of operation by adjusting the 
amplitude of the Gaussian pulse spectrum into the band. 
In addition the staggered location of computing the 
electric and magnetic fields, and in turn computing 
voltages and currents along the transmission line, in 
FDTD mesh allows one to avoid the numerical 
differentiation in the telegrapher’s equations and 
maintain the simplicity of the method. The numerical 
results show that this approach is accurate enough to 
obtain the parameters of several practical circuits. 

This method is particularly useful for non-uniform 
transmission lines and it can readily provide the self and 
mutual capacitance and inductances along the line. We 

have shown the usefulness of the technique by 
considering the microstrip step discontinuity and 
variation of its main parameters along the line as well as 
in close proximity of the step discontinuity itself. 

Two examples of interconnect lines of practical 
interest are considered: (i) coplanar striplines on different 
dielectric substrates interconnecting a 12 channel fiber-
optic module to IC driver; (ii) and a uniform microstrip 
line in parallel with a step discontinuity in its width. 

 
II. THEORY 

 
We start with a 2n-port network comprising of n 

parallel transmission lines. The lines may be 
approximated by a number of uniform parallel line 
sections, each of which may be represented with a 
combination of L, C, R and G and mutual inductance Lm

ij 
and capacitance Cm

ij, as shown in Fig. 1. Next, we write 
the telegrapher’s equations in the matrix form as, 

 

1121
ˆˆˆˆˆˆ ILjIRVV ω+=−                  (1-a) 

 

1121
ˆˆˆˆˆˆ VCjVGII ω+=− ,                   (1-b) 

 
where, 
 

1 1
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.... ....

i i

i i
i i
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i i

V I

V I
V I i

V I
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              (4) 

 
The relationships between the elements of the C 

matrix and the physical mutual capacitances in Fig. 1, for 
example for ports 1 and 2, are given by, 

 

11 1 12 13 1.....m m m
nC C C C C= + + + +    (5) 

  

12 21 12 .mC C C= = −                   (6) 
 

To determine the vectors in equation (2) from the 
FDTD simulations, we discretize the computational 
domain in a way such that the segmentations coincide 
with the FDTD meshing, both having rectangular 
boundaries. After the time-domain simulation is over and 
the level of the pulse is negligible in the entire 
computational domain, the time domain signals of the 
components of electric and magnetic fields in any 
location in the computational domain can be obtained and 
analyzed. We particularly compute the vertical 
component of the electric field underneath the 
transmission line obtained from the FDTD simulation and 
add them between all the cells from the ground plate to 
the conductor (computing the line integral) to derive the 
voltage V for each cell.  

 

 
 

Fig. 1. (a) The schematic and (b) equivalent circuit of a 
2n port network comprising of parallel transmission lines.  

 
The same procedure is repeated for the time domain 

magnetic field signals around the conductor to carry out 
the closed-path line integral and following the Ampere’s 
law to obtain the current I, which is computed at a half-
cell away from the point where V is derived. At the final 
step we transform the above voltages and currents by 

using Fast Fourier Transform routine in Matlab in order 
to derive their frequency domain counterparts.  

Next, in order to determine elements of the matrices 
in equations (3) and (4), we substitute the V and I vectors 
in equation (2), that are obtained from the excitations of 
each of the n ports—one part at a time—in equations (1-
a) and (1-b). Having n equations for the n unknowns we 
are able to solve the equations for the R, L, G, C matrices 
in equations (3) and (4). The above procedure is repeated 
for each segment of the line and for all frequencies of 
interest. It should be noted that the staggered sampling of 
the V and I, which occurs naturally in the FDTD 
algorithm, enables us to circumvent the need to 
numerically differentiate the data derived from the FDTD 
simulation. 

 
III. NUMERICAL EXAMPLES 

 
For the first example we consider the geometry in 

Fig. 2 comprising of 6 pairs of coplanar striplines (50 
microns wide and separated by 125 microns gap) on the 
dielectric substrate (0.4 mm thickness). This geometry is 
one half of the actual 12 channel interconnect that is 
inserted between IC driver and the VCSEL package in a 
fiber-optic module. Since the differential lines or 
coplanar striplines provide separate return current path 
for each signal their use significantly reduces the 
crosstalk [4-6]. In order to model the matched loads 
terminating the two ends (the driver IC and the VCSEL 
package) the lines are truncated by using perfectly 
matched layers (PML). Furthermore, the coplanar 
stripline 3 is fed by a voltage source (Gaussian pulse with 
25 GHz 3dB cutoff frequency) connected between the 
traces. Next, the voltages and currents at the reference 
planes 1 and 2 (rp1, rp2), located in the center of the line 
3 (active) and 4 (passive) are observed in the time 
domain. The same procedure is repeated when the line 4 
is excited. The data from the above simulations are 
transferred into frequency domain and used to calculate 
self and mutual (per unit length) inductance L and 
capacitance C of lines 3 and 4 (in the presence of the 
other lines).The computational domain divided by 40 
cells in wavelength inside the dielectric in all three 
directions. The simulation is carried out until the level of 
the time signal in the load end of the line is insignificant 
(20000 time steps). This number of time steps gives a 
sufficient resolution in the frequency domain.  

The self and mutual capacitance and inductance per 
unit length of line 3 and 4 vs. frequency are shown in 
Figs. 3 and 4. In addition, the change in mutual 
capacitance due to different substrates, Du Pont’s LTCC 
(εr=7.8), Alumina (εr=9.6) and the case of epoxy-added 
(same thickness as substrate) on top of the traces are 
shown in Fig. 5. 
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Fig. 2. The top view of the interconnect geometry 
omprising of 6 pairs coplanar striplines. 

 
 
 

 
Fig. 3. The self and mutual capacitance C per unit length 
of two adjacent lines vs. frequency.  
 
 
 

 
Fig. 4 . The self and mutual inductance L per unit ength 
of two adjacent lines vs. frequency. 
 
 

For the second example, we simulate the uniform 
microstrip line located parallel to a step-in-width sitting 

on dielectric substrate backed by perfect electric 
conductor (Fig. 6). The computational domain in this 
example also is divided by 40 cells in wavelength inside 
the dielectric in all three directions. The simulation is 
carried out until the level of the time signal everywhere 
in the domain is insignificant (10000 time steps). 
Following the same procedure as in the previous 
example, and using 20 segments (FDTD cells) in left and 
right of the step discontinuity, we can derive the self and 
mutual inductance along the line at a frequency of 10 
GHz. The inductance values for the left side of the 
geometry, comprising of two parallel microstrip lines 
with the same dimensions as in [2], are in good 
agreement with the reference data. However, the step 
discontinuity found to be at the 20th cell causes these 
values to change, as may be seen in Fig. 7. 

It must be noted, however, that the lossless dielectric 
and perfect conductors have been used in the examples, 
which lead to zero resistance and conductance in the 
computations. 
 
 
 

 
Fig. 5. The mutual capacitance per unit length of two 
adjacent lines for different substrates vs. frequency.  

 
 
 

 
 

Fig. 6. Top view of an interconnect structure comprising 
of a uniform microstrip line parallel to a step-in-width.  
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Fig. 7. The self and mutual inductance per unit length of 
uniform microstrip line in parallel with step-in-width vs. 
cell numbers along the line for frequency of 10 GHz. 

 
IV. CONCLUSION 

 
A simple technique to analyze the mutual coupling 

effect in interconnects using the Finite Difference Time 
Domain (FDTD) method is presented. It was shown that 
the staggered sampling of the voltage and current, which 
occurs naturally in the FDTD algorithm, enables us to 
circumvent the need to numerically differentiate the data 
derived from the FDTD simulation. The validity of 
technique is shown through several examples in 
extraction of self and mutual capacitances of the coupled 
lines. 
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