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Abstract ─ Tuning space mapping (TSM) 
expedites efficient design optimization of 
microwave circuits by replacing sections in the 
electromagnetic (EM) model with corresponding 
sections of designable equivalent elements. A key 
assumption of TSM is that these designable 
elements can replace their respective EM model 
sections without introducing significant distortion 
in the structure’s response. This can be achieved 
through the co-calibrated ports technique 
introduced in Sonnet em. Here, we generalize the 
TSM algorithm. A tuning model is constructed by 
simulating the EM model sections separately and 
connecting them with the tuning components 
through a co-simulation process. This allows us to 
implement the TSM algorithm with any EM 
simulator. The response misalignment between the 
original structure and the tuning model is reduced 
using classical space mapping. The proposed 
algorithm is illustrated through the design of two 
microstrip filters simulated in FEKO. 
  
Index Terms ─ Computer-aided design (CAD), 
co-simulation, electromagnetic simulation, 
engineering design optimization, tuning space 
mapping. 
 

I. INTRODUCTION 
Surrogate-based optimization methodology [1, 

2], particularly space mapping (SM) [3-8], 
facilitates the efficient simulation-based design of 
CPU intensive structures. A recent development in 

microwave space mapping technology is tuning 
space mapping (TSM) [9, 10], which combines SM 
with the tuning concept widely used in microwave 
engineering [11, 12]. 

TSM requires a so-called tuning model, which is 
constructed by introducing circuit-theory based 
components (e.g., capacitors, coupled-line models) 
into the structure under consideration (fine model). 
Some parameters of these components are selected 
as tunable. The corresponding tuning model is 
updated and optimized with respect to the tuning 
parameters. In the calibration process, optimal 
values of the tuning parameters are transformed into 
an appropriate modification of the design variables, 
which are then assigned to the fine model. Because 
the tuning model is based on an “image” of the fine 
model, its generalization capability is usually better 
than one of the standard SM surrogate models [3]. 
It results in a smaller number of fine model 
evaluations required to find a satisfactory design 
(typically 1 to 3 iterations [9]). 

Key to TSM is that the designable components 
of the tuning model represent their respective EM 
model sections without introducing significant 
distortion of the structure’s response. This can be 
achieved using the co-calibrated ports technique 
introduced in Sonnet em [13]. 

 In this paper, we generalize the TSM 
algorithm by constructing the tuning model 
through separate simulation of the relevant EM 
model sections and combining them with circuit-
theory-based tuning components through a co-
simulation process [14, 15]. The unavoidable 

631

1054-4887 © 2011 ACES

ACES JOURNAL, VOL. 26, NO. 8, AUGUST 2011

Submitted On: August 18, 2010
Accepted  On: March 9, 2011



response misalignment between the original 
structure and the tuning model is reduced using 
classical space mapping.  

Our approach allows us to implement the TSM 
algorithm using any EM simulator. Here, we 
exploit FEKO [16]. 

The robustness of our technique is demonstrated 
by the optimization of two microstrip filters. Good 
designs are obtained after just a few EM simulations 
of the respective structures. Here, a comprehensive 
numerical comparison with other optimization 
techniques is provided, including gradient-based and 
derivative-free algorithms as well as space mapping 
[6]. 
 

II. CO-SIMULATION-BASED TUNING 
SPACE MAPPING 

In this section, we formulate the optimization 
problem (Section II.A), describe the tuning space 
mapping algorithm (Section II.B), and explain the 
construction of the proposed co-simulation-based 
tuning model (Section II.C). 

 

A. Design optimization problem 

The design optimization problem is formulated as 
           * arg min ( )f fU

x
x R x , (1)

where Rf  Rm denotes the response vector of a fine 
model of a device of interest; x  Rn is a vector of 
design variables, and U is a scalar merit function, 
e.g., a minimax function with upper and lower 
specifications. Vector xf

* is the optimal design to be 
determined.  
 

B. Tuning space mapping algorithm 

We adopt the TSM algorithm with embedded 
surrogates (ETSM) [10]. ETSM involves the tuning 
model Rt where certain designable sub-sections of 
the structure of interest are replaced by suitable 
surrogates [10], preferably distributed elements 
with physical dimensions corresponding to those of 
the fine model. After a space-mapping-based 
alignment procedure, the tuning model is matched 
to the fine model. Because critical fine-model 
couplings are preserved (or represented through S-
parameters) in the tuning model, Rt is expected to 
be a good surrogate of the fine model. Using the 
design parameters of the embedded surrogates, we 
subsequently optimize the tuning model to satisfy 
the given design specifications. The resulting 

design parameters become our next fine model 
iterate. A conceptual illustration of the embedded 
surrogates is shown in Fig. 1.  

The iteration of the ETSM algorithm consists 
of two steps: alignment of the tuning model with 
the fine model and the optimization of the tuning 
model. First, based on fine model data at the 
current design x(i), the current tuning model Rt

(i) is 
built with appropriate surrogate elements replacing 
certain fine model sections. The tuning model 
response may not agree with the response of the 
original fine model at x(i). We align these models 
through the parameter extraction process 
          ( ) ( ) ( ) ( )arg min ( ) ( , )i i i i

f t 
p

p R x R x p , (2)

where p represents the parameters of the tuning 
model used in the alignment process. These might 
be any parameters traditionally used by input, 
implicit or frequency SM [3]. 

Next, we optimize Rt
(i) to have it meet the 

original design specifications. We obtain optimal 
values of the design parameters x(i+1) as 

 ( 1) ( ) ( )arg min ( , )i i i
tU 

x
x R x p . (3)

 

C. Co-simulation-based tuning model 

Typically, the tuning model is implemented using 
the co-calibrated port technology of Sonnet em 
[17], allowing us to cut into the structure being 
optimized and insert tuning components with 
minimal disturbance of its response [13]. To realize 
the ETSM algorithm with an arbitrary EM 
simulator (here, FEKO), we implement Rt as a co-
simulation model as explained in Fig. 2 [18]: 
essential couplings of the optimized structure are 
evaluated using EM simulation, whereas the 
designable parameters are modeled by distributed 
circuit elements (Fig. 2(b)). This allows us to 
optimize the tuning model with the circuit-theory 
speed. The tuning model itself is constructed in a 
circuit simulator (here, Agilent ADS [19]), Fig. 
2(c). 
 

D. ETSM algorithm implementation 

Figure 3 shows the flowchart of the proposed 
tuning space mapping algorithm exploiting a co-
simulation-based tuning model. The tuning model is 
initialized before each iteration of the TSM 
algorithm in order to update the data components 
containing the S-parameters of the EM-simulated 
sections of the model. The alignment between the 
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tuning and fine models (cf. (2)), as well as the 
tuning model optimization (3), are computationally 
cheap because both are performed within a circuit 
simulator.  
Typically, the algorithm is terminated when a 
satisfactory design is found. Because of the good 
generalization capability of the co-simulation-based 
tuning model, two to four iterations usually suffice 
to conclude the search process. 
 

III. EXAMPLES 
In this section, the performance of the co-

simulation-based TSM is verified using two 
examples of microstrip filters. What is more 
important, we also provide a comprehensive 
numerical comparison between this technique and 
several other approaches, including: (i) space 
mapping (SM) [6], (ii) a gradient-based optimizer 
(here, Matlab’s fminimax [21]), and (iii) a 
derivative-free optimizer (here, a pattern search 
algorithm [22]).  

Space mapping is a recognized surrogate-based 
optimization methodology that exploits a 
physically-based coarse model Rc to create a 
surrogate that is subsequently used in the iterative 
optimization process similar to (3). Here, the SM 
surrogate is created using input and frequency SM 
[6], so that the surrogate is of the form Rs(x) = 
Rc.f(x + c), where c is a vector determined to 
minimize ||Rf(x

(i)) – Rc.f(x
(i) + c)|| (x(i) being the 

current design). Furthermore, Rc.f is a frequency-
mapped coarse model, i.e., the coarse model 
evaluated at frequencies different from the original 
frequency sweep for the fine model, according to 
the mapping   f1 + f2, with [f1  f2]

T also 
obtained to minimize the misalignment between 
the coarse and the fine model. 
 

 

Fig. 1. Conceptual illustration of the tuning model 
with embedded surrogate elements [10]. 
 

 
(a) 

 
(b) 

 
(c) 
Fig. 2. Co-simulation-based tuning model [18]: (a) 
a coupled-line bandpass microstrip filter structure 
[20], (b) its co-simulation tuning model with black 
sections simulated using an EM solver (here, 
FEKO) connecting designable tuning components, 
(c) ADS implementation of the tuning model Rt: S-
parameters of the EM-simulated sections are stored 
in S3P and S4P data components SNP1 to SNP6. 
Note that all the designable parameters (microstrip 
lengths, widths and coupled-line gaps) are 
associated with the distributed circuit components, 
which allows fast optimization of the tuning model. 
On the other hand, simulating parts of the filter 
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using the EM solver allows us to maintain good 
accuracy and predictability of the tuning model. 
 

 
 
Fig. 3. A flow diagram of the proposed tuning space 
mapping algorithm exploiting a co-simulation-
based tuning model. In each iteration, the tuning 
model is initialized by updating its data components 
(obtained by EM-simulation). Both the alignment 
procedure (2) and the tuning model optimization (3) 
are performed using a circuit simulator. 
 

Matlab’s fminimax is a gradient-based routine 
that uses a sequential quadratic programming 
(SQP) method [23] to solve the original minimax 
problem reformulated into an equivalent nonlinear 
programming problem [21]. 

The pattern search algorithm [22] is a 
derivative-free search routine that examines the 
neighborhood of the current design on a 
predefined grid and refines the grid in case this 
local search fails to improve the design. A few 
other mechanisms, such as a line search along 
promising directions, are also involved. 

 

A. Coupled-line microstrip bandpass filter [20] 

Consider the coupled-line bandpass filter [20] 
shown in Fig. 2(a). The design parameters are 
x = [L1 L2 L3 L4 S1 S2]

T mm. The fine model Rf is 
simulated in FEKO [16]. The design specifications 
are |S21|  –3 dB for 2.3 GHz    2.5 GHz, and 
|S21|  –20 dB for 1.5 GHz    2.2 GHz, and 
2.6 GHz    3.3 GHz. The initial design is 
x(0) = [29.0 5.0 8.0 24.0 0.1 0.1]T mm (specification 
error +31 dB). 

A schematic of the co-simulation-based tuning 
model is shown in Fig. 2(b). Sub-sections marked 
black are simulated in FEKO. Due to symmetry, 
only two sub-sections need independent 
evaluation. The tuning model is handled by 
Agilent ADS [19] (Fig. 2(c)). The alignment 
procedure (2) uses the vector p consisting of 
dielectric constants (initial value 3.0) as well as 
substrate heights (initial value 0.51 mm) of the 
distributed circuit components corresponding to 
the design variables L1 to L4. 

Figure 4 shows the fine model response at the 
initial design as well as the response of the tuning 
model at x(0) before and after alignment. Figure 5 
shows the fine model response after the first 
iteration of the ETSM algorithm, which is already 
very good, satisfying the design specifications 
(specification error –1.3 dB). Figure 6 shows the 
fine model response at the final design obtained 
in two iterations, x(2) = [25.38 5.32 8.50 20.35 
0.085 0.1]T mm (specification error –1.5 dB). 

2 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8
-30

-25

-20

-15

-10

-5

0

Frequency [GHz]

|S
21

| [
dB

]

 
Fig. 4. Coupled-line bandpass filter: responses at 
the initial design x(0): the fine model (solid line), 
the tuning model (dashed line with circles), and 
the aligned tuning model (dotted line). 
 

For comparison, the filter was also optimized 
using Matlab’s fminimax routine [21], a pattern 
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search algorithm [22], as well as a space mapping 
algorithm exploiting input, frequency and output 
SM [6] (the coarse model utilized by SM is shown 
in Fig. 7). The results are shown in Table 1.  

2 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8
-30

-25

-20

-15

-10

-5

0

Frequency [GHz]

|S
21

| [
dB

]

 
Fig. 5. Coupled-line bandpass filter: fine model 
response after one ETSM iteration. 
 

It can be observed that both space mapping 
and gradient-based search fail to find a design 
satisfying the specifications. The design obtained 
using pattern search is slightly better than that 
obtained by the technique described here; 
however, the design cost is substantially higher. 

 
 

B. Wideband bandstop microstrip filter [23] 
Consider the wideband bandstop microstrip 

filter [23] in Fig. 8(a). The design parameters are 
x = [Lr Wr Lc Wc Gc]

T. The fine model Rf is 
simulated in FEKO [16]. The design specifications 
are |S21|  –3 dB for 1.0 GHz    2.0 GHz, |S21|  
–20 dB for 3.0 GHz    9.0 GHz, and |S21|  –3 
dB for 10.0 GHz    11.0 GHz. The initial design 
is x(0) = [7.0 1.0 9.0 0.2 0.1]T mm (specification 
error +16 dB). 

A schematic of the tuning model is shown in 
Fig. 8(b). The tuning model is implemented in 
Agilent ADS [19] (Fig. 8(c)).  

The alignment procedure (2) uses the vector p 
consisting of dielectric constants (initial value 
3.38) as well as the substrate heights (initial value 
0.508 mm) of the distributed circuit components 
corresponding to design variables Lr and Lc. 
Figure 9 shows the fine model response at the 
initial design as well as the response of the tuning 
model at x(0) before and after alignment. Figures 
10 and 11 show the fine model response after the 
first iteration of the ETSM algorithm, and at the 
final design obtained in four iterations, 

x(4) = [7.375 1.265 7.958 0.051 0.120]T mm 
(specification error –2.1 dB). The design obtained 
in one iteration of the ETSM algorithm is close to 
satisfying the design specifications, which 
demonstrates the robustness of our proposed 
approach. 

2 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8
-30

-25

-20

-15

-10
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|S
21

| [
dB

]

 
Fig. 6. Coupled-line bandpass filter: fine model 
response at the final design obtained in two ETSM 
iterations. 
 
Table 1: Coupled-line bandstop filter: co-
simulation-based tuning versus other 
optimization approaches: design quality and 
computational cost comparison 

Algorithm 
Best design 

found* 
Design 
cost# 

Co-simulation-based tuning  –1.3 dB 3 
Space mapping +1.5 dB 8 

Matlab (fminimax) +22 dB 208 
Pattern search –1.7 dB 155 

* Specification error at the final (optimized design). 
# Number of the fine model evaluations. 
 

As before, the filter was also optimized using 
Matlab’s fminimax routine [21], a pattern search 
algorithm [22], as well as a space mapping 
algorithm exploiting input, frequency and output 
SM [6]. Figure 12 shows the coarse model used 
by the SM algorithm. The results (Table 2), 
indicate that our technique outperforms the other 
methods. Although space mapping finds a design 
that is only slightly worse, the computational cost 
is twice as high. Direct optimization is far more 
expensive: only fminimax is able to find a design 
satisfying the specifications. 

 
C. Discussion 

The results of our performance comparison 
between the co-simulation-based TSM and other 
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techniques are quite consistent for both our 
examples. It can be observed that the space 
mapping algorithm does not perform as well as 
TSM, which is an indication that the TSM tuning 
model has better generalization capability (because 
part of the tuning model comes from EM 
simulation). It is known [25] that SM can perform 
better for a carefully selected surrogate model, 
however, such selection requires user experience as 
well as some computational effort [25]. 

 

 
Fig. 7. Coupled-line bandpass filter: the coarse 
model utilized by the space mapping algorithm. 

 
Both the gradient-based algorithm and pattern 

search are computationally far more expensive than 
TSM and are not as reliable. An issue that has to be 
taken into account while using an algorithm such as 
fminimax is the numerical noise that is always 
present in EM-simulation-based objective 
functions. In particular, a minimum step for finite 
differentiation has to be carefully selected 
(typically, a few orders of magnitude larger than the 
default value of 10–8), otherwise, the algorithm may 
fail or even get stuck at the initial design. Similar 
issues have to be addressed for a pattern search 
algorithm, e.g., the results are typically sensitive to 
the size of the initial grid.  

These remarks indicate that while all 
optimization methods require certain tuning and are 
sensitive to their control parameters, it seems that 
the co-simulation TSM approach is more reliable in 
this respect. This is reflected not only by the quality 
of the designs produced by TSM but also by the 
low computational cost of the optimization process. 
 
 

 
(a) 

 
(b) 

 
(c) 

Fig. 8. Wideband bandstop filter: (a) geometry [23], 
(b) conceptual diagram of the co-simulation-based 
tuning model, (c) tuning model (Agilent ADS). 
 

IV. CONCLUSION 
We present an implementation of the ETSM 

algorithm that exploits a co-simulation-based 
tuning model of the microwave structure under 
consideration. In our proposed approach, critical 
fine-model couplings are simulated using an EM 
solver, whereas the designable parameters are 
modeled by distributed circuit elements. This 
facilitates good predictability by the tuning model, 
and, at the same time, design optimization with 
circuit-theory speed. More importantly, our ETSM 
algorithm can be implemented using any 
electromagnetic simulator. We demonstrate that 
our approach yields a satisfactory design for the 
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modest computational cost of just a few 
electromagnetic simulations. 
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 Fig. 9. Wideband bandstop filter: responses at the 
initial design x(0): the fine model (solid line), the 
tuning model (dashed line with circles), and the 
aligned tuning model (dotted line).  
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Fig. 10. Wideband bandstop filter: fine model 
response after one ETSM iteration. The design 
specifications are satisfied except for a small 
frequency shift in the stop band. 
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Fig. 11. Wideband bandstop filter: fine model 
response at the final design obtained in four ETSM 
iterations. 

 
Fig. 12. Wideband bandstop filter: the coarse 
model used by the space mapping algorithm. 
 
Table 2: Wideband bandstop filter: co-
simulation-based tuning versus other 
optimization approaches: design quality and 
computational cost comparison 

Algorithm 
Best design 

found* 
Design 
cost# 

Co-simulation-based tuning  –2.1 dB 5 
Space mapping –1.5 dB 10 

Matlab (fminimax) –0.6 dB 151 
Pattern search +0.2 dB 203 

* Specification error at the final (optimized design). 
# Number of the fine model evaluations. 
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Abstract─ A novel broadband reflectarray cell 
element is designed for use in several offset-fed 
reflectarray antennas based on square and 
triangular lattice. The proposed double-layer 
element consists of two stacked rectangular 
patches having two slots in non-radiating edges. 
Reflection phase curves are obtained by changing 
simultaneously the slot’s length of top and bottom 
patch. The designed element exhibits a large 
phase-shift range in excess of 360o.This wideband 
cell element is designed to be used in a triangular 
lattice that eliminates the grating lobes for 
wideband reflectarrays composed of unit-cell 
larger than half-wavelength. Two 529-element 
square reflectarrays and two 518-element 
triangular reflectarray antennas were designed and 
simulated using CST and HFSS, for producing 20o 
and 35o off-broadside E-plane beams using a 20o 
offset feed. The 1-dB gain-bandwidth is about 
30% at the center frequency of 14 GHz, and the 
maximum simulated gain is about 31 dBi which is 
equivalent to 51.5% aperture efficiency for a 20o 
off-broadside reflectarray based on triangular 
lattice configurations. 
 

Index Terms ─ Cell element, gain-bandwidth, off-
broadside reflectarray, triangular lattice. 
 

I. INTRODUCTION 
Traditional reflector antennas are widely used 

in communication systems due to their high gain 
and good efficiency. However, this type of 
antenna is not desired for some applications due to 
its space occupation and non-planar configuration. 
A new class of low profile antenna, named 
reflectarray antenna, has been introduced. This 
antenna utilizes some benefits of both reflector 
and phased array antennas. Due to their flat 
surface and printed radiating elements, there is no 
need for crucial mechanical manufacturing; and as 
a result of spatial feeding of array elements, the 
design complexity and high loss of feeding 
network are eliminated, so a higher efficiency 
would be achievable compared to phased arrays 
[1]. Other attractive properties of reflectarrays 
antennas are their low-cost and manufacturing 
simplicity compared to reflectors and phased 
arrays, and the possibility to generate 
reconfigurable features [2]. The main shortcoming 
is the narrowband operation compared to reflector 
antenna that is mainly because of intrinsic narrow 
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bandwidth of radiator element [3-4]. To collimate 
the main beam in a given direction, the elements 
of the reflectarray antenna must apply a specific 
phase-shift to the incoming spherical wave front 
generated by the feed. With a given feed position 
at a certain frequency, the required phase delay on 
the reflectarray surface is calculated. Different 
methods have been used to perform phase 
variation of reflectarray elements, such as variable 
size patches [5], slot-loaded patch [6-7], and 
aperture-coupled delay lines [8-9]. Besides, 
various kinds of structures are treated as 
reflectarray elements, like simple patches, loops, 
multi-layer configurations [10], elements with 
different rotation angles [11], and dielectric 
resonators [12]. To enhance the gain bandwidth of 
reflectarrays sub-wavelength patch elements have 
been proposed [13-14]. Also, cross and square 
loop elements with remarkable bandwidth and 
phase range properties on single-layer structure 
have been proposed to enhance the bandwidth of 
large reflectarrays [15-16].  

In this paper, we utilize a triangular array 
configuration in designing reflectarray to eliminate 
the potential of grating lobes generation for 
wideband reflectarrays composed of a unit-cell 
larger than half a wavelength. Larger cell size may 
be applicable when we want to decrease the 
number of elements especially for reconfigurable 
reflectarray elements, which the maximum scan 
angle is limited by increasing the cell size. In this 
paper a wideband unit-cell is used. In the next 
sections we explain the unit-cell design and 
characteristics, then two reflectarrays are 
investigated and their simulated results are 
discussed. 
 

II. CELL ELEMENT DESIGN AND 
SIMULATION 

 
A. Proposed unit-cell 

The presented unit-cell as shown in Fig. 1 is 
composed of two rectangular stacked patches on 
the top and bottom of RT/duroid 5880 substrate 
with thickness of 62mil and δ=0.0009. A 2mm 
thick foam layer backed by the ground plane is 
inserted beneath the dielectric layer. Each patch 
has two identical slots in non-radiating edges. The 
phase-shift mechanism is introduced by variation 
of slot length. There is a possibility to make this 

element reconfigurable by means of a combination 
of MEMS switches as proposed in [17]. The 
scaling factor for top and bottom slot-patches is 
0.6. The slot width for two patches was adjusted to 
the same value of 0.5mm. Also, the aspect ratio 
( / , 1,2)i iL W i  for each patch is 0.8. For more 

reliability the phase curve sensitivity to the foam 
thickness was simulated. The dimensions of cell 
element are as follows: 

1 2 1 1 1 2 1

1 2 1

13 , 10 , 0.6 , 0.8 , 0.6

: , 0.6 , 0.5S S S S

cell size mm W mm W W L W L L

L Variable L L W mm

    
 

 

 
Fig. 1. Proposed unit-cell: stacked rectangular 
patches with two slots, top, and side view. 
 

The reflectarray was simulated for two 
different lattice configurations of square and 
triangular using CST software [18] with periodic 
boundary conditions and normal plane wave 
excitation as shown in Fig. 2. The cell element 
dimensions were adjusted to achieve a linear 
phase-length performance. A wideband linearly 
phase variation with the mentioned dimensions for 
unit-cell was obtained where the cell size is 
13mm=0.6067λ0 at 14 GHz. Figure 3 shows the 
magnitude response (loss) of the proposed element 
at different frequencies which exhibits very low 
loss properties. The phase-slot’s length curves for 
rectangular stacked patches exhibit almost linear 
behavior. More than 360o phase variation was 
achieved by changing the slot length. Figure 4 
demonstrates the reflection phase response of the 
element versus slot length over frequency range of 
12.5-15.5 GHz, with normal plane-wave 
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excitation. A relatively wide linear reflection 
phase for this frequency range is achieved. There 
is no considerable difference between these two 
unit-cell configurations and both of them have 
broadband properties as reflectarray elements. 
 

 
 
 
 
 
 
 
 
 

(a) 
 

 
 
 
 
 
 
 
 

(b) 
Fig. 2. Modeling of infinite array in CST for 
normal plane wave excitation (a) simulated unit-
cell for square array (b) simulated unit-cell for 
triangular array. 
 

Fig.  3. Reflection magnitude (simulation) versus 
lower slot length at different frequencies, (a) 
square array (b) triangular array. 
 

 
(a) 

 
(b) 

Fig. 4. Reflection phase (simulation) versus lower 
slot length at different frequencies, (a) square 
array (b) triangular array. 

 
B. Discussion on advantages of proposed 

element compared with other wideband 
unit-cells  

In classic two-layer reflectarrays e.g. the 
proposed element in [6], the phase variation is 
introduced by changing the size of two stacked 
patches simultaneously. Therefore, it is difficult to 
include the reconfigurability in such a cell 
element. In this work, as the phase is only 
controlled by the slots’ lengths, it can easily be 
modified for dynamic phase control, e.g. using 
MEMS switch. Furthermore, the proposed element 
is etched on the top and bottom surfaces of the 
dielectric (RT/duroid 5880) layer in our case as 
compared to the multi-layer case which elements 
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are etched on different layers which make the 
fabrication more complex in this case. 

On the other hand, comparing several 
wideband single-layer cell elements (some of them 
have been investigated [15-16]) with some multi-
layer structures shows that more linear phase 
variations could be achieved when a multi-layer 
configuration is used since there are more 
parameters and space to play with in multi-layer 
configurations. In this design, we got the 
advantage of multi-layer configuration to generate 
a good linear phase-length curve and at the same 
time make the fabrication complexity something 
between single-layer and multi-layer 
configurations. 

 
III. REFLECTARRAY DESIGN AND 

SIMULATION 
All the reflectarrays, designed in this paper are 

offset-fed with a dimension of 30cm×30cm and 
F/D=0.9 as shown in Fig. 5. The feed location was 
calculated to provide 10 dB amplitude tapering on 
the aperture of the reflectarray. There are 23 
elements in each direction with the cell size of 
13mm×13mm. 

The phase distribution on reflectarray surface is 
given by: 

  0 , (1)cos sin sini i iR b b bk d x y       

where ( , )b b   denote the main beam direction, 

id is the distance between the source point and 

i  th element, and ( , )i ix y are the coordinates of 

the element i . To realize the required phase-shift 
on the reflectarray surface the length of slots were 
determined using the phase curve of previous 
section at center frequency of 14 GHz. After 
applying these lengths, the reflectarray is modeled 
by the full-wave electromagnetic software CST 
Microwave Studio and Ansoft HFSS to validate 
the design. In all the simulations, a linearly 
polarized waveguide horn antenna was used to 
illuminate the reflectarray with the E-plane and H-
plane patterns are approximated by 12cos  , as 
shown in Fig. 6.The feed which is fed by WR62 
waveguide has an aperture size of 55.8mm × 
43.9mm, and length=73.3mm. As an example, the 
calculated phase distribution at 14 GHz on a 
square lattice reflectarray to produce a 35o off-
broadside beam is shown in Fig. 7. 

 

 
Fig. 5. Schematic view of the reflectarray.  

 
Fig. 6. E-plane and H-plane patterns of the feed 
horn and their approximation. 

 
Fig. 7. Phase distribution on square lattice for 35o 
off-broadside offset-fed reflectarray, at 14 GHz. 
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Four offset-fed reflectarrays with square and 
triangular lattices are designed for producing 20o 
and 35o off-broadside main beams. First, these 
reflectarrays are compared from the computational 
cost point of view then a discussion will be carried 
out on their radiation properties and bandwidth 
performance in the next section. Two commercial 
software CST [18] and HFSS [19] were used for 
simulating these reflectarrays. Ansoft HFSS 
software is based on a three-dimensional full-wave 
finite element (FE) method for solving the 
differential form Maxwell's equations in the 
frequency-domain. Ansoft HFSS software 
automatically converts the whole structure into a 
finite element mesh which consists of a large 
number of very small 3D tetrahedral shapes. 
Typically, meshing or discretizing operations done 
by Ansoft HFSS is very coarse in almost the 
whole structure and it is very fine at some regions 
which need more accuracy such as near wave port, 
metallic edges or discontinuities. After finalizing 
the mesh operation of the whole structure, the 
solution process starts with two-dimensional (2D) 
port solutions then followed by the field solution 
of the full 3D problem. The program exploits the 
computed 2D fields on ports to be used as 
boundary conditions to solve the 3D fields of the 
whole structure.  The other simulation software is 
CST Microwave Studio (MWS). CST MWS is 
based on the finite integration technique (FIT) 
which is equivalent to FDTD. Unlike the FE 
method, FIT is a time-domain numerical technique 
for solving Maxwell's equations. Using the 
function of the parametric study in both Ansoft 
HFSS and CST MWS simulation programs, we 
can tune and optimize the structure physical 
parameters to improve the design before going to 
fabrication process. CST MWS has different kinds 
of solvers not only transient solver but also 
frequency domain solver, Eigen mode solver and 
integral equation solver. There are several 
differences between these two CAD tools in 
defining the structure, solution setup, and solution 
methods. For convergence purposes, the main 
factors that may be considered in CST and HFSS 
are mesh properties and solution setup, 
respectively. 

Numerical simulations have been carried out 

using a computer with Intel i7-920 (8 cores) CPU 
and 12 GB of RAM. Considering the available 
hardware, the complete structure (horn in front of 
the reflectarray) is completely simulated in CST. 
However, for simulating the structure in HFSS, the 
feed horn was simulated separately and its far-
field results were used as excitation for the 
reflectarray antenna. In this simulation the 
coupling between the horn feed and reflectarray is 
not taken into account which is negligible for 
offset-fed configuration [2]. In the considered 11-
18 GHz band with 0.25 GHz step, for more 
solution accuracy over the wide simulating band 
and reliable results it is better to define more than 
one solution setup in HFSS. The convergence 
criterion in CST and HFSS are different. 

In CST, the convergence is controlled with a 
parameter called "accuracy". The accuracy setting 
in CST defines the steady-state monitor. It 
influences the duration of the simulation. It is a 
value for the accuracy of the frequency domain 
signals that are calculated by Fourier 
transformation of the time domain signals. To get 
a value for the accuracy, the amplitudes of the 
time signals as well as the total energy inside the 
calculation domain are used. During the 
simulation, the total energy value is frequently 
calculated and related to the maximum energy that 
has been monitored thus far [18]. In our 
simulations this parameter was set to -30 dB to 
insure an almost damped reflected time domain 
signal at the waveguide input port. 

In HFSS, the convergence is defined in terms 
of "maximum delta energy". It is a stopping 
criterion for the adaptive solution when ports have 
not been defined as applied to our case where the 
excitation is an incident field. The error is a 
measure of the solution’s accuracy. This 
convergence criterion is based on the change in a 
computed energy term. As the solution converges, 
this term approaches constant value and the delta 
energy approaches zero. To minimize the delta 
energy, the system refines the mesh in tetrahedral 
shapes that have the largest error. The delta energy 
that appears on screen represents the delta energy 
for all tetrahedral [19]. In our simulations this 
parameter was set to 0.02 due to memory 
limitation and to have an acceptable accuracy. 

A comparison between CST and HFSS 
simulations can be useful from the computational 
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cost point of view, as presented in Table 1. As 
compared in Table 1, considering the available 
memory, time, and desired bandwidth the 
reasonable choice for simulating a wideband 
reflectarray seems to be CST compared to HFSS. 
Due to a different meshing scheme, the number of 
mesh cells is not comparable to each other as 
shown in the last column of Table 1. 
 
Table 1: Comparison of HFSS and CST 
simulations 

Reflectarray 
lattice and 
main beam 
direction 

Software 
Memory 

usage 
(GB) 

Total 
simulation 

time 
(hrs:mins) 

Number of 
mesh cells 

Triangular 
array 20o 

CST 
2010 

9.1  6:40 
66719526 
hexahedral 

HFSS 
v.12 

10.4  11:36 
452347 

tetrahedral 

Triangular 
array 35o 

CST 
2010 

8.8  6:56 
63702060 
hexahedral 

HFSS 
v.12 

9.4  5:20 
435721 

tetrahedral 

Square 
array 20o 

CST 
2010 

8.8  6:58 
64627200 
hexahedral 

HFSS 
v.12 

10.7  9:48 
487161 

tetrahedral 

Square 
array 35o 

CST 
2010 

9  7:31 
66549120 
hexahedral 

HFSS 
v.12 

8.4  5:06 
409539 

tetrahedral 

 
To demonstrate the agreement between the CST 

and HFSS results, the radiation patterns at 15 GHz 
and 16 GHz for two square arrays are compared in 
Fig. 8 and Fig. 9, respectively. Therefore, with 
respect to this similarity and for the sake of 
brevity, the obtained radiation pattern from CST is 
merely compared for the triangular and square 
lattice as provided in the next section. 

 
IV. THEORETICAL ANALYSIS AND 
DISCUSSION ON SIMULATION 

RESULTS 
 

A. Grating lobe problem 
With scanning, lobes that were originally in 

imaginary space may move into real space if the 
element spacing is greater than / 2 . As the array 
is scanned away from broadside, each grating lobe 
(in sin  space, i.e. 90o  ) will move a distance 

equal to the sine of the angle of scan and in a 
direction determined by the plane of scan [20]. To 

ensure that no grating lobes enter real space, the 
element spacing must be chosen so that for the 
maximum scan angle 

0  the movement of a 

grating lobe by 
0sin  does not bring the grating 

lobe into real space which is expressed as follows: 
 

0

s 1
< , (2)

1+ sin | 
 

 
where s is the cell size. The highest frequency that 
satisfies this condition is 17.2 GHz for 

0 20o   

and 14.65 GHz when
0 35o  . 

 

 
Fig. 8. Radiation pattern at 15 GHz for square array 
20o, CST, and HFSS comparison. 

 
Fig. 9. Radiation pattern at 16 GHz for square array 
35o, CST and HFSS comparison. 
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(a) 

 
(b) 

 
(c) 

Fig. 10. Comparison of 20o off-broadside 
reflectarray radiation patterns (E-plane) at (a) 14 
GHz (b) 16 GHz (c) 17 GHz. 
 
B. Simulation results: radiation patterns 

The simulated radiation patterns in E-plane at 14 
GHz, 16 GHz, and 17 GHz for the reflectarray 

 
(a) 

 
(b) 

 
(c) 

Fig. 11. Comparison of 35o off-broadside 
reflectarray radiation patterns (E-plane) at (a) 14 
GHz (b) 16 GHz (c) 17 GHz. 
 
with main beam at 20o and 35o are shown in Fig. 
10 and Fig. 11, respectively. 

Regarding the above analysis, it can be seen in 
Fig. 10 that for 20o main beam, the radiation 
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patterns of square and triangular lattices are 
appropriate; although the grating lobe is appearing 
at 17 GHz for square lattice. 

On the other hand, as demonstrated in Fig. 11 
when the main beam is directed to 35o off-
broadside, the grating lobe level for the square 
lattice is significantly higher than the triangular 
lattice due to the grating lobe generated in the 
square lattice reflectarray. It is to be noted that 
whereas the main beam is scanned in E-plane, 
consequently the grating lobe in H-plane does not 
exist and therefore most of results are presented in 
E-plane (φ=90o). However, regarding the ±45o 
plane, there are some side lobes but in much lower 
level than the grating lobe in E-plane. Also, 
radiation patterns at φ=45o and φ=0o (H-plane) 
have been compared for the square and triangular 
lattices at 17 GHz, as shown in Fig. 12. 

 
(a) 

 
(b) 

Fig. 12. Cut-plane patterns at 17 GHz, 35o off-
broadside reflectarray, (solid) square lattice, 
(dashed) triangular lattice (a) H-plane, (b) 45o 
plane. 

Figure 13 shows the 3D radiation patterns for 
35o off-broadside reflectarray designed on 
triangular configuration at 17GHz. 

 

 
Fig. 13. 35o off-broadside 3D radiation pattern of 
triangular array at 17 GHz. 

 
C. Simulation results: gain curves 
    The calculated gain using CST and HFSS are 
compared in this section. The simulated gain 
versus frequency for four reflectarrays is shown in 
Fig. 14 to Fig. 17. Comparing these figures 
provides a better insight into the bandwidth 
performance of the reflectarray based on the 
triangular and square lattices. 

Refering to radiation patterns shown in Fig. 10, 
the gain curves of Fig. 14 and Fig. 15 are obtained. 
As it can be seen for both CST and HFSS results 
the triangular reflectarray with main beam at 20o 
exhibits a simulated 1-dB gain-bandwidth of about 
30% which is higher than the square array’s one. 
However, for 20o square reflectarray the grating 
lobe is slightly observed at higher frequencies. 

Similarly, refering to radiation patterns 
presented in Fig. 11, the gain curves of Fig. 16 and 
Fig. 17 are derived. Comparing the gain results in 
these figures shows that the triangular reflectarray 
with main beam at 35o exhibits a simulated 1-dB 
gain-bandwidth of about 3.5 GHz which is much 
higher than the square array. In the case of square 
lattice for 35o main beam, a sharp drop in gain can 
be seen for frequencies higher than 14.5 GHz, 
which is mainly due to the grating lobe. However, 
using the triangular array configuration, the 
grating lobe is eliminated and consequently gain 
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bandwidth increases due to a gain increment at 
higher frequencies. In other words, using 
triangular array leads to compensation and 
stability of gain curve especially at upper 
frequencies of operation. Furthermore, the grating 
lobe problem can be untangled in this way 
particularly when a large angle of scan is needed 
for a broadband reflectarray. 

Fig. 14. Gain curve of reflectarray with square 
lattice for main beam at 20o. 

Fig. 15. Gain curve of reflectarray with triangular 
lattice for main beam at 20o. 

V. CONCLUSION 
A novel broadband reflectarray cell element is 
presented. This unit-cell was used for designing 
several 30 cm × 30 cm offset-fed reflectarrays at 
Ku-band. A 20o offset-fed configuration was 
chosen to produce 20o and 35o off-broadside main 
beam. Whereas, the element spacing  is  greater 
than / 2  and the main beam is scanned away 
from broadside the triangular array lattice is 
utilized to avoid grating lobe issue at higher 
frequencies. Results showed that we can design 

reflectarray based on triangular array where the 
unit cell size is more than half wavelength, 
especially when a large angle of scan is required in 
a broadband reflectarray. Comparing CST and 
HFSS results showed that CST is faster than HFSS 
for simulating wideband reflectarrays. The 
simulated results show a significant improvement 
in the radiation pattern and gain bandwidth of the 
reflectarray, when we utilize the advantages of the 
triangular lattice in designing reflectarray rather 
than the conventional square one, especially for 
main beam at 35o. Also, the triangular reflectarray 
with main beam at 20o exhibits the simulated 1-
dBgain-bandwidth of 30% which is considerable 
for a reflectarray antenna. 

Fig. 16. Gain curve of reflectarray with square lattice 
for main beam at 35o. 

 
Fig. 17. Gain curve of reflectarray with triangular 
lattice for main beam at 35o. 
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Abstract ─ In this paper, a novel approach which 
combines the FDTD method with overset grid 
generation method is proposed for the analysis of 
the EM field with rotating body. The analysis is 
carried out together with the Lorentz 
transformation to comprise with the higher 
velocity cases. To apply the Lorentz 
transformation to the FDTD method, at least two 
frames are required, and we primitively modelled 
it with the overset grid generation method.    With 
the Lorentz transformation, the time component 
changes at each of the grid point. The time 
component that has been changed by Lorentz 
transformation must be fixed as the numerical 
procedure. Through the interpolation technique, it 
is possible to fix the time component easily. We 
have previously proposed this novel approach for 
a stationary and uniformly moving body. Here, 
this analysis is further expanded and has included 
a more detailed discussion of the EM field 
interactions in a rotating environment. The 
numerical results show the characteristics of the 
EM field when the incident wave strikes the 
rotating body. For validation, the numerical results 
are compared with the theoretical results, and good 
agreements were obtained. The proposed novel 
approach has shown its consistency over higher 
relative velocity cases. 
 
Index Terms ─ FDTD method, Lorentz 
transformation, moving boundary problems, 

overset grid generation method, relative motion, 
rotating body. 
 

I. INTRODUCTION 
The analytical theory of the electromagnetic 

(EM) field with moving bodies is an emerging 
topic of interest to treat various solution of 
engineering problems [1-2]. This has spurred the 
development of an appropriate numerical 
technique concerning EM wave interactions with 
the complex and dynamic moving boundaries [3-
5]. This paper introduces a novel numerical 
approach for the analysis of the EM field with the 
presence of a rotating body by overset grid 
generation method with the aim of combining the 
advantages of finite-difference time-domain 
(FDTD) method and the Lorentz transformation.  

A conventional Lorentz transformation [6] in 
special relativity requires at least two frames of 
reference when applied to the FDTD method. The 
overset grid generation method has made it 
possible to employ the two frames as an effort to 
create a compact and efficient numerical approach. 
The overset grid generation method has been used 
mainly in computational fluid dynamics (CFD) for 
treating problems in complex, dynamically 
moving geometries [7-8]. This method offers an 
effective way to combine multiple meshes into a 
set of single mesh. The implementation of the 
Lorentz transformation to the method gives an 
advantage to integrate with the moving component 
in the EM fields for higher velocity values. In 
Lorentz transformation, the time component 
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changes at each of the grid points. However, the 
FDTD method requires the value of the EM field 
correspond to each time component. To calculate 
the FDTD method, the changing time component 
in the Lorentz transformation is fixed through an 
interpolation scheme. This allows a coherent point 
in time and space component with the FDTD 
method.     

In the previous paper, the proposed novel 
approach has shown promising possibilities in 
providing accurate solutions for a stationary and 
uniformly moving body [9]. This paper will 
address the extension of the novel approach to 
treat the EM field interactions in a rotating 
environment. The numerical results indicate the 
modulations and the characteristics of the EM 
field when the incident wave strikes the rotating 
body. The proposed novel approach has shown its 
advantage over higher velocity cases. In addition, 
its validity has been demonstrated in comparison 
between the numerical results and the theoretical 
results. The observed waveforms are found to be 
in good agreement with the theoretical results. The 
consistency of this numerical approach has made it 
possible in providing a strong numerical support 
for developing high-speed optical devices and, 
also, in application of carbon nanotubes [10-11].  

 
II. OVERVIEW OF OVERSET GRID 

GENERATION METHOD 
 

 
 

Fig. 1. Interpolation model. 
 
The use of overset grid generation method 

arose from the need to provide a simple 
computational method in handling complex 
stationary and/or moving geometries [12]. 
Basically, the overset grid generation method 
consists of a main mesh and sub-meshes. The sub-

mesh is allowed to overlap on the main mesh in an 
arbitrary manner. The main mesh covers the entire 
computational domain while the movable sub-
mesh acts as a component mesh. With this 
approach, the sub-mesh is used to model complex 
stationary and/or dynamically moving geometries. 

At any overset boundary, each of the grid 
components in the sub-mesh can be calculated 
independently from the overlapped main mesh. 
This approach requires interpolation routines to 
transmit the data between both meshes. Figure 1 
describes the data transfer between the overlapped 
meshes by the linear interpolation algorithm. The 
unknown value p , at point P  in the main mesh 

(dashed line) can be determined from the existing 
factors 4321 ,,,   in the sub-mesh (solid line) as 
in Eq.(1):  
 

   
  2121

1142321221

bbaa

baabaa
p 





  .  (1) 

 
The value at the interpolation point is used to 
transfer inter-grid information and recomputed at 
each time step. The finer resolution in the 
overlapped region with sufficient inter-grid ratio 
gives a better computational accuracy. The key 
advantage of this method lies in the simplicity of 
the concept and its ability to calculate large scale 
or longer distance of motion. 
 

III. LORENTZ TRANSFORMATION 
FOR THE FDTD METHOD 

  

 
 
Fig. 2. Two inertial frames in relative motion. 

 
Lorentz transformation provides a relation for 

space and time components between the 
coordinates of two inertial observers [13]. Figure 2 
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shows the basic Lorentz transformation in relative 
motion. Assume there are two observers, O  and 
O  in each frame K  and K  . Observer O  is in the 

),,,( tzyx  axis and O  is in the ),,,( tzyx   axis at 
angular,   against the axis in frame K . The 
observer O   is assumed to move against the 
observer O  in the direction  , with relative 
velocity, v (m/s). When the observer O   is at time 
t  , Lorentz transformation can be described as: 

 

2
)1()(

v

d
dtdd

rvv
vrr


           (2) 







 


2c

d
dttd

rv  ,                              (3) 

 

where 222 1111   cv . The vector for 

the space component in the Lorentz transformation 
is defined as ),,( zyxrr  and ),,( zyx  rr . The 
transition from the observer O   to O  is obtained 
by replacing v  in Eq. (2) and Eq. (3) to v . 
Hence, rd , td   to rd  and dt , respectively. This 
theory satisfies all possible range of relative 
velocity.   

Lorentz transformation for the EM field can 
be described as in Eq. (4a) - Eq. (4d) [14].  
 

 )( BvEEE ||                            (4a) 

 )( DvHHH ||                          (4b) 









 


2c

Hv
DDD ||                         (4c) 









 


2c

Ev
BBB ||   .                      (4d) 

 

|||||||| B,D,H,E  and  B,D,H,E are the parallel 

and perpendicular components for the EM field 
against the moving direction.  
For the present work, EM field interaction with 
moving boundaries is investigated by using the 
FDTD method. It is important to note that the 
space and the time component in the basic FDTD 
method are obtained at alternate half-time steps to 
evaluate the EM field [15-16]. However, the time 
component in the Lorentz transformation changes 
at each grid point. The restriction in the space and 
time component from the Lorentz transformation 
and FDTD method can be solved with the 
advantage of the overset grid generation method. 

The time components that were changed in the 
Lorentz transformation are fixed by using the 
linear interpolation scheme. 
 

 
Fig. 3. Time and space algorithm for FDTD 
method and Lorentz transformation by overset grid 
generation method. 
 

Figure 3 illustrates the diagram of the proposed 
computational algorithm based on the time and the 
space algorithm in the FDTD method and the 
Lorentz transformation. In actual algorithmic 
program, the sub-mesh is overlap on the main 
mesh in an arbitrary manner. For explanation 
purposes, the sub-mesh and the main mesh are 
depicted separately. Figures 3(a) and 3(d) are 
assumed to be the main mesh, while, Figs. 3(b) 
and Fig. 3(c) describe the sub-mesh. First, the 
position of the sub-mesh on the main mesh is 
identified in the algorithm. Then, the EM field 
components on the main mesh in Fig. 3(a) are 
interpolated to the field components on the 
moving sub-mesh in Fig. 3(b) by applying the 
Lorentz transformation. Here, the electric field is 
calculated in both meshes by the FDTD method. 
The flow of the algorithm mentioned above is 
shown from Fig. 3(a) to Fig. 3(c). The calculated 
value of the electric field at the sub-mesh in Fig. 
3(c) is interpolated back to the main mesh in Fig. 
3(d) through Lorentz transformation. Here, the 
half time increment is advanced. At time tt   in 
the main mesh, the value for the time component 
on the moving sub-mesh in Fig. 3(c) should be: 
 

tcvt  221  .                                    (5) 
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To obtain the electric field, E  at tt   , tvx   
in Fig. 3(d), it is necessary to interpolate the time 
component to denote Tt   at Xx   in Fig. 3(a). 
The values for T  and X  can be obtained from the 
inverse Lorentz transformation, given by 

 2cvxtT    and  tvxX   . Here, the time 
component of the magnetic field, H   in Fig. 3(b) 
is: 
 

21 22 tcvt  .                             (6) 

 
In the derivation of Eq. (6), the same process is 
iterated to calculate the magnetic field. This 
process continues until the time-stepping is 
concluded. This permits the FDTD method to 
provide numerical models of wave interactions 
with the moving body accurately. 
 

IV. NUMERICAL MODELLING AND 
RESULTS  

 
A. Validation of the Lorentz transformation 

 

 
 
Fig. 4. Numerical model. 

 

Figure 4 illustrates the numerical model to 
evaluate the advantages of the novel approach. 
Here, the moving sub-mesh, is overlapped on the 
static main mesh. The main mesh is set to 

600600  grids and the sub-mesh is 5050  grids. 
These grids are terminated with Mur’s absorbing 
boundary conditions [17]. The space increment for 
the main mesh is 60 mm yx , and for the 

sub-mesh is 60 ss yx .   is the wavelength 
of the incident wave. The incident wave is a 
sinusoidal plane wave with the input frequency, 

)(1000 GHzf  . The input frequency is at 25m  
on the main mesh. The observation point is set at 
the point )25,25(  on the sub-mesh. The sub-mesh 
is assumed to move with angular,  , with relative 
velocity, )/( smv . The time step, t  in this 

analysis is set to )(100.5 14 s , as to meet the 

courant condition, 
t

x
c




 , where c  is the velocity 

of light and x  is the space increment.  
Figure 5 shows the comparison of the 

numerical results with the theoretical results for 
the normalized velocity versus normalized 
amplitude of electric field, )/( mVEz . Here, the 
sub-mesh is assumed to move for   , where 
the observation point is approaching towards the 
incident waves. The theoretical result is calculated 
based on Eq. (7) [18].  
 

cv

cv

E

E







1

1

0

 ,                                (7) 

 
where v  is the velocity of the motion and c  is the 
speed of light. From Fig. 5, the observed 
waveforms are found to be in good agreement with 
the theoretical results in high relative velocities, up 
to cv 9.0  closed with the finite speed of light. 
The consistency of this novel approach with 
implementation of Lorentz transformation shows 
its potential in providing an accurate numerical 
solution for the EM field in moving boundaries.  

 
 
Fig. 5.  Comparison of theoretical and numerical 
results.  
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B. Moving surface in a rotating environment 
This paper further proposes the novel numerical 

approach to treat the EM field interaction with the 
rotating body. Considering the Lorentz 
transformation in a rotating environment, the 
observer O  is assumed to rotate with angular   
against the observer O  with relative velocity, 
v (m/s). Under the rotation of the coordinate 
system, as shown in Fig. 6, the cross product for 
vector in Eq. (4a) and Eq. (4b) can be defined as:  

 
)0,cos,sin(  vBvB szsz Bv                 (8) 

)sincos,0,0(  vDvD sxsy Dv  ,         (9) 

 
where   is a position of the angle in the EM field. 
The vector for parallel and perpendicular 
components against the moving direction in Eq. 
(4a) to Eq. (4d) can be derived as: 
 

Eu|| ||E                                           (10a) 

Eu  E                                         (10b) 

Hu|| ||H                                         (11a) 

Hu  H  ,                                     (11b) 
 
where ||u  and u  is given by 

 
)0,sin,(cos ||u                               (12a) 

)0,cos,sin( u  .                         (12b) 
 

Here, the analysis is carried out for the 
transverse electric (TE) case to investigate wave 
interactions with the rotating body. For 2D cases, 
the electric field for the static main mesh in x , y  

 

 
Fig. 6. Rotating frame around a fixed axis. 

direction is described as  0,, mymxm EEE   , while, 

the rotating sub-mesh in the x , y  direction is 
defined as  0,, sysxs EEE  . Thus, the electric field 

in the Lorentz transformation for the main mesh 
and the sub-mesh can be described as 

 0,, mymxm EEE   and  0,, sysxs EEE  , respectively 

with velocity,  0,sin,cos  vvv  . The vector of 
TE waves for 2D rotating sub-mesh can be written 
as in Eq. (13) to Eq. (15):  

 
 sincos mymxsx EEE                      (13)               

 cossin mymxsy EEE                    (14)                    

HHsz   ,                                              (15)  
 

where t  .   is the angular velocity. Hence, 
the Lorentz transformations of the EM fields in a 
rotating environment are given by: 

 
)sin()cos(   EEE ||x                   (16) 

)cos()sin(   EEE ||y                 (17) 

HH z   .                                             (18) 
 
 

  
 
Fig. 7. Numerical model for rotating sub-mesh. 
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     Figure 7 illustrates the numerical model for the  
rotating sub-mesh on the overlapped main mesh. 
The grid numbers for the main mesh are 600600  
grids and 5050 grids for the sub-mesh. In this 
analysis, the observation point is at the point 

)45,45( on the sub-mesh. Initially, the sub-mesh is 
assumed to rotate in a counter clockwise direction 
with relative angular velocity,  . The incident 
waves is sinusoidal plane wave with input 
frequency, )(1000 GHzf  , and given on the static 
main mesh at, 25m . The centre of a rotating 
point O  is fixed at the point )0,0(  on the sub-
mesh. The velocity, v  for the EM field is given by 

rv  , which is related to the angular velocity 
depending on the distance from the centre of 
rotation to the observation point, r . In actual 

analysis,  )(1018.3 3 mr   is obtained from the 
derivation of the equation, 

   2
01

2
01 yyxxr  . The rotating angle in 

the EM field,   , can be calculated by  

observet  
2

 , where observe  is the angle of 

the observation point from the fixed rotation 
centre on the sub-mesh. The value for observe  is 
derived from the equation, 

 rxxobserve 01arccos  , where 0x  and 1x  is the 
fixed rotating point and the observation point of 
the EM field in x - axis on the sub-mesh, 
respectively. The time increment, t  in this 

analysis is set to )(100.5 14 s . The numerical 
results for EM wave interactions in rotating 
environment are shown in Fig. 8, Fig. 9 and Fig. 
10.  

Figure 8 shows the modulation of the received 
waveform for the magnetic field, )/( mVH z  at 

angular velocity, sec)/(1086.0 10 rad  , and 

velocity,  )(1073.2 17  msv . The starting time of 
the rotation is observed at 2000 time steps. The 
dotted line illustrates the theoretical results for the 
normalized amplitude of zH  . The theoretical result 
is given by Eq. (19), accommodate with the 
existing theory [19]. 

 




cos1

cos1

0 cv

cv

H

H z







 .                            (19) 

The comparison data of the numerical results and 
the theoretical results is shown in Table 1. The 
data shows the observed waveforms are found to 
be in good agreement when compared with the 
theoretical results. 

Figures 9(a) and 9(b) illustrates the modulation 
of the received waveform for xE and yE , 

respectively. The modulation waveform 
demonstrates the wave interactions when the 
rotated observation point is approaching or 
rotating far away from the incident wave. Here, 
the sub-mesh starts its counter clockwise rotation 
at 2000 time steps with the angular velocity, 

sec)/(1014.2 10 rad and the velocity, 

)(1081.6 17  msv . The modulation waveform 
demonstrates large wave amplitude with shorter 
frequency when the observation point is rotated 
towards the incident wave. Meanwhile, the wave 
amplitude is slightly shorter with longer frequency 
when the observed point is rotated away from the 
incident wave. The rotating sub-mesh reaches its 
complete counter clockwise cycle at 7870 time 
steps. From these results, the characteristics of xE   
and yE  waveforms in a rotating environment are 

presented. 
Figures 10(a) and 10(b) show the observed 

waveform for xE   and zH   in two different 
directions which in counter clockwise and 
clockwise rotation. These numerical results 
indicate the characteristics of the EM field in both 
directions. Hence, the analytical results show the 
capability of this numerical approach in solving 
moving boundary problems in any environment. 
 

 
Fig. 8. Comparison of the theoretical and the 
numerical result for the normalized amplitude of 

the magnetic field, ).(1073.2),/( 17  msvmAHz  
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Table 1: The comparison of the normalized 
amplitude of magnetic field, )/( mAH z  

 Rotated towards 
the incident 
wave  

Rotated away 
from the 
incident wave  

Numerical 
( 0HH z ) 

0.002790 0.002530 

Theoretical 
( 0HH z ) 

0.002908 0.002434 

Absolute 
Error 

0.00012 0.00010 

 

 
Fig. 9(a). Modulation of the received waveform 

for electric field,  ).(1081.6),/( 17  msvmVEx   
 

 
Fig. 9(b). Modulation of the received waveform 
for electric field, ).(1081.6),/( 17  msvmVEy  
 

V. CONCLUSION 
The novel approach based on FDTD method 

with the overset grid generation method and the 
Lorentz transformation for the analysis of the EM 
field in a rotating body is presented. The transition 
of TE waveforms in amplitude and phase when the 
rotating observation point strikes the input wave 
are shown. The characteristic of the EM field in  

 
Fig. 10(a). Modulation of electric field, 

)(1081.6),/( 17  msvmVEx  in counter clockwise 
and clockwise rotation.  
 

  
Fig. 10(b). Modulation of magnetic field, 

)(1081.6),/( 17  msvmAH z  in counter clockwise 
and clockwise rotation. 
 
counter clockwise and clockwise rotation is 
analyzed. This approach has shown its advantage 
over higher velocity cases. The accuracy of this 
approach has been numerically verified by 
comparison with the theoretical results. This 
approach provides a potentially strong numerical 
support for developing high-frequency devices 
which comprise a body having a rotational axis. 
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Abstract ─ Sinuous antennas, like spiral antennas, 
have wideband characteristics, such as constant 
beam width and low axial ratio over a broad range 
of frequencies, and thus they are suitable for 
communicating  in transmitting and receiving over 
bands of frequencies that may encompass multiple 
channels. In the presence of the back cavity, the 
performance of the sinuous antenna is affected. 
The purpose of this paper is to study the affects of 
the back cavity, and use these findings to build an 
optimized lossy cavity to improve the performance 
of the sinuous antenna. The performance of the 
antenna with and without the back cavity is 
compared to the antenna with the optimized 
loaded cavity. 
  
Index Terms ─ Sinuous antenna, spiral antenna. 
 

I. INTRODUCTION 
Broadband antennas have many applications 

in airborne and communication systems [1,2]. 
Sinuous antennas, being broadband with constant 
beam width, low axial ratio, constant input 
impedance level and compact size, are good 
candidates in modern communication systems. 
Sinuous antennas, first conceived by DuHamel [3], 
perform like spiral antennas, but unlike spiral 
antennas, sinuous antennas are dual circular 
polarized. These antennas are usually cavity 
backed for unidirectional radiation [4], but the 
reflections from the cavity might degrade the 

performance of the antenna. The purpose of this 
study is to compare the performance of the 
unidirectional broadband (2 GHz- 18 GHz) 
unloaded cavity backed sinuous antenna with the 
performance of bi-directional sinuous antenna 
without the back cavity, and use these results to 
design an optimized lossy back cavity. Most often, 
the cavity used is a lossy cavity to absorb the back 
radiation, but that degrades the efficiency of the 
antenna by 50 percent. Recently much research is 
done on metamaterials for the use in the cavity for 
increasing the efficiency of the antenna while not 
degrading its performance.  

Four arm, constant growth, sinuous antenna is 
used in this study. Like spiral antennas, different 
types of sinuous antennas can be formed by 
varying the growth rate (constant growth vs. 
logarithmic growth), sweep angle and number of 
arms. Each of these types has some benefits over 
the other. For example, the type of sinuous 
antenna under consideration is self-
complimentary, and thus has a constant input 
impedance level throughout the band [5]. Shown 
in Fig. 1 are two sinuous antennas, one with a 
faster rate of growth than the other [5]. Each arm 
of the sinuous antenna is formed by rotating the 
curve formed by using the equation:  
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where r is the distance from origin, rp is the radius 
of the pth sector, p is the radius growth rate 
(usually less than 1) and F  is the sweep angle. 

 
Fig. 1. Typical four-arm sinuous antennas with 

different growth rates 
 
The bandwidth of the sinuous antenna is 

limited by its physical size. Lower frequencies 
radiate from the outer turns of the antenna, while 
the higher frequencies radiate from the inner turns. 
The lowest frequency of operation is 
approximately where the length of the outermost 
turn is half a wavelength, and the highest 
frequency of operation is approximately where the 
length of the innermost turn is half a wavelength. 
 

II. METHODOLOGY 
A 13 turn sinuous antenna, with and without a 

back cavity is simulated using FEKO [6], which 
employs the method of moments (MoM). Shown 
in Fig. 2 is the meshed model of the sinuous 
antenna with and without a back cavity under 
consideration. Each arm of the antenna has 13 
turns, and each turn is swept 180 degrees. The 
outer radius of the antenna is chosen as 1 inch, to 
accommodate the lowest frequency of 2 GHz, and 
the inner radius of the antenna is chosen as 0.075 
inches to accommodate the highest frequency of 
18 GHz. The back cavity depth is chosen to be 0.9 
inches, which is roughly one wave length at the 
center of the band of interest. Figure 3 shows a 
comparison of the simulated input impedance of 
the sinuous antenna, with and without the back 
cavity from 2 GHz to 18 GHz. Figure 4 shows the 
simulated return loss comparison of the sinuous 
antenna, with and without the back cavity, when 
feeding with a balun of constant 188 ohm 
impedance. 

From Fig. 3, it is evident that the back cavity 
made the impedance level not flat, compared to 

the case of not having the back cavity. A reason 
for this may be the difficulty in matching the 
sinuous antenna with the back cavity. This is 
evident from Fig. 4. Without the back cavity, the 
return loss of the antenna is better than 10 dB 
through out the band, but due to the reflections 
from the back cavity, the reflected power back into 
the input port increases, thus making the return 
loss worse. 
 

 
Fig. 2.  Meshed FEKO model of the four-arm 
sinuous antenna, with and without back cavity; 
input is applied between two opposite arms 
 

 
Fig. 3. Input impedance comparison of the sinuous 
antenna, with and without back cavity 

 
Fig. 4. S11 comparison of the sinuous antenna, with 
and without back cavity, using a 188 Ohm 
reference impedance. 
 

The four-arm sinuous antenna exhibits good 
axial ratio performance. Figure 5 shows the 
simulated boresight axial ratio comparison of the 
sinuous antenna with and without back cavity. The 
axial ratio at different angles over a broad 
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frequency band of 2-18 GHz is shown in Figs. 6(a) 
and 6(b) for the antenna with and without the back 
cavity. 

 

 
Fig. 5. Axial ratio comparison of the sinuous 
antenna, with and without back cavity. 
 

From Fig 5, we see that the boresight axial 
ratio is not effected by the addition of the back 
cavity, but from Fig 6, it is evident that the off axis 
axial ratio is greatly effected. The reflections from 
the cavity, depending on the frequency, may not 
add in phase with the front radiated power, thus 
causes degradation of the off axis axial ratio of the 
antenna. 

The comparison of the radiation pattern is 
shown in Fig 7(a) and 7(b). The radiation patterns 
of the sinuous antenna are plotted with and 
without the back cavity over the frequency band of 
2 GHz to 18 GHz. 

 
From Fig. 7, it can be seen that the 3 dB beam 

width is not constant when a back cavity is added, 
compared with the absence of the back cavity. The 
reflections from the back cavity, when added in-
phase, with the front radiation gives higher gain 
than the bi-directional antenna, but when the 
reflections are out of phase compared to the front 
radiation, we see degradation in the gain. The 
reflections add in-phase when the depth of cavity 
is an even multiple of half wavelength at the 
operating frequency, which gives a total additional 
phase of multiples of full wavelengths (multiples 
of 360 degrees) thus adding in phase with the 
forward radiating wave. The reflections from the 
back cavity subtract from the forward wave when 
the depth of the cavity is an odd multiple of 
quarter wavelength at the operating frequency, 
which gives the reflected wave a total additional 
phase of multiples of 180 degrees, which is 
opposing to the phase of the forward travelling 
wave.  

 
Fig. 6(a). Axial ratio of the sinuous antenna   with 
the back cavity. 
 

 
Fig. 6(b). Axial ratio of the sinuous antenna 
without the back cavity. 
 

 
Fig. 7(a). Gain pattern of the sinuous antenna with 
the back cavity. 

 

 
Fig. 7(b). Gain pattern of the sinuous antenna 
without the back cavity. 
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III. LOADING CAVITY 
As illustrated, in the presence of the back 

cavity, the reflections from the cavity, depending 
on the frequency, might not add in phase with the 
front radiated energy, thus degrading the 
performance of the antenna. One way to stop this 
from happening is to absorb the back radiated 
power [9] by loading the back cavity with 
absorbers as shown in Fig. 8. The cavity is loaded 
with three different absorbers with different 
thicknesses. The optimization is carried by 
keeping the total cavity depth fixed at 0.9 inches, 
while optimizing the thicknesses and electrical 
properties of the absorbers using FEKO [6] to 
achieve a goal of axial ratio better than 0.2 dB at 
the boresight and a gain better than 3 dB, while 
maintaining an off-axis axial ratio less than 2 dB 
in the 30 degree scan on the either side of the 
boresight. The results from the optimization show 
the top layer, closer to the antenna, is 0.29 inches 
thick with relative permittivity of 1.4 and loss 
tangent of 0.225. The middle layer is 0.155 inches 
thick with relative permittivity of 1.59 and loss 
tangent of 0.62. The bottom layer, closer to the 
back short, is 0.3 inches thick with relative 
permittivity of 2.66 and loss tangent of 1.6. The 
optimization was performed on a quad core 
machine and it required 8.2 GBytes of memory 
and 44.8 hours of optimization. The FEKO 
recommended mesh size of λ/12 at 18 GHz was 
chosen during meshing. The three layer absorbers 
can be custom ordered from Emerson & Cuming 
[7] from the eccostock and eccosorb series 
absorbers. The fabrication of the optimized 
antenna would not be hard, as the dimensions of 
the antenna are easily realizable and the absorbers 
can be obtained. The performance of the optimized 
antenna is verified by comparing the FEKO results 
(method of moments) with the results from HFSS 
(finite element method) [8]. The HFSS simulation 
required 4.7 GBytes of memory and 18 hours of 
run time. Figures 9 and 10 show the gain pattern 
and off-axis axial ratio, respectively, of the 
optimized loaded back cavity model. Figures 11 
and 12 show the respective boresight axial ratio 
and boresight gain comparison of the optimized 
antenna. Figures 13 through 15 show the gain 
pattern comparison of the optimized antenna at 2 
GHz, 10 GHz, and 18 GHz, respectively. While 
Figs. 16 through 18 shows the axial ratio pattern 

comparison of the optimized antenna at 2 GHz, 10 
GHz, and 18 GHz, respectively. 

 
Fig. 8. Emerson and Cumming ECCOSORB AN 
absorbers loaded in back cavity. 
 

 
Fig. 9. Gain pattern of the optimized sinuous 
antenna. 

Fig. 10. Off-axis axial ratio of the optimized 
sinuous antenna. 

 
Fig. 11. Boresight axial ratio comparison of the 
optimized sinuous antenna. 
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Fig. 12. Boresight gain comparison of the 
optimized sinuous antenna. 

 

 
Fig. 13. Gain comparison of the optimized sinuous 
antenna at 2 GHz. 

 

 
Fig. 14. Gain comparison of the optimized sinuous 
antenna at 10 GHz. 

 
Fig. 15. Gain comparison of the optimized sinuous 
antenna at 18 GHz. 

 

 
Fig. 16. Axial ratio comparison of the optimized 
sinuous antenna at 2 GHz. 
 

 
Fig. 17. Axial ratio comparison of the optimized 
sinuous antenna at 10 GHz. 
 

 
Fig. 18. Axial ratio comparison of the optimized 
sinuous antenna at 18 GHz. 

Figures 9 through 18 shows that adding the 
absorbers in the back cavity has improved the 
performance of the antenna, compared to the 
unloaded cavity case, by absorbing the back 
radiated energy and thus preventing it to interfere 
with the forward radiated energy. The off-axis 
axial ratio of the antenna is greatly improved by 
loading the back cavity with three layers of 
absorbers. This paper shows that a broadband 
lossy cavity can be designed without degrading the 
performance of the antenna.  
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III. CONCLUSION 
It is evident from this study that the back 

cavity affects the performance of the sinuous 
antenna. Due to the reflections from the back 
cavity, the input impedance of the antenna is not at 
a constant level, thus making it hard to match the 
antenna with a constant impedance source. It is 
also evident that the off-axis axial ratio and the 
gain pattern are adversely affected by the presence 
of the back cavity, due to the fact that the 
reflections from the back cavity may, or may not, 
add in-phase with the forward propagating wave 
depending on the frequency. We have also 
presented a way to improve the performance of the 
sinuous antenna by loading the back cavity with 
absorbers. The absorbers in the back cavity help 
absorb the back radiated energy and thus leaving 
the front radiating energy uninterrupted.   
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Abstract ─ In this article, a realistic neural 
network based method is proposed for the array 
antenna fault diagnosis through the utilization of 
array far field characteristics. Defective elements 
are those elements that are not excited directly by 
the feed lines but radiations due to the induced 
currents on the surface of these elements still 
remain. Neural network performs a nonlinear 
mapping between some samples of the degraded 
patterns and the array elements which may have 
caused these degradations. The proposed method 
is investigated on a real fabricated micro-strip 
planar array via its far field degraded radiation 
pattern measurements. A multilayer perceptron 
neural network trained in the back propagation 
mode with some samples of the simulated 
degraded patterns is used in an innovative manner 
to map the measured radiation pattern to its 
corresponding faulty elements configuration. After 
the training procedure the proposed fault diagnosis 
system is very fast and has a satisfactory success 
rate both in theory and application that makes it 
suitable for real time applications.  
  
Index Terms ─ Array antenna, fault diagnosis, 
neural networks.  
 

I. INTRODUCTION 
The utilization abundance of large array 

antennas in a wide variety of applications 
particularly in spatial platforms proves the 
necessity of the elements performance monitoring 
and diagnosis systems on the array antennas of 
these applications. Array antenna elements fault 
diagnosis and compensation methods have been 
attended by many researchers in recent years. 
Element failure in array antenna may arise due to 

the disturbance in the driving equipments, feed 
lines, or array elements themselves which may 
result in elements radiation complete or partial 
failures. Element failure in a symmetric array 
causes it to be an asymmetrical array. It can distort 
the directivity of the antenna power pattern and it 
also leaves undesired effects on the side lobe level 
of the radiation pattern, voltage standing wave 
ratio and as a whole the good performance of the 
array antenna. Array antennas have this capability 
that with rearrangement in array elements 
excitations, the radiation pattern of antenna could 
be reconstructed to an acceptable pattern with 
minimum drops. In order to employ compensation 
methods, there should be an accurate locating of 
failure elements. Therefore, a major stage in the 
compensation procedure would be the failure 
elements locating. Employing the built in 
monitoring and calibration systems including a 
network of sensors is a very effective method in 
detecting faulty elements of arrays but it can 
enforce the probability of calibration system 
failures and an extended increase in volume, cost 
and design complexities on the system. Thus, the 
importance of the smart solutions can be realized.  

One of the lately discussed smart solutions for 
this problem is the diagnosis of array antenna 
faults by the utilization of its far field information. 
This information consists of degraded radiation 
patterns that are measured from the base stations 
in definite spatial directions. Most of the array 
antenna fault detection methods employ the far 
field radiation patterns amplitudes that enhance the 
efficiency of method execution for the real time 
applications. In comparison with the array antenna 
built in fault isolation and correction systems [1], 
smart methods may not seem pragmatic. However 
with the exploitation of a fully projected far field 
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measurement and a robust diagnosis algorithm, 
smart fault diagnosis and compensation systems 
endorse an unmistakable detection of the failure 
elements area.  

In fact, all of the array antenna fault diagnosis 
methods pursue the same policy. All methods are 
based on two major points. One point is the matter 
of handling a mathematical or geometrical model 
for the array antenna radiation patterns. Another 
point deals with the selection of an optimization or 
pattern recognition algorithm for minimizing the 
spacing between the degraded measured pattern 
and the predefined ones to investigate the failure 
elements configuration corresponding to the 
degraded pattern.   

A genetic algorithm based method for 
detecting the number, location, and amount of 
failure in an 8 × 8 planar array was reported in 
[2]. In that report, a genetic algorithm was used to 
minimize a cost function that is the square of the 
difference between the power pattern of a given 
configuration of failed elements and the measured 
one. In [3], the element failure diagnosis of a 
planar array from its noisy far field power pattern 
was approached by the use of a genetic algorithm 
to reach an unambiguous solution of the problem.  
In [4], a reasonable method based on the array 
antenna simulation results was proposed for 
locating failure elements of a linear array from 
some samples of its simulated degraded patterns 
by the use of a MLP neural network. In that a 
defective element was considered as a non-
radiating element but the mutual coupling effect 
between elements was considered. In [5], a 
support vector machine classifier was proposed to 
detect the failure elements of a linear array using 
different SVMs for different configuration of 
failed and perfect elements. In [6], the neural 
network was proposed for the diagnosis of phase 
and magnitude of current faults and the location of 
defective elements in a linear array from its 
degraded array factor. A case based reasoning 
algorithm was reported in [7] that resulted in an 
effective reduction in the search space of the 
genetic algorithm for fault detecting in a linear 
array. 

Lately, optimization algorithms such as 
genetic algorithms proved themselves as the most 
reliable approach in array antenna fault diagnosis 
methods. In these methods, the genetic algorithm 
compares the degraded pattern with predefined 

patterns resulted from different chromosomes [8]. 
In this method, the genetic algorithm will be run 
for several times till the cost function reaches its 
optimized value. Then, the corresponding 
chromosome will represent the combination of 
faulty elements in an array antenna. However, the 
time needed for approaching the optimal cost 
function of genetic algorithm is a considerable 
disadvantage of the genetic algorithm based 
methods. Other pattern recognition tools such as 
neural networks and support vector machine aren’t 
easy enough for implementing in large arrays [9]. 
In terms of the support vector machine it is 
necessary to define a different SVM for each array 
element to show which one is perfect and which 
one is faulty or for each combination of array 
element failures. Despite complications of these 
methods, a well-trained MLP or SVM could be 
very useful in real time applications due to their 
fast responding time.         

As former studies, in the present study 
element failure diagnosis is performed by the use 
of array antennas far field characteristics. Here, 
the defective element is not considered as a non-
radiating element with no output and the radiation 
due to the induced currents is considered as well 
as the mutual coupling effect. 
 

II. THE METHOD 
The implementation of fault detection and 

compensation methods together with one of the 
beam forming techniques makes a simple 
continuous monitoring on the array antenna 
elements performance and at a higher level of 
proposition it also equips the array antenna 
radiation pattern with an instantaneous closed loop 
control.  

A bunch of complexities in setting up stage of 
the array diagnosis techniques comes about 
radiation patterns representation. Some of the 
already proposed methods have utilized the array 
factor and element factor for attaining this purpose 
[2, 3, 6] and some others have made use of 
simulated patterns to establish a look up table of 
the array antenna probable radiation patterns [4]. 
All of the aforementioned methods can be 
classified into two categories: In the first category 
are those methods that have radiation pattern 
calculations in them and are based on the array 
factor calculation. Evidently in these works, the 
mutual coupling effect has been neglected. In the 
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second category are those methods that are based 
on the simulation results of antennas. However in 
these works, the mutual coupling effect is 
considered, the radiation of the defective elements 
in front of other normal elements has been 
neglected. But in practice a defective antenna 
element could be a radiating one itself via its 
surface induced currents resulted from the 
radiation fields of the normal elements. Thus, the 
removal of defective elements is equal to the 
elimination of this radiation portion and may 
reduce reliability and success rate of the fault 
diagnosis systems. 

The proposed method in this work is a neural 
network based approach that exercises the 
simulated radiation patterns of a fully simulated 
planar array antenna including feed lines. 
Preparation of the fault diagnosis procedure 
initiates with simulating the entire possible cases 
of the array elements failure configurations. 
Simulated pattern samples from certain spatial 
directions as well as the corresponding 
configurations of the faulty element numbers and 
locations raise input and target vectors of a MLP 
artificial neural network. The proposed neural 
network has been trained with radiation pattern 
samples of simulated array antenna and tested with 
measured radiation pattern samples of the 
fabricated antenna.  

The preference of the neural networks in the 
suggested method is a comparative selection. In 
some aspects, neural network is the best optimum 
choice and in some others it is just a mediocre 
selection. As a result of the wide diversity of the 
optimization, classification, and pattern 
recognition algorithms, there are a large number of 
options for the array antenna diagnosis objectives. 
These options winning depend on the problem, its 
applications, and particularly time limitations. The 
utilization of neural network in this paper in 
addition to effectiveness is performed due to its 
intrinsic fast responding time that makes it 
appropriate for in time applications. So it can 
easily be implemented on some programmed 
hardware for using an online array antenna pattern 
measurements and fault detections. 

The proposed method is tested on a typical 
fabricated array antenna and after some post-
processing procedures has a satisfactory success 
rate both in theory and application.  

 

III. STATEMENT OF THE PROBLEM 
Here, the goal is to investigate the proposed 

approach on a typical micro-strip planar array 
antenna. The proposed antenna is just an example 
and the method can be extended to any type of 
arrays. The designated array antenna is a 4 × 4 
uniformly excited micro-strip planar array antenna 
with 228.35	 × 228.35	  square patches that 
are spaced 0.69  from each other at the frequency 
of 16.2GHz. The antenna structure is designed and 
fabricated on a Rogers RT/duroid 5880 substrate 
of 20mil thickness and dielectric constant of 2.2.  
microstrip antenna is fed by a 50Ω coaxial cable 
through a standard SMA connector. The simulated 
array structure is shown in Fig. 1. Antenna array 
simulations are made by the use of HFSS11. 

 

 
Fig. 1. 4 × 4 micro-strip planar array antenna. 
 

The antenna performance is monitored at the 
frequency range of 16.2GHz to 16.8GHz at 
200MHz steps. Application of the method is 
studied in these 4 frequencies. The corresponding 
antenna VSWRs and gains at the above frequency 
range are presented in Fig. 2 and Fig. 3.  

Fig. 2. VSWR of the array antenna of Fig. 1. 
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  Fig. 3. Gain of the array antenna of Fig. 1. 
 
Some cases of deviated antenna patterns have 

been shown in Fig. 4a and Fig. 4b in = 0° and = 90°	principle planes and at the design 
frequency of 16.2GHz.  

                              (a)  

                               (b) 
Fig. 4. Radiation pattern of the array antenna of 
Figure 1 for some typical cases of failure for 1 and 
2 faulty elements in principle planes of (a) = 0° 
and (b) = 90°. 

These deviations are due to the failure of some 
randomly chosen elements of the array including 
one defective element and two defective elements 
in comparison with an antenna without any failed 
element. It can be observed from Fig. 4a and Fig. 
4b that element failure in this particular antenna 
has its most deviating effects on phi=0 cuts of 
radiation patterns. 

For examination of the failure diagnosis 
system on the abovementioned array antenna, 
some assumptions have been made to simplify the 
procedure: 
 The probability of malfunctioning in more 

than two elements of a 16 elements array 
antenna is so unlikely;   

 Defective elements are supposed as the 
elements that are not excited by the feed 
lines directly; 

 Some cases of element failures have no 
significant destructive influence on the 
antenna radiation pattern. These cases are 
treated as don’t care cases.  

The radiation patterns of one of the don’t care 
cases have been shown in Fig. 5- Fig. 8 in 
principle planes of = 0° at the aforementioned 
frequencies. It can be seen from these figures that 
in that specified case element failure effects are 
negligible and they don’t include any serious 
damage on antenna radiation patterns even for 
different cuts. Thus, inclusion of these cases in the 
diagnosis procedure and detecting of these kinds 
of failures doesn’t have any helpful information 
for compensation algorithms and it only increases 
fault locating complexities and misjudging of the 
method implementation.   

Fig. 5. An example of don’t care cases in principle 
plane of phi=0 at 16.2GHz.   
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Fig. 6. An example of don’t care cases in principle 
plane of phi=0 at 16.4GHz. 

Fig. 7. An example of don’t care cases in principle 
plane of phi=0 at 16.6GHz.  

Fig. 8. An example of don’t care cases in principle 
plane of phi=0 at 16.8GHz. 
 

The assumed type of fault in this paper is 
equivalent to the elements zero excitation in the 
preceding articles. Although this type of fault 
generating may seem restrictive, it is appropriate 
for the aim of considering the parasitic presence of 

the malfunctioning elements in the array structure. 
Besides this type of fault forming, covers some 
special kind of array antenna faults could be 
named as elements feed line failure.  
 

IV. THE NEURAL NETWORK 
MLP neural networks are generally multilayer 

feed forward neural networks that apply two kinds 
of differentiable signals: functional signals and 
error signals. Functional signals move forward 
through the neurons and error signals move 
backward. Each of the neurons operates both the 
functional signal and the error gradient 
approximation. A neural network with sigmoid 
transfer function in the hidden layer and linear 
transfer function in the output layer would be able 
to approximate any nonlinear function [10].  

In this study, a three layers MLP neural 
network is trained in the back propagation 
learning mode that uses the gradient decent 
optimization methods in the learning procedure, 
for readjusting the weights of the network from 
the below formula [11]:  

 + 1 = − 	 	,                (1) 

 
where  is a constant called learning rate, 	is the 
connecting weight and 	is the mean square error 
in the output layer.  It is possible to use the msereg 
regularized performance function for error 
calculation that is appropriate for the training 
procedure of large training sets. This performance 
function could be defined by this formula:  
 = 	 1

( - )

N

i=1

+ 1 − ∑ ,           (2) 

 
where , the performance ratio, is a user selected 
constant, N is the number of output layer neurons, 
and n is the total number of the network weights 
and biases. This regularized performance function 
enforces the network to have smoother weights 
and biases and avoids the neural network answers 
from unexpected changes. The block diagram of a 
three layers MLP neural network is shown in Fig. 
9 which L, M, and N, respectively are total 
number of neurons in input layer, hidden layer, 
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and output layer. p is the input vector and a is the 
network output which can be obtained by the use 
of weights, biases, and transfer functions of each 
layer. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Block diagram of a typical three layers 
MLP neural network. 
 

V. METHOD IMPLEMENTATION 
The total number of simulated patterns for 

each frequency is 137 which consists of antenna 
array cases with 2 failure elements, , cases 
with 1 failure element, 16, and the case in which 
all array elements are working properly. The most 
deviations due to the antenna elements failure has 
been observed in = 0° principle planes of the 
radiation patterns. Hence, the neural network input 
vector has been managed by some samples of this 
principle plane which also encompasses adequate 
information needed for fault area detection. It 
could be observed from the simulated directivity 
patterns of Fig. 10- Fig. 13 that element failure 
causes sharp destructive variations such as gain 
drop, SLL increasing and directivity losing on the 
antenna far field radiation pattern. The defective 
elements of the array are declared with white 
marked elements at the abovementioned figures. 
Failure is resulted from interrupting the adjacent 
feed lines of some certain elements. Each figure 
demonstrates two radiation patterns for each 
frequency: one for perfect radiations of antenna 
elements and another for degradation in some 
antenna elements. 

 
 
 
 
 

Fig. 10. H-plane directivity patterns of 4×4 array 
for perfect and degraded antenna at 16.2GHz. 

Fig. 11. H-plane directivity patterns of 4×4 array 
for perfect and degraded antenna at 16.4GHz. 

Fig. 12. H-plane directivity patterns of 4×4 array 
for perfect and degraded antenna at 16.6GHz. 
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Fig. 13. H-plane directivity patterns of 4×4 array 
for perfect and degraded antenna at 16.8GHz. 
 
A. Antenna fabrication 
    Here, the practicability of the suggested method 
has been examined through the array diagnosis 
procedure realization on a fabricated antenna. 
Figure 14 represents the fabricated antenna of Fig. 
1. First, the antenna output has been measured 
with all array elements in perfect radiation 
condition. The related radiation patterns can be 
observed from Fig. 15 to Fig. 18 that are all 
normalized to take their maximum amplitude at 
0dB. As it could be seen, there is a good 
agreement between the simulated radiation 
patterns and the measured ones. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. Fabricated microstrip array antenna. 
 
 
 
 
 
 

Fig. 15. Simulated and measured H-plane radiation 
patterns of perfect antenna at 16.2GHz.  

Fig. 16. Simulated and measured H-plane radiation 
patterns of perfect antenna at 16.4GHz. 

Fig. 17. Simulated and measured H-plane radiation 
patterns of perfect antenna at 16.6GHz. 
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Fig. 18. Simulated and measured H-plane radiation 
patterns of perfect antenna at 16.8GHz. 
 
B. Fault generation on the fabricated antenna 
    To create failure in a radiation pattern, one of 
the possible fault configurations has been 
implemented on the fabricated antenna. In this 
stage, the adjacent feed lines of two randomly 
chosen elements has been broken down in such a 
way that elements became completely out of direct 
excitation. The corresponding measured radiation 
patterns are illustrated in Fig. 19 to Fig. 22 that are 
also normalized to take maximum amplitude of 
0dB. The failure elements could be seen as white 
marked elements in Fig. 19. 

Fig. 19. Simulated and measured H-plane radiation 
patterns of degraded antenna at 16.2GHz. 

 
 
 

 

Fig. 20. Simulated and measured H-plane radiation 
patterns of degraded antenna at 16.4GHz.  

Fig. 21. Simulated and measured H-plane 
radiation patterns of degraded antenna at 
16.6GHz.  

Fig. 22. Simulated and measured H-plane radiation 
patterns of degraded antenna at 16.8GHz. 
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C. Patterns sampling and ANN training 
    It could be observed from Fig. 15 to Fig. 22 that 
in comparison with the simulation results 
considerable mismatching in the measurement 
results comes about elevation angles beyond the = − °, ° . So to construct the neural 
network input vectors the radiation patterns are 
sampled in this specific range. Besides all required 
specifications of the radiation patterns such as 
main lobe amplitude and side lobes level could be 
elicited easily from this sampling range. 
    As a result of array symmetry and elements 
bordering there are a lot of fault cases that 
radiation patterns of them have no conspicuous 
difference from each other. These cases mostly 
happen in two sides of antenna X direction 
symmetry axis due to the exact same geometrical 
shape of these two halves. To simplify the 
procedure, from the entire simulated patterns of 
each frequency, 54 fault cases could be removed 
including both the repeated cases and don’t care 
cases. All other 83 failure cases have been 
employed for neural network training and fault 
diagnosis process. 
    Here, the neural network is a three layer MLP 
neural network with a sigmoid transfer function in 
the hidden layer and a linear transfer function in 
the output layer. The number of input neurons is 
equal to the number of radiation patterns samples. 
The neural network has been initialized for the 
learning procedure with two different input 
vectors: one with 5 degree steps and another with 
1 degree steps sampling along the simulated 
radiation patterns. The number of output layer 
neurons is equal to the maximum number of array 
defective elements which in the assumed problem 
is two elements. The number of hidden layer 
neurons depends on the problem circumstances. In 
this work, the number of hidden layer neurons has 
been chosen 100 neurons. The procedure followed 
to select the proper value for hidden layer neurons 
consists of two test sets: one the same as train set 
input vector and another with 0.2dB error from the 
train set. It has been explored from several training 
and testing procedures that the network with less 
than 100 neurons in hidden layer didn’t reach the 
goal of 100% failure detection even for testing its 
own train sets. On the other hand, the network 
with more than 100 neurons in a hidden layer 
didn’t seem reliable enough for fault detection of 
cases with 0.5dB error at the desired accuracy. So 

100 have been preferred as optimal value for the 
number of hidden layer neurons of MLP neural 
network in this work. Table 1 shows the neural 
network training parameters.  
    Preprocessing of the neural network inputs 
comprises a normalization procedure that results in 
smoother variations in the input vectors of the 
MLP neural network. The neural network training 
input vector is some samples of all simulated 
degraded patterns plus one perfect radiation 
pattern. Output vector consists of two neurons that 
are labeled with two numbers from 1 to 16 
corresponded to the failed elements location from 
the left top of the array antenna in Fig. 1 and an all 
zero column corresponded to the perfect radiation . 
 
Table 1: MLP neural network training parameters 
for 2 different sampling steps 

Sampling step ( °) 5 1 
Input layer neurons 21 101 

Hidden layer neurons 100 100 
Output layer neurons 2 2 

Transfer function msereg msereg
Performance function goal 1×10-8 1×10-8

Performance ratio 0.99 0.99 
Learning rate 0.05 0.05 

Training time (min) 10-12 20-25 
 

D. Fault exploitation using the trained MLP 
neural network   
    The trained MLP has been tested by the 
fabricated faults. Radiation patterns of the 
fabricated degraded antenna at = 0° principle 
planes have been normalized to a normalization 
factor that has been obtained from the average of 
the neural network input vectors.  The normalized 
pattern has been sampled in elevation angles of −50°, 50°  in two sampling sets of 21 samples 
and 101 samples.  
    Exploitation of an antenna failure situation from 
the response of the neural network could be 
performed through the defining of some element 
failure vicinities. In the other word, the surface of 
the array antenna could be imagined as a 16 blocks 
continues radiating surface in which one block 
malfunctioning may result in closely the same 
degradations as the adjoining block does.  For 
each failing element candidate, this vicinity has 
two boundaries defined as ± 0.5 where X is an 
integer value from 1 to 16 corresponding to the 
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elements number. The neural network response 
deviation rate can be adjusted via the obtained 
results distances from these boundaries. Because 
of the elements symmetry in the most general 
array structures, Utilization of the neural network 
may result in several answers. For example, if the 
neural network responses are 7.45 and 12.7 it 
means that all elements of 7, 8, 12, and 13 have 
some chances to be the failed element. Thus, the 
deviation of network responses from the 
boundaries of these element numbers ( ± 0.5) 
determines the failure happening probability of 
each of these elements. In this example, the 
boundaries of elements 7 and 8 are respectively 
[6.5, 7.5] and [7.5, 8.5]. So according to the neural 
network response, the failure happening 
probabilities of elements 7 and 8 are, respectively, 
100% and 95%. The best preferred answer would 
be the one that has minimum departures from 
some specified response vicinity. 

 
VI. RESULTS AND DISCUSSIONS 

    The results of the trained MLP neural network 
in response to the degraded pattern of fabricated 
antenna showed satisfactory success rates. These 
results for two trained MLPs have been illustrated 
in Table 2 and Table 3. There are three collections 
of answers that are arranged based on the 
occurrence probability. Answer collections 1 to 3 
include the responses with, respectively, 100%, 
above 80% and between 20% and 80% happening 
probabilities.  
    The corresponding success rates of the trained 
MLP results could be  observed  from  Fig. 23  and 
 
Table 2: Test results of the MLP neural network 
trained with radiation patterns 21 samples 

 
Table 3: Test results of the MLP neural network 
trained with radiation patterns 101 samples 

Fig. 24 which show the accomplishment of the 
method in detecting the area of the fabricated 
failures. The ideal answers would be 10 and 11 
resulted from fault locations illustrated in Fig. 19 
with white marked elements. Success rates 
illustrated in Fig. 23 and Fig. 24 determine the 
closeness percents of 1st answer sets to the desired 
answers that are [9.5, 10.5] and [10.5, 11.5], 
respectively, for elements 10 and 11. As a result of 
array elements bordering it should be mentioned 
that answers with success rates of less than 100% 
are also in the matter of consideration. This means 
that all of the fault diagnosis procedures need to be 
accompanied with one of the compensation 
methods and a second measurement to assure the 
correctness of the detected failures. The procedure 
needed for exploring other cases of faults such as 
1 or 2 other elements failure from the trained MLP 
is the same. This method in corporation with a 
reliable measurement can be applied on any type 
of linear or planar arrays and it also can be 
programmed on some hardware such as FPGA for 
real time applications. 
 

VII. CONCLUSION 
    A fault detection method was proposed for 
planar array antenna elements diagnosis based on 
some samples of their degraded radiation patterns. 
A MLP neural network was trained for mapping 
the degraded radiation patterns to the 
corresponding configurations of array elements 
failure. The proposed method was implemented on 
a fabricated 4×4 micro-strip planar array antenna 
degraded with interrupting the feed  lines  of  some 

3rd answer set 2nd answer set 1st answer set MLP neural network outputs Frequency (GHz) 
12 --- 10 13 11 12 10.7 12.5 16.2 
--- --- 9 11 10 12 9.54 11.7 16.4 
9 --- --- 11 10 12 9.89 11.7 16.6 

--- 11 10 --- 9 12 9.45 12.2 16.8 

3rd answer set 2nd answer set 1st answer set MLP neural network outputs Frequency (GHz) 
--- 11 10 --- 11 10 10.56 10.01 16.2 
--- --- 10 10 11 11 10.8 10.62 16.4 
--- 12 9 --- 10 11 9.67 11.14 16.6 
--- 10 10 --- 9 11 9.34 10.83 16.8 

676 ACES JOURNAL, VOL. 26, NO. 8, AUGUST 2011



 
Fig. 23. Fault location diagnosis success rates of 
MLP neural network trained with 21 samples at 4 
frequencies. 

 
Fig. 24. Fault location diagnosis success rate of 
MLP neural network trained with 101 samples at 4 
frequencies. 
 
randomly chosen elements. The MLP neural 
network outputs showed a fast and successful 
achievement of method to the fault happening 
areas. The major difference between this work and 
the preceding works is in the consideration of 
mutual coupling effects as well as the radiated 
field of the so called faulty element. 
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Abstract ─ The effects of the design parameters 
for a printed circuit board (PCB)-chassis system 
such as the slots on the chassis, the decoupling 
capacitors on the PCB, and the grounding posts 
(screws) connected between the PCB and the 
chassis are investigated using numerical analysis. 
These design parameters can affect the radiated 
emissions of the PCB-chassis system by changing 
or removing the resonances of the PCB and 
chassis. This numerical investigation represents a 
promising guideline for optimizing the number 
and location of grounding posts with regard to the 
placement of slots on a chassis and of decoupling 
capacitors on a PCB. The simulated results are 
shown to be consistent with the corresponding 
theoretical interpretations. Several design guides 
are summarized in the conclusion.  
  
Index Terms ─ Chassis, decoupling capacitors, 
grounding posts, printed circuit boards, radiated 
emissions, resonance frequency, slots.  
 

I. INTRODUCTION 
Owing to the continually increasing speed of 

digital devices, it is becoming more difficult to 
solve electromagnetic interference (EMI) 
problems. Accordingly, EMI design is emphasized 
gradually in the development of electric devices at 
the early stage. Up until now, various studies and 
techniques aimed at reducing radiated emissions 
from high-speed digital systems have been 
conducted over a long period of time. The noise 
mitigation effect of local decoupling capacitors for 
the power bus designs of printed circuit boards 
(PCBs) was demonstrated in [1, 2]; the impact of 
ground plane stitching on the radiated EMI of a 
multilayer power-bus stacked PCB was studied in 

[3]; and the shielding characteristics of a 
rectangular chassis were investigated in terms of 
the shape of multiple apertures or slots in [4, 5]. 
However, most of the previous works were 
focused on modeling the PCB or chassis 
(enclosure) itself. Recently, more analytic 
approaches have been conducted to electrically 
and optimally model the grounding post as simple 
closed-form expressions, and then to rigorously 
investigate PCB-chassis cavity resonant emissions, 
even though the chassis was merely modeled as a 
conducting plane [6, 7]. Nevertheless, there have 
not been enough studies on system-level EMI 
countermeasures and improvements that consider 
PCB and chassis simultaneously.  

To clearly perceive why the system-level EMI 
analysis including PCB and chassis together is 
very important, it is necessary to mention our real-
world experience. Due to design simplicity and 
cost efficiency, the plastic back-cover of liquid 
crystal display (LCD) TV was once replaced by 
metal case. Most EMI engineers expected that the 
radiated emission from the LCD TV would 
decrease more than before because of the metallic 
back-cover. However, the radiation peaks which 
were never occurred when using plastic mold 
cover took place due to additional resonance by 
the metal case. To remedy this problem, the 
position of some screws was adjusted to avoid 
resonance phenomena. This real experience 
motivated us strongly to investigate the design 
method for the PCB-chassis system.  

In this paper, from the EMI point of view, we 
present practical design methods or optimal 
guidelines of the PCB-chassis structures which can 
be directly available to every engineer involved in 
the design of realistic and complicated high-speed 
digital system. This paper, taking into account the 
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previous experience in modeling and measuring 
the PCB-chassis system, makes a step forward, by 
proposing a more detailed design approach for the 
optimization of the PCB-chassis system, based on 
numerical analysis. Our study focuses on bringing 
about a reduction of radiated emissions from the 
PCB-chassis system by using a combination of 
slots on the chassis, grounding posts, and 
decoupling capacitors on the PCB. Valuable 
design guidelines were inferred and provided from 
an investigation by numerical analysis. 
 

II. GEOMETRY OF THE PROBLEM 
Generally, the PCBs of electronic devices are 

mounted on a metallic enclosure or chassis. This 
metallic chassis serves both as a shield and as an 
electrical ground. The chassis commonly has a slot 
or array of slots in order to ventilate the system. 
Slot design is an important factor in reducing the 
radiated emissions from PCBs with a chassis. 
When the PCB with power and ground planes is 
mounted near and parallel to the metal chassis, 
there are two types of resonances: power/ground 
plane resonance and chassis cavity resonance [8]. 
Grounding posts or screws are used to make an 
electrical connection between the PCB’s ground 
and chassis. The number and location of them may 
have an influence on changes of resonance, which 
in turn affect the radiated emissions over a wide 
frequency range [8-10]. Most PCBs also comprise 
a couple of decoupling capacitors to have a 
qualified power supply system. The number and 
location of the decoupling capacitors may also 
have an influence on changes of the resonances. 

A PCB-chassis system consisting of a four-
layered PCB and chassis with a slot was simply 
modeled, as depicted in Fig. 1. The PCB featured a 
microstrip-type trace extending to the top and 
bottom planes with two through-hole vias. The 
PCB has width of 55.88 mm, length of 99.06 mm, 
and thickness of 1 mm with the dielectric substrate 
of εr = 4.5. A metallic chassis has the dimensions 
of 200 mm × 150 mm ×20 mm and a slot (100 mm 
× 4 mm) placed at the center of the upper side. The 
walls of the chassis were assumed to be perfect 
electric conductors and their thickness is 1 mm. 
The PCB was located at the center of the chassis.  

The radiation mechanism of the PCB-chassis 
system is shown in Fig. 1(b). The PCB could 
generate radiation not only from the signal traces 
but along the edges of the power and ground plan- 

 
(a) 

 
(b) 

Fig. 1. (a) Simulation geometry and (b) radiation 
mechanism of the PCB-chassis system. 
 
es due to the via transitions of high-speed signals 
[11, 12]. The edge radiation from the PCB was 
maximized at the resonance frequencies of its 
power and ground planes. The radiated field from 
the PCB’s edge caused resonance of the chassis. 
The resonance field of the chassis was radiated 
through the slot.  

In this paper, numerical analyses were carried 
out using a full-wave finite integration technique 
(FIT) simulator, the CST Microwave Studio 
(MWS) [13]. The accuracy of the CST MWS in 
analyzing the PCB within a chassis with apertures 
has been demonstrated in [5, 10, and 14], where 
strong agreement with measurements and other 
numerical methods was obtained. When we 
calculated the radiated emissions from the PCB-
chassis system using the CST MWS, a macro 
function named EMC-Norm was used to evaluate 
the broadband behavior of the maximum electric 
field strength (µV/m) at a distance of 3m from the 
structure.  

 
III. NUMERICAL ANALYSIS 

A. Resonances of PCB and PCB-chassis system 
The resonances of the PCB and chassis are 
determined according to their size and their 
material properties. When the power and ground 
planes of  the PCB and the material of  the  chassis 
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are perfect conductors, the resonance frequencies 
of the PCB and chassis can be represented by 
equations (1) and (2), respectively,  
 

22

002

1















b

n

a

m
f

r

PCB
mn




, (1) 

 
2 2 2

Chassis
mnp

0 0

1 m n p
f ,

L W H2

  
  

            
     

   (2) 

where m, n, p = 0, 1, 2, ∙∙∙, and a, b are the sizes 
of the PCB, εr is the permittivity of the PCB’s 
substrate, and L, W, H are the sizes of the chassis.  
Table 1 shows the resonance frequencies 
calculated by theoretical equations (1) and (2) for 
the PCB and chassis of the simulated model. 
Figure 2 shows the radiated emissions from the 
PCB alone and PCB within the chassis. The 
radiated emission from the PCB alone has peaks at 
resonance frequencies of around 730 MHz, 1.48 
GHz, 2.5 GHz, and 2.9 GHz, which are almost 
identical to the theoretical calculation shown in 
Table 1. Radiation peaks from the PCB-chassis 
system occur at the frequencies of around 749.5 
MHz, 1.25 GHz, and 1.8 GHz, which are also 
consistent with the theoretical calculation. As 
shown in Fig. 2, the radiated field of the PCB 
within the chassis is around 40 dB less than that of 
the PCB alone, which means that the metallic 
chassis is explicitly effective to electromagnetic 
shielding. For validation, the results of HFSS 
simulation based on finite-element (FE) method 
[15] are also plotted in Fig. 2. Good agreement can 
be observed between the results of CST and HFSS 
simulations. 

 
Table 1: Resonance frequencies of the PCB and 
chassis 

PCB’s resonance frequencies calculated by (1) 

 m=0 m=1 m=2 
n=0  713.3 MHz 1.427 GHz 
n=1 1.265 GHz 1.452 GHz 1.906 GHz 
n=2 2.529 GHz 2.628 GHz 2.904 GHz 

Chassis’s resonance frequencies calculated by (2) 

  m=0 m=1 m=2 
p=0 n=0  749.5 MHz 1.499 GHz 

n=1 999.3 MHz 1.249 GHz 1.802 GHz 
n=2 1.009 GHz 2.135 GHz 2.498 GHz 

 

 

 
Fig. 2. Radiated emissions from the PCB alone 
and PCB within the chassis. 
 
B. Effect of slot on radiated emissions from the 
PCB-chassis system 

The slot on the chassis is an important factor 
with respect to the EMI radiation of electronic 
systems. Figure 3(a) shows the radiated emissions 
according to two kinds of slot placement. The 
radiated EMI level shows obvious differences 
between Chassis 1 and Chassis 2 of above 30 dB 
throughout the entire frequency range. In the case 
of Chassis 2, the radiated emission is almost at the 
same level as that of the PCB alone. The chassis 
became useless in terms of the shielding property 
of the system. The reason why the radiated 
emission of Chassis 2 is greater than that of 
Chassis 1 can be explained by examining the 
surface current on the chassis, as shown in Fig. 
3(b). The surface current is induced on the inner 
side of the chassis by the current on the trace of 
the PCB. When the long direction of the slot 
coincides with the direction of the surface current 
on the chassis (as in the case of Chassis 1), the 
surface current is only slightly perturbed by the 
slot. Otherwise, when the long direction of the slot 
is perpendicular to the direction of surface current 
on the chassis (as in the case of Chassis 2), the 
surface current on the chassis is seriously 
perturbed by the slot. This perturbed surface 
current flows out over the chassis through the slot, 
resulting in serious radiation. Therefore, it is 
important to minimize the surface current so as to 
reduce radiated emission at the slot design stage. 
To decrease the surface current on the inner side 
of the chassis, the long direction of the slot should 
be parallel to the critical traces flowing high-speed 
signal current. 
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(a) 

 

 
(b) 

Fig. 3. (a) Radiated emissions from PCB-chassis 
systems with different placements of slot and (b) 
surface current on the chassis at 749.5 MHz. 
 

 
Fig. 4. Two simulation models of the PCB-chassis 
system with grounding posts. 
 
 C. Effect of grounding posts on radiated 
emissions from the PCB-chassis system  

Grounding posts (GPs) are commonly used to 
connect electrically with the PCB ground and 
chassis ground, and can change the resonance 
frequency of the PCB-chassis system.  

To investigate the effect of the GPs on 
radiated emissions from the PCB-chassis system, 
we considered two simulation models as illustrated 
in Fig. 4. The radiated emissions from the PCB-
chassis system with two GPs situated near the via-
hole (Case 1) and four GPs located at the corner 
(Case 2) were numerically analyzed. For the 
simulation, the GPs were modeled as conducting 
pillars with a radius of 0.6 mm. As shown in Fig. 
5(a), the GPs did not have any effect on radiated 
emissions at 0.7495 GHz, which is the f100 
resonance frequency of the chassis. However, the 
EMI peak at 1.249 GHz, which corresponds to the 
f110 resonance frequency of the chassis, 
disappeared by GPs. 

 

 
(a) 

 

 
(b) 

Fig. 5. (a) Radiated emissions from the PCB-
chassis systems with differently positioned 
grounding posts and (b) 3D/2D electric field 
distributions inside the chassis. 
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This phenomenon can be clearly seen in the 
3D electric field distributions inside the chassis at 
1.249 GHz, as depicted in Fig. 5(b). In Case 1, the 
EMI peak was moved from 1.249 GHz to 1.4266 
GHz, which is identical to the f20 resonance 
frequency of the PCB. The EMI peak of Case 2 
turned up at 1.4579 GHz, which is close to the f20 
resonance frequency of the PCB. The 2D electric 
field distributions shown in Fig. 5(b) support these 
results. They show the resonances of the PCB and 
chassis at the f20 mode and f110 mode, respectively. 
Lastly, the EMI peak at 1.8 GHz was removed in 
Case 1, and was moved to 1.6 GHz in Case 2. 
From these results, it was observed that the EMI 
peaks from the resonances can change 
considerably due to the position of the GPs 
connected between the PCB and chassis. 
Next, in order to investigate the effect of changing 
the number and position of the GPs on radiated 
emissions, we considered six cases of PCB-chassis 
system, as shown in Fig. 6(a).  These simulated 
structures can be divided into two groups by 
symmetry along the direction of the slot.   Corner 
2s and Corner 4 (also including no GP) have 
symmetrical GPs with respect to the slot. On the 
other hand, Corner 1, Corner 2, Corner 2x, and 
Corner 3 have asymmetrical GPs with respect to 
the slot. The microstrip on the PCB and the slot on 
the chassis were placed in the same direction in 
both groups. Figure 6(b) shows the surface current 
on the inner side of the chassis in each case at a 
frequency of 1.4567 GHz. As the asymmetry of 
the GPs increased, more surface currents were 
induced on the chassis with the slot. This can be 
seen clearly in the radiated emissions of each case, 
as shown in Fig. 7. The radiated emission levels 
were lower in the symmetric group than in the 
asymmetric group by as much as 30 dB. 
Increasing the number of GPs may not be the 
primary factor in the decrease of the radiated 
emission level. Although Corner 3 has more GPs 
than Corner 2s, its radiation level was 30 dB 
higher than that of Corner 2s due to the 
asymmetric placement of the GPs. This can be 
explained by investigating the E-field vector on 
the slot, as shown in Fig. 8. In the cases of the 
symmetric group (No GP and Corner 4), Ez 
component electric field which is normal to the 
slot surface was dominant. The Ey component 
canceled out on the slot when the PCB had 
symmetrically positioned GPs. Therefore, the 

magnitude of the Ey component became smaller. 
But, in the cases of the asymmetric group (Corner 
3 and Corner 1), the Ey component didn’t cancel 
out on the slot when the PCB had asymmetrically 
positioned GPs. The Ey component electric field 
was dominant on the slot. This tangential 
component made radiated emissions from the slot 
easily. If the Ey component is higher on the slot, 
the radiated field also increases. Consequently, it 
is important to note that GPs should be placed sy- 
mmetrically with respect to the long direction of 
the slot on the chassis so as to reduce the level of 
radiated emission. 
 

 
(a) 

 
(b) 

Fig. 6. (a) Simulation geometries with respect to 
the number and position of grounding posts and 
(b) their surface current distributions at 1.4567 
GHz. 
 
D. Effect of decoupling capacitors on radiated 
emissions from the PCB-chassis system 
Traditionally, the use of a decoupling capacitor is 
intended to mitigate switching noises between the 
power and ground planes by providing a low 
impedance path for the signal return current. 
Placing decoupling capacitors on a PCB can 
reduce or even eliminate the PCB’s resonant 
mode, and that also affects the edge radiation 
along the PCB and the radiated emission of the 
PCB-chassis system [16]. Figure 9 shows two 
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PCBs with different numbers of decoupling 
capacitors placed in different locations. One, 
called Decap 1, features 30 decoupling capacitors 
mounted along its edge like a fence. The 
decoupling capacitor fence replaces the open edge 
boundary with a short boundary condition. In [11], 
as the number of decoupling capacitors per unit 
length of the fence is increased, the amount of the 
edge radiation field emission is diminished. 
Another PCB, called Decap 2, consists of 4 
decoupling capacitors placed symmetrically 
around each via (i.e. a total of 8 decoupling 
capacitors were mounted on the PCB). Each 
decoupling capacitor has 10 nF. Simulations were 
conducted to examine the radiated emissions from 
these two PCB-chassis systems. As shown in Fig. 
10(a), there were some changes in the resonance 
frequency of the PCB-chassis system in both cases 
compared with the case of the PCB without 
decoupling capacitors. The EMI peak at 0.7495 
GHz, which corresponds to the f100 resonance 
frequency of the chassis, was removed in both 
cases. This was due to the degeneration of the f10 
resonance frequency (713.3 MHz) of the PCB, 
which can be seen clearly in the 3D electric field 
distributions, as depicted in Fig. 10(b). In the case 
of No Decap, i.e. the PCB without decoupling 
capacitors, the f10 resonance mode is clearly seen 
on the PCB at 0.7495 GHz. But, in the case of 
Decap 1, the  f10  resonance mode of  the PCB was 
degenerated by the decoupling capacitors. This 
means that the decoupling capacitors eliminated 
lower frequency resonance inside the PCB, 
regardless of the placement of the decoupling 
capacitors. However, the other resonance 
frequencies over 1 GHz were changed slightly. 
From the EMI point of view, little difference was 
observed between Decap 1 and Decap 2. 
Consequently, the use of the decoupling capacitor 
is an effective way to reduce radiated emissions 
from the PCB-chassis system in the MHz range, 
although its influence is scant in the GHz range. 
 

Finally, we investigated the combined effect 
of grounding posts and decoupling capacitors on 
radiated emissions from the PCB-chassis system. 
As indicated in the previous results, each 
grounding post and decoupling capacitor is an 
effective element in changing the radiation peaks 
or in reducing the EMI level of the PCB-chassis 
system. 

 
 

 
Fig. 7. Radiated emissions from PCB-chassis 
systems with different grounding post structures. 
 

 
Fig. 8. Vector plotting of the electric field within 
the slot. 
 
 

 
Fig. 9. Two PCBs with decoupling capacitors. 
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(a) 
 

 
(b) 

Fig. 10. (a) Radiated emissions from the PCB-
chassis systems with different placement of 
decoupling capacitors and (b) 3D electric field 
distributions inside the chassis at 0.7495 GHz. 
 

 
Fig. 11. Radiated emissions from the PCB-chassis 
systems for the combined placements of grounding 
posts and decoupling capacitors. 
 

In reality, both elements are used at the same 
time when designing the PCB-chassis system. 
Therefore, it is important to consider the 
correlation between the grounding post and the 
decoupling capacitor in reducing the radiated 
emissions.   

From Figs. 4 and 9, we can make four 
combined placements of grounding posts and 
decoupling capacitors. Figure 11 represents the 
simulated results of radiated emissions. As 
mentioned previously, the f100 resonant mode of 
the chassis at 0.7495 GHz was removed from the 
EMI peaks by placing decoupling capacitors, and 
also the resonance peak at 1.249 GHz was moved 
to around 1.4266 GHz by the grounding posts. In 
Case 1, a resonant peak was newly brought into 
being at 1.6 GHz by adding decoupling capacitors, 
when we compared with Fig. 5(a). In Case 2, the 
moved resonant peak at 1.6 GHz shown in Fig. 
5(a) returned to 1.8 GHz due to the decoupling 
capacitors. From these results, the structure of 
Case 2 combined with Decap 2 shows a lower 
level of radiated emissions and fewer EMI peaks 
than the others, with the exception of the EMI 
peak at 1.4266 GHz. Consequently, proper 
placement of the grounding posts and decoupling 
capacitors can eliminate or change the EMI peaks 
effectively. 

 
IV. CONCLUSION 

To reduce radiated emissions from the PCB-
chassis system, the design parameters such as a 
slot on the chassis, decoupling capacitors on the 
PCB, and grounding posts (screws) connected 
between the PCB and chassis were investigated 
using numerical analysis. The results of simulation 
demonstrate that the shape of the slot, the placing 
of decoupling capacitors, and the number of 
grounding posts and their locations can have a 
significant influence on the level of radiated 
emissions of the PCB-chassis system. Several 
design guidelines are summarized as follows:   

• The long direction of the slot should be 
parallel to the critical traces on the PCB.   

• The number and location of grounding 
posts influence changes in the resonant 
frequencies of the PCB-chassis system. 

• The grounding posts should be placed 
symmetrically with respect to the long direction 
of the slot on the chassis. 

• The placing of decoupling capacitors is an 
effective way to reduce radiated emissions from 
the PCB-chassis system in the MHz range, but 
it has little influence in the GHz range. 
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•  Proper placement of the grounding posts 
and decoupling capacitors together can 
eliminate or change the EMI peaks effectively. 

 

These guidelines are considered helpful in 
reducing radiated emissions from the PCB-chassis 
system at the design stage. 
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Abstract ─ In this paper, a full wave analysis of 
substrate integrated waveguide (SIW) structures is 
presented based on the moment method in 
combination with the mode matching technique. 
Initially, input and output post pairs are terminated 
with two waveguide sections. Then waveguide 
width, as an unknown variable, is adjusted to 
obtain minimum reflection from the SIW. Field 
distribution in the structure and current density on 
posts as well as dispersion characteristic of the 
SIW are investigated. Also, by taking the 
advantage of the moment method, analysis of the 
structures with longitudinal discontinuity along the 
wave propagation direction is offered. 
Furthermore, versatile instances are analyzed and 
compared with experimental values, results from 
high frequency structure simulator (HFSS), and 
numerical methods in recent literature. Good 
agreement between the results verifies the 
accuracy of the hybrid method. 
  
Index Terms ─ Bandpass filter, method of 
moment, mode expansion, mode matching 
technique, substrate integrated waveguide.   
 

I. INTRODUCTION 
Substrate integrated waveguides (SIW’s) have 

emerged as a promising substitution for circuits 
and components operating in a millimeter-wave 
and terahertz region. They combine the high-Q-
factor and low-loss merits of traditional 
rectangular waveguides with the simplicity of 
planar fabrication and low-cost integration. 
Nowadays, many microwave circuits are designed 
based on SIW technology [1-4]. Some empirical 

equations have been reported to accurately 
characterize the dispersion behavior of the SIW 
[5-7]. However, they are not accurate for all values 
of lateral cylinder spacing and cylinder diameter 
as well as frequency of operation. In [8], 
measurement results confirm the frequency 
dependence of equivalent width which has not 
been taken into account in closed-form formulas 
of [5-7].  

Various numerical techniques such as finite 
element method (FEM), finite difference time or 
frequency domain (FDTD/FDFD), transmission 
line method (TLM), method of line (MoL), and 
method of moment (MoM), can be developed to 
analyze the structure under consideration [9-13]. 
Furthermore, in [14] a fast and simple technique is 
employed to calculate dispersion characteristics of 
SIW structure. However, it is not as accurate as 
mentioned time-consuming numerical methods for 
a wide range of structure parameters. 

In these methods, for achieving reasonable 
accuracy, one must choose a grid size small 
enough which results in an enormous number of 
cells for the cavity and microstrip space and thus 
requires a large amount of computer memory and 
computation time. To overcome these problems, 
the hybrid of moment method and mode matching 
technique is employed to expand modes in the 
structure based on Cartesian eigenfunctions [15]. 
The most considerable advantage of the proposed 
method is that it can be easily extended to the 
structures with longitudinal discontinuities.  

This paper is organized as follows: In section 
II, the theoretical issues are explained to extract 
the equivalent waveguide width of the SIW. Then, 
the extension of the proposed method to SIW 
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structures with longitudinal discontinuities is 
presented. In section III, the accuracy and 
generality of the proposed method is verified by a 
number of examples consisting of planar 
discontinuities in SIW structure. Finally, section V 
concludes the paper. 
 

II. THEORETICAL ISSUES 
 

A. Equivalent waveguide width of the SIW 
Figure 1 shows an x-z cut of a typical two-port 

substrate integrated waveguide in which metallic 
posts are inserted in dielectric substrate. In order 
to expand the fields inside the structure based on 
Cartesian coordinate system, a closed metallic 
contour is generated to enclose the circuit as 
shown in Fig. 1. This enclosure consists of input 
and output waveguide sections with the same 
width of W1 and two metallic walls far from the 
metallic posts. The effect of the enclosure is 
negligible if the field is well confined in the 
analyzed SIW. It is worth mentioning that the 
value of W1 which causes minimum reflection at 
the input and output ports represents the 
equivalent width of the SIW. In matched 
condition, there is no reflection from input and 
output ports of the whole structure. Therefore, the 
equivalent width only depends on characteristic 
dimensions of the SIW. First, consider a pair of 
circular posts in the rectangular waveguide as 
illustrated in Fig. 2a. The equivalent problem is 
created by replacing the posts with a number of 
uniform current filaments running from top to 
bottom. In this case, as Fig. 2b shows, the electric 
Green’s function of the structure can be obtained 
by considering a current filament at (xi , zi) as 
below 

i i i i i iJ ( x , z ) I ( x x ) ( z z )     . 
Afterwards, the electric field in the structure can 
be obtained as 

i i i i i
i

E ( x , z ) G ( x , z / x , z ) I ( x , z )  . 

By nullifying the total electric field on the post 
surfaces, the currents on the posts and scattering 
parameters of the structure are calculated [16]. In 
the following, the analysis of one pair of posts is 
generalized to multi pairs. The structure in Fig. 1 
is divided into M+2 regions. There are (M-1) pairs 
of posts instead of only one pair of posts. In fact, 
analysis method of one pair posts in rectangular 

waveguide is firstly discussed and then is 
generalized to multi-posts. For the structure under 
consideration, as illustrated in Fig. 3a, the 
following current delta functions are inserted 
along the waveguide to obtain the Green’s 
function of the structure.  

1( ) ( j ) ( M )
i i i i yˆI { I , , I , , I }a   . 

In SIW structures only TEn0 modes can be 
excited and extracted, due to evanescence of the 
surface current on lateral walls. Therefore, the 
current filaments have no variations in y-direction, 
and hence, are uniform. The above current 
functions are shown in Fig. 3b. Each current 
filament in region k (Rk) can be described by  

k k k k k k
i i i i i i

k

J ( x ,z ) I ( x x ) ( z z )

i 1, , p .

    

 
            (1)            

                     

 
Fig. 1. Top view of the substrate integrated 
waveguide circuit. 
 

In which ( k
i

k
i z,x ) is the location of ith-

filament in kth-region and Pk is the number of 
current filaments in kth-region. To obtain the 
current distribution on posts, the method of 
moment is employed. The scalar potential function 
in the region k (Rk) can be written as 

2

k
nh ( z )

k k k
n n[ A exp( j z ) B exp( j z )]

n ( x b / )
cos( )

b

  



   







 .   (2a) 

Similarly, the scalar potential functions for the 
input and output waveguide sections, as shown in 
Fig. 1, can be represented by 

)
W

)2/Wx(n
cos()zjexp(B

1

1

1n
n

0
n

0 
 



 .     (2b) 

)
W

)2/Wx(n
cos()zjexp(A

1

1
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n
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 .  (2c) 
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in which k
nA and k

nB are coefficients of forward 

and reflected TEn0
  modes in kth region of Fig. 3b 

and  
22

n )b/n(  , 

2
1

2
n )W/n(  , 

are the propagation constant of the structure. 
Taking into account the continuity and 
discontinuity of tangential electric and magnetic 

fields at )z,x( k
i

k
i , we have [16] 

)
b

)2/bx(n
sin(

n

j2
)

z

h

z

h
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k
i

zz

1k
n

k
n

k
i

















,     (3a) 

)z,x(h)z,x(h k
i

k
i

1k
n

k
i

k
i

k
n

 .                            (3b) 

 

(a) (b) 
Fig. 2. (a) A pair of circular posts that are composed 
of a number of current delta function (b) a current 
delta function in the rectangular waveguide. 
 

 
(a) 

(b)
Fig. 3. (a) SIW’s post pairs enclosed with lateral 
conducting walls (b) currents delta functions of the 
structure. 
 

By inserting (2a) in (3), following two recursive 
equations are obtained. 





k

2r

rr
1

1k ]I[]C[]A[]A[  ,            (4a) 





k

2r

rr
2

1k ]I[]C[]B[]B[ ,                (4b) 

in which 
Tk

N
k
1

k ]A,,A[]A[  ,  Tk
N

k
1

k ]B,,B[]B[   

and  Tr
P

r
1

r ]I,,I[]I[  . 

The rth-row and sth-column element of the 
coefficient matrices are as follows 
 

1,

2,

( / 2)
sin( ) exp( )

( / 2)
sin( ) exp( )

2

1, 2, ,  1,2, ,  

k
k s

rs r s
r

k
k s

rs r s
r

k

r x b
C j z

r b

r x b
C j z

r

r N and s P

 


 


 
 




   
   

, 

where, N and Pk are the number of modes and 
current filaments in region k, respectively. The 
other sets of equations are achieved by matching 
the tangential electric and magnetic fields at the 
junctions of input and output waveguide ports to 
SIW region. By applying mode matching 
technique at z=0 and z=L, the following equations 
are extracted as [17]  

][E]][B[E]][A[E Exc
11 21  .                          (5a) 

[0]]][B[F]][A[F MM 21  .                            (5b) 

where, 
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Considering (4) and (5) for k=M, the following 
relations are obtained. 
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Hence, using (4) and (6), [Ak] and [Bk] can be 
written in terms of excitation wave and currents on 
posts. This allows us to apply Galerkin’s testing 
procedure into the solution process. Equating the 
total tangential electric field to zero at the points 

of the filaments results in 


M

2k

kP equations and 




M

2k
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 .   (7) 

            

In which )z,x( k
p

k
p indicates the location of pth-

current filament in kth-region and }M,,2,1{k  . 
By inserting (4) in (7), the coefficients of currents 
on posts and field distribution in the structure can 
be achieved. Scattering parameters at waveguide 
ports are obtained from following relations   

]][[][][][ 11
1

0
11 BAHEBS   ,                   (8a) 

M 1 M M
21 2 3[S ] [A ] [H ][A ] [H ][B ].                 (8b) 

In which the elements of the above matrices are as 
follows 
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H s

r1

s
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 , 

and E is a N1 -columnar vector which depends 
on the excitation mode of the input waveguide 
port. Considering the TEn0- mode as an excitation 
mode, the nth element of R is 1 and the other 
elements are zero.  

   In the above formulation, W1 is the equivalent 
width of SIW which should result in minimum 
reflection when these two waveguide ports are 
located at input and output of SIW waveguide, 
according to Fig. 1. In this case, W1 is chosen as an 
unknown parameter. Optimization process initiates 
with W1=W and by reducing the value of W1 in each 
step, the value of which results in minimum 
reflection is considered as an equivalent width of 
SIW.   

 

B. Discontinuity along the propagation 
direction 

By obtaining the equivalent waveguide width 
of the SIW, it is possible to evaluate the above 
procedure for the analysis of the longitudinal 
discontinuity along the substrate integrated 
waveguide. Figure 4 shows an inductive 
discontinuity in the SIW structure. In this case, in 
addition to SIW’s posts, the inductive post is 
divided into a number of current filaments. 
Following the above procedure, the currents on 
posts and the scattering parameters of the 
discontinuity can be calculated from (7) and (8). 

 
III. RESULTS AND VALIDATION 

EXAMPLES 
It is shown, in the following, that the presented 

technique provides good agreement with recently 
theoretical and measurement data. Consequently, 
the proposed method is applied to the analysis of 
microwave and millimeter-wave SIW circuits. As 
a first case, consider the structure shown in Fig. 1 
with the geometrical parameters of 0.8d mm , 

2S mm , 7.2W mm , b=10 mm, and 33.2r  .  
Equivalent waveguide width is an important 
parameter of the SIW structure and depends 
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strongly on post diameter (d), distance between 
cross-sectional (W) and longitudinal (S) posts [6]. 
Equivalent width results in minimum reflection at 
z=0 and has distinctly been denoted by W1 in Fig. 
1. The reflection coefficient of the structure as a 
function of port width W1, is indicated in Table 1. 
As it shows, increasing the number of posts in the 
longitudinal direction caused decreasing the effect 
of coupling between input/output posts with walls 
at z=0 and z=L. As a result, the equivalent width 
inclined to an optimum value. This value is in 
good accuracy in comparison to the result of 
Weff=6.866 mm obtained from the closed-form 
formulas of [6, 7].  

As the result shows, since the equivalent width 
of SIW is very near to its physical width, 
optimization process is not time consuming and 
after two or three steps, the method is converged. 
This effective width is very vital in SIW 
applications especially in filter designs. Dispersion 
characteristic diagram of SIW as a function of 
frequency compared with that of a rectangular 
waveguide whose equivalent width is calculated 
from [6] is illustrated in Fig. 4. The comparison 
verifies the accuracy of the proposed method. 
Furthermore, the electric field in SIW at a region 
between posts is illustrated in Fig. 5. As expected, 
outside of posts electric field diminishes 
exponentially. This guarantees the above 
mentioned point as the distance between posts is 
very small in comparison to wavelength in the 
structure, the leakage of the electromagnetic fields 
is negligible and the structure acts as a waveguide. 

The second example consists of an inductive 
post discontinuity in the SIW structure, as shown 
in Fig. 6, with the following parameters: d=1.1 
mm, S=2 mm, W=7.2 mm, and 2.33r  . The 
parameters of lumped equivalent circuit of 
discontinuity are necessary to design a bandpass 
filter.  

The variation of inductance as a function of 
post offset from center line of the structure is 
shown in Fig. 6. As the parameter e increased, the 
inductance of the circuit decreased which results 
in more reflection. 
An important feature of the method of analysis is 
that the fields and currents in the structure can be 
easily monitored. As an example, current density 
on posts as a function of post angle for e=2 mm is 
shown in Fig. 7.  

Following the filter design procedure and 
using the equivalent circuit parameter in Fig. 6, a 
third order bandpass filter is designed and 
analyzed by applying the mentioned method. Our 
simulation result is compared to the results from 
FDTD method and measurement of  [10] is shown 
in Fig. 8. Good agreement between the results 
verifies the accuracy of the method. 

As a last example, a third order bandpass post 
filter consisting of cylindrical cavities coupled to 
rectangular cavity through inserted posts, reported 
in [18], is analyzed. The configuration of the filter 
is shown in Fig. 9. 
 
Table 1: S11(dB) in terms of number of post pairs, 
for various values of W1 at f=15 GHz for Pk=12 
 W1 =6.6 

mm 
W1 =6.7 

mm 
W1=6.8 

mm 
W1 =6.9 

mm 
M=2 -24 -33 -35 -24 
M=3 -20 -26 -43 -25.4 
M=4 -19.6 -24 -32 -26 
M=5 -20.2 -25 -30 -27.5 
M=6 -20.6 -24.5 -33 -26.3 
M=8 -20.5 -24.1 -32.7 -26 
M=10 -20.6 -24.2 -32.5 -26.5 
 

Fig. 4. Dispersion characteristic of TE10-mode in 

the SIW. 

 

In this case, the proposed method is 
accompanied by the general scattering matrix 
(GSM) method [19] to accelerate the speed of 
process. The scattering parameters of the filter, as 
shown in Fig. 9, are compared with those 
calculated with the commercial code HFSS. 

With the hybrid method, the typical 
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computation time of the post filter in Fig. 10 is 
about 7 min, while the CPU time for HFSS 
simulation is usually over 12 min by the step size 
of 100 MHz. Also, the memory requirement in 
HFSS is much more than the proposed technique. 

  

 

Fig. 5. Ratio of electric field to maximum value of 
incident electric field at the region between gaps. 
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Fig. 6. Variation of inductance of equivalent 
circuit versus post distance e, from the waveguide 
side walls. 
 

 

Fig. 7. Current density versus angle from center of 
the inductive post for e=2 mm. 
 

  

 

Fig. 8. Measured and simulated scattering 
parameters of the inductive post filter. 
 

VI. CONCLUSION 
A hybrid approach which combines the 

method of moment and mode matching technique 
was proposed to study substrate integrated 
waveguide circuits with longitudinal 
discontinuities. In comparison to other numerical 
techniques, the proposed method is based on field 
theory and gives more insight about the 
electromagnetic behavior of the structure. 
Inserting waveguide ports in input and output of 
SIW permits to extract equivalent waveguide 
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width Also, the proposed method is validated 
through some examples. It provides excellent 
agreement with measurement and theoretical 
results reported in recent literatures and 
commercial electromagnetic simulators. Also, 
field distributions and current density on posts as 
well as dispersion properties of the SIW structure 
are investigated. It confirms that the SIW has most 
properties of conventional waveguide and is a very 
good candidate for designing microwave circuits. 

 

 
Fig. 9. Simulated scattering parameter of the 
bandpass post filter. 
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Abstract ─ A hybrid frequency- and angular- 
sweep interpolation method is proposed for the 
efficient analysis of the scattering over a broad 
frequency and angular band. This method 
hybridizes the cubic spline interpolation method 
and the GTD model. The cubic spline interpolation 
method is applied to interpolate the induced 
currents in the angular domain. The GTD model 
combined with the matrix pencil method is applied 
to parameterize the scattering centers over a wide 
frequency band. In order to efficiently compute 
electromagnetic scattering, the flexible general 
minimal residual (FGMRES) iterative solver is 
applied to compute the coefficients of Rao-Wilton-
Glisson (RWG) basis functions. Therefore, a great 
deal of time can be saved for the calculation of 
frequency- and angular- sweep. Numerical results 
demonstrate that this hybrid method is efficient for 
wide-band RCS calculation with high accuracy.  
  
Index Terms ─ Cubic spline interpolation method, 
electromagnetic scattering, GTD model, matrix 
pencil.  
 

I. INTRODUCTION 
Electromagnetic wave scattering problems 

address the physical issue of detecting the 
diffraction pattern of the electromagnetic radiation 
scattered from a large and complex body when 
illuminated by an incident incoming wave. A good 
understanding of these phenomena is crucial to 
radar cross section (RCS) calculation, antenna 
design, electromagnetic compatibility, and so on. 
All these simulations are very demanding in terms 
of computer resources, and require efficient 
numerical methods to compute an approximate 

solution of Maxwell’s equations. Using the 
equivalence principle, Maxwell’s equations can be 
recast in the form of integral equations that relate 
the electric and magnetic fields to the equivalent 
electric and magnetic currents on the surface of the 
object. Amongst integral formulations, the electric 
field integral equation (EFIE) is widely used for 
electromagnetic wave scattering problems as it can 
handle the most general geometries. The matrix 
associated with the resulting linear systems is 
large, dense, complex, and non-Hermitian [1]. It is 
basically impractical to solve EFIE matrix 
equations using direct methods because they have 
a memory requirement of 0(N2), where N refers to 
the number of unknowns. This difficulty can be 
circumvented by use of iterative methods, and the 
required matrix-vector product operation can be 
efficiently evaluated by multilevel fast multipole 
algorithm (MLFMA) [2, 3]. The use of MLFMA 
reduces the memory requirement to 0(NlogN) and 
the computational complexity of per-iteration to 
0(NlogN). 

To obtain the RCS over a frequency- and 
angular- band using MoM, one has to repeat the 
calculations at each frequency and angle over the 
band of interest. This can be computationally 
prohibitive despite the increased power of the 
present generation of computers. In order to 
alleviate this difficulty, many interpolation 
methods have been proposed and applied for 
acceleration. 

In [4], the model-based parameter estimation 
(MBPE) is used to obtain the wide-band data from 
frequency and frequency-derivative data. In [5-7], 
a similar technique called asymptotic waveform 
evaluation (AWE) technique has been applied to 
frequency-domain electromagnetic analysis. Both 
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MBPE and AWE interpolate the coefficients of 
RWG which can avoid repeated construction and 
solution. Other current-based methods, such as the 
Cauchy-method and the spline-method, are applied 
in fast frequency- and angular- sweep as well [8, 
9]. However, coefficients of RWG are not a linear 
function of frequency so that many samples are 
required for frequency swap. There are some 
attempts to obtain the wide-band data by 
interpolating the impedance matrix [10-12]. This 
method saves much time for constructing the 
impedance matrix but can do nothing for the 
iterative solution repeatedly. Moreover, the 
impedance matrix interpolation method requires 
significant memory for saving impedance matrices 
at frequency samples. Thus, a new method is 
required to circumvent this difficulty. 

The wide frequency band scattering can be 
modeled by scattering centers. Using the GTD 
model can easily parameterize the scattering from 
an arbitrary object over wide band [13, 14]. 
Besides, the cubic spline interpolation method is 
successfully applied for accelerate wide angular 
sweep [15]. Accordingly, frequency- and angular- 
sweep RCS over wide frequency- and angular- 
band can be efficiently computed by combining 
these two methods. The GTD-based cubic spline 
interpolation method is proposed and used to 
accelerate the computation of frequency- and 
angular- sweep scattering in this paper. 

The remainder of this paper is organized as 
follows. Section II demonstrates the basic theory 
of the 3-D scattering center parameterized by GTD 
model. The GTD-based cubic spline interpolation 
method is proposed and discussed in Section III. 
Numerical experiments of three geometries are 
presented to demonstrate the efficiency of this 
proposed method in Section IV. Conclusions are 
provided in Section V. 
 

II. BASIC THEORY OF SCATTERING 
CENTER 

At sufficiently high frequencies, the scattering 
response of an object can be well approximated as 
a sum of responses from individual caterers or 
scattering centers [13]. Using a parametric 
scattering model based on the geometrical theory 
of diffraction to parameter characterizing the 
geometry of each scattering center is proposed in 
[16]. The GTD-based model is more closely 
related to the physics of the electromagnetic 

scattering than other models, such as the Prony 
model. 

Let the incident electric field be a plane wave 

propagating in the k̂  direction. The electric field 
at location r with wave number k can be described 
by 

  ˆ

0
inc jke  k rE r E  ,               (1) 

where E0 is the amplitude of the incident electric 
field and the time-harmonic factor e-jωt is 
suppressed. Using GTD model, the scattering field 
Esca is described by 

  2

1

m

m

N
j krsca

m
m c

k
A j e

k






 
  

 
E r .  (2) 

As shown in (2), kc is defined as the wavenumber 
corresponding to the starting frequency point. The 
model parameters {Am, αm, rm} characterize the N 
individual scattering centers. Each rm gives the 
range of a scattering center with respect to a zero-
phase reference, αm characterizes the geometry or 
the type of the mth scattering center which is 
described in Tab.1, and Am is a complex scalar 
providing the magnitude and phase for a scattering 
center. 
 
Table 1: Type parameters for canonical scattering 
geomeries 
Value of αm Example scattering geometries

− 1 Corner diffraction 
− 0.5 Edge diffraction 

0 
Point scatterer, doubly curved 
surface reflection, straight edge 
specular 

0.5 Singly curved surface reflection 
1 Flat plate at broadside, dihedral 

 
Using the GTD model, we can successfully 

extrapolate the scattering over a wide frequency 
band. Obviously, how to obtain the parameters of 
this model is the most important thing. For 
simplicity, a more simple formulation can be used 
for frequency extrapolation, which is shown as 
follows 

 
1

i

N
jkrs

i
i

k Ae



E .              (3) 

Only the amplitude and the phase of the 
scattering center are essential for extrapolation. 
First of all, the scattering field at several frequency 
points can be obtained by MoM-MLFMA. Then 
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apply some super-resolution algorithms, such as 
matrix pencil (MP) method [17], to the scattering 
field output at these frequency points to extract the 
parameters. In order to perform the matrix pencil 
algorithm, two matrices Y1 and Y2 are defined as 
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(5) 

where L is an integer number which is very 
important for matrix pencil. Then the matrices Y1 
and Y2 could be rewritten as 

Y1 = Z1RZ2.   (6) 

Y2 = Z1RZ0Z2.   (7) 

Assume ijkr
iz e , then 
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,  (9) 

 0 1 2, , , Mdiag z z zZ  ,  (10) 

 1 2, , , Mdiag A A AR  .  (11) 

Obviously, the parameter zi and Ai may be found 
as the generalized eigenvalues of the matrix pair 
{Y2, Y1}. Equivalently, the problem can be cast as 
an ordinary eigenvalue problem. Once the 
parameters in (3) are obtained, the frequency-
dependant model of the scattering field can be 
constructed. Accordingly, the scattering over a 
wide frequency band can be calculated from this 
model. 
 

III. GTD-BASED CUBIC SPLINE 
INTERPOLATION METHOD 

In order to efficiently compute frequency- and 
angular- sweep RCS, a frequency- and angular- 
sweep interpolation scheme is required. In this 

section, we propose a GTD-based cubic spline 
interpolation method for analysis of frequency- 
and angular sweep scattering. This method 
combines the GTD modal and the cubic spline 
interpolation method. Using the GTD modal for 
frequency sweep is discussed in Section II. 
Accordingly, this section focuses on the fast 
angular sweep and how to hybridize these two 
methods. 

First of all, we explain the basic idea of the 
cubic spline interpolation method. Cubic spline 
interpolates the induced current instead of the 
scattering field. Assume that the sampling angles 
are φ0, φ1, … , φn for a 1-D curve, which divide the 
whole angular band into several intervals. Within 
each interval such as [φi-1, φi], the induced current 
I(φ) can be expanded as a third-order polynomial 
on φ. According to the Hermite interpolation 
model [18], the interpolation formula of I(φ) can 
be described as 
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where φi is the sampling point and hi = φi - φi-1. 
Obviously, I(φi) and I′(φi) are needed in order to 
estimate the value of I(φ) in the angle range [φi-1, 
φi]. Suppose the number of sampling points to be 
n, the times of MoM solution is 2n [18]. It is thus a 
waste of time to compute the first derivative of 
induced current vector of each sampling node. 

The cubic-spline interpolation method applies 
another way to obtain the first derivative of each 
sampling node instead of solving the linear 
equations (2) repeatedly [18]. This method just 
needs to compute the first derivative of φ0 and φn. 
However, it is unnecessary to do this since we can 
put them into zero under the natural boundary 
condition [18], that is to say, I'(φ0) = 0 and I'(φn) = 
0. Also, we can calculate the precise derivative of 
these two samples with a little time cost. The first 
derivative of other sampling points are then given 
by 
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where the parameter hi is the interval between φi 
and φi+1. 
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and 
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I I I I  .  (15) 

Due to the large time saved in calculating the 
derivative, the cubic-spline interpolation approach 
is able to reduce a great deal of cost. 

For frequency- and angular- sweep RCS 
surface, GTD based cubic spline interpolation 
method includes three steps. The first step is to 
compute the induced current I(fs, φs) at each 
sampling frequency and each sampling angle. If 
the number of frequency samples is p and the 
number of angular samples is q, the times of MoM 
procedure is p × q and the memory cost for 
samples is p × q × N, where N is the number of 
unknowns. Then the cubic spline interpolation 
method is used to evaluate the scattering field at 
each sampling frequency. We can obtain p curves 
described by Esca(fs, φ), where fs is the sampling 
frequency and φ is the angle. Finally, using matrix 
pencil to evaluate the parameters of scattering 
center and calculate the whole frequency- and 
angular- sweep RCS surface RCS(f, φ). 
GTD Cubic-Spline interpolation algorithm: 

Assume the whole surface can be described by 
function (f, φ), where f and φ are unknown 
variables. (f0, φ0), (f0, φ1), … , (fi, φj), … , (fm, φn) 
are the control points on the surface. 

Step 1: Calculate the induced current at 
sampling points I(fs, φs). 

Step 2: For φ direction, assume f is a const. 
applying the cubic spline interpolation method to 

approximate line Esca(fs, φ) (s = 1, 2, … , m). 
Step 3: For f direction, assume φ is a const. 

applying the matrix pencil method to approximate 
final result RCS(f, φ). 

As described above, the computational 
complexity is O(p × q), where p is the number of 
frequency samples and q is the number of angular 
samples. The memory cost for this algorithm is 
O(p × q × N), where N is the number of unknowns. 
That is, most of the memory consumption is to 
save the induced current. Neither computational 
complexity nor memory consumption is large, 
since the number of samples p and q are small. 
Therefore, GTD based cubic spline interpolation 
method can greatly improve the efficiency of 
analysis of frequency- and angular- sweep RCS 
with low memory cost. 
 

IV. NUMERICAL RESULTS 
In this section, a number of numerical results 

are presented to demonstrate the accuracy and 
efficiency of the hybrid interpolation method for 
the fast calculation of RCS over wide band. The 
flexible general minimal residual (FGMRES) [19, 
20] algorithm is applied to solve linear systems. 
The dimension size of Krylov subspace is set to be 
30 for outer iteration and the dimension is set to be 
10 for inner iteration. The tolerance of inner 
iteration is 0.1 in this paper. All experiments are 
conducted on an Intel Core II 8300 with 1.96 GB 
local memory and run at 2.66 GHz in single 
precision. The iteration process is terminated when 
the 2-norm residual error is reduced by 10-3, and 
the limit of the maximum number of iterations is 
set as 1000. 
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Fig. 1. Numerical results of NASA almond: (a) 
without interpolation; (b) hybrid interpolation; (c) 
numerical error. 
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Fig. 2. Numerical results of PEC Ogive: (a) 
without interpolation; (b) hybrid interpolation; (c) 
numerical error. 
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Fig. 3. Numerical results of metallic cube: (a) 
without interpolation; (b) hybrid interpolation; (c) 
numerical error. 
 

Three geometries are applied to illustrate the 
performance of our proposed hybrid method. They 
consist of a NASA almond with 1815 unknowns 
[21], a PEC ogive with 2571 unknowns [21] and a 
metallic cube (0.8m × 0.6m × 0.6m) with 51174 

unknowns. As shown in Table 1, The direction of 
the incident plane wave is θ = 0 ~ 90°, φ = 0°
for all examples. The frequency bands are 2 ~ 5 
GHz, 1 ~ 3 GHz and 1 ~ 3 GHz for these three 
examples, respectively. 

In our simulations, when using the 
interpolation method proposed in this paper, we 
decide the number of sample points by doing 
several times of trials. Eleven frequency samples 
and 6 angular samples are required for the first 
example. Nine frequency samples and 6 angular 
samples are required for the second example. 
Twenty-one frequency samples and 19 angular 
samples are required for the third example. Figure 
1(a), Fig. 2(a), and Fig. 3(a) show the frequency- 
and angular- sweep RCS of the three geometries 
calculated without the interpolation method. When 
compared with the results shown by Fig. 1(b), Fig. 
2(b), and Fig. 3(b), it can be observed that there is 
little difference between the frequency- and 
angular- sweep RCS obtained with and without 
our hybrid method. In order to demonstrate the 
accuracy of the novel method, the numerical error 
of all examples is shown in Fig. 1(c), Fig. 2(c), 
and Fig. 3(c). The relative error of scattering field 
is defined by 

inter sca

sca
Error =

E E

E
 ,                 (6) 

where Einter is the electric field computed by the 
interpolation method while Esca is computed by the 
direct solution of integral equations repeatedly at 
each frequency and angular points. It can be 
concluded that almost the same results can be 
obtained whether the GTD-based cubic spline 
interpolation method is applied or not. 

 
Table 2: Total solution time for fast frequency- and angular- sweep 

Object Unknown Frequency 
Frequency 

samples 
Angle 

Angular 
samples 

Without 
interpolation 

Interpolation

Almond 1815 2~5 GHz 11 
0°~90

° 
6 5.4 h 33.3 min 

Ogive 2571 1~3 GHz 
9 0°~90

° 
6 

6.9 h 47.6 min 

Cube 51174 1~3 GHz 21 
0°~90

° 
19 24.9 h 80.6 min 
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As shown in Tab. 2, the total solution time for 
computing frequency- and angular- sweep RCS 
are compared between the traditional method and 
the interpolation method for these three examples. 
It can be found that the computational cost of the 
interpolation method is much less. The main cost 
of the GTD-based cubic spline interpolation 
method is the time for frequency- and angular- 
samples. This table also lists the number of 
unknowns, frequency band, and angular band for 
all these three examples. It can be also found by 
comparison that the large calculation time can be 
saved when the hybrid interpolation technique is 
used. 
 

V. CONCLUSIONS 
In this paper, the hybrid interpolation 

technique is proposed for the efficient analysis of 
the scattering from electrically large objects over a 
wide frequency- and angular- band. The MLFMA 
and FGMRES iterative solver are used to 
accelerate the convergence. This hybrid 
interpolation technique is combined with both the 
GTD scattering center model and the cubic spline 
interpolation method. The GTD model is used for 
frequency sweep and cubic spline interpolation 
method is used for angular sweep. Numerical 
experiments demonstrate that our proposed hybrid 
interpolation method is more efficient when 
compared with the method solving linear systems 
at each frequency and angle repeatedly for 
electromagnetic scattering from the electrically 
large objects. 

From the numerical results, the relative error 
of the RCS results computed by the proposed 
method rates up to 0.25 (25%). Although the large 
error occurs at the point with low RCS value (less 
than -30dB), this method is suitable for pre-
designer not suitable for critical solution. 
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Abstract ─ A novel approach of adding a step 
impedance resonator (SIR) ground on the coplanar 
waveguide (CPW) monopole antenna has been 
proposed in this paper. The purpose of using the 
SIR ground is to suppress the harmonic radiation 
generated by rectifying diodes in a rectenna 
system and to enhance the impedance bandwidth. 
The measured results of the proposed antenna 
show that a 10-dB return loss bandwidth could 
reach 53% (2.32-4.05GHz) with respect to the 
center frequency of 3.23GHz, and all the second 
and third harmonics have been completely 
suppressed. 
  
Index Terms ─ Harmonic suppression, monopole 
antenna, rectenna. 
 

I. INTRODUCTION 
Wireless power transmission (WPT) delivers 

energy to load through free space without using 
physical transmission line, which has received 
significant attention in many fields, such as 
wireless sensors, telemetry, radio frequency 
identification (RFID), and recycling ambient 
microwave energy [1-2], etc. The rectenna is one 
of the most important components for WPT. A 
typical rectenna consists of a microwave antenna, 
a matching circuit, a lowpass filter (LPF), 
rectifying diodes, a LPF for DC path, and a 
resistive load [3]. 

The rectifier diode is a nonlinear element, 
which generates harmonics of the fundamental 
frequency. These unwanted harmonics cause 
problems in systems, which decrease the 
efficiency of the rectifier antenna system. In order 
to suppress the harmonic radiation, several 

effective techniques have been studied, such as 
using cascaded filter [4], short pin [5], 
electromagnetic bandgap (EBG) structure [6]. 
However, the cascaded filter increases the circuit 
size and cost, and yield an additional insertion 
loss. The short pin technique increases both 
complexity and process; the EBG structure needs a 
larger circuit area so that the periodic structure can 
be formed. A SIR structure is usually used on the 
feed line to suppress the harmonics [7-9], but 
which may decrease the bandwidth of the antenna.  

In this paper, the monopole antenna with SIR 
structure etched on the ground is designed to 
suppress the harmonics. To choose the proper 
dimension of the slot, the relationship between the 
high-order resonance frequency and the 
impedance ratio K is analyzed. Compared with 
other antenna [10], the proposed one is simpler 
and easier to fabricate. As a result, the second and 
the third harmonics are suppressed and the 
bandwidth does not decrease. 
 

II. ANTENNA DESIGN 
Figure 1 shows the schematic diagrams of the 

proposed monopole antenna, which is fabricated 
on a 1.6-mm-thick FR4 substrate with dielectric 
constant εr=4.4 and loss tangent tanδ=0.02. This 
antenna is fed by a 50-Ω  coplanar waveguide 
(CPW) transmission line with a width of 6mm  
(Wf) and a length of 15mm (Lf).The dimensions 
of the ground are 13(Lg) ×16.5(Wg) mm2 and the 
overall dimensions of the antenna are 40(W) × 
53(L) mm2. In general, the length of monopole 
antenna is usually about a quarter-guided-
wavelength. The approximate value for the length 
L1 of the radiating strip is given by 
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where c is the speed of light, fr is the monopole 
resonant frequency. The dimensions of the 
rectangular radiator of the antenna (L1×W1) are 
23.5×12 mm2.  
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Fig. 1. The proposed monopole antenna. 
 

In order to suppress the harmonics, we used 
the stepped-impedance resonator (SIR) [11-12] 
structure on the ground. Equation 2 is used to 
investigate the fundamental and high-order 
resonance condition of the SIR shown in Fig. 2. 
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Fig. 2. SIR structure. 
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where Z1, Z2 are the characteristic impedances of 
SIR and θ is the electrical length. 

To obtain the fundamental resonant frequency 
f0, we can substitute (2) into the resonant condition 

inZ ,                               (3) 

and then find the solutions as 

0
22 tan2  KK ,                   (4) 

where K is the impedance ratio of SIR in the form 
of K=Z1/Z2. The high-order resonance frequency 
fhn (n=1,2,3, …) can be obtained by the similar 
process. 

1
22 tan2 hKK  .                    (5) 

0tan 2 h ,                            (6) 
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To make an intuitive understanding of (7), the 
relationship between the high-order resonance 
frequency and the impedance ratio K is plotted in 
Fig. 3. Then, we can clearly see from Fig. 3 that 
the high-order resonance frequencies will move far 
away from the fundamental one if K is decreased. 
Therefore, if using the SIR structure, the 
harmonics will be suppressed. So, we cut a slot 
4.5(Lcut) × 2.6(Wcut) mm2 on the ground and 
optimized by Ansoft HFSS 11. 

 

 
Fig. 3. High-order resonance frequency of the SIR. 
 

III. RESULTS AND DISCUSSION 
A fabricated prototype for the proposed 

monopole antenna was constructed and 
implemented. The measured results were 
performed by using a vector network analyzer. 
Figure 4 describes the simulated and experimental 
reflection coefficient against the frequency for the 
antennas, where good agreements have been 
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achieved. As observed, the measured impedance 
bandwidth with -10dB reflection coefficient for 
the conventional antenna is from 2.33GHz to 
3.21GHz at the fundamental frequency and for the 
second and the third harmonics are at 5.8GHz and 
9.3GHz, respectively. For the proposed antenna, 
the corresponding measured impedance bandwidth 
is from 2.32GHz to 4.05GHz at the fundamental 
frequency and is suppressed completely at the 
second and the third harmonics. In this 
experiment, attaching a SIR structure on the 
ground plane does not result in deterioration of 
bandwidth but on the contrary enhancing the 
bandwidth. 

 

 
Fig. 4. Simulated and measured reflection 
coefficient of the conventional and proposed 
antennas. 
 
The radiation patterns at these frequencies were 
also measured for both antennas. The E- and H-
plane copolarization patterns for the proposed 
antenna and the conventional monopole antenna 
are presented in Figs. 5 and 6, respectively. At the 
fundamental frequency, the copolarization patterns 
for the proposed antenna are similar to those of the 
conventional monopole antenna. At the second 
and third harmonic frequencies, the gains of the 
proposed antenna are lower than the conventional 
antenna. This means that the harmonics of the 
proposed antenna are diminished.  

 
IV. CONCLUSIONS 

A CPW-fed monopole antenna with the SIR 
ground is presented for achieving harmonic 
suppression. Since the proposed antenna could be 

made by just cutting a slot on the ground plane, it 
is easy to fabricate. Simulated and experimental 
results show that the proposed antenna is perfect 
for suppressing the second and third harmonics 
and also good for enhancing the bandwidth 
simultaneously. 

 

 
(a) 

 
(b) 

Fig. 5. Measured E-plane copolarization patterns 
(solid square: 2600MHz(both co- and X- pol); 
solid circle: 5800MHz; open uptriangle: 
9300MHz). (a) Conventional monopole antenna, 
(b) proposed antenna. 
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(a) 

 
(b) 

Fig. 6. Measured H-plane copolarization patterns 
(solid square: 2600MHz(both co- and X- pol); 
solid circle: 5800MHz; open uptriangle: 
9300MHz). (a) Conventional monopole antenna, 
(b) proposed antenna. 

 
REFERENCES 

[1] Y. J. Ren and K. Chang, “New 5.8-GHz 
Circularly Polarized Retrodirective Rectenna 
Arrays for Wireless Power Transmission,” 
IEEE Trans, Microw, Theory Tech, vol. 54, 
no.7, pp. 2970-2976, Jul. 2006. 

[2] Y. Tikhov, I. J. Song, and Y. H. Min, 
“Rectenna Design for Passive RFID 
Transponders,” Dig. 10th European 
Conference on Wireless Technology, Munich 
Germany, pp. 237-240, Oct. 2007. 

[3] J. Y. Park, S. M. Han, and T. Itoh, “A 
Rectenna Design with Harmonic-Rejecting 
Circular-Sector Antenna,” IEEE Antennas and 

Wireless Propag. Lett, vol. 3, pp. 52-54, Dec. 
2004. 

[4] S. Q. Xiao, B. Z. Wang, L. Jiang, and S. S. 
Gao, “Spurious Passband Suppression in 
Microstrip Coupled Line Band Pass Filters by 
Means of Split Ring Resonators,” IEEE 
Microwave Wireless Compon. Lett., vol. 14, 
no. 9, pp. 416-418, Sep. 2004. 

[5] S. Kwon, B. M. Lee, Y. J. Yoon, Y. Song, 
and J.-G. Yook, “A Harmonic Suppression 
Antenna for an Active Integrated Antenna,” 
IEEE Microwave Wireless Compon Lett, vol. 
13, no. 2, pp. 54-56, Feb. 2003. 

[6] Y. J. Sung and Y.-S. Kim, “An Improved 
Design of Microstrip Patch Antennas using 
Photonic Bandgap Structure,” IEEE Trans 
Antennas Propag, vol. 53, no. 5, pp. 1799–
1804, May 2005. 

[7] S. Q. Xiao, Z. H. Shao, Y. Zhang, M. T. 
Zhou, V. D. Hoang, and M. Fujise, 
“Microstrip Antenna with Compact Coplanar 
Harmonic Suppression Structure,” IEEE 
Antennas and Propagation Society, pp. 643-
646, Jul. 2006. 

[8] N. M. Garmjani and N. Komjani, “Improved 
Microstrip Folded Tri-Section Stepped 
Impedance Resonator Bandpass Filter using 
Defected Ground Structure,” Applied 
Computational Electromagnetic Society 
(ACES) Journal, vol. 25, no. 11, pp. 975-983, 
Nov. 2010.  

[9] B. Essakhi and L. Pichon, “An Efficient 
Broadband Analysis of an Antenna via 3D 
FEM and Pade Approximation in the 
Frequency Domain,” Applied Computational 
Electromagnetic Society (ACES) Journal, vol. 
21, no. 2, pp. 143-148, Jul. 2006.  

[10] Y. Zhao, J. S. Hong, G. M. Zhang, and B. Z. 
Wang, “A Harmonic-Rejecting Monopole 
Antenna with SIR Ground for Rectenna,” 
ISSSE2010, vol.1, pp.1-3, Sep. 2010. 

[11] C. P. Chen, Y. Takakura, H. Nihie, Z. Ma, 
and T. Anada, “Design of Compact Notched 
UWB Filter using Coupled External Stepped-
Impedance Resonator,” APMC 2009, pp. 
945-948, Dec. 2009. 

[12] J. William and R. Nakkeeran, “A New UWB 
Slot Antenna with Rejection of WiMax and 
WLAN Bands,” Applied Computational 
Electromagnetic Society (ACES) Journal, vol. 
25, no. 9, pp. 787-793, Sep. 2010.  

708 ACES JOURNAL, VOL. 26, NO. 8, AUGUST 2011



Analysis of EM Scattering of Precipitation Particles in Dual-Band 
 
 

Jiaqi Chen 1, Rushan Chen 1, 2, Zhiwei Liu 1, 3, Hua Peng 1, Peng Shen 1, and  Dazhi 
Ding 1  

 
 

1 Department of Communication Engineering 
Nanjing University of Science and Technology, Nanjing 210094, P. R. China 

cjq19840130@163.com 
 

2 National Key Laboratory of Science and Technology on Space Microwave Technology 
Xi’an 710061 P. R. China 

 
3 Department of Information Engineering, East China Jiaotong University 

  
Abstract ─ Simulation of EM scattering from 
complex precipitation particles shows great 
importance in both theoretical researches and 
practical applications. In order to analyze the 
scattering from raindrops in the Ku-band and Ka-
band, the T-matrix method is used in this paper. 
Firstly, a detailed analysis has been illustrated for 
a single homogeneous rainfall particle model in 
Ku-band and Ka-band. Then, scattering properties 
of double-layer rainfall media, such as ice-water or 
water-ice model, are quantitative analysis. Finally, 
scattering characteristics of a rainfall group by 
particle size distribution in a certain region is 
discussed. Numerical results are given to 
demonstrate the results of the EM scattering of 
precipitation particles. It is shown that studying 
the EM scattering of precipitation particles in Ku-
band and Ka-band will lead to great significance 
for the development of precipitation radar in the 
future. 
  
Index Terms ─ Dual–band, electromagnetic 
scattering, precipitation particles, precipitation 
radar, T-matrix method. 
 

I. INTRODUCTION 
With the development of the tropical rainfall 

measuring mission (TRMM) satellite [1], 
meteorological radar applications are extended to a 
global scale. This system is a useful tool to 
provide a three-dimensional overview of the 
weather in real time. TRMM PR [2] works on the 

center frequency of 13.8GHz (Ku band), which 
can detect the minimum rainfall of about 0.6mm/h, 
when it is not sensitive to the smaller raindrop 
backscattering. In order to enhance the 
measurement sensitivity of light rain and snow, a 
new space-borne dual-frequency precipitation 
radar (DPR) [3] will be launched in the near future, 
which is called PR-2. PR-2 increases higher 
frequency measurement band (Ka), which will 
give more accurate measurement of small rainfall.  

This article studied on the scattering properties 
of precipitation particles in both Ku and Ka band. 
As electromagnetic wave propagates to clouds or 
rainfall, part of the energy is scattered, while the 
other part is absorbed and transformed into heat or 
other forms of energy [4-5]. It is known that the 
scattering of precipitation particles on the shorter 
wavelength (Ka band) is stronger, when 
attenuation of rain decreases rapidly on longer 
wavelength (Ku band). In order to quantitatively 
analyze the different scattering character from 
raindrops in the Ku-band and Ka-band, the transfer 
matrix (T-matrix) method is applied in this paper. 
Firstly, it briefly describes the basic principle of 
the T-matrix method. Secondly, scattering 
characteristics of both single particle and coated 
precipitation particles in Ku and Ka band are 
analyzed. Finally, scattering properties of rainfall 
group by particle size distribution in a certain 
region are discussed. 
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II. T-matrix method 
Waterman [6] introduced the T-matrix method 

as a technique for computing electromagnetic 
scattering by single, homogeneous, arbitrarily 
shaped particles. More details about the T-matrix 
algorithm are demonstrated below. 

We consider scattering of a plane 
electromagnetic wave having wave-number k by a 
single homogeneous particle of irregular shape 
with refractive index m. In spherical coordinates, 
any point in this system is given by the radius-
vector r or three coordinates r = {r, θ, φ}, where r 
is the distance from the coordinate system origin, 
θ is the polar angle, and φ is the azimuth angle. 
Scattering properties of particles of different sizes 
are characterized by the so-called size parameter, 
which can be defined as xi = 2πri /λ, where ri is the 
radius of the sphere with a volume equal to that of 
the particle and λ is the wavelength of incident 
light. We choose the coordinate system origin 
inside the particle, and the shape of irregular 
particles may be described by some function R = R 
(θ, φ) in this coordinate system. Such an approach 
limits the applicability of the method to star-
shaped particles. 

In the exterior region, one can describe the 
total electric field E as a sum of incident and 
scattering field which can be expanded in terms of 
the regular and outgoing spherical vector waves, 
respectively, referring to the common origin: 

         T( ) ( )i Rgr Ψ r aE ,       (1) 
T( ) ( )s r Ψ r fE .           (2) 

Full details concerning the spherical vector 
waves RgψT(r) and ψT(r) can be found e.g. in [6]. 
Then, the scattering problem can be solved by 
determining the transition matrix T which 
describes the linear relation between the scattered 
field amplitude f and the incident field amplitude a 
in 

f = T a .                       (3) 
The discussion of the T-matrix calculation in 

details can be found in reference [7-8]. 
 

III. PRECIPITATION PARTICLE 
MODEL AND CALCULATIONS 

In this paper, the raindrops are approximated 
as ellipsoids. We assume z-axis is the rotation axis, 
with the corresponding axis length b, when the 
axis length in x, y-axis direction is a. Then an 

ellipsoid in the Cartesian coordinate system 
equation can be written as: 

      

  
2 2 2

2 2
1

x y z

a b


  .              (4) 

The axial ratio ε is a/b. When a>b, we call it 
oblate spheroid particle. Otherwise, if a<b, it is 
prolate spheroid particle [9]. The shape of a 
spheroid in the spherical coordinate system is 
governed by the equation: 

  
1

2 2 2

2 2
sin cos( )

a b
r r  


    ,               (5) 
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2 2

1 1
sin

r y
r

r a b x



 


    
 

.     (6) 

T matrix of non-spherical particles can be 
obtained by equations (5), (6) and T Matrix of 
spherical particles [10]. 

The existing TRMM precipitation radar works 
at Ku-band when the new generation precipitation 
radar — PR2 will measure the electromagnetic 
characteristics of rainfall in dual-band (Ka and 
Ku). When the wavelength of incident wave is in 
the Ka-band, it is approximate to the radius of 
precipitation particles. As a result, the scattering 
properties of particles will change a lot at Ka band, 
while the particle size changes. In this paper, 
electromagnetic characteristics of precipitation 
particle in both Ku and Ka band are analyzed. By 
using the data provided by Rothman et al., the 
complex refractive index of water/ice in Ka-band 
is range from 1.784+0.0013i to 4.954+2.79i, when 
in Ku-band the complex refractive index of 
water/ice is range from 1.784+0.00075i to 
6.850+2.890i.  
 
A. Scattering properties of precipitation 
particles in a fixed orientation 

In the first part of the numerical simulation, 
the fixed-orientation scattering properties of 
particles are considered. Particle parameter is set 
as follows: the actual particle size in both Ku-band 
and Ka-band are the same, with the axial ratio ε =2. 
In Ku-band, we assume the complex refractive 
index of the precipitation particle is 
m=1.814+0.0012i, with an equivalent-volume size 
parameter x =2πreff/λ =1.186. In Ka-band, we set 
the complex refractive index m=1.785+0.001i, 
with an equivalent-volume size x =2πreff/λ =3.1728. 
Particle orientation is θp=0。, which is the angle 
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between rotation symmetry axis and the z axis in 
the Cartesian coordinate system. The separation 
angle between the incident direction and the 
scattering direction θ is 180。. In this simulation, 
the scattering azimuth angle is only considered in 
the x-z plane. 
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Fig. 1. Scattering properties of precipitation 
particles in a fixed orientation in dual-band: (a) for 
the TM wave (b) for the TE wave. 

 
Table 1: Comparison of solution time (in seconds) 
with T-matrix and MOM on example III.A 

Radar 
Frequency 

T-matrix  MOM 

Ku 0.03 174.45 
Ka 0.03 151.09 

 
As shown in Figure 1, it can be found that 

there is an excellent agreement between the T-

matrix results and MOM results. Scattering 
intensity in Ka-band is greater comparing with the 
case in Ku-band, whether incidence wave is 
horizontal or vertical polarization. At the same 
time, volatility of the curve in Ka-band is more 
significant than the situation in Ku-band. Table 1 
lists the solution time of T-matrix and MOM on 
example III.A. It is obvious that the efficiency of 
the T-matrix method is much better than MOM for 
this example.  

 

B. Scattering and attenuation properties of 
precipitation particles in random orientation 

In reality, precipitation particles are usually in 
random orientation [11]. The scattering field of 
rainfall can be obtained by computing the average 
value of a large number of scattering particles in 
fixed orientation at that time, but this method 
requires a lot of computing time and memory. As 
an attempt for a possible remedy, M. I. 
Mishchenko proposed a new method to avoid 
solving a lot of scattered fields in a fixed 
orientation, and more details can be found in [12].  

Particle parameter for simulation in this part is 
set as follows: the actual particle size in both Ku-
band and Ka-band are the same, with the axial 
ratio ε=2. In Ku-band, we assume the complex 
refractive index of precipitation particle is 
m=6.800+2.850i, with an equivalent-volume size 
parameter x =2πreff/λ =1.2. In Ka-band, the 
complex refractive index of precipitation particle 
is m=4.854+2.674i, with an equivalent-volume 
size parameter x =2πreff/λ =3.2, where reff means 
the radius of the equal-surface-area sphere.  

It can been seen in Figure 2 (a) that the 
relative scattering intensity of the same size 
particles in the Ka-band is larger than that in the 
Ku-band in the 0-45。range of scattering angle, and 

it is opposite in the 45-180。range. As is shown in 
Figure 2 (b), the attenuation coefficient in Ku-
band is much smaller than that in Ka-band while 
the particle size is small, and it tends to be a 
constant when particle size increases. In the real 
rainfall, as the equivalent-volume size is less than 
3mm, the attenuation in Ka-band is much greater 
than that in Ku-band. However, also as shown in 
Figure 2 (b), when the equivalent-volume size is 
larger than 3mm (usually means the bad weather, 
such as rainstorm or hailstone), rain attenuation of 
particles in dual-band are basically similar. 
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Fig. 2. Scattering and attenuation properties of 
precipitation particles in random orientation: (a) 
the relative scattering intensity (b) the efficiency 
factors for extinction (Qext). 
 

C. Scattering properties of two-layered 
precipitation particles 

As the real rainfall is complex, it is probably 
that composition of precipitation particles is not a 
single particle medium but two mediums with the 
coated structure (for example, ice around water or 
water around ice) [13-14]. In the following text, 
the scattering properties of the two-layered 
precipitation particles are analyzed. 

In this section, we assume particles with 
refractive index 1.784+0.00075i for core and 
2.35+0.0015i for shell in Ku-band, that is, ice 
coated with water in the surface. The particles are 
oriented spheroids with an equal-volume size 

parameter x =2πreff/λ =0.9026 for core and 1.354 
for shell, when the axial ratio is ε=2. In Ka-band, 
the refractive index of the particles is assumed 
1.784+0.0013i for core and 2.245+0.0026i for 
shell. The particles are oriented spheroids with an 
equal-volume size x =2πreff/λ =2.42 for core, and 
3.64 for shell, with the axial ratio ε=2. Particle 
orientation is θp=0。, which is the angle between 
the rotation symmetry axis and the z axis in the 
Cartesian coordinate system. The separation angle 
between the incident direction and the scattering 
direction θ is 180 。 . In this simulation, the 
scattering azimuth angle is only considered in the 
x-z plane. 
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Fig. 3. Horizontal polarization and vertical 
polarization of two-layered rainfall particle model 
in dual-band: (a) Ku-band (b) Ka-band.  
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From Figure 3(a), we can find the horizontal 
polarization curve is quite smooth and the vertical 
polarization curve has minimum value at the 
scattering angle of 130。. In Figure 3(b), the curves 
fluctuate much larger than that in Ku-band. This 
result infers when wavelength of incidence is close 
to the size of raindrops, corresponding RCS is 
more sensitive to the changes of the angle. 

 

D. Scattering properties of rainfall group under 
Gamma distribution 

In order to understand the scattering 
characteristics of the rain group, This section 
analyzes the scattering properties of some special 
size distributions of raindrop particles in Ku-band 
and Ka-band by calculating the average 
distributions of raindrop particles. Hansen and 
Travis [15-16] have shown that scattering 
properties of distributions of spherical particles 
depend primarily on only two characteristics of the 
distribution, the effective radius reff and the 
effective variance veff, the particular shape of the 
distribution being of secondary importance. The 
effective radius is defined as the cross-sectional-
area-weighted mean radius, 

 21

0
( )deff Gr r r n r r


  .                  (7) 

Similarly, the width of the distribution is 
characterized by the dimensionless effective 
variance veff , which is defined as 

 2

21

0
( ) ( )d

eff
eff effGr

v r r r n r r


  ,      (8) 

where  
2

0
( )dG r n r r


  ,                  (9) 

is the average geometric cross-sectional area and 
n(r)dr is the fraction of the particles with radius 
between r and r+dr. Note that 

  
0

( )d 1n r r


 .                    (10) 

Thus, the result of Hansen and Travis 
demonstrate that if different size distributions of 
spherical particles have the same values of the 
effective radius and effective variance, their 
scattering properties are practically identical. In 
the following, we computed the scattering 
properties of size distributions of randomly 
oriented oblate spheroids, namely, gamma 
distribution given by  

(1 3 )/
1

( ) exp
1 2

b b
r r

n r
b ab abab

b


             

 

.(11) 

Then, we give the contrast of rainfall groups in 
some size range.  

Rainfall group parameter is given as follows: 
Gamma distribution with size range 2πa/λ is taken 
as (1, 4). The complex refractive index of water in 
Ku, Ka-band is set, respectively: 6.800+2.850i and 
4.854+2.674i. The axial ratio ε equals two. 
Incident plane wave is along the z-axis, and the 
scattering azimuth angle is only considered in the 
x-z plane. 
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Fig. 4. Scattering properties of rainfall groups 
under the Gamma distribution in dual-band: (a) the 
relative scattering intensity (b) linear polarization. 

 
Figure 4 (a) shows the distribution curves of 

scattering intensity are flat. In Figure 4 (b), the 
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linear polarization curves of rainfall groups in Ku-
band become very smooth, and there is only one 
main peak curve, whose value is always larger 
than zero. It is also indicated the oscillation of the 
curve in Ka-band is greater than that in Ku-band.  

 
IV. CONCLUSION 

In this paper, the scattering and attenuation 
properties of precipitation particles in Ku-band 
and Ka-band are studied. First of all, scattering 
properties of precipitation particles in a fixed 
orientation is investigated. Secondly, scattering 
and attenuation properties of rainfall particles in 
random orientation are studied. Finally, in order to 
better simulate the actual rainfall, the scattering 
properties of two-layered precipitation particles as 
well as the rainfall group under some size 
distribution in a certain region are analyzed. 
Simulation results demonstrate the scattering 
intensity of precipitation particles in Ka-band is 
stronger than Ku-band, which means radar in Ka-
band is more sensitive to the echo signal of small 
raindrops. However, considering the situation of 
rain attenuation, Ku-band is still a suitable 
frequency band to measure large raindrops. 
Therefore, the dual-band measurements can retain 
the advantages of the original system, while 
increasing the detection capability of small 
rainfall. 
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