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Abstract ─ A new design technique for elliptic ridged 

and sectoral waveguides is presented. The PSO 

technique has been employed, using FDFD to compute 

the propagation data of the guide. Conflicting 

requirements of wide bandwidth and high power 

handling capability are taken both into account with a 

suitable objective function. 

 

Index Terms ─ Cutoff frequency, elliptical ridged 

waveguide analysis, finite difference frequency domain, 

microwave components, microwave filters, optimization, 

PSO, ridged waveguides, waveguide modes. 
 

I. INTRODUCTION 
In many applications, microwave propagation 

structures with high power handling capabilities and 

low-losses are required. The most effective structures 

which satisfy these requests are metallic hollow 

waveguides (WG). The modal structure [1] of WG 

propagation implies that WGs can be used only as long 

as single mode propagation takes place. Moreover, the 

propagation of each mode is high-pass and dispersive. 

Therefore, the useful bandwidth of a given WG is 

relatively narrow. The most popular approach to 

increase significantly the bandwidth, retaining all the 

useful WG properties, is the use of ridged waveguides 

R-WG [2].  

First studies on R-WGs were made by Cohn [3], 

who showed how rectangular ridge waveguides have a 

lower cutoff frequency and a greater bandwidth 

compared to a standard rectangular waveguide with the 

same dimensions. Then Hopfer [4] analysed the 

microwave properties of single and double ridge 

waveguide, such as cut-off frequency, bandwidth, 

attenuation and power handling: in particular he showed 

that a ridge structure provides a larger bandwidth but, 

on the other hand, it has a reduced power handling 

capability. Transverse resonance technique [5] has been 

the first approach of analysis of rectangular R-WG, [2] 

despite its reduced accuracy. Application of ridged 

circular waveguides, ridged elliptic waveguides (REW) 

and sectoral elliptic waveguides (SEW) [6] can be 

found in many components like filters, matching 

networks, orthomode transducers, polarizers and 

circulators that are widely used in satellite and terrestrial 

communication systems [7]-[11]. Low-cost design, small 

size, and optimum performance of these components 

are essential to satisfy today’s stringent payload 

requirements.  

An analytical, closed form solution exists also for 

elliptic waveguides, and has been found by Chu [12] 

since the 30’s. Unfortunately, the field distribution is 

described by the Mathieu functions [13], whose 

numerical evaluation is very cumbersome. The best 

approach seems the expansion of those functions in a 

series of (more tractable) Bessel functions [14]. In [15], 

the cutoff wavelengths have been computed efficiently 

applying by the method of fundamental solutions. In 

[16], using Mathieu functions and their addition 

theorem, was presented the general exact solution for 

evaluation the cutoff frequency in eccentric elliptical 

waveguides. 

Aim of this work is to devise a FDFD [17]-[20] 

approach for SEW [21] and REW homogeneous elliptic 

waveguides, tailored to the structure, but as simple as 

the standard one in the formulation. Use of a suitable 

elliptical grid (which perfectly fits the waveguide 

boundary) allows to evaluate the SEW and REW modes 

with the required accuracy using order of magnitude 

less sampling points than the standard approach of 

FDFD [22], namely the use of a rectangular grid with a 

staircase approximation of the boundary. In addition a 

REW configuration have been effectively optimized 

through a synergic use of PSO and the FDFD, aiming at 

the best trade trade-off of the different requirements of 

bandwidth and power handling. 
 

II. DESCRIPTION OF FDFD TECNIQUE 
The TE and TM modes of waveguide can be 

calculated [1] by solving the eigenvalue equation 
2 2

t tk    , with the boundary conditions (BC) 

0n    for TE modes and 0   for TM modes. In 

the eigenvalue equation   is a scalar potential and tk  is 
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the “transverse eigenvalue”, from which the propagation 

constant and the characteristic impedance can be 

obtained. Apart some canonical geometries, this 

eigenvalue problem must be solved numerically. 

Probably, the most effective approach is FDFD [23], 

i.e., the direct discretization of the problem on a 

suitable grid. Such a technique has been shown to be 

well suitable to ridge waveguide through proper 

approximations of the equation and the boundary 

conditions (BC). A rectangular lattice of sampling points 

is a very accurate grid for rectangular and staircase 

ridges [23], whereas it reduces a curvilinear geometry 

to a staircase approximate structure. Since the analysis 

presented in this paper is focused on elliptic boundaries, 

a set of sampling points in elliptic coordinate has been 

considered (Fig. 1). 

 

 
 

Fig. 1. Geometry of the elliptic coordinates [24]. 

 

Let’s define u , v  the spacing steps, and 

 ,pq p u q v    . The elliptical grid is characterized 

by a number of points un  and vn  respectively along the 

axes u and v. The Helmholtz equation takes the form: 

 
 

2 2
2

2 22 2 2

1

sinh sin
t pq

pq

k
u va p u q v
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
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     

. (1) 

For each internal point P (see Fig. 2) is simpler to 

discretize the term in brackets (1) using a fourth-order 

Taylor expansion, 
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, (5) 

leading to: 

  
2

2 2

1
16 16 30

12
B D N Q P

P
u u


    


     

 
. (6) 

By repeating the same for the v direction: 

  
2

2 2

1
16 16 30H G A C P

P
v v


    


     

 
, (7) 

an approximation of the term in square brackets is 

obtained: 

 

2 2

2 2

2 2 2 2

2 2 2 2

2 2

16 16 1 1

12 12 12 12

16 16 1 1

12 12 12 12

30 1 1

12

H G A C

B D N Q

P

u v

v v v v

u u u u

u v

 

   

   



  
  

  

      
   

      
   

 
   

  

, (8) 

which provides an approximation of the Helmholtz 

equation suitable to the FDFD’s application. 

Due to geometric singularities, Equation (8) is not 

applicable in the two foci, in the segment of points 

between them and in the external points. 

For a generic point P in the segment joining the 

two foci, it is possible to integrate 2 2
t tk    : 

 2 2
t tdS dSk     , (9) 

and apply the Gauss theorem: 

 2 ,
F F

t
S

dl k dS
n







  

   (10) 

wherein FS  is the cell surface, and F  is the cell 

boundary. 

The grid presents two types of boundary points, the  
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radial ones (Fig. 3 (a)) and the angular ones (Fig. 3 (b)). 

 

 
 

Fig. 2. Internal point of the elliptic coordinates grid TE 

and TM. 

 

 
 

Fig. 3. (a) Radial boundary point P, and (b) angular 

boundary point P. 

 

Both the boundary points request the same 

enforcement of the TE boundary conditions, so only the 

radial one will be considered. The point X in Fig. 3 (a) 

is not a discretization point, so the application of the 

Taylor expansion would require the computation of 

 u  outside the sampling region. Therefore a different 

approach has been devised using either X  to enforce 

the boundary condition 0
n





. 

By considering an “edge” sampling point P (Fig. 3 

(a)), the second derivative in u  direction can be written 

as follows: 

 

 
2

2
, ,

2 3 4

1 2 3 42 3 4

i i P

i B N SP

P P P P

F
u

T T T T
u u u u
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
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
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
, (11) 

where: 

 1

, ,

i i

i B N S

T F u


  ,  2

2

, ,

i i

i B N S

T A u
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 3

3

, ,

i i

i B N S

T F u


  ,  4

4

, ,

i i

i B N S

T F u


  , 

are linear combination of the unknown coefficient iF ,  

and , ,B N S  is the points used in the expression of 

coefficient B . 

Now can be expanded / 0u    using a Taylor 

series: 

 

2

2

2 33 4

3 4

2

1 1
0

2 2 6 2

X P P

P P

u

u u u

u u

u u
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      
       
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, (12) 

which can be solved for 
Pu




. Its expression can be 

used to replace the first term in the right hand side of 

Equation (11): 

 

22 3

2 1 3 12 3

3 4

4 1 4

2 8
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. (13) 

Equation (13) is an approximation of 
2

2u




 if: 
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u
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2

3 1 0
8

u
T T


  , 

3

4 1 0
48

u
T T


  , 

and coefficients 
iF  are given by the solution of the 

linear system (13), so (6) is replaced, in this case by: 

  
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P
u u


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
    

 
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and the Equation (8) became: 
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, (15) 

A significant advantage of the present approach is that 

TM modes can be computed on the same TE grid, at 

variance of the standard approach [22], which calls for 

two different sets of sampling points, to cope with the 

different BC (2). To get the TM modes on the same 

grid, as TE, only the BC needs to be changed to,  

which becomes 0X   (see Fig. 3 (a)). This BC can be 

enforced by expressing the potential in X has been 

approximated through Taylor: 
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, (16) 

and set 0X  . The second derivative in P (17) is 

obtained by adding (11) and (16), and solving the linear 

system (13): 
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The final expression is obtained from the 

combination of (7) and (17) into (8): 
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Of course all other points can be dealt with in the same 

way as for TE modes. 

 

III. DESCRIPTION OF PSO 
PSO is an iterative algorithm designed to find out 

the solution of optimization problems, very efficient in 

solving multidimensional problems in a large variety of 

applications. It has been proposed first by Kennedy and 

Eberhart [25] for non-linear functions optimization and 

neural network training. Later on, it has been introduced 

in electromagnetic research for antenna design [26]-

[29], and subsequently it has been applied to artificial 

ground plane for surface wave antennas [30], microstrip 

antennas [31]-[33], linear and planar array geometry 

[34]-[35], log-periodic array dipole antennas, aperture 

antennas and so on. 

PSO takes inspiration from the animal kingdom, in 

particular from the group movement in search of a 

common objective. The algorithm consists of a swarm 

randomly initialized inside a predetermined solution 

space, which represents the set of the admissible 

solution for the problem. The quality of the solution is 

measured through a suitable objective function, 

associated with each position in the solution space. The 

choice of the objective function is a key point of every 

PSO procedure, since it must be accurately defined to 

well describe the requests of the problem. The group of 

particles moves iteratively inside the solution space, 

trying to reach the position which represents the 

optimal solution, corresponding to the minimum value 

of the objective function. The movement of each 

individual is based on its own instinct, on the memory 

of its path and on the iterations with the other 

individuals. Each particle is described by a vector of 

variables x, which are the coordinates of the solution 

space and, at the same time, the parameters to be 

optimized. In the j-th iteration, the i-th particle is 

characterized by its position ,i jx  (19) and velocity ,i jv  

(20). Next position, direction and velocity of the single 

particle are updated according to its position and 

velocity at the previous step, the best solution found by 

the particle in its path (personal best, p) and the best 

solution found by the whole swarm (global best, g): 

 , , 1 , ,i j i j i jx x v   (19) 

 
, , 1 1 1 , , 1

2 2 , , 1

( )

( )

i j i j i j i j

i j i j

v w v c r p x

c r g x

 



      

   
, (20) 

w scales the velocity component at the same direction 

of the previous step (inertia weight), r1, r2 are two 

random numbers between 0.0 and 1.0 which simulate 

the random component of the swarm behaviour, c1, c2 

provide a weight between the pull of g and p: low 

values allow particles to roam far from target positions 

before being attracted to, whereas high values provide 

movements more strongly orientated to target. Eberhart 

suggested that the best choice for c1 and c2 is 2.0 [36] 

for most of applications. In general, velocity is applied 

to position updating for a time-step Δt which is set to 1 

in this work. 

The algorithm main steps (Fig. 4) are: 

1. Initialization of swarm position and velocity. 

2. Systematic particles movement in the solution 

space. For each particle: 

       a) Fitness evaluation (g, p update) 

       b) Velocity update 

       c) Position update (swarm movement). 

3. Iteration of point 2 until a stop criterion 

(convergence or maximum number of iterations) is 

reached. 

The objective function shown in Fig. 4 contains the 

electromagnetic problem and evaluates the propagation 

characteristics of the ridge WG, whose parameters are 

variable to be optimized and thus the PSO particles’ 

coordinates.  

 

 
 

Fig. 4. PSO block diagram. 
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IV. PARAMETER REW AND SEW 
The implementation of an optimization algorithm 

starts from the definition of the optimization variables, 

which define the solution space through their constraints. 

In our case, the variables are the geometrical dimensions 

of all the ridges (width w and height h) and the horizontal 

spacing s between them, therefore they constitute the 

solution space. 

The chosen objective function includes both the 

bandwidth of the simple mode propagation regime, and 

the maximum power flux. These data can be obtained 

by the computation of the eigenvalues of the REW (or 

SEW) section. This is performed by the FDFD described 

in Section II, after a suitable discretization of the 

section has been performed. Once the eigenvalue 

problem is solved we have both the scalar potential and 

the eigenvalue for the first modes of the guide. From 

the former, by numerical derivatives, we can compute 

the mode field [1]. The smallest two eigenvalues 1TEk , 

2TEk  gives directly the WG bandwidth. The bandwith is 

equal to: 

  2 1 2 1
2

TE TE TE TE

c
BW f f k k


    , (21) 

where 1TEf  and 2TEf  are respectively, the first and 

second cut-off frequencies of the TE modes of the SEW 

and c is the free-space light-speed. The knowledge of 

the mode distribution allows to compute the power flux 

P through a transverse section of a SEW or REW using 

its relationship with the total energy for unit length 

EMW  [4]: 

 
20 0

0 0 0

1

2

z
EM

g S

k c
P W E dS

k

 

 
       . (22) 

The electric field in the integral is computed by the E-

field distribution on the transverse section given by the 

FDFD. This distribution is normalised so that max |E| is 

equal to the field at the dielectric breakdown ( BDE ), so 

(3) actually gives the maximum power.  

Then an appropriate objective function is devised to 

select the best-suited solution for the trade-off request 

between a large bandwidth (21) and a large power flux 

(22).To devise the objective function, the ratio between 

the actual SEW properties and the rectangular WG ones 

are considered. This is done for bandwidth and high 

power handling capability (PHC): 

 rect rect
B P

SEW SEW

BW P
R R

BW P
  , (23) 

where rectBW , SEWBW  and rectP , SEWP  are, respectively, 

the bandwidth, the PHC of R-WG [37] and SEW. The 

power flux (P) computed from (21) depends on BDE  so, 

as the field distribution in (21) is normalized, PR  is 

evaluated at the same maximum field in the WG.  

The objective functions is:  

   21P
p B

R
f k R

k
   . (24) 

This objective function allows to maximize the PHC 

with the constraint of bandwidth a k-times reduction in 

the PHC (24). The configuration has been tested with 20 

particles in the swarm, with constant accelerations equal 

to c1 = c2 = 2. The BW has been optimized with respect 

to a power reduction by a factor 2 and 3, thus considering 

 2pf  and  3pf . 

 

V. RESULTS 

A. FDFD validation 

The FDFD for elliptic ridge waveguide described 

in the previous sections has been extensively validated, 

to evaluate its accuracy and effectiveness. In the 

simulations presented in this section we will consider 

first a sector of elliptic ridged waveguide (see Fig. 5) 

and then a ridged sector. All dimensions have been 

normalized to the minor semi-axis of the ellipse.  

The FDFD procedure has been assessed against the 

analytical results of [38]. The resulting eigenvalue 

problem has been solved using standard MATLAB 

routines, on a PC with two Intel Xeon E5504 

CPUs@2.00 GHz, 48 GB RAM, OS: MS Windows 7 

Professional. The results are shown in the next tables. It 

appears that an FDFD approach provides a very high 

accuracy: the difference with respect to the analytic 

accurate data presented in [38] is smaller than 0.02% in 

most cases. 

 

 
 

Fig. 5. Elliptic sectoral guide  1 2,u u u ,  1 2,v v v , 

with 1 0.1u  , 2 0.5u   and 1 50v    , 2 50v   . 

 

The total time spent by the FDFD approach is 

given by the matrix filling time and by the eigenvalue 

and eigenvectors extraction. For example, for a grid 

with 0.0040u  , 0.0009v   and 1010000 points, the 

filling matrix time is 2,07 sec and the time to extract 

eigenvalue and eigenvectors is 93.02 sec. The tk  

normalized with respect to the focal length, of the first 

three modes are shown in Table 1.  

In Fig. 6, left, we shown the contour plots of the  
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potential eigenfunctions for the first three TE modes 

(corresponding to the data of Table 1). 

In order to show the flexibility of this approach, a 

different ridged sector has been considered. Only the 

eigenfunctions has been reported, since no analytic data 

are available. 

 

Table 1: Analytical [38] and FDFD tk , for the guide of 

Fig. 5. 0.00563u  , 0.00017v   

Modes tk a  [38] tk a  (our) 

1TE 2.6564 2.6564 

2TE 6.8370 6.8370 

3TE 9.5446 9.5448 

1TM 14.2832 14.2831 

2TM 14.2995 14.2999 

3TM 19.5616 19.5594 

 

 
 

Fig. 6. Lowest-order eigenvectors for the examples 

presented. (a) Left: structure of Fig. 4. (b) Right: ridged 

sectoral guide with 1 0.1u  , 2 0.74u  , 1 50v    , 

2 50v    and 3 0.1u  , 4 0.9u  , 3 10v    , 4 10v   . 

 

B. Constraints and optimal dimensions 

The correct scaling of the variables has been 

obtained by choosing as variables the ratio to the upper 

ridge part and by imposing the constraints shown in 

Table 2. In the Table 3 summarize the optimal 

dimensions and the performance of the considered 

structure of Fig. 7. The structure SEW (Fig. 7) require 

six variables in the PSO algorithm. 

Table 2: Constraints for staircase SEW 

1w w   

2 1w Aw  A∈[0.01:0.99] 

3 2w Bw  B∈[0.01:0.99] 

1 2h Ch  C∈[0.01:0.99] 

2 3h Dh  D∈[0.01:0.99] 

2h h   

 , 2 1 , ,6 4u v u v u vvh w v v h vh       

, 24 u vvh w   

, 32 u vvh w   

, 1u vuh h   

, 22 u vuh h   

 , 3 2 1 , ,3 2u v u v u vuh h u u h uh       

 
Table 3: Optimal Dimension of SEW. 

Objective 

Function 
1 ,/ u vw h  

2 ,/ u vw h  
3 ,/ u vw h   

 2pf   1.17 1.15  

 3pf   1.02 0.99  

Objective 

Function 1 ,/ u vh h  2 ,/ u vh h  3 ,/ u vh h  BW 

(GHz) 

 2pf
  0.02 0.09 3.55 

 3pf
  0.09 0.94 3.86 

 

 
 

Fig. 7. A typical SEW with 1 0.1u  , 2 0.5u   and 

1 5v    , 2 5v    . 

 

VI. CONCLUSION 
An approach to the FDFD computation of modes 

of SEW and REW have been presented. An elliptic 

mesh has been used in order to avoid staircase 

approximations of the boundary. The presented results 

show both the flexibility of the method, as well its 

simplicity for the computation for TE and TM modes in 

SEW and REW.  Moreover the effectiveness of PSO in 

the geometrical optimization of a SEW has been 

illustrated. 
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Abstract ─ A comparison is presented between two 

indoor localization algorithms using received signal 

strength, namely the vector algorithm and the 

Comparative Received Signal Strength (CRSS) algorithm. 

Signal values were obtained using ray tracing software 

and processed with MATLAB to ascertain the effects on 

localization accuracy of radio map resolution, number of 

access points and operating frequency. The vector 

algorithm outperforms the CRSS algorithm, which 

suffers from ambiguity, although that can be reduced by 

using more access points and a higher operating 

frequency. Ambiguity is worsened by the addition of 

more reference points. The vector algorithm performance 

is enhanced by adding more access points and reference 

points while it degrades with increasing frequency 

provided that the statistical mean of error increased to 

about 60 cm for most studied cases.  

 

Index Terms ─ CRSS, indoor localization, ray tracing, 

RSS. 

 

I. INTRODUCTION 
Indoor localization is the process of locating an 

object within a building, ideally with high accuracy and 

low computational effort [1]. Localization using Received 

Signal Strength (RSS) aims to establish a one-to-one 

relationship between the target location and the measured 

data [2]: as the distance between the target node and the 

receiver increases, the signal generally becomes weaker. 

Knowledge of the radio attenuation helps to establish the 

relationship between distance and RSS, a process known 

as radio mapping [2]. 

RSS-based localization techniques offer low cost, 

and low sensitivity to the bandwidth and undetected 

paths [3, 4]. On the other hand, they are sensitive to 

shadowing, low SNR, and non-line-of-sight propagation, 

with errors increasing with resulting rapid power 

attenuation [5]. 

It is noteworthy that actual distance does not always 

scale linearly with the RSS value, especially in indoor 

environments, where obstacles may reduce the strength 

of the signal, thus giving a false indication that the target 

is far away from the transmitter [6-8]. Deployment of 

AP, taking into account environmental features, enhances 

the localization accuracy [9]. The variability of RSS 

measurements is due to many factors [10, 11]: 

 the orientation of the receiver; 

 temporal factors - readings differ throughout the day 

because of the people movements; 

 human factors since 50% of the human body is water; 

 interference factors due to having devices operating 

in the same channel, although by using different 

channels the correlation becomes trivial. 

Using wireless sensor networks for localization 

purposes brings the advantages of continuous monitoring, 

low cost, and a capability to work unattended, even for 

years [12]. However, some problems can arise as those 

devices operate at 2.4 GHz, and may experience 

interference with devices such as microwave ovens and 

Bluetooth devices, with a resulting increase in error 

probability [6]. 

There are many different RSS–based algorithms 

used for indoor localization, including radio frequency 

(RF) fingerprinting, one of the best-known algorithms 

[12-14]. This has two phases. In the off-line or training 

phase, predetermined points are chosen. At each 

location, the system collects RSS values from the access 

points, either experimentally which will consume effort, 

time and cost, or using ray-tracing software, whereby the 

system builds a database of RSS with locations. This 

database is called a radio map [15]. The software takes 

account only of approximate building information, and 
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details are ignored. This introduces more error in 

comparison with measurement data.  

In the on-line phase, RSS measurements are 

collected from unknown locations, and then values are 

compared with the existing radio map. The closest match 

to the database is taken as the best estimate of the target 

location [15]. 

The present research work compares two indoor 

localization algorithms based on RF-fingerprinting, the 

vector algorithm and the Comparative Received Signal 

Strength (CRSS) algorithm. It extends previous work 

[16, 17]: here, we have adopted lower operating 

frequencies. Section II offers a brief explanation of the 

methodology, and then Section III sets out the 

environment and specifications of the study. Finally, 

Section IV presents a discussion of the results.  

 

II. VECTOR AND CRSS ALGORITHMS 
In our investigation, the relative benefits and 

drawbacks of two localization algorithms were 

investigated. The first algorithm, the vector algorithm, 

uses a vector of received signal strength readings 

measured at the reference point from the different access 

points within the facility. The readings are arranged 

according to the access point order. 

Vectors from the reference points are stored in the 

database, and the test node vector is compared with the 

database, by calculating the Euclidean distance between 

the test vector and the database vectors. The smallest 

Euclidean distance represents the closest reference point 

to the test node. 

The second algorithm is the CRSS algorithm. We 

extend the work done by authors in [18], whereby the 

vectors of the previous approach are converted into 

constraint matrices, which comprise the database of the 

radio map. Test node readings also are converted into a 

matrix, and then the Euclidean distance between this test 

node matrix and the database matrices is calculated, 

where again the smallest distance indicates the closest 

reference location to the test node.  

In the initial off-line phase, Ri(x, y) is the RSS from 

the transmitter or access point i at tag location (x, y). The 

elements of this matrix depend on RSS values, as shown:  

𝑀𝛼(𝑥, 𝑦) = [cij(𝑥, 𝑦)].   𝑖, 𝑗 = 1,2, … , 𝛼, (1) 

cij(𝑥, 𝑦) = |

+1      Ri(𝑥, 𝑦) >  Rj(𝑥, 𝑦)

−1      Ri(𝑥, 𝑦) <  Rj(𝑥, 𝑦)

 0         Ri(𝑥, 𝑦) =  Rj(𝑥, 𝑦)

, (2) 

cij(𝑥, 𝑦) = 0  𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 𝑗, (3) 

where Ma(x, y) is the constructed matrix, and cij(x, y) 

compares the RSS access point for access point i with 

that for access point j. (x, y) is the location for the mobile 

which is considered to be known. The following example 

illustrates the method: assuming there are three APs,  

the RSS values received at the RP located at (x, y) are  

[-20 dBm, -12 dBm, -14 dBm]. The first row compares the 

power received from the first AP with the other AP 

readings as explained in Equation (2), the second row 

compares the power received from the second AP with 

the RSS values from the other APs, etc. The resultant  

matrix is: 

𝑀3(𝑥, 𝑦) = [
0 −1 −1
1 0 1
1 −1 0

]. (4) 

In the on-line phase, the radio map is constructed 

just as in the off-line phase, except that the location of 

the test devices is estimated by comparing the constraint 

matrix of a tag with those in the radio map. The closest 

matrix is the one with the smallest Euclidean distance, 

thus the corresponding location for the closest matrix is 

taken to be the closest location to the tag.  

The inherent redundancy that exists in each 

constraint matrix (i.e., insensitivity to the absolute RSS 

values) gives rise to an acceptable performance for the 

positioning algorithm and makes the system more robust. 

In this work, we assume that the tags operate a 

protocol that avoids collision, so that in the case of 

multiple tags there will be no cross talk. 

This study is based on a simple scenario without 

clutter, in order to clarify the relative merits of the 

proposed algorithms. We initially investigate a single 

room without clutter; further studies will examine the 

multipath fading arising from clutter.  
 

III. SIMULATION AND RESULTS 

A. The CRSS algorithm 

A severe drawback of the CRSS algorithm was 

exposed during the analysis of the results obtained in the 

project, termed “the ambiguity problem”. 

While generating the CRSS radio map, it was noted 

that some RPs have identical same constraint matrices, 

in that although each RP is likely to have unique power 

readings, the relative power readings are found frequently 

to coincide. 

The generated matrix does not depend on the absolute 

RSS readings only, but also on the descending order of 

the received power readings of the APs. Thus, a test area 

may divide into regions in which all the RPs located in 

that region can be represented by identical matrices. 

Consider a test area with three APs with RSS values: 

[x dBm, y dBm, z dBm]: we sort them according to these 

values, giving 13 possible arrangements as shown in the 

Table 1.  

This means that if this test area has 20 RPs, then in 

the best case the area can be represented by 13 matrices, 

or even fewer. As shown above, this algorithm is 

dependent on the number of RPs and APs.  

In the localization process, a test point will create a 

matrix based on its RSS readings, using which the 

Euclidean distance is calculated. Because we are 

interested in the elements with the same matrix indices 

the Euclidean distance is estimated as in following: 
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𝑒 =  √∑ ∑ (𝑐𝑖𝑗 − 𝑡𝑖𝑗)2𝑁
𝑗=1

𝑁
𝑖=1 , (5) 

where cij represents the elements in a radio map matrix c 

in row i and column j, and tij represents the corresponding 

element in the on-line matrix t. 

Some RPs have identical matrices, and consequently, 

more than one RP will appear as closest to the test point. 

This problem is termed ambiguity. Figure 1 illustrates an 

example; four RPs appear equally closest to the test 

point, as their corresponding matrices have the same 

Euclidean distance to the test point matrix. 

The effect of the ambiguity problem becomes worse 

if closest matrix is the same matrix for more than one RP. 

This can arise when RPs have similar propagation 

environments as shown in Tables 2, 3, 4 and 5: when 

more than one RP has the same matrix, the phenomenon 

is called similarity.  
 

Table 1: Possible arrangements for RRS data from three APs 

1 𝑥 > 𝑦 > 𝑧 7 𝑦 > 𝑥 > 𝑧 

2 𝑥 > 𝑧 > 𝑦 8 𝑦 > 𝑧 > 𝑥 

3 𝑥 > 𝑦 = 𝑧 9 𝑦 > 𝑥 = 𝑧 

4 𝑥 = 𝑦 > 𝑧 10 𝑦 = 𝑧 > 𝑥 

5 𝑥 = 𝑧 > 𝑦 11 𝑧 > 𝑥 > 𝑦 

6 𝑥 = 𝑦 = 𝑧 12 𝑧 > 𝑦 > 𝑥 

13 𝑧 > 𝑥 = 𝑦 

 

 
 

Fig. 1. Ambiguity example for a test area. 
 

Table 2: Similarity in CRSS matrices for three APs at 

200 MHz 

No. of RPs 4 9 20 30 

Unique Matrices 4 3 0 0 

Matrix for 2 RPs 0 0 2 0 

Matrix for 3 RPs 0 2 2 0 

Matrix for 4 RPs 0 0 0 1 

Matrix for 5 RPs 0 0 2 4 

Matrix for 6 RPs 0 0 0 1 

Table 3: Similarity in CRSS matrices for four APs at  

200 MHz 

No. of RPs 4 9 20 30 

Unique Matrices 4 7 11 8 

Matrix for 2 RPs 0 1 3 5 

Matrix for 3 RPs 0 0 1 4 

 

Table 4: Similarity in the CRSS matrices for three APs 

at 400 MHz 

No. of RPs 4 9 20 30 

Unique Matrices 4 4 0 0 

Matrix for 2 RPs 0 1 2 1 

for 3 RPs 0 1 1 0 

for 4 RPs 0 0 2 1 

for 5 RPs 0 0 1 2 

for 6 RPs 0 0 0 1 

for 7 RPs 0 0 0 0 

for 8 RPs 0 0 0 1 

 

Table 5: Similarity in the CRSS matrices for four APs at 

400 MHz 

No. of RPs 4 9 20 30 

Unique Matrices 4 7 10 15 

Matrix for 2 RPs 0 1 5 7 

Matrix for 3 RPs 0 0 0 1 

 
The example in Fig. 2 helps more clearly to explain 

these tables. Consider the similarity in the CRSS 

matrices for twenty RPs, four APs and 200 MHz as in 

Table 3: among the RPs, 11 of them have distinct 

matrices, while in 3 pairs of RPs each shares the same 

matrix. Finally, another 3 RPs generate the same matrix.  

Inspection of the identical matrices shows them to 

be in adjacent location in groups of 2, 3, 4… etc. as also 

shown in the other tables.  

Increasing the number of RPs tends to worsen the 

effect of ambiguity, with more RPs having the same 

constraint matrix. Table 3 shows the effect of increasing 

RPs in a test area with four APs and an operating 

frequency of 200 MHz. With only four RPs, all four 

generated matrices are unique, but with nine RPs two 

RPs share the same matrix while the other seven have 

unique matrices. With twenty RPs, three pairs of RPs 

share the same matrix, with a further triplet of three RPs 

having one matrix in common. The thirty RP case is even 

worse, with ten RPs sharing five matrices in pairs and 

twelve RPs sharing four matrices, i.e., four sets of triplet 

RPs with a matrix in common. 

Similarity in CRSS matrices is affected by the 

number of APs used in the system, as the matrix size will 

correspondingly increase. Table 3 shows the similarity 

in the generated matrices using four APs for the same 

test area and the same operating frequency.  

The difference between the cases of four APs and 

three APs is obvious; adding more APs reduces the 
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similarity in the generated matrices. From the previous 

tables, it can be seen that adding more APs will reduce 

similarity, while adding more RPs will increase 

similarity.  

Results obtained when changing the frequency from 

200 MHz to 400 MHz are shown in Tables 4 and 5, 

which show that the similarity is reduced as the 

frequency increased.  

 

 
 

Fig. 2. Example of similarity.  

 

Ambiguity need not always have negative 

consequences, namely if the estimated locations 

surrounded the test point. Rather than identifying the test 

point as close to a certain RP, it would be located within 

a specific area. 

However, throughout all the experiments such a 

thing rarely happened. It is true that with increasing 

frequency, the similarity in the generated matrices will 

be less, but this does not mean that localization 

performance is thereby improved: a test point considered 

to be close to fewer RPs using 400 MHz does not mean 

that these RPs are closer than those estimated at 200 MHz, 

as shown in Fig. 3. 

The localization process includes the calculation of 

the Euclidean distance between all the matrices in the 

database and choosing the one representing the least 

error. As a result, more matrices may have the same 

Euclidean distance, therefore, more RPs will be 

considered as the closest RP. There have been sincere 

efforts to characterize the effect of the ambiguity 

analytically, however, the results show randomness in 

the number of the linked RPs to the test point as Fig. 4 

shows. Based on results obtained from one experiment, 

this shows the number of the closest RPs using different 

radio map resolution. The similarity in the twenty RPs is 

less relatively when compared to the system with thirty 

RPs, but still this does not necessarily mean that the 

ambiguity effect will be less. Moreover, even if the 

number of the estimated “closest locations” is less, this 

does mean that an estimated location lies closest to the 

test point, as depicted previously in Fig. 3.  

The ambiguity problem is a severe drawback of  

the CRSS algorithm, which jeopardizes the system’s 

credibility, despite claims that it outperforms the vector 

algorithm due to the redundancy in the information 

embedded within the matrix [2]. A similar analysis was 

conducted for a more elaborate scenario including a 

number of rooms adjoining a corridor on a single floor 

of the author’s recent work [19] as shown in Fig. 5, and 

similar conclusions have been drawn.   

 

 
 

Fig. 3. Less ambiguity does not imply better localization. 

 

 
 

Fig. 4. The number of estimated RPs in the CRSS using 

different sets of radio maps. 
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Fig. 5. The 3rd floor of the Chesham Building, University 

of Bradford.  

 

As the present work shows that the CRSS algorithm 

is unreliable, in the following we consider the vector 

algorithm only.  

 

B. The vector algorithm 

This algorithm is deemed successful as long as the 

estimated location is the closest to the actual location of 

the mobile terminal. When the estimated RP is not 

closest to the actual location of the mobile terminal, then 

the algorithm is said to have failed. The percentage of 

correctly estimated locations gives the success rate. 

Figure 6 shows the localization performance for the 

vector algorithm using three APs and different radio map 

resolutions. The performance is enhanced as the number 

of the RPs increases; e.g., P(Error ≤ 2 m) was about 0.26 

for the four RP system, and increased gradually up to 0.8 

for the thirty RP system. 

 

 
 

Fig. 6. Localization error for the vector algorithm using 

three APs, at 200 MHz. 

 

The statistical mean of error was also reduced as 

shown in Fig. 7. Moreover, the performance shows more 

stability as the number of RPs increases; error deviation 

was reduced and the high error estimates were less 

common. For thirty, twenty, nine and four RPs the error 

for 85% of locations was less than (2.7, 3.2, 4.8, 6.15) m 

respectively. Thus, increasing the number of RPs 

improves localization and enhances stability. 

 

 
 

Fig. 7. Statistical mean error for the vector algorithm. 

 

Figure 7 shows the statistical mean error for the 

vector algorithm using three and four APs at different 

frequencies. The figure shows that the overall 

performance of the algorithm is poor for low-resolution 

radio maps. It improves gradually as the number of  

APs and RPs in the system increases. The system 

performance at 200 MHz improves steadily until it 

reaches a maximum level of accuracy. As shown in the 

metrics in Table 6, the algorithm performance does not 

give satisfactory accuracy at 400 MHz except for the 

system that used thirty RPs and four APs. In general, the 

performance at 200 MHz is significantly better than at 

400 MHz, however high-resolution radio maps and 

adequate numbers of APs will improve the algorithm’s 

performance to acceptable levels. 

 

Table 6: Success rates for different sets of RPs, APs and 

frequencies 

No. of APs No. of RPs 200 MHz 400 MHz 

3 APs 

4 RPs 65% 67% 

9 RPs 58% 47% 

20 RPs 49% 32% 

30 RPs 49% 32.7% 

4 APs 

4 RPs 78% 72% 

9 RPs 72% 58% 

20 RPs 58% 54% 

30 RPs 52% 61% 

 

It can be noted that the success rate decreases as the 

number of RPs increases, as shown in Table 6, although 

the localization error improved. This can be justified 

thus: the algorithm is considered successful when the 

estimated location is the closest RP to the test point. 
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When the number of RPs in the radio map is limited, the 

RPs will be large distances away, and it is expected that 

they will be exposed to different fading parameters, so it 

will be easier for the algorithm to estimate the closest 

RP. However, as the number of RPs increases, they 

become closer to each other, and they will have more 

similar propagation environments, and thus comparable 

RSS readings. It will be more difficult for the algorithm 

to estimate the closest RP, and therefore the error will be 

enhanced.  

Figure 8 shows the localization performance using 

four APs for different numbers of RPs, showing the 

outstanding performance of the algorithm especially 

with a high-resolution radio map, and they underline the 

importance of the number of APs in determining the 

overall system performance. They also suggest that even 

low-resolution systems could provide a system with 

good accuracy as long as there were an adequate number 

of APs in the system. If we exclude the 4 RPs system, 

the algorithm shows stability and robustness, with 

deviations constant for the other systems. The most 

interesting result obtained is the performance of the 

localization using nine RPs, which is almost the same as 

for those using twenty and thirty RPs in the 0-2 m 

window, and outperforms them slightly in the 2-4 m 

window. For thirty, twenty, nine and four RPs the error 

for 85% of locations was less than (3.37, 3.2, 2.28, 

5.385) m respectively. This may be considered as the 

optimum system, which has good performance metrics 

with only a few RPs used. 

 

 
 

Fig. 8. Localization error for the vector algorithm using 

four APs, at 200 MHz. 

 

Figure 9 shows a localization error comparison 

between the three AP and four AP systems. The four AP 

system shows better performance, with a success rate 

enhanced from 58% to 74%. The statistical mean of error 

was improved from 2.52 m to 1.86 m. Standard deviation 

was reduced from 2.12 m to 1.7 m. The error performances 

of the two systems are almost the same in the 0-1 m 

window, but they do vary in the 1-2 m window.  

P(Error ≤ 2 m) for three RPs was about 0.6 whereas 

it was around 0.8 for the four RP system. This accuracy 

is satisfactory for many applications. The effect of 

adding an extra AP to the system is obvious as all the 

metrics reflect enhancement in performance. 

Figure 10 shows the localization performance for 

the vector algorithm using three and four APs with a 

radio map resolution of thirty RPs. The success rate was 

enhanced from 49% to 52%, and the mean error has 

changed slightly from 1.68 m to 1.7 m. Standard deviation 

remained the same at 1.68 m. The performance of the 

two systems is effectively identical. It is clear that 

increasing the number of RP points will make the need 

for more APs less. In addition, increasing the number of 

RPs will enhance the performance of localization but the 

enhancement obtained may become insignificant, as the 

accuracy will saturate at a certain level. 

 

 
 

Fig. 9. Localization error for the vector algorithm using 

nine RPs. 

 

 
 

Fig. 10. Localization error for the vector algorithm using 

twenty RPs, at 200 MHz. 
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As mentioned above, two operating frequencies, 

200 MHz and 400 MHz, were used to conduct the 

experiments. In general, the localization performance 

with 200 MHz is better. A justification for such results 

can be found in propagation theory. When a signal 

travels in space over a surface, as well as the direct wave 

there is also a ground wave traveling with it. Due to the 

different paths that the signals take, a phase shift of  

180 degrees occurs every λ/2, leading to destructive 

interference and thus reduced power at those points. For 

example, at 400 MHz, this happens every 0.375 m, so 

test points at such locations will be completely irrelevant 

to the RP measurements. As the power readings in the 

area around the RP will change significantly, mapping 

the received power vector with the location will result in 

weaknesses in RSS-based algorithms. At 200 MHz, 

cancellation occurs every 0.75 m and so the fluctuation 

in power readings is slower than with 400 MHz.  

Figure 11 shows the performance of the vector 

algorithm for two different operating frequencies and a 

radio map resolution of twenty RPs. The algorithm 

performance with 200 MHz is clearly better than with 

400 MHz. The error for 85% of locations was less than 

3.2 m (three and four APs at 200 MHz), 6.3m (three APs 

at 400 MHz) and 6.6m (four APs at 400 MHz). 

Moreover, Table 7 shows that the algorithm performance 

at 200 MHz with the use of three APs only is better than 

its performance with the use of four APs at 400 MHz 

provided that the statistical mean of error increased to 

about 60 cm for most studied cases. These results 

emphasize the importance of the operating frequency in 

determining the algorithm performance. 

 

 
 
Fig. 11. Localization error at 200 MHz and 400 MHz, for 

twenty RPs. 

 

Table 7: Performance metrics of the vector algorithm for 

200 MHz and 400 MHz 

No. of APs Metric 200 MHz 400 MHz 

3 APs 

Success rate 49% 32.7% 

Mean 2 m 2.97 m 

Standard deviation 1.75 m 2.27 m 

4 APs 

Success rate 58% 54% 

Mean 1.82 m 2.57 m 

Standard deviation 1.61 m 2.75 m 

 

IV. CONCLUSIONS 
The paper compares two indoor localization 

algorithms using received signal strength, the vector 

algorithm, and the CRSS algorithm. The experiment was 

carried out at 200 MHz and 400 MHz, and the 

localization performance was tested for different 

numbers of access points (AP), and for different numbers 

of reference points (RP). In the vector algorithm, 

increasing the number of RPs enhances the localization 

process up to a certain limit, while increasing the number 

of APs will also result in better performance. 

Experiments show that increasing the number of RPs 

will compensate for a reduction in the number of APs, 

which seems to be attractive commercially. The CRSS 

algorithm suffers from ambiguity since more than one 

RP may have the same matrix, and increasing the number 

of RPs will only make the ambiguity worse. Reducing 

the number of the APs will increase the algorithm’s 

ambiguity. 

It is noted that a lower frequency is better for 

localization than a higher one. Based on the experimental 

results the vector algorithm is better in terms of accuracy, 

cost, and effort.  
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Abstract ─ A 3-D curvilinear stochastic finite-difference 

time-domain (S-FDTD) technique on modern graphics 

processing units (GPUs) is introduced in this paper for 

complex media with high levels of statistically-variable 

heterogeneities. The novel accelerated methodology 

develops a robust covariant/contravariant dual-grid 

tessellation and estimates the mean value and standard 

deviation of field components during only a single run. 

In this way, notably accurate and stable estimations can 

be very rapidly and economically obtained, unlike the 

usual multiple-realization staircase Monte-Carlo FDTD 

schemes. These merits are successfully verified via 

realistic microwave setups with highly-varying media 

uncertainties, where the featured algorithm is shown to 

overwhelm the typical exceedingly resource consuming 

approaches. 

 

Index Terms ─ Curvilinear coordinates, graphics 

processing units (GPUs), media uncertainties, Monte-

Carlo schemes, statistical modeling, stochastic-FDTD 

method. 

 

I. INTRODUCTION 
Recently, an escalating research interest has arisen 

in the area of non-deterministic electromagnetic problems. 

Due to their abruptly-random media features, such 

applications are too complex for a conventional treatment; 

thus they are usually treated via the Monte-Carlo (MC) 

approach [1]. However, the large number of realizations 

and unduly resources actually prohibit its applicability to 

real-world 3-D (or even 2-D) arrangements. To mitigate 

these defects, several efficient alternatives have been 

proposed. Specifically, in [2] a stochastic finite-difference 

time-domain (S-FDTD) method is presented in Cartesian 

coordinates, while [3] follows a single-run approach for 

precise field statistics. Also, [4] launches an FDTD-

based polynomial chaos expansion along with the proper 

basis functions and [5] derives a stochastic finite 

integration technique for electrokinetics. Despite the 

obvious profits, though, diverse issues are to be resolved, 

like the remarkable system demands and the manipulation  

of curved structures. 

In this paper, a generalized S-FDTD method is 

developed via advanced graphics processing units (GPUs), 

for the accurate and fast analysis of electromagnetic 

problems with uncertainties in their constitutive and 

geometrical parameters. The new 3-D algorithm presents 

a covariant/contravariant metrics concept, based on a 

properly modified rendition of [6], for dual curved meshes 

to compute the mean value and standard deviation of 

electric and magnetic fields in just a single realization, 

unlike existing MC-FDTD techniques. For additional 

acceleration, the proposed method is programmed 

through the compute unified device architecture (CUDA) 

platform, which exploits the parallelized features of 

modern GPUs. Hence, very rapid and precise simulations 

are attained, whereas the detrimental lattice reflection 

errors, owing to staircase approximations, are drastically 

minimized. The prior advantages are substantiated via 

realistic microwave structures with complex curved 

parts, stochastic geometries as well as random electric 

permittivity, conductivity, and magnetic permeability. 

Numerical results reveal the accuracy and stability of  

the featured formulation, compared to the MC-FDTD 

outcomes, and its significant speedup over serialized 

implementations. 

 

II. THE CURVILINEAR S-FDTD METHOD 
The S-FDTD algorithm is derived for a general 

coordinate system, where we consider the covariant a1, 

a2, a3 and contravariant a1, a2, a3 bases for the electric, 

E, and magnetic field, H, vectors [6, 7]. This implies that 

in our formulation, there are four sets of components: (i) 

two covariant, i.e., (e1, e2, e3), (h1, h2, h3) and (ii) two 

contravariant i.e., (e1, e2, e3), (h1, h2, h3), for the E and H 

field components, respectively. In addition, for the case 

of unbounded computational domains, the convolution 

perfectly matched layer (CPML) absorbing boundary 

condition [8] is employed. Bearing in mind the above 

considerations, we apply operator  (representing the 

mean value M or variance σ2) to Maxwell equations. For 

illustration, the e1 covariant component is given by: 
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where g is the Jacobian determinant of the grs system 

metrics (for r, s = 1,2,3) and Δar the spatial step along 

the ar covariant direction. Also, DA and DB are coefficients 

that include the uncertainties of media constitutive 

parameters and ζ the covariant CPML terms. For example, 

the ζ12 component in (1) is expressed as: 
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with R and S accumulating the tunable CPML features 

[7] along the ar covariant direction. Furthermore, the 

contravariant components of (1) are calculated via a dual-

mesh metrics interpolation, which requires the covariant 

terms toward the other two directions. Indicatively, the 

h3 component is provided in (3) (bottom of page). 

Next, to consider all random media uncertainties, 

the Delta method [9], [10] is incorporated. The specific 

approach uses a Taylor series expansion on each side of 

(1) and (2). So, for a first-order approximation [2], the 

mean value and variance of a function f(y1,y2,…,yn) of 

multiple random variables y1,y2,…,yn are, respectively, 

  
1 21 2( , , , ) ( , , , )

nn y y yM f y y y f m m m   , (4) 

 

 
1 2

2

1 2

1 1
, , ,

( , , , )

({ ( )) }

n

i j

y y y

n n

n

i j i j m m m

i y j y

f f
f y y y

y y

M y m y m


 



 
 

 

  



, (5) 

for my1,my2,…,myn the mean values of y1,y2,…,yn, which, 

herein, are the er, hr, er, hr components and the four 

media parameters, i.e., electric permittivity ε, magnetic 

permeability μ, conductivity   and magnetic losses  . 

As (4) implies, the mean value update equations 

share a similar form to those of the FDTD method, after 

substituting all stochastic parameters in the latter with 

their mean values. It is deduced from (6) that variance 

terms include covariance components of two random 

variables, given by 
1 21 2 , 1 2Cov{ , } { } { }y yy y y y   , for 

ρ the correlation coefficient. In fact, ρ varies between  

0 and 1, with values near unity revealing a strong 

correlation. Observing the covariances in (1)-(3), we 

may derive that ρ must be practically equal to unity. This 

is evident for field components and ζ terms, which are 

highly correlated, as they exist at very proximate time 

intervals. Thus, an instructive linear expansion of these 

terms, i.e., 2

1 2 1 2{ } ( { } { })y y y y      is extracted. 

In this paper, the standard deviation of all stochastic 

parameters does not exceed the 10% of the analogous 

mean value; a threshold which is deemed very realistic 

for our simulations. In this context, we acquire (6) for the 

standard deviation of e1 (bottom of page) and 
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with similar formulas for the other quantities. In (6) and 

(7), , , { }, { }m m       are the mean value and standard 

deviation of ε and  , while , ,
,

L L    are the cross-

correlation coefficients between component P (here 

12 13

2 3, , , )e eP h h    and material parameter. Moreover, 

(7) shows that to obtain σ, one has to evaluate the mean 

value of E and H components via (4) at the previous 

time-step. This does not permit the extraction of either 

the mean value or standard deviation alone, due to the 

coupling of (4) and (6). So, the formulation requires 

twice the usual FDTD system resources. In contrast, the 

MC-FDTD scheme focuses on the computed fields, 

whose uncertainties are found by samples over the total 

number of simulations. As a result, its overhead is 

analogous to this (usually very large) number, yet 

obligatory for a viable approximation of the ideal normal 

distribution. Finally, since the typical Courant criterion 

in Cartesian coordinates is affected by the curvilinear 

formalism, the stability throughout our paper is 

guaranteed by the generalized Courant condition [7]: 

 

1
3 3

sup rs

r s
t c g



        
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pertinent to handle non-uniform lattices, as the ones 

implemented herein. In (9), sup(.) denotes the maximum 

value in the entire i, j, k domain and grs is a metric that is 

the inverse of grs. Notice that all of our studies have been 

proven completely stable, even for very detailed grids or 

very long simulation times. 

 

III. OPTIMAL GPU IMPLEMENTATION  
For our curvilinear simulations, we develop the full 

3-D code based on the CUDA 6.0 platform [11]-[13] to 

exploit modern GPUs. This decision is favored from the 

parallelization potential of the S-FDTD method, which 

offers substantial acceleration. Our algorithm allows the 

fully independent execution of update equations at each 

grid node during a single time-step. Thus, we assign one 

or more such nodes to the various independent execution 

flows of the hardware, to get the maximum performance 

via a comprehensive optimization process that will be 

discussed. In CUDA independent processes called 

threads, are arranged in an algorithmic 3-D “grid”. Such 

a structure provides these threads with unique 

coordinates and allows the manipulation of the actual 

space coordinates in the domain. To this aim, we assign 

specific memory addresses from our 3-D matrix (i.e., the 

electromagnetic field space) to specific thread coordinates, 

for the entire space and connect nearby memory addresses 

with equally adjacent threads.  

Emphasis should be given to the handling of wraps, 

groupings of 32 threads that although, by their nature, 

perform 32 individual parallel executions, they are 

issuing a common command for all the involved 

execution flows at the same time. This leads to 

inefficient algorithms, where incorporation of branching 

below a 32 thread interval lead to serialization in the 

execution flow. Threads are also organized into larger 

structures called blocks that may have up to three 

dimensions in a local grid of thread coordinates. All 

wraps that reside inside each block are assigned to the 

same streaming multiprocessor (SM) in the hardware; so 

making use of the same local memories (shared memory, 

L1 cache, etc.) and the same schedulers. Lastly, the 

concept of “kernel”, a CUDA function executed on the 

GPU, must be considered. Through kernels we can create 

our grid and block structure, control the hardware, and 

use the different local memories available per block. A 

flow chart of our algorithm is given in Fig. 1, while its 

key realization features are summarized as follows. 

 

 
 

Fig. 1. Flow chart for the GPU realization of the MC-

FDTD and the proposed curvilinear S-FDTD method. 

 

A. Kernel size and register usage  

According to our analysis, a grouping of 32×16 

threads-per-block has been found to guarantee very good 

performance in Cartesian grids. The complexity of the 

curvilinear S-FDTD algorithm did, however, require 

extensive treatment of kernel variables, yielding an 

optimal 24×16 grid. Although in the simple case of fully 

orthogonal meshes, the use of one kernel for each of the 

FDTD updates suffices, we observed that a multi-kernel 

implementation (exploiting streams as discussed later) is 

more beneficial for the curvilinear S-FDTD algorithm. 

Regarding the surrounding CPML layers, four different 

kernels for each side (two for electric and two for 

magnetic components), running simultaneously via 

streams, are necessary for the additional calculations 

(due to the extra CPML terms) to be completed.  
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B. Use of streams 

Aiming at the highest parallelization, we resort – at 

various points – to the use of streams. They refer to 

independent flow sequences, defined outside a kernel 

and passed as an argument when the latter is called. Also, 

they allow kernels, likely not to interfere or share cross-

dependences, to be executed concurrently; something 

impossible in their default state, so avoiding unnecessary 

serializations. Thanks to them, we can partially achieve 

the simultaneous execution of the main routine and the 

CPML kernels, resulting in about 72% less overall 

computational time, as illustrated in Fig. 2.  

 

 
 

Fig. 2. Efficiency differences between single- and 

multiple-kernel realizations for the CPML update. 

 

C. Memory considerations 

In our realization, the global memory is used for the 

storage of the main components and the CPML variables. 

Special attention has been paid to the suitable matrix 

alignment in memory, which ensures that adjacent 

threads in the kernels access similarly-placed elements. 

Only when this occurs, transfers of 32 elements from 

global memory (in the case of floats) are conducted in a 

single memory access cycle (i.e., “coalesced access”). 

For the CPML, specific grid alignments are selected, 

because a simplistic implementation of a unique kernel 

for all CPML areas would render coalesced access 

unfeasible. This is due to the use of a small grid along 

the perpendicular (with respect to the CPML) directions, 

which does not allow the assign of the first grid 

dimension to the first dimension of CPML auxiliary field 

matrices. However, the latter action is required for 

memory coalescing. A simple, yet inefficient, solution 

could use a full size grid, which would introduce large 

numbers of idle threads. So, the division of the algorithm 

into individual parts with different grids, that exploit 

streams, appears as the optimal choice. 

 

D. Use of atomics 

Atomics are necessary for the simultaneous update 

of elements at the grid corners. Figure 3 clarifies the 

correction provided in our algorithm by this idea, when 

the race between concurrent threads is likely to produce 

undesirable miscalculations (the case of top/bottom 

CPMLs is shown in Fig. 3). So, correct updating is 

ensured without causing any performance degradation. 

 
 

Fig. 3. Illustration of the error that can arise during 

parallel CPML updates and its mitigation via atomics (xy 

and xz refer to terms at the CPML corner regions). 

 

IV. NUMERICAL RESULTS 
The performance of the proposed algorithm is 

validated in terms of complicated microwave structures 

with real-world stochastic media parameters. Such 

uncertainties are normally encountered at their substrate, 

copper parts and geometry, possibly created during the 

manufacturing process. Furthermore, comparisons are 

conducted with an MC-FDTD scheme, which needs the 

large number of almost 104 FDTD realizations, whereas 

all infinite domains are terminated by an 8-cell CPML. 

 

A. Koch-shaped fractal microstrip  

Let us study the Koch fractal microstrip filter of Fig. 

4, which suppresses particular frequencies with a 

reduced size. Its dimensions are given in [14] and all 

statistical constitutive/geometric parameters of its copper 

parts and substrate are obtained from the VentecTM and 

IsolaTM Corporation datasheets. Therefore, for the 

substrate: mε = 4.4, σ{ε} = 0.088, 3.427m  mS/m, 

{ } 0.07   mS/m, while for its height h: mh = 15 mm 

and σ{h} = 0.3 mm. On the other hand, for the copper 

parts, we have 58.6m   S/m and { } 0.17  S/m. 

Figures 5 and 6 present the Ex mean value and standard 

deviation, as derived from the MC-FDTD technique 

(mesh: 203407117 cells and total CPU computational 

time: 62.57 hours) and our algorithm (mesh: 10120151 

cells and total CPU computational time: 22.92 min). 

Note that all calculations are performed across a straight 

horizontal line at the center of filter’s top side. As 

discerned, the agreement between the two methods is 

promising, whereas the convergence of the standard 

deviation outcomes (Fig. 6) is very satisfactory. However, 

it is stated that as ρ→1, the S-FDTD technique tends to 

overestimate the solution, as also discussed in [2], [3]. 

Furthermore, in the inlet snapshot of Fig. 5, we illustrate 

the mean value of the current distribution atop the filter, 

while Fig. 7 summarizes the significant GPU acceleration 

of our algorithm for various lattices via two NVIDIATM 

models. Similar deductions can be drawn for the S-

parameters of Fig. 8. 
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Fig. 4. A second-order Koch-shaped microstrip filter. 

 

 
 

Fig. 5. Mean value of the Ex component for the Koch-

shaped fractal filter at 2 GHz (inlet snapshot gives the 

mean value of the current distribution at the top side).  

 

 
 

Fig. 6. Standard deviation of the Ex component for the 

Koch-shaped fractal filter at 2 GHz. 

 

 
 

Fig. 7. GPU acceleration of the proposed method. 

 
 

Fig. 8. Mean value and standard deviation of the S-

parameters for the Koch-shaped fractal filter.  

 

B. Compact wideband resonator filter  

The second application is the compact wideband 

filter of Fig. 9, with a folded multiple-mode resonator 

[15]. For the same stochastic constitutive/geometric 

parameters as in the previous problem, the basic 

dimensions are selected as: L1 = 18.8 mm, L2 = 5.8 mm, 

L3 = 9 mm, L4 = 5 mm, w1 = 2.27 mm, w2 = 5.5 mm,  

w3 = 0.4 mm, g1 = 1 mm, g2 = 0.4 mm, g3 = 0.21 mm, 

and H = 4 mm. This realistic setup (mesh: 27310749 

cells and total CPU computational time: 36.27 min) leads 

to the single-run current distribution mean value of Fig. 

10, at the filter’s top side, which is very smooth, unlike 

the one of the MC-FDTD method (mesh: 511263105 

cells and total CPU computational time: 71.34 hours) 

through an extremely large number of multiple realizations. 

Finally, the accuracy of our algorithm are successfully 

substantiated through the S-parameters of Fig. 11, again 

evaluated during only a single realization. 

 

 
 

Fig. 9. Top-view of the compact wideband filter with a 

folded multi-mode resonator.  

 

 
 

Fig. 10. Snapshot of the current distribution mean value 

at the top side of the compact wideband filter. 
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Fig. 11. Mean value and standard deviation of the S-

parameters for the compact wideband filter.  

 

V. CONCLUSION 
A 3-D curvilinear S-FDTD method has been 

presented in this paper for statistically heterogeneous 

materials regarding their constitutive/geometric parameters. 

The new scheme launches a covariant/contravariant 

concept, while its single-run GPU rendition is more than 

100× faster than existing techniques. So, accurate outcomes 

can be very rapidly and cost-effectively derived.  
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Abstract ─ This paper proposes a new equivalent 

circuit analysis and synthesis method for the broadband 

composite right/left-handed transmission line (CRLH 

TL) and Dual-CRLH (DCRLH) TL metamaterials. In 

order to consider magnitude and phase of S-parameter 

of the CRLH/DCRLH TL element simultaneously, a 

pseudo-inverse technique is first implemented to extract 

the primary equivalent circuit. By using the filter 

synthesis technique, the retrieval primary equivalent 

circuit is further transformed to a typical band-pass/band-

stop filter circuit as the secondary equivalent circuit. 

With two-step retrieval procedure, the response of the 

secondary equivalent circuit can more accurately agree 

with that of CRLH/DCRLH TL unit cell, compared 

with the sole use of the pseudo-inverse technique or the 

filter synthesis technique. Based on the equivalent circuit 

models, the topological structure and parameters of 

CRLH/DCRLH TL can be effectively synthesized for a 

given center frequency and bandwidth. Numerical 

results are given to demonstrate good performance of 

the proposed analysis and synthesis methods. 

 

Index Terms ─ Composite right/left handed transmission 

line (CRLH TL), Dual-CRLH (DCRLH) TL, equivalent 

circuit, filter synthesis, pseudo-inverse, two-step retrieval 

procedure. 
 

I. INTRODUCTION 
Electromagneitc metamaterials are artificial 

effectively homogeneous electromagnetic structures, 

which exhibit unusual electromagnetic properties not 

found in natural media. One of physical realization of 

the metamaterials is based on composite right/left-

handed transmission line (CRLH TL) [1]-[3]. Compared 

with resonant left-handed (LH) metamaterials, the 

CRLH TL is broad-band and low-loss. Up to now, 

many different types of the CRLH TLs including Dual 

CRLH (DCRLH) TL [4], [5], simplified CRLH TL [6] 

and extended CRLH TL [7] were reported. Due to 

unprecedented properties and performances, various 

CRLH-based components, antennas and system 

applications have been developed [8-13]. 

When designing the CRLH TL structure, a large 

number of periodic cells are usually cascaded to achieve 

special performance. However, analyzing the multi-cell 

of CRLH TL often needs to use full-wave electromagnetic 

simulations, and thus plenty of computational resource 

and time are consumed. By contrast, the equivalent 

circuit (EC) analysis of the CRLH TL structure is more 

efficient and costs less computational resource. As a 

result, we need to extract the relatively precise 

equivalent circuit of the CRLH TL unit cell firstly, and 

then the equivalent circuit of multi-cell CRLH TL 

structure can be obtained to flexibly synthesize new 

CRLH metamaterial structures. The CRLH TL unit cell 

is often categorized as a series inductor (LR), series 

capacitor (CL), shunt inductor (LL), and shunt capacitor 

(CR), and exhibits a band-pass filter, in the sense that it 

has left-handed (LH) high-pass with low-frequency 

stop-band and right-handed (RH) low-pass with high-

frequency stop-band. Most of methods, such as an 

unwrapping method [1], a calibration method based on 

transmission matrix [14], etc., have been developed  

to extract the propagation constant of the CRLH  

TL structure. However, those methods cannot be 

implemented to solve the equivalent circuit of the 

CRLH TL unit cell. The filter technique [15] can be 

used to extract the equivalent circuit of the CRLH TL 

structure according to its band-pass response. But the 

specific phase response of the CRLH TL structure 

distinguishes itself from the conventional filters which 

are generally designed to meet the magnitude 

specifications. In fact, the phase response is a key 

parameter in the filter design. For example, the phase of 

S21 can be used to calculate the group delay of the filter 

[15]. A pseudo-inverse method [16] has been proposed 

to extract the equivalent circuit of a CRLH TL unit cell 

to simultaneously meet magnitude and phase responses. 

By transforming S-parameters of a CRLH TL unit cell 

obtained by full-wave simulation or measurement to 

ABCD parameters of the corresponding lumped LC 

circuit, the capacitance and inductance in the lumped 

LC circuit can be solved. But by use of the pseudo-

inverse matrix, the retrieval lumped LC circuit can only 
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roughly feature electromagnetic responses of the CRLH 

TL structures. 

This paper presents a new method to extract the 

equivalent circuits of the CRLH TL and DCRLH TL 

unit cells which combine the aforementioned pseudo-

inverse method and filter synthesis technique. The new 

method combines the advantages of the two traditional 

extraction methods which owns good performance to 

meet both the magnitude and phase responses. The 

pseudo-inverse method is first implemented to obtain 

the primary equivalent circuit according to both 

magnitude and phase of the scattering parameters of the 

CRLH TL and DCRLH TL unit cells. In order to further 

improve retrieval accuracy, the primary equivalent 

circuit is transformed to typical band-pass/band-stop 

filter circuit as the secondary equivalent circuit 

according to the filter synthesis technique. Numerical 

results show that the scattering parameter responses 

solved by the extracted circuit and the original unit cell 

agree well with each other. Furthermore, three CRLH 

TL cells are cascaded to verify the accuracy of the 

equivalent circuit, results shows the S-parameters of the 

cascaded equivalent circuit agrees well with that of the 

three-cell CRLH TL structure. Finally, a typical CRLH 

TL structure with specific feature is synthesized by use 

of the equivalent circuit. Numerical results also show a 

good agreement between the equivalent circuit and the 

CRLH TL structure. 

 

II. PSEUDO-INVERSE TECHNIQUE TO 

EXTRACT PRIMARY EQUIVALENT 

CIRCUIT OF CRLH AND DCRLH TL UNIT 

CELL FROM S PARAMETERS 
The equivalent circuit model of a CRLH unit cell 

can be featured by the impedance and admittance from 

the lumped elements LR, CL, LL, and CR, as shown in 

Fig. 1. Complex S-parameters of the CRLH unit cell  

at N distinct frequency points can be obtained by  

full-wave simulation or measurement. In order to 

approximate the S parameters of the CRLH TL unit cell 

by using its equivalent circuit model as accurately as 

possible, the two-step retrieval procedure is implemented. 

The parameter extraction of the lumped elements in the 

primary equivalent circuit is achieved by implementing 

the pseudo-inverse method. First we convert the S 

parameters of a CRLH TL unit cell to ABCD parameters. 

Specifically, the ABCD parameters of the unit cell are 

related to its S parameters as follows [17], [18]: 
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Fig. 1. The equivalent lumped LC circuits of the CRLH 

TL unit cell: (a) asymmetrical network, (b) symmetrical 

T-network, and (c) symmetrical π-network. 

 

Second, we solve the ABCD parameters according 

to the equivalent circuit model of the CRLH unit cell. 

The equivalent circuit of a classical CRLH TL unit cell 

includes three types such as asymmetrical network, 

symmetrical T-network and symmetrical π-network [1], 

as shown in Fig. 1. Corresponding to three kinds of  

the equivalent circuits, the ABCD parameters can be 

expressed as follows: 
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where the impedance parameter Z and admittance 

parameter Y are: 
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Here we have LR' = LR, CR' = CR, LL' = LL, and CL' = CL 

for three types of the equivalent lumped circuits. It can 

be seen from (5)-(7) that Y = C and Z = B for the 

asymmetrical network, Y = C and Z = 2B/(A+1) for the 

symmetrical T-network, and Z = B and Y = 2C/(A+1) 

for the symmetrical π-network, respectively.  

The third step is to extract the parameters of LR, CL, 

LL, and CR from the parameters Z and Y. Substituting 

the S parameters at N distinct frequency points into (1)-

(4) and inserting the resultant ABCD parameters into 

(5)-(9), the parameters Z and Y can be obtained as 

follows: 
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Introducing the matrix, 
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(10) and (11) can be rewritten as: 
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Solving (13) and (14) by using the pseudo-inverse 

technique, the lumped parameters of the equivalent 

circuit can be obtained as follows: 
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in which [ ]+ denotes the matrix pseudo-inverse. Similar 

procedure can be implemented for a DCRLH TL unit 

cell. Three types of the equivalent circuits of the 

DCRLHTL unit cell are shown in Fig. 2. 

The impedance Z and admittance Y for the DCRLH 

TL unit cell can be written in terms of the lumped 

elements as follows: 
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where LR'=LR, CR'=CR, LL'=LL, and CL'=CL for three 

types of the equivalent lumped circuits. 

Similarly inserting the S parameters at N distinct 

frequency points into (1)-(7), (17) and (18), we have: 
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With the pseudo-inverse technique, (19) and (20) 

can be solved as: 
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According to (15), (16), (21) and (22), the lumped 

capacitance and inductance of the primary equivalent 

circuits of the CRLH TL and DCRLH TL unit cells can  
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be obtained. 
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Fig. 2. The equivalent lumped LC circuits of the DCRLH 

TL unit cell: (a) asymmetrical network, (b) symmetrical 

T-network, and (c) symmetrical π-network. 

 

III. FILTER SYNTHESIS TECHNIQUE TO 

EXTRACT SECONDARY EQUIVALENT 

CIRCUIT OF CRLH AND DCRLH TL UNIT 

CELL 
The pseudo-inverse method can simultaneously 

approximate the magnitude and phase of S parameters 

of the CRLH and DCRLH TL unit cells. However, the 

retrieval equivalent circuit model roughly features the 

electromagnetic responses of the CRLH and DCRLH 

TL unit cells due to the use of the matrix pseudo-

inverse. On the other hand, according to viewpoint of 

the filter design, the S-parameter responses of the 

CRLH TL unit cell demonstrate the band-pass 

characteristics, while those of DCRLH TL unit cell 

show the band-stop characteristics. Hence, a filter 

synthesis procedure can be introduced into the primary 

equivalent circuit to improve its approximation 

accuracy. First, we determine low-pass prototype of the 

primary equivalent circuit. Second, the resultant low-

pass prototype is employed to re-synthesize the desirable 

band-pass or band-stop responses. 

Considering the band-pass characteristics of the 

CRLH TL unit cell, its primary equivalent circuit is 

chosen as the symmetrical T network, as shown in Fig. 

1 (b), and the corresponding low-pass prototype is shown 

in Fig. 3. 
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Fig. 3. The low-pass prototype. 

 

According to the band-pass-to-low-pass transformation, 

we can obtain: 
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where f0 is the central frequency of the band-pass 

response, FBW is the corresponding fractional bandwidth, 

and Z0 is the source impedance of the circuit. Following 

the band-pass synthesis procedure in terms of the 

coupled resonator cavity filter, as shown in Fig. 4 (a), 

all parameters can be determined as follows [15]: 
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Similarly for the DCRLH TL unit cell, the band-

stop-to-low-pass transformation is employed, and the 

parameters in the low-pass prototype shown in Fig. 3 

are obtained as: 
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With the band-stop synthesis procedure in terms of the 

coupled resonator cavity filter, as shown in Fig. 4 (b), 

we can get all parameters as follows: 
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It is worthwhile pointing out that the use of the 

filter synthesis procedure can better meet the magnitude 

characteristics of the S parameters of the CRLH and 

DCRLH TL unit cells, irrespective of their phase 

information. 
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Fig. 4. The coupling resonator cavity filter circuit: (a) 

band-pass filter and (b) band-stop filter. 

 

With the developed two-step retrieval procedure, 

the secondary equivalent circuit in terms of the coupled 

resonator cavity filter can accurately feature the 

electromagnetic responses of the CRLH/DCRLH TL 

unit cell. Figure 5 shows the flow chart of whole 

retrieval procedure. 
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Fig. 5. The flow chart of the proposed two-step retrieval 

method. 

 

IV. SYNTHESIS OF THE CRLH AND 

DCRLH TL UNIT CELLS 
According to above discussion, we can know that 

the coupled resonator cavity filter obtained by the two-

step retrieval method has nearly the same S-parameter 

responses in magnitude and phase as the CRLH and 

DCRLH TL unit cells. Hence, given the desirable center 

frequency and fractional bandwidth, we can synthesize 

the CRLH and DCRLH TL unit cell structures using the 

inverse two-step retrieval procedure. The flow chart of 

the synthesize procedure is shown in Fig. 6. 

The new low pass prototype 

filter

Lump parameters in 

symmetrical T network of 

CRLH/DCRLH TL unit cell 

CRLH/DCRLH TL unit cell 

structure

Given center frequency 

and fractional bandwidth

 
 

Fig. 6. The flow chart of the synthesis procedure of the 

CRLH/DCRLH TL unit cell. 

 

According to the low-pass prototype of the CRLH 

and DCRLH TL unit cells shown in Fig. 3, the lumped 

elements LR, CL, LL, and CR in the primary equivalent 

circuit can be determined, when the operating center 

frequency and the fractional bandwidth are given. 

Specifically, according to (23) and (24), the lumped 

elements for the CRLH TL unit cell are: 
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Similarly according to (29) and (30), the lumped 

elements for the DCRLH TL unit cell are: 
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(42) 

Once these lumped elements are solved, we can 

design the geometries of the CRLH and DCRLH TL 

unit cells by the computer-aided design method. A 

general design optimization and modeling of microwave 

circuits is space-mapping optimization algorithm [19], 

which can automatically mate the equivalent circuits of 

the CRLH and DCRLH TL unit cells with their 
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corresponding structures. Besides, for some classical 

structures of the CRLH and DCRLH TL unit cells, for 

example the CRLH TL unit cell consisting of the 

interdigital capacitors and stub inductors shorted to the 

ground plane by a via [20], [21], some approximately 

empirical formula can be employed to fast achieve the 

design. 
 

V. NUMERICAL RESULTS AND 

DISCUSSIONS 
In this section, some CRLH and DCRLH TL 

structures are presented to show good performance of 

the proposed two-step retrieval method. 
 

A. Example of the CRLH TL Structure 

As the first example, consider a typical CRLH TL 

structure composed of interdigital capacitors and stub 

inductors shorted to the ground plane by a via [19], as 

shown in Fig. 7. The geometry parameters of the CRLH 

TL structure are given in Table 1. The pseudo-inverse 

method, the conventional filter synthesis method and 

the proposed two-step retrieval method have been 

implemented to extract the equivalent circuits of the 

CRLH unit cell, as shown in Fig. 8. Here, according to 

the band-pass response of the CRLH TL structure, we 

choose f0=4 GHz and FBW=1.125, and the parameters 

in the corresponding low-pass prototype circuit can  

be obtained as 1 3 0.5055,g g   
2 1.9355.g   Figure 9 

shows the S-parameter comparison between the pseudo-

inverse method, the filter synthesis method and two-

step retrieval method. It can be seen from Fig. 9 that 

among three retrieval methods, two-step retrieval 

method can obtain the best equivalent circuit to match 

the magnitude and phase of S21. 

 

 
 

Fig. 7. Microstrip implementation of the CRLH TL unit 

cell. 
 

Table 1: Parameters of the CRLH TL Unit Cell 

Parameters mm 

L1 

L2 

L3 

W1 

W2 

H 

LR=0.7894nH

CL=1.0125pF

LL=6.2884nHCR=0.2126pF

 
 (a) 

L=0.0398nH

C=39.79pF

L=0.0398nH L=0.0398nH

C=39.79pF C=39.79pF

K01= 7.5 K34= 7.5
K12= 

1.346

K23= 

1.346

 
 (b) 

L=0.0398nH

C=39.79pF

L=0.0398nH L=0.0398nH

C=39.79pF C=39.79pF
K01= 

5.3326

K34= 

5.3326

K12= 

1.1373

K23= 

1.1373

 
 (c) 

 

Fig. 8. Equivalent circuits of the CRLH TL unit cell: (a) 

the pseudo-inverse method, (b) filter synthesis method, 

and (c) two-step retrieval method. 
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Fig. 9. S-parameter comparison of the equivalent 

circuits of the CRLH TL between the pseudo-inverse 

method, filter synthesis method and two-step retrieval 

method: (a) magnitude of S21 and (b) phase of S21. 
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Furthermore, three CRLH TL unit cells is cascaded 

for a wider band-pass response, as shown in Fig. 10. 

Three kinds of the equivalent circuits obtained by three 

retrieval methods are cascaded to realize the equivalent 

circuits of the cascading CRLH TL structure, 

respectively. Figure 11 shows S-parameter comparison 

between three retrieval methods. It can be seen that the 

cascading equivalent circuit obtained by the two-step 

retrieval method can best match the cascading CRLH 

TL structure according to S-parameter response in 

magnitude and phase. 

 

 
 

Fig. 10. Topology structure of the 3-cell CRLH TL 

structure. 
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Fig. 11. S-parameter comparison of the 3-cell CRLH 

TL structure and couple resonator cavity filter: (a) 

magnitude of S21 and (b) phase of S21. 

 

B. Example of the DCRLH TL structure 

Next, a microstrip implementation of the DCRLH 

TL structure [22] is considered. The unit cell consists  

of one interdigital capacitor paralleled by two high 

impedance stubs and four series branches of the plane 

capacitors and stubs, as shown in Fig. 12. The 

dimension of the DCRLH TL unit cell is given in Table 

2. We use the pseudo-inverse method, the filter 

synthesis method, and the two-step retrieval method to 

extract the equivalent circuits of the DCRLH TL unit 

cell, respectively, as shown in Fig. 13. Considering the 

band-stop response of the DCRLH TL unit cell, we 

choose f0=4.7 GHz and FBW=0.87 in this example. The 

obtained parameters in the low-pass prototype circuit 

are 
1 3 =0.5676g g

 
and 2 1.5986.g   

 

Table 2: Parameters of the DCRLH TL Unit Cell 

Parameters mm 

L1 

L2 

L3 

L4 

W1 

W2 

W3 

H 

 
W3

L1
W2

L3

L4

W1
h

 
 

Fig. 12. Microstrip implementation of the DCRLH TL 

unit cell. 
 

LR=5.9252nH

CL=1.1290pF
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 (a) 
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1.0437
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C=33.86pF

 
 (b) 
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J01= 

4.9146

J12= 

0.9387

J23= 

0.9387

J34= 

4.9146

L=0.0339nH

C=33.86pF C=33.86pF

L=0.0339nH L=0.0339nH

C=33.86pF

 
 (c) 
 

Fig. 13. Equivalent circuits of the DCRLH TL unit cell: 

(a) the pseudo-inverse method, (b) filter synthesis 

method, and (c) two-step retrieval method. 

 

Due to the simultaneous use of the pseudo-inverse 

and the filter synthesis techniques, the S-parameter 

responses of the equivalent circuit extracted by the two-

step retrieval method agree well with that of the 

original DCRLH TL unit cell, as shown in Fig. 14. 
 

1 2 3 4 5 6 7 8 9

0.0

0.2

0.4

0.6

0.8

1.0

M
ag

n
it

u
d
e 

o
f 

S
2

1

Frequency(GHz)

 Full-wave

            simulation

Two-step

           retrieval method

Pseudo-inverse

           method

Filter synthesis 

           method

 
 (a) 

1 2 3 4 5 6 7 8 9
-200

-100

0

100

200

300

P
h
as

e 
o
f 

S
2
1
(D

eg
.)

Frequency(GHz)

  Full-wave simulation       

 Two-step retrieval method 

 Pseudo-inverse method     

 Filter synthesis method     

 
 (b) 
 

Fig. 14. S-parameter comparison of the equivalent 

circuits of the CRLH TL unit cell between the pseudo-

inverse method, filter synthesis method and two-step 

retrieval method: (a) magnitude of S21 and (b) phase of 

S21. 

 

C. Synthesis of the CRLH TL structure 

Finally, we design a CRLH TL unit cell with the 

operating center frequency of 10 GHz, and the fractional 

bandwidth of 0.6. For simplicity, the CRLH TL structure 

same as the first example is chosen, as shown in Fig. 15. 

Hence, the parameters in the low-pass prototype  

circuit are same as those in the first example, e.g., 

1 3 0.5055g g 
 
and 

2 1.9355.g   According to (35)-

(38), the lumped elements LR, CL, LL, and CR can be 

solved as 0.6704 nH, 0.1305 pF, 0.2467 nH, and 1.0 pF, 

respectively. Considering approximation empirical 

formula of the CRLH TL structure [1], i.e., 
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where Z0 and β represent the characteristic impedance 

and the propagation constant of the microstrip line, 

respectively, the geometries of the CRLH unit cell can 

be obtained, as shown in Table 3. For comparison, the 

two-step retrieval method is implemented to obtain the 

equivalent circuit of the CRLH TL unit cell, as shown 

in Fig. 16. Figure 17 shows the comparison between S 

parameter of the designed CRLH unit cell obtained by 

the full-wave simulations and that of the equivalent 

circuit extracted by the two-step retrieval method, in a 

good agreement with each other. 
 

L1

W2

L3

L2

W1

h

 
 

Fig. 15. Topology structure of the designed CRLH TL 

unit cell. 
 

Table 3: Parameters of the DCRLH TL Unit Cell 

Parameters mm 

L1 

L2 

L3 

W1 

W2 

H 

 
L=0.0145nH

C=14.47pF

L=0.0145nH L=0.0145nH

C=14.47pF C=14.47pF
K01= 

7.3828

K34= 

7.3828

K12= 

0.5

K23= 

0.5

 

Fig. 16. Couple resonator cavity filter circuit of the 

designed CRLH TL unit cell. 
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Fig. 17. S-parameter comparison of the designed CRLH 

TL unit cell and the coupled resonator cavity filter: (a) 

magnitude of S21 and (b) phase of S21. 
 

VI. CONCLUSION 
The two-step retrieval method to extract the 

equivalent circuits of the CRLH TL and DCRLH TL 

unit cells is proposed. The new extraction procedure 

combines the pseudo-inverse technique and the filter 

synthesis method based on the coupled resonator cavity 

filter, of which the electromagnetic responses can be 

equivalent to the bandpass of the CRLH TL unit cell 

and bandstop of the DCRLH TL unit cell. The 

equivalent circuit obtained by the two-step retrieval 

method can better match the magnitude and phase of S 

parameters from the original CRLH and DCRLH TL 

unit cells. Based on the equivalent circuit models, the 

topological structure and parameters of CRLH/DCRLH 

TL can be effectively synthesized for a given center 

frequency and bandwidth. The proposed method makes 

the analysis and synthesis of the metamaterial-based 

CRLH TL structures more accurate and efficient. 
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Abstract ─ Based on the concept of perturbation theory, 

a modification to the dielectric waveguide model 

(DWM) is presented for the calculation of resonant 

frequency of rectangular dielectric resonator antenna 

(DRA). A large number of simulations are performed 

using commercial software and the results are compared 

between those of the DWM and the proposed method. 

Finally, the accuracy of proposed method is validated by 

the experimental data available in the literature. 

Differences between the measured and theoretical 

resonant frequencies vary by less than 2%. 

 

Index Terms ─ Dielectric waveguide model, dielectric 

resonator antenna, perturbation theory, Q-factor, resonant 

frequency. 
 

I. INTRODUCTION 
Recently, dielectric resonator antennas (DRA) have 

received much attention owing to their numerous 

attractive characteristics, such as light weight, low 

profile and high radiation efficiency [1-6]. Rectangular 

shape is the most versatile due to its fabrication 

simplicity and improved degree of freedom compared to 

other shapes such as cylindrical or hemispherical shapes. 

For the calculation of resonant frequencies and Q-

factors of dielectric resonators, several methods have 

been reported. These methods include the closed cavity 

method with perfect magnetic conductor (PMC) walls 

[7], the dielectric waveguide model (DWM) [7], and the 

surface integral equation incorporated with the method 

of moments [8,9]. The perturbation correction to the 

DWM for characterizing the 𝑇𝐸01𝛿
𝑧  mode of cylindrical 

dielectric resonators has been reported [7]. This idea is 

used to improve the accuracy of DWM for estimating the 

resonant frequency of the rectangular DRA. 

Various comparisons amongst the measured resonant 

frequencies and Q-factors of rectangular DRAs to those 

predicted using the dielectric waveguide model (DWM) 

have been carried out [10-12,14]. 

In this paper, the perturbation theory is applied to 

improve the accuracy of determination of the rectangular 

DRA resonant frequency using DWM. In fact, parts of 

stored electric and magnetic energies exist outside the 

DRA volume, which are neglected in the first-order 

DWM. 

There are some differences between [7] and the 

proposed work. First, in [7] a cylindrical DRA is 

investigated whereas here a rectangular DRA is assumed. 

Second is that, in [7] a mode with non-broadside radiation 

pattern is studied and here a mode with broadside 

radiation pattern is examined. Observe that the Marcatili 

and EDC methods have already been used to improve the 

accuracy of DWM by using the electromagnetic fields 

outside the rectangular DRA [17]. However, the proposed 

method leads to more accurate results. The proposed 

perturbation method also provides an improvement for 

the calculation of Q-factor of rectangular DRAs. It  

is verified by comparison with the simulation and 

experimental data available in the literature. 
 

II. THEORY 
A rectangular dielectric resonator antenna (RDRA), 

whose dimensions are a×b×d/2 is located on a large 

ground plane (Fig. 1). The DRA has a relative dielectric 

constant of 𝜀𝑟. By applying the image theory, the ground 

plane is removed and the procedure results in an isolated 

RDRA having dimensions 𝑎 × 𝑏 × 𝑑. The field components 

of 𝑇𝐸111
𝑦

 mode inside the resonator have already been 

derived [18, Eq. (4)]. The resonance frequency fo is 

obtained from the following transcendental equation 

[10]: 

2 2
0

2 2 2 2
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(1) 

 

where 𝑘0 is the free space wave number at resonance 

frequency 𝑓0 and other parameters are shown in Fig. 1. 

Figure 2 shows a dielectric waveguide having a 

rectangular cross section of width 𝑎 in the x-direction, 

height 𝑑 in the z-direction with waves propagating in the 

y-direction. To model DRA, the waveguide is truncated  
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along the y-direction at ±b/2.  

To improve the model, the same electric and 

magnetic fields inside DRA (as for the first order DWM) 

are retained and the PMC walls are removed. The 

tangential electric fields at the resonator surfaces in the 

x- and z-directions are continuous. They exponentially 

decrease outside DRA in free space. Also, the fields in 

the dashed regions in Fig. 2 are assumed to be zero. The 

extended DRA model consists of five regions, as shown 

in Fig. 2. 

 

 
 

Fig. 1. 3D view of the isolated DR antenna configuration. 

 

 
 (a) (b) 

 

Fig. 2. (a) 3D view of the truncated dielectric waveguide 

model, and (b) cross-sectional view. 

 

The fields outside the dielectric resonator must be of 

evanescent form. Therefore, the potential function of 

𝑇𝐸111
𝑦

 mode for |𝑥| > 𝑎/2 takes the following form: 

2
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where 

2 2
2 0

( 1) k .r xk     (4) 

Also, for |𝑧| > 𝑑/2 let, 

4
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where 

2 2
4 0

( 1) k .r zk     (7) 

In [18, Eq. (4)], the tangential components of the 

magnetic field are functions of cos (𝑘𝑥𝑥) and cos (𝑘𝑧𝑧), 

that vanish at x=±a/2 and z=±d/2 in agreement with the 

location of the PMC walls. On the other hand, the 

calculated H fields in the exterior regions consist of three 

components as Hx, Hy and Hz shown in Equations (3) and 

(6). The comparison of these components with those of 

[18, Eq. (4)], indicates that the tangential components of 

magnetic field are not continuous, whereas the transverse 

components are continuous. As an approximation, the 

tangential (XZ and YZ planes) components of magnetic 

field and transverse (XZ plane) components of electric 

fields in the exterior region are set equal to zero [7]. Also, 

as another approximation, it is assumed that the regions 

outside of the DR (regions 2, 3, 4 and 5) are bounded by 

PMC walls. The reason for this is that the energies in 

(|𝑦| > 𝑏/2 , |𝑥| > 𝑎/2) and (|𝑦| > 𝑏/2 , |𝑧| > 𝑑/2) 

regions are not considered in calculations. So, in  

(|𝑦| < 𝑏/2 , |𝑥| > 𝑎/2) and (|𝑦| < 𝑏/2 , |𝑧| > 𝑑/2) 

regions, y=±b/2 walls are considered as PMC walls. 

First, for calculation of the stored energies outside of the 

DRA, it is assumed that 𝑘𝑦 = 𝑛𝜋 𝑏⁄ . Then, in the final 

formula the value of 𝑘𝑦 which is obtained by DWM 

method was used. For an outward perturbation at a place 

of large electric field in a cavity, the resonant frequency 

increases [13]. 

The fields inside and outside the unperturbed DR 

cavity at the resonant frequency fo are denoted by (Ein, 

Hin) and (Eout, Hout), respectively. Then,  

0
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(8) 
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Equation (8) can be written in terms of stored 

energies as follows: 

0

0

,m e

m e

f f W W

f W W

  



 

(9) 

where ΔWm and ΔWe are the changes in the stored 

magnetic energy and electric energy, respectively, due to 

the shape perturbation, and We+Wm is the total stored 

energy in the DRA. In Equation (9), the numerator 

represents the difference of the stored magnetic and 

electric energies in regions 2, 3, 4 and 5, whereas the 

denominator represents the sum of both energies in 

region 1. 

The integrals for the stored energies in separate 

regions can be calculated analytically: 
2 2 2 2
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Substituting Equations (10) and (11) into Equation 

(9), we get: 

,opertf f df   (12) 
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Hence, by adding df to the resonant frequency calculated 

by DWM, the more accurate result for the resonant 

frequency of DRA can be obtained. Further, the radiation 

Q-factor of 𝑇𝐸111
𝑦

 mode is determined in [10]: 

4

2 5
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 (14) 

The Q-factor accuracy can be improved by substituting 

the corrected theoretical value of resonant frequency, 

fpert, in Equation (14) and is labeled 𝑄𝑝𝑒𝑟𝑡
𝑟𝑎𝑑 . 

 

III. RESULTS AND DISCUSSION 
To examine the accuracy of the proposed method in 

predicting the resonant frequency and Q factor of an 

isolated rectangular DRA, the calculated resonant  

frequencies were compared with the experimentally 

measured results in the literature, as well as with those 

computed from the eigenmode solver of ANSOFT HFSS 

13. The eigenmode solver gives resonant frequency and 

field distribution of all the modes, which can be excited 

in DRA. Note that, in this solver the feed network is 

completely ignored. So, the results of the other simulation 

softwares, which consider the effects of the feed network 

(namely CST and HFSS driven modal), are slightly 

different from the eigenmode solvers. So, since the 

dielectric waveguide model (DWM) does not consider 

the effects of the feed network, the theoretical results 

should be compared with the eigenmode solvers.  

Note that, the results of DRA excited by microstrip 

line and probe are affected by the presence of the feed 

and differ from the measured results of the isolated DRA. 

In Table 1, the theoretical and simulated results of 

resonant frequencies for 𝑇𝐸111
𝑦

 mode of a DRA having 

dimensions b/a=0.5, d/a=0.9, and design resonant 

frequency fo=5 GHz are presented, where the values of 

b/a, d/a, and resonant frequency are constant but the 

dielectric constant of the DRA varies. 

The errors of the proposed modified model and the 

dielectric waveguide model (DWM) from the simulated 

resonant frequencies are denoted by: 

,
HFSS

HFSS

pert
pert

f f
f

f


   (15) 

,DWM HFSS
DWM

HFSS

f f
f
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,EDC HFSS
EDC
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f f
f

f


   (17) 

,Marc HFSS
Marc

HFSS

f f
f

f


   (18) 

where fHFSS is the resonant frequency calculated by the 

Eigenmode solver of Ansoft HFSS, fDWM is the resonant 

frequency calculated by DWM, fEDC is the resonant 

frequency calculated by the EDC method, fMarc is the 

resonant frequency calculated by the Marcatili method 

and fpert is the resonant frequency calculated by  

the perturbation method. Observe that, the resonant 

frequencies calculated by DWM are lower than the 

simulated values by about 2% to 6.5%. The perturbational 

correction to DWM by the modified theoretical results 

are applied for the examples of Table 1. Observe that, the 

resonant frequencies calculated by the proposed model 

are more accurate than those of DWM, EDC and 

Marcatili. Also, the percentage difference between the 

calculated and simulated results of resonant frequencies 

and Q factors for both the DWM and the perturbation 

method are plotted in Fig. 3 (a) and defined as: 

,calculated simulation

simulation

f f
f

f


   (19) 
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.

HFSS

HFSS

calculated
rad rad

rad

Q Q
Q

Q


   (20) 

Note that, the term “calculated” is referred to DWM and 

perturbation methods. The values of |∆𝑓| and |∆𝑄| of 

𝑇𝐸111
𝑦

 mode of an isolated rectangular DRA are plotted 

versus b/a in Fig. 3 (a) for εr=90, d/a=0.6, and fo=2.4 GHz 

and versus d/a in Fig. 3 (b) for 𝜀𝑟=90, b/a=0.6, and  

fo=2.4 GHz. The values plotted in Figs. 3 (b) and (c) have 

been computed for arbitrary but a high value of dielectric 

constant, 𝜀𝑟=90. Observe in Fig. 3 (b) that, as the value 

of the geometrical parameter b/a grows the differences 

between the results of DWM and simulations tend to be 

lower. |∆𝑓| for the perturbation method is always lower 

than that of DWM, but the |∆𝑄| for DWM is more 

accurate for high values of b/a. Also, observe in Fig.  

3 (b) that, for d/a>0.3 the results computed from the 

perturbation method are closer to the simulated results 

than those calculated by DWM. 

 

  
  (a) (b) 

  
  (c) (d) 
 

Fig. 3. The percentage difference between calculated and simulated resonant frequencies and Q factor versus: (a) 

aspect ratio, b/a, for εr=90, d/a=0.6, and f0=2.4 GHz; (b) aspect ratio, d/a, for εr=90, b/a=0.6, and f0=2.4 GHz. 

 

Table 1: Theoretical and simulated resonant frequencies of 𝑇𝐸111
𝑦

 mode of an isolated rectangular DRA. (b/a=0.5, 

d/a=0.9, fDWM=5 GHz), frequency unit: GHz 

∆fEDC ∆fMarcatili Δfpert ΔfDWM fEDC fMarcatili fpert  fHFSS fDWM a (mm) εr 

-7.68% -5.53% 1.9% -2% 4.71 4.82 5.2 5.102 5 17.75 10 

-6.44% -5.48% 0.6% -3.9% 4.87 4.92 5.234 5.205 5 12.62 20 

-6.57% -5.80% -0.2% -4.8% 4.91 4.95 5.245 5.255 5 10.33 30 

-6.63% -6.06% -0.6% -5.3% 4.93 4.96 5.25 5.28 5 8.95 40 

-6.62% -6.24% -0.9% -5.7% 4.95 4.97 5.253 5.301 5 8.01 50 

-6.71% -6.53% -1.2% -6% 4.96 4.97 5.255 5.317 5 7.31 60 

-6.85% -6.48% -1.3% -6.1% 4.96 4.98 5.257 5.325 5 6.77 70 

-6.82% -6.64% -1.4% -6.3% 4.97 4.98 5.258 5.334 5 6.34 80 

-6.89% -6.71% -1.5% -6.3% 4.97 4.98 5.259 5.338 5 5.98 90 

-7.03% -6.85% -1.6% -6.5% 4.97 4.98 5.259 5.346 5 5.67 100 

 

These discrepancies between the results of DWM 

and simulation are due to the neglected stored energies 

outside the DRA volume. Figures 4 (a) and (b) show the 

ratio of the total stored energy outside (in regions 2-5) 

and inside the DRA, (𝑊𝑒 + 𝑊𝑚)𝑜𝑢𝑡 (𝑊𝑒 + 𝑊𝑚)𝑖𝑛⁄ , versus 

the geometrical parameters b/a, d/a, and 𝜀𝑟, respectively.  

Observing the stored energies ratio as a function of 

b/a, we conclude that increasing b/a decreases the 

exterior stored energies in an appreciable way. Thus, the 

improvement of the accuracy of DWM for higher values 

of b/a (Fig. 3 (a)) is logical. When the parameter d/a is 

increased this energy ratio starts increasing (Fig. 4 (b)). 

Observe in Fig. 3 (b) that the error increase of DWM is 

expected. 

Some experimental results for the resonant 

frequencies and Q factors of an isolated rectangular DRA 

are available [10,14, and 15]. To reveal the superiority of 

the proposed model over the first-order DWM, the errors 
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of these two models from measurement are considered 

in another example. In Table 2, the theoretical resonant 

frequencies and Q-factors calculated by the perturbation 

theory, DWM, EDC and Marcatili are compared with 

measured results. Observe that the corrected values of 

the resonant frequency and radiation Q-factor are much 

closer to the reported measured data. Differences between 

the measured and theoretical resonant frequencies vary 

between 0.47% to 1.94%. Also, the theoretical Q-factor 

may differ from the measured values from 2.74% to 

8.82%. 

The theoretical studies for arbitrary shaped antennas 

were focused on the bounds on the Q-factor of them. So, 

as our best knowledge, there is not any accurate closed 

form formula for determining the Q-factor of an arbitrary 

shaped dielectric antenna. For example, assuming that 

the DRA fabricated from a material of dielectric constant 

𝜀𝑟 and has a radiation efficiency of 100%, then the Q-

factor can be expressed by [19]: 

𝑄 =

1 + 3(
𝜋

√𝜀𝑟
)2

(
𝜋

√𝜀𝑟
)3 [1 + (

𝜋

√𝜀𝑟
)2]

. (20) 

The calculated results by this formula are also listed in 

Table 2. Observe that, there are considerable difference  

between these results and those of measurement. 

 

 
 (a) 

 
 (b) 

 
Fig. 4. The ratio of stored electric and magnetic energies 

in regions 2, 3, 4 and 5 to stored energies inside the DRA 

versus: (a) aspect ratio, b/a, for εr=90, d/a=0.6, and 

f0=2.4 GHz; (b) aspect ratio, d/a, for εr=90, b/a=0.6, and 

f0=2.4 GHz. 

Table 2: Comparison of theoretical resonant frequency and radiation Q factor of rectangular DR with experimental 

results for 𝑇𝐸111
𝑦

 mode of DRA. Frequency unit: GHz 

Ref. [10] [10] [10] [15] [16] [16] [16] [16] 

Dimensions 

𝜀𝑟 79.46 37.84 37.84 37.84 100 100 100 100 

a (mm) 7.45 8.6 8.77 8.6 10 10 12.7 10 

b (mm) 2.98 2.58 3.51 8.6 10 10 12.7 5 

d (mm) 7.45 8.6 8.77 2.58 4 2 2 2 

Experiment 
fexp 4.673 6.322 5.684 10.28 4.57 7.97 7.72 8.5 

𝑄𝑟𝑎𝑑
𝐸𝑥𝑝

 95 28.5 31.5 - - - - - 

Perturbation 
fper 4.582 6.256 5.619 10.37 4.36 7.93 7.78 8.46 

𝑄𝑟𝑎𝑑
𝑝𝑒𝑟𝑡

 99.62 29.28 34.28 20.22 114.36 86.26 67.06 72.4 

DWM 
fDWM 4.35 5.93 5.34 10.16 4.22 7.76 7.67 8.02 

𝑄𝐷𝑊𝑀
𝑟𝑎𝑑  128.9 37.98 44.07 17.14 105.3 37.28 24.57 60.6 

Marcatili fMarc 4.33 5.9 5.30 9.75 4.18 7.58 7.43 7.9 

EDC fEDC 4.31 5.84 5.26 9.75 4.17 7.58 7.43 7.9 

Simulation fsim 4.647 6.28 5.65 10.14 4.38 7.83 7.65 8.42 

Q_Bound 𝑄𝑟𝑎𝑑
𝐵𝑜𝑢𝑛𝑑 27.9 10.61 10.61 10.61 38.05 38.05 38.05 38.05 

Error (%) 

∆𝑓𝐷𝑊𝑀 -7 -6.1 -6.1 -1.17 -7.7 -2.63 -0.65 -5.65 

∆𝑄𝑟𝑎𝑑
𝐷𝑊𝑀 35.47 32.98 39.68 - - - - - 

∆𝑓𝑝𝑒𝑟𝑡 -1.94 -1.04 -1.14 0.88 -4.6 -0.5 0.78 -0.47 

∆𝑄𝑟𝑎𝑑
𝑝𝑒𝑟𝑡

 4.86 2.74 8.82 - - - - - 

∆𝑓𝑀𝑎𝑟𝑐  -7.34 -6.68 -6.76 -5.16 -8.54 -4.89 -3.76 -7.06 

∆𝑓𝐸𝐷𝐶 -7.77 -7.62 -7.46 -5.16 -8.75 -4.89 -3.76 -7.06 

∆𝑓𝑠𝑖𝑚 -0.56 -0.67 -0.60 -1.37 -4.24 -1.77 -0.91 -0.95 

 

To inspect the accuracy of the perturbation method 

in calculating the resonant frequency of a rectangular 

DRA compared to other methods, the calculated resonant 

frequencies were compared with the measured results, as 

well as those computed by the methods mentioned in the 

[17]. In this paper, a more comprehensive DWM method 
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reported that does not neglect fields outside of DRA. In 

Tables 3 and 4, the theoretical resonant frequencies of 

the samples calculated by the Marcatili method, EDC 

method [17], and proposed method and measured results 

are presented.  

Note that, in [17] it has been mentioned that the 

𝑇𝐸𝑚𝑛𝑙
𝑥  mode of the structure is equivalent to the 

𝑇𝐸𝑚,2𝑛−1,𝑙
𝑥  mode of an isolated resonator of height 2𝑏. 

Observe that, the resonant frequencies of fundamental 

modes calculated by the proposed method are generally 

more accurate than those of the Marcatili and EDC 

methods, but the results of EDC and Marcatili methods  

for higher order modes are more accurate than those 

obtained by the proposed method. The results of the 

eigenmode solver of HFSS are also given in Table 4. 

Observe that, there is some difference between the 

results of simulation and measurement. This could be 

due to the effects of the feeding structure used in the 

experimental setup. However, the maximum error of the 

perturbation method is less than 6.5%. Comparison with 

the simulation results shows that the maximum error is 

even lower. Note that, the Marcatili and EDC methods 

[17] are taken into account the fields outside the DRA. 

Table 3: Comparison of theoretical resonant frequency and radiation Q factor of rectangular DR with experimental 

results and the results of the [17]. a=d=6 mm, εr=37.1 

Mode 
b 

(mm) 

Resonant Frequencies (GHz) Difference with Experiment, % 

DWM Marcatili EDC Proposed Sim. Exp. DWM Marcatili EDC Proposed Sim. 

𝑇𝐸111
𝑦

 4 6.96 6.89 6.86 7.27 7.32 7.27 -4.36 -5.2 -5.6 0 0.69 

𝑇𝐸111
𝑥 , 𝑇𝐸111

𝑧  4 8 7.89 7.86 8.25 8.27 8.20 -2.47 -3.8 -4.1 0.61 0.85 

𝑇𝐸111
𝑦

 3 7.43 7.34 7.33 7.8 7.85 7.91 -6.26 -7.2 -7.3 -1.39 -0.76 

𝑇𝐸111
𝑥 , 𝑇𝐸111

𝑧  3 9.72 9.52 9.46 10.01 9.95 9.97 -2.54 -4.5 -5.1 0.4 -0.20 

 

Table 4: Comparison of theoretical resonant frequency of rectangular DR with experimental results and the results of 

the [17] for higher order modes. a=d=6 mm, εr=37.1 

Mode 
Dimension (mm) Resonant Frequency (GHz) Error (%) 

a 2b d DWM Prop. Sim. EDC Marc. Exp. ∆𝑓𝐷𝑊𝑀 ∆𝑓𝑝𝑒𝑟𝑡 ∆𝑓𝑆𝑖𝑚 ∆𝑓𝐸𝐷𝐶  ∆𝑓𝑀𝑎𝑟𝑐. 

𝑇𝐸131
𝑥  12 20 8 8.66 8.69 8.44 8.41 8.45 8.30 4.24 4.59 1.67 1.32 1.79 

𝑇𝐸131
𝑥  8 24 10 7.62 7.74 7.54 7.41 7.46 7.29 4.43 5.99 3.37 1.63 2.31 

𝑇𝐸132
𝑥  8 20 12 10.21 10.28 10.03 9.99 10.02 9.7 5.12 5.81 3.35 2.95 3.25 

𝑇𝐸132
𝑥  12 20 8 12.62 12.57 12.18 12.17 12.22 12.01 4.95 4.56 1.41 1.32 1.73 

𝑇𝐸132
𝑥  10 24 8 12.25 12.25 11.85 11.68 11.80 11.62 5.28 5.28 1.96 0.51 1.54 

𝑇𝐸132
𝑥  12 16 10 11.90 11.88 11.54 11.53 11.66 11.25 5.62 5.45 2.54 2.46 3.58 

𝑇𝐸231
𝑥  8 20 12 10.52 11.08 10.84 10.31 10.43 10.40 1.15 6.33 4.14 -0.87 0.29 

𝑇𝐸231
𝑥  8 24 10 10.11 10.74 10.52 9.91 10.02 10.25 -1.38 4.67 2.60 -3.37 -2.27 

𝑇𝐸231
𝑥  12 16 10 10.6 10.96 10.70 10.28 10.43 10.40 1.9 5.24 2.84 -1.16 0.29 

 

IV. CONCLUSION 
In this paper the perturbation theory is applied to the 

dielectric waveguide model which is utilized for 

determining the resonant frequency and radiation Q 

factor of rectangular dielectric resonator antennas. The 

results obtained by this method are much closer to the 

simulated and measured ones compared to other reported 

methods. 
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Abstract ─ In this paper, we consider the projection of 

the late time response of an unknown radar target onto 

the column space and the left null space of the matrix 

whose entries are from the natural frequencies of the 

specific radar target. We get explicit expressions for the 

projection onto the column space, the projection onto the 

left null space, the square of projection onto the column 

space and the square of the projection onto the left null 

space. Also, we note that the norm of the defined 

projection onto the column space and the norm of the 

defined projection onto the left null space are Ricean 

distributed, and that the square of the norm of the 

projection onto the column space and the square of the 

norm of the projection onto the left null space are  

chi-square distributed. Accordingly, we give analytic 

expressions of the mean and the variance of the Ricean 

distribution and those of the chi-square distribution. 
 

Index Terms ─ Chi-square distribution, late time 

response, projection onto the column space, projection 

onto the left null space, radar target recognition, Ricean 

distribution. 
 

I. INTRODUCTION 
There has been much research on the radar target 

recognition based on the natural frequencies [1-4]. In [3], 

the authors show the explicit expression for the mean and 

the variance of the square of the norm of the projection 

onto the left null space. 

In this paper, we present explicit expressions for the 

defined projection onto the column space, projection 

onto the left null space, the square of the projection onto 

the column space and the square of the projection onto 

the left null space. In addition, we also present the 

analytic expressions for the mean and the variance of the 

norm of the defined projection onto the column space 

and the projection onto the left null space and those of 

the square of the norm of the projection onto the column 

space and the square of the norm of the projection onto 

the left null space. 

The difference between this paper and [3] are the 

following. In [3], we only considered the square of the 

norm of the projection onto the left null space. In this 

paper, we considered the square of the norm of the 

projection onto the column space, the norm of the 

projection onto the column space and the norm of the 

projection onto the left null space as well as the square 

of the norm of the projection onto the left null space. In 

addition, in deriving the explicit expression of the 

projection, there is some difference in applying the 

Cramer’s rule between [3] and this paper. 
 

II. THE PROJECTION ONTO THE 

COLUMN SPACE AND THE PROJECTION 

ONTO THE LEFT NULL SPACE 
It can be easily shown that, from the late time 

representation based on the natural frequencies, the late 

time response can be written as [3], 1, , ,n N : 

 

1

,
M

n

n i i n

i

y c z h


   (1) 

where N is the number of the sampled late time response 

and M is the number of the natural frequencies. 

, 1, , ,nh n N  is the zero-mean Gaussian noise 

associated with , 1, , .ny n N  , 1, , ,iz i M  is the z-

plane natural frequencies of the target. In the noiseless 

case where , 1, , ,nh n N  is equal to zero, (1) reduces 

to: 

 

1

,
M

n

n i i

i

u c z


  (2) 

where , 1, , ,nu n N  is the noiseless late time response. 

In matrix form, (1) can be written as: 

 ,y Zc  (3) 

where ,Z y  and c  are defined as: 
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 ,m

mn nZ z  (4) 

  1 2 ,
T

Ny y yy  (5) 

  1 2 .
T

Mc c cc  (6) 

Since N is larger than M, the least squares solution 

of (3) can be written as 

  
1

ˆ .H H


c Z Z Z y  (7) 

Using (7) in the right-hand side of (3), we have, 

  
1

ˆ .H H


Zc Z Z Z Z y  (8) 

We note that the projection onto the column space 

matrix onto the column space of the matrix Z is defined as: 

  
1

.H H

Z



P Z Z Z Z  (9) 

Using (9) in (8) enables us to write (8) as: 

  
1

ˆ .H H


 
Z

Zc Z Z Z Z y P y  (10) 

The projection onto the left null space can be 

defined by subtracting the projection onto the column 

space of y  onto the column space of Z  from the noisy 

late time response y : 

  ˆ ,   
Z Z

y Zc I P y P y  (11) 

where (9) is used and   
Z Z

P I P  is called the projector 

onto the left null space of .Z  

 

III. EXPLICIT EXPRESSIONS FOR THE 

PROJECTION ONTO THE COLUMN SPACE 

AND THE PROJECTION ONTO THE LEFT 

NULL SPACE 

From (4), the m-th row and the n-th column of H
Z Z  

can be written as: 

    *

1

1, , 1, , .
N

i
H

m nmn
i

z z m M n M


  Z Z  (12) 

If we use the cofactor expansion along the n-th 

column of the matrix ,H
Z Z  we have, 

    *

,

1 1

det 1 det ,
M N

i m nH

m n m n

m i

z z


 

 
  

 
 Z Z L  (13) 

where 
,m nL  is the    1 1M M    matrix formed by 

removing from H
Z Z  its m-th row and n-th column. 

From (1) and (4), H
Z y  can be written as: 

 
1 2

1 1 1

.

T
N N N

H i i i

i i M i

i i i

z y z y z y  

  

 
  
 
  Z y  (14) 

nB  is defined by replacing the n-th column of the matrix 

H
Z Z  by H

Z y  for 1, ,n M : 

         

         

1 1 1 1 1 1 1 1

1 1 1 1 1

1 1 1

1 1 1 1 1

.

N N N N N
i i i i i

n i n M

i i i i i

n

N N N N N
i i i i i

M M n M i M n M M

i i i i i

z z z z z y z z z z

z z z z z y z z z z

    

 

    

    

 

    

 
 
 

  
 
 
  

    

    

B

 (15) 

The determinant of matrix nB  can be obtained from 

the cofactor expansion along the first column of the 

matrix nB : 

     ,

1 1

det 1 det .
M N

i m n

n m i m n

m i

z y


 

  
   

  
 B L  (16) 

Using the Cramer’s rule, the explicit expression of 

the least squares solution in (7) is: 

 det
ˆ 1, , .

det

n
n H

c n M 
B

Z Z
 (17) 

Note that, in [3], the authors applied the Cramer’s 

rule to obtain  
1

,H H


Z Z Z  not to obtain  
1

.H H


Z Z Z y  

In this paper, the Cramer’s rule is used to obtain 

 
1

.H H


Z Z Z y  What is desirable in this new approach is 

that we can get expressions which are more compact, 

intuitive and insightful than those given in [3]. 

By substituting (13) and (16) in (17), we get 

 
   

   

*

,

1 1

*

,

1 1

1 det
det

ˆ .
det

1 det

M N i
m n

m i m n

m in
n H M N

i m n

m n m n

m i

z y

c

z z



 



 

  
  

   
 

 
 

 

 

L
B

Z Z
L

 (18) 

Using (18) in (10), we have, 

 

   

   

   

   

*

*

,

1 1

1 *

,

1 1

,

1 1

1 *

,

1 1

1 det

1 det

ˆ .

1 det

1 det

M N i
m n

m i m nM
m i

n M N
i m nn

m n m n

m i

M N i
m n

m i m nM
m iN

n M N
i m nn

m n m n

m i

z y

z

z z

z y

z

z z



 



 



 



 

   
   

   
  

  
  

 
 

   
   

   
  

  
  

 


 

 


 

L

L

Zc

L

L

 (19) 

The implicit expression of the norm of the 

projection onto the column space is, 

  
1

.H H


ZP y Z Z Z Z y  (20) 

From (19) and (20), the corresponding explicit 

expression of the norm of the projection onto the column 

space is, 

   

   

*

2

,

1 1

1 1 *

,

1 1

1 det

.

1 det

M N i
m n

m i m nN M
m ij

n M N
i m nj n

m n m n

m i

z y

z

z z



 

 

 

   
   

   
  

     

 
 

 
Z

L

P y

L

 

 (21) 

Similarly, the implicit expression of the square of 

the norm of the projection onto the column space is, 

  
2

2 1

.H H



Z

P y Z Z Z Z y  (22) 

From (19) and (22), the explicit expression of the  
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square of the norm of the projection onto the column 

space is, 

   

   

*

2

,
2 1 1

1 1 *

,

1 1

1 det

.

1 det

M N i
m n

m i m nN M
m ij

n M N
i m nj n

m n m n

m i

z y

z

z z



 

 

 

   
   

   
  

     

 
 

 
Z

L

P y

L

 (23) 

Using the same approach to get (21) and (23), the 

explicit expressions of 

ZP y  and 
2



Z
P y  can be written 

as: 

    

   

*

2

,

1 1

1 1 *

,

1 1

1 det

,

1 det

M N i
m n

m i m nN M
m ij

j n M N
i m nj n

m n m n

m i

z y

y z

z z



 

 

 

   
   

    
  

     

 
 

 
Z

L

P y

L

 (24) 

   

   

*

2

,
2 1 1

1 1 *

,

1 1

1 det

ˆ ,

1 det

M N i
m n

m i m nN M
m ij

j n M N
i m nj n

m n m n

m i

z y

y z

z z



 

 

 

   
   

     
  

     

 
 

 

L

y Zc

L

 (25) 

which is supposed to be Ricean-distributed and chi-

square distributed, respectively [5]. 

 

IV. ANALYTIC EXPRESSIONS FOR THE 

MEAN AND THE VARIANCE 

A. Analytic expressions for the statistics of the 

projection onto the column space 

A sum of the squares of independent Gaussian 

random variables is chi-square distributed, and the degree 

of freedom of the chi-square random variable is the 

number Gaussian random variables. In 
2 2

1

,
M

i

i

w


Z
P y  

2

ZP y  is expressed as a sum of square of M Gaussian 

random variables, which implies that 
2

ZP y  is chi-

square distributed with the degree of freedom M. 

In [3], the mean and the variance of 
2



Z
P y  have 

been derived. Adopting the scheme presented in [3], the 

mean and variance of 
2

Z
P y  are expressed as: 
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1 1

Mean Mean ,
i

M M
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i w

i i

w M 
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 (26) 
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i
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H H

i w

i i
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  
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   
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 (27) 

where 
iw  is the i-th entry of T

w = V y  and 
iw  is the 

expected value of .iw  Note that V is defined from 

.T
Z

P VΛV  

The norm of the projection onto the column space is 

equal to: 

 2

1

.
M

i

i

w


 Z
P y  (28) 

Since 
2 2

1

M

i

i

w


Z
P y  is chi-square distributed, it follows 

that 2

1

M

i

i

w


 Z
P y  is Ricean distributed [5]. 

From the moment of Ricean distribution, we can 

obtain the mean and the variance of (28) [5]: 

 
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 (29) 
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 (30) 

where   -1

Mean H H
Z Z Z Z y  is given in (29), and 

 is the gamma function.  1 1 , ,F    is the hypergeometric 

function. 
 

B. Analytic expressions for the statistics of the 

projection onto the left null space 

In 
2

2

1

N M

i

i

w






 Z
P y , 

2


ZP y  is expressed as a sum 

of square of N-M Gaussian random variables, which 

implies that 
2



ZP y  is chi-square distributed with the 

degree of freedom N-M. 

It is shown in [3] that the mean and the variance of 
2



Z
P y are expressed as: 

    
2

-1
2 2 2

1 1

Mean Mean ,
i

N M N M
H H

i w

i i

w N M  
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where 
iw is the i-th entry of T

w = V y  and 
iw  is the 

expected value of .iw  Note that V is defined from 

.T 
Z

P VΛV  

The norm of the projection onto the left null space 

can be written as: 

 2

1

.
N M

i

i

w






 Z
P y  (33) 

Comparing (28) and (33), we can see that  
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2

1

N M

i

i

w






 Z
P y  is also Ricean distributed with M in (28) 

replaced by N M  in (33) and the corresponding mean 

and the variance can be written as [5]: 
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 (35) 
 

V. NUMERICAL RESULTS 
For the square of the norm of the projection onto  

the column space, we validate (23), (26) and (27) by 

evaluating (23) and (22) using the Monte Carlo 

simulation, and calculate the mean of (23) and the mean 

of (22) to see whether they are equal to (26). Also, we 

evaluate the variance of (23) and the variance of (22) to 

see whether they are consistent with (27). 

For the square of the norm of the projection onto the 

left null space, to show that (25), (31) and (32) are all 

valid we make the Monte Carlo simulation for (25) and 

check whether the mean of (25) is equal to (31). Also, 

we check whether the variance of (25) is equal to (32). 

For the norm of the projection onto the column 

space, we validate (21), (29) and (30) by evaluating (21) 

and (20) using the Monte Carlo simulation, and calculate 

the mean of (21) and the mean of (20) for checking 

whether they are all equal to (29). Also, we calculate the 

variance of (21) and the variance of (20) to see whether 

they are all equal to (30). 

For the norm of the projection onto the left null 

space, to show that (24), (34) and (35) are all correct, we 

evaluate (24) via the Monte Carlo simulation and check 

whether the mean of (24) is equal to (34). Also, we check 

whether the variance of (24) is consistent with (35). 

The lengths of the thin wires used for the numerical 

simulation are equal to 1.0 meter, 0.9 meter and 0.8 meter. 

In evaluating 
ZP y , 

ZP y ,
2

Z
P y  and 

2


Z
P y ,  

Z  in (4) corresponds to 1.0 meter long wire, and 

 1 2

T

Ny y yy  can be the late time response of 

0.8 meter, 0.9 meter or 1.0 meter. Scattering data are 

generated using the singularity expansion method (SEM) 

representation for the thin wires of 1.0 meter, 0.9 meter 

and 0.8 meter with incidence angle of 40 degrees. That 

is, the correct target is the thin wire of 1.0 m,L   and the 

wrong targets are the thin wires of 0.9 mL   and 

0.8 m.L   The radii of all the wires are equal to 200.L  

For noise simulation, each point of the SEM-based 

wire transient response is perturbed with Gaussian noise. 

We consider the various signal-to-noise ratios (SNRs)  

of SNR = 0, 5 and 10 dB. The details on how to make 

numerical simulations can be found in [3]. We use the 

late time transient responses of thin wires of 0.8 meter, 

0.9 meter and 1.0 meter and the z-plane natural 

frequencies of the correct target of 1.0 m. The z-plane 

natural frequencies for the thin wire of 1.0 meter, 

, 1, ,6,iz i  are 0.9617 1.5464,0.9445 2.4621j j  and 

0.9321 3.8925j  [3]. 

In Fig. 1, the line with legend ‘Analytic’ are from 

(26). The lines with legends ‘Simulation: Implicit’ and 

‘Simulation: Explicit’ are given from the averages of the 

Monte Carlo simulation of (22) and (23). The line with 

legend ‘Analytic’ are from (26), and those with legends 

‘Simulation: Implicit’ and ‘Simulation: Explicit’ are given 

from the variances of (22) and (23) via the Monte Carlo 

simulation in Fig. 2.  
 

 
 

Fig. 1. Average of square of norm of projection onto the 

column space ( 6, 40M N  ). 
 

 
 

Fig. 2. Variance of square of norm of projection onto the 

column space ( 6, 40M N  ). 
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In Fig. 3, the result with legend ‘Analytic’ are from 

(31), and those with legends ‘Simulation: Implicit’ and 

‘Simulation: Explicit’ are given from the averages of the 

Monte Carlo simulation of (25). In Fig. 4, the line with 

legend ‘Analytic’ are given by (32), and those with 

legends ‘Simulation: Implicit’ and ‘Simulation: Explicit’ 

are given from the variances of the Monte Carlo 

simulation of (25). 

 

 
 

Fig. 3. Average of square of norm of projection onto the 

left null space ( 6, 40M N  ). 
 

 
 

Fig. 4. Variance of square of norm of projection onto the 

left null space ( 6, 40M N  ). 
 

In Fig. 5, the line with legend ‘Analytic’ are from 

(29), and those with legends ‘Simulation: Implicit’ and 

‘Simulation: Explicit’ are given from the averages of the 

Monte Carlo simulation corresponding to (20) and (21). 

In Fig. 6, the line with legend ‘Analytic’ are from (30), 

and those with legends ‘Simulation: Implicit’ and 

‘Simulation: Explicit’ are given from the variances of the 

Monte Carlo simulation of (20) and (21). 

In Fig. 7, the line with legend ‘Analytic’ are from 

(34), and those with legends ‘Simulation: Implicit’ and 

‘Simulation: Explicit’ are given from the averages of the 

Monte Carlo simulation of (24). The result with legend  

‘Analytic’ are from (35), and those with legends 

‘Simulation: Implicit’ and ‘Simulation: Explicit’ are 

calculated from the variances of the Monte Carlo 

simulation of (24) in Fig. 8. 

 

 
 

Fig. 5. Average of norm of projection onto the column 

space ( 6, 40M N  ). 
 

 
 

Fig. 6. Variance of norm of projection onto the column 

space ( 6, 40M N  ). 
 

 
 

Fig. 7. Average of norm of projection onto the left null 

space ( 6, 40M N  ). 
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Fig. 8. Variance of norm of projection onto the left null 

space ( 6, 40M N  ). 
 

In Fig. 5, we can observe the following: 

• In Fig. 5, the norm of the projection onto the column 

space of the correct target of 1.0 m is small enough to 

recognize the correct target compared with that for the 

wrong targets of 0.9 m and 0.8 m.  

• As SNR increases, the norm of the projection onto  

the column space of the correct target decreases 

significantly, which is favorable for the recognition of 

the correct target. 

• As the number of natural frequencies increases, the 

norm of the projection onto the column space of the 

correct target increases and those for the wrong target 

decrease, which improves the performance of the radar 

target recognition with an increase of the number of 

the natural frequencies. Since the results in Fig. 1 are 

for the square of the norm of the projection onto the 

column space of Z  of the late time response and those 

in Fig. 5 are the norm of the projection onto the column 

space of Z  of the late time response, the observation 

for Fig. 5 is also true for Fig. 1. 

In Fig. 7, we can see the following: 

• The norm of the projection onto the left null space of 

the matrix Z  corresponding to the correct target of 

length 1.0 meter is large enough to recognize the 

correct target compared with that for the wrong targets 

of length 0.9 meter and 0.8 meter. 

• As SNR increases, the norm of the projection onto the 

left null space for the correct target decreases 

significantly, which is favorable for the recognition of 

the correct target. 

• As the number of natural frequencies increases, the 

norm of the projection onto the left null space for the 

correct target decrease and those for the wrong target 

increase, which improves the performance of the radar 

target recognition with an increase of the number of 

the natural frequencies. Since the results in Fig. 3 are 

for the square of the norm of the projection onto the 

left null space of Z  of the late time response and those 

in Fig. 7 are the norm of the projection onto the  

left null space of Z  of the late time response, the 

observation for Fig. 7 is also true for Fig. 3. 
 

VI. CONCLUSION 
The mean and the variance of the square of the norm 

of the projection onto the column space are given in (26) 

and (27), respectively, and those of the square of the 

norm of the projection onto the left null space are given 

in (31) and (32), respectively.  

The mean and the variance of the norm of the 

projection onto the column space are given in (29) and 

(30), respectively, and those of the square of the norm of 

the projection onto the left null space are given in (34) 

and (35), respectively.  

(23), (26) and (27) are verified in Figs. 1-2, and (25), 

(31) and (32) are verified in Figs. 3-4. In Figs. 5-6, the 

validity of (21), (29) and (30) is shown. Figures 7-8 show 

the validity of (24), (34) and (35). 

From the numerical results, for the square of the 

norm of the projection onto the column space, it has been 

confirmed that the mean and the variance of the norm of 

the projection onto the column space can be available 

from the derived expressions in (26) and (27) without 

actually performing the Monte Carlo simulations which 

require many evaluations of (22) or (23). In addition to 

the square of the norm of the projection onto the column 

space, it is also true for the norm of the projection onto 

the column space, the square of the norm of the 

projection onto the left null space, and the norm of the 

projection onto the left null space.  
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Abstract ─ Terahertz wave reflection and transmission 

of carbon nanotubes slab are investigated in this paper. 

The wave and current equations that describe characters 

of terahertz wave in dispersive carbon nanotubes (CNTs) 

are presented and discretized by using the auxiliary 

differential equation (ADE) in the finite-difference time-

domain method (FDTD), because the permittivity of 

CNTs are frequency-dependent. The ADE-FDTD method 

and program’s efficiency is proved by the reference's 

analytical method. Numerical results show that the 

transmission coefficient of single wall carbon nanotubes 

(SWCNTs) does not show distinct peaks and dips at 

Terahertz frequency. The multiple transmitted pulses of 

silicon dioxide bi-covered with SWCNTs are observed. 

The electromagnetic interference (EMI) shielding effect 

of SWCNTs, double wall carbon nanotubes (DWCNTs) 

and Hydrogen doped CNTs are compared. 

 

Index Terms ─ Auxiliary differential equation (ADE), 

carbon nanotubes, dispersive, finite-difference time-

domain (FDTD), permittivity. 
 

I. INTRODUCTION 
Nowadays, carbon nanotubes (CNTs) [1-8] and 

grapheme, which are advanced engineering materials 

with unique structures and electrical properties, have 

attracted much attention. CNTs can be classified as 

single wall (SW), double wall (DW) and multiwall 

(MW) carbon nanotubes and modified as hydrogen (H) 

doped CNTs [5] and so on. CNTs [9-12] have some 

potential microwave, Terahertz (THz) wave, and optical 

applications, such as hydrogen storage devices, antennas, 

interconnects, electrochemical capacitors, and lightweight 

electromagnetic shields etc.  

The electromagnetic interference shielding 

effectiveness [13-14] of carbon nanotubes structure at 

THz frequency regime has not yet been considerable 

studied. CNTs have the compound properties of metallic 

and semiconductor. The complex and frequency 

dispersive permittivity of CNTs at THz frequency 

regime are affected by the number of tube walls, 

thickness, aspect ratio, filling factor, and geometrical 

factor during the growth. Analytical and numerical 

methods [14-20] have been developed to investigate the 

electromagnetic characteristic of carbon nanotubes such 

as semi-classical approach [14], method of moments 

(MoM) [15], and finite-difference time-domain (FDTD) 

method [17-23] etc. FDTD method is a popular 

algorithm to predict the properties of materials in 

arbitrary shapes. Compared to other modeling approaches, 

FDTD method can study not only carbon nanotubes are 

made of hollow and long carbon cylindrical molecules, 

but also CNTs are equivalent to dispersive media. For 

simulating equivalent CNTs, the computational memory 

and cost requirement of auxiliary differential equation 

(ADE) FDTD method is relatively lower than shift 

operator [19], recursive convolution method and Z-

transform methods and is generally used to simulate 

dispersive media.  

In this paper, the electromagnetic interference 

shielding effectiveness of SWCNTs, DWCNTs and H-

doped CNTs at THz frequency are computed with the 

ADE-FDTD method. Firstly, the ADE-FDTD method 

for dispersive Drude-Lorentzian model of carbon 

nanotubes is deduced. Then the accuracy of ADE-FDTD 

method and program is verified by analytical method in 

the reference [24]. The interaction of terahertz wave with 

stratified media containing single wall carbon nanotubes 

is simulated. The reflection and transmission coefficients 

for medium covered by SWCNTs, DWCNTs and H-

doped CNTs are compared to discuss their application in 

EMI shielding. 
 

II. ADE-FDTD FORMULA 
As in Ref. [4], an extended Drude-Lorentzian model 

can be used to simulate the relative dispersive permittivity 
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of carbon nanotubes at THz frequency [25], i.e., 
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     
 (1) 

where εc is the dielectric constant at infinite frequency. 

ωp, ω1, and ωp1 represent the electron plasma, phonon 

and oscillator frequency, respectively. Γ and Γ1 are 

relaxation rate and spectral width, respectively. 

The frequency-dependent constitutive relation for 

CNTs can be characterized as: 

 
0 0 1= ,r c     D E E P P  (2) 

where the polarization intensities P and P1 are: 
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2 2 2

1 0 1 1 1/ [(j ) j ].p      P E  (4) 

By applying the transform relation (jω → ∂/∂t) 

between frequency domain and time domain, we obtain: 

 
2 2 2

0/ / ,pt t      P P E  (5) 

 
2 2 2 2

1 1 1 1 1 0 1/ / .pt t         P P P E  (6) 

By defining the induced electric currents J and J1, 

 / ,t  J P  (7) 

 1 1 / .t  J P  (8) 

The electromagnetic field and current equations 

discretized with the ADE-FDTD method for the CNTs 

are: 

 / ,t    E H  (9) 

 
0 1/ ,c st       H E J J J  (10) 

 
2 2 2
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2 2 2 2

1 1 1 1 1 0 1/ / / ,pt t t          J J J E  (12) 

where Js is the free current source.  

The standard grid, leapfrog in time approach is used 

to discrtize the Eqs. (9)-(12). The electric field and 

electric current are sampled at the cell edge for integer 

and half integer time steps, respectively. The magnetic 

field is sampled at the cell center for half integer time 

steps. If ∂/∂x=0 and ∂/∂y=0, the iterative fields and 

currents for a one-dimensional (1D) CNTs slab are: 
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The power reflection, transmission, and absorption 

coefficients in decibel scale are: 

 
dB 20lg ,R R  (18) 

 
dB 20lg ,T T  (19) 

 
2 2

dB 10lg(1 | | | | ).A R T    (20) 

 

III. NUMERICAL RESULTS 
In the following section, FDTD numerical results 

about Terahertz wave reflection and transmission of 

stratified media containing various carbon nanotubes are 

illustrated. The EMI shielding effectiveness, which is 

generally dependent upon various material parameters 

characterized by CNTs’ aspect ratio, filling factor, 

geometrical factor and working frequency etc. are 

discussed below. 

To validate the auxiliary differential equation finite-

difference time-domain method introduced above, Fig. 1 

illustrates the reflection and transmission coefficients for 

one-layer single wall carbon nanotubes slab. The spatial 

discretization size is δ=0.1 μm and the time step size is 

Δt=δ/2c. The incident differential Gaussian pulse in the 

time domain is Ei(t)= {(t-t0)∙exp[-4π(t-t0)2/τ2]}/τ2. The 

pulse peak occurs at t0=120Δt. The pulse width of the 

pulse is influenced by the constant τ=150Δt.  

If no special instructions in this paper, the material 

parameters in Eq. (1) for SWCNTs [4] are εc=8.41, 

ωp=2π×23 THz, ωp1=2π×38.9 THz, ω1=2π×5.9 THz, 

Γ=2π×24.5 THz, Γ1=2π×29.6 THz. The CNTs’ thickness 

is 10 μm. The reflection and transmission coefficients 

computed with analytical propagation matrix method in 

Ref. [4] and the ADE-FDTD method reach a good 

agreement in Fig. 1. Though the peak value of the 

reflection coefficient occur at 0.916 THz, the transmission 

coefficient for a 10-μm-thick SWCNTs slab does not 

show obvious peaks and troughs at 0.3-2.5 THz in Fig. 1. 

The variation trend is consistent with the experimental 

results in Ref. [9]. 

Figure 2 gives the ADE-FDTD method simulated 

the terahertz wave transmission coefficient and the time 

domain waveform of 1mm depth silicon dioxide (SiO2) 

and silicon dioxide bi-covered by 15 μm depth SWCNTs 

respectively. The permittivity for SiO2 is presumed 

constant εr=4 [26].  

As shown in Fig. 2 (a), the SWCNTs can make the 

transmission coefficient greatly decrease. The single 
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wall carbon nanotubes demonstrate high efficiency 

shielding at terahertz frequency range. The sampling 

points of the transmission time-domain waveform Ey in 

Fig. 2 (b) are 5δ away from the media boundary between 

SWCNTs and vacuum. Several transmitted pulses 

produced by the multi-reflection phenomena in the 

stratified media can be seen in Fig. 2 (b). 
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Fig. 1. Reflection and transmission coefficients for  

one-layer SWCNTs. (a) Reflection coefficient and (b) 

transmission coefficient. 
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Fig. 2. FDTD predicted THz wave transmission of silicon 

dioxide bi-covered with SWCNTs. (a) Transmission 

coefficient and (b) normalized time domain waveform. 

 

Figure 3 compares the ADE-FDTD method 

calculated electromagnetic scattering of 100 μm depth 

silicon dioxide (SiO2) [26] whose εr=4 bi-covered with 

SWCNTs, DWCNTs, and H-doped CNTs. The thickness 

of each CNTs layer is 10 μm. The material parameters 

for DWCNTs [4] are εc=5.76, ωp=2π×10.5 THz, 

ωp1=2π×32.2 THz, ω1=2π×5.5 THz, Γ=2π×24.3 THz, 

Γ1=2π×23.3 THz and for H-doped CNTs [5] are εc=6.25, 

ωp=2π×7.42 THz, Γ=2π×34.29, ωp1=2π×4.69 THz, 

ω1=2π×1.53 THz, Γ1=2π×3.27 THz.  

Because the permittivity and conductivity [2] of 

SWCNTs are larger than those of DWCNTs and H-

doped CNTs discussed in this paper, the reflection 

coefficient of silicon dioxide bi-covered with SWCNTs 

is larger than those with DWCNTs and H-doped CNTs. 

Compared to the transmission coefficient of one layer 

SWCNTs in Fig. 1 (b), the transmission coefficient of 

SiO2 bi-covered with SWCNTs in Fig. 3 (b) shows 

several peaks and dips originating from the silicon 

dioxide substrate in the Terahertz region. 
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Fig. 3. FDTD predicted Terahertz wave reflection and 

transmission coefficients of silicon dioxide bi-covered 

with SWCNTs, DWCNTs, and H-doped CNTs. (a) 

reflection coefficient and (b) transmission coefficient. 

 

IV. CONCLUSION 
In this paper, terahertz wave reflection and 

transmission of carbon nanotubes slab is investigated 

with auxiliary differential equation in Finite-Difference 

Time-Domain method. The extended Drude-Lorentzian 

model in the frequency domain is used to simulate 

dispersive carbon nanotubes. The wave and current 

equations for CNTs are got with the transform relation 

between frequency domain and time domain and 

discretized using Yee’s scheme. After the validity of 

method and program, ADE-FDTD method predicted 

Terahertz wave reflection and transmission of silicon 

dioxide bi-covered with SWCNTs, DWCNTs and H-

doped CNTs are compared. The local resonances of the 

transmission coefficient associated with the material 

parameters of silicon dioxide substrate result in some 

oscillations. The computed results show that impedance 

mismatch and loss characteristic of SWCNTs make the 

transmission coefficient of silicon dioxide decrease.  

The SWCNTs demonstrates good electromagnetic 

interference shielding effectiveness. 
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Abstract ─ In this paper a modified Gaussian pulse 

stimulus is employed to improve the accuracy of 

underground pipe localizing for 2D visualization of GPR 

results. This pulse shaping puts more energy at higher 

frequencies in contrast with conventional Gaussian in 

GPR. Hence, a wider bandwidth is available to achieve 

higher accuracy for precise spatial localization. Two 

dimensional simulations of GPR profiles over ground 

surface with and without conduits run with the finite-

difference time-domain (FDTD) program GPRMAX are 

presented to validate the accuracy of the proposed 

method. Results from these surveys showed decent 

structural recovery of a small pipe similar in structure to 

that of the modeled ones. Finally, the dense surveys 

served as a benchmark to compare interpretations taken 

with the same surveys at lower spatial resolutions and 

profiles with 2D-only processing methods in order to 

understand errors in analysis and interpretation that are 

possible from 2D surveys.  

 

Index Terms ─ Finite Difference Time Domain (FDTD), 

Gaussian Pulse, Ground Penetrating Radar (GPR), Pulse 

Shape Modulation (PSM). 
 

I. INTRODUCTION 
Ground penetrating radar is a type of nondestructive 

testing (NDT) techniques which uses electromagnetic 

waves to investigate the composition of non-conducting 

materials either when searching for buried objects or 

when measuring their internal structure. Information  

that can be obtained from GPR includes the depth, 

orientation, size and shape of buried objects, and the 

density and water content of soils [1]. The GPR 

performance is associated with the electrical and 

magnetic properties of local soil and buried targets. The 

choice of the central frequency and the bandwidth of the 

GPR are the key factors in the GPR system design. 

Although the higher frequencies are needed for better 

resolution and detailed echo to determine small size 

objects, the lower frequencies are preferred to detect 

something buried too deep because of the dramatically 

increased attenuation of the soil with increasing 

frequency. Thus, the pulsed GPR is used in order to 

benefit from both low and high frequencies. The pulsed 

GPR systems acquire pulse response in time domain 

directly.  

A challenging problem in GPR is resolution 

improvement. Typically, if a GPR system has insufficient 

resolution, small or closely-spaced targets may be 

smoothed together into a single aberration in the 

waveform. This effect may not only obscure some 

targets, but it also may lead to inaccurate reflection 

readings. Rise time, settling time and pulse aberrations 

of the stimulus signal can also significantly affect a GPR 

system’s resolution [2]-[3]. Also, many factors contribute 

to the accuracy of a GPR results. These factors include 

the GPR system’s impulse response, probe and 

interconnect reflections and material losses, impulse 

amplitude accuracy, baseline correction and the accuracy 

of the reference reflection used in the measurements.  

In this paper, we explore the advantages of 

generating a novel stimulus, similar to the traditional 

signal but instead of an impulse like (Gaussian) signals, 

a modified signal using new codes will be employed. The 

advantage conferred by “high resolution GPR” is that 

more energy is available at higher frequencies than  

with conventional step or impulse GPR, subsequently a 

relatively higher bandwidth and higher accuracy in 
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identifying the reflected voltage is achieved [4-5]. 

Simulated results using GPRMAX software are presented 

to validate the effectiveness of the proposed method for 

precisely calculating the time-dependent location of 

underground targets. The GPRMAX2D is electromagnetic 

wave software for GPR modelling [6]. It is based on 

FDTD method. In this work, we choose this simulator 

because of its simplicity of use and rapidity. The 

modified GPR code has a wider bandwidth that leads to 

higher accuracy localization of the various buried 

targets. Therefore, the GPR results in modified case 

follow the reference buried target more closely than does 

the ordinary GPR results with Gaussian pulse. 

 

II. THEATRICAL BACKGROUND AND 

IMPLEMENTATION OF GPR IMAGING 
This section describes the reflected voltage of 

microstrip discontinuity using the proposed stimulus 

signals and compares it with simulated reflected voltage 

obtained using ideal impulse and step GPRs. In order to 

illustrate the proposed method performance, a step-slit 

microstrip discontinuity with the listed design parameters 

were simulated (Fig. 1 (a)), and the GPR results of the 

input impedance for both using full-wave analysis using 

full wave GPR results using GPRMAX2D simulation 

tools are presented and discussed [7]-[8]. The proposed 

GPR test field with circular cylindrical pipe located 

underground is shown in Fig. 1 (a). Figure 1 (b) present 

the scan B which represents the passing over a zone in 

which simulated GPR was buried in horizontally 

position (a) and the result obtained by simulation (b). It 

can be observed that in the case of real measurements, 

the image is very noisy, containing, in addition, clutters. 

Using the specific technology of ultrasound examinations, 

the image from Fig. 1 (b) is a B scan made from 171 raw 

data A-scan type using GPRMAX2D. 

The GPR characteristics for the proposed ground 

surface with pipe with Gaussian pulse as stimuli in  

Fig. 1 (b), obviously ideal impulse provides excellent 

time localization, corresponding to an extremely broad 

frequency bandwidth in the frequency domain. Typically, 

for ideal impulse excitation we can calculate exactly the 

amount of reflected energy at an interface as follows: 
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where Γ is the reflection coefficient and εr1 and εr2 are 

the dielectric constants. Similarly, for ideal impulse 

excitation signal we can calculate precisely the thickness 

of a layer as follows: 
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where di is the thickness of layer i, ti the total travel time 

through that layer, C is the speed of light and εr,i  

the dielectric constant of the layer where L is the 

transmission line length, and 
r  is the relative 

permittivity of substrate. The penetration depth of GPR 

waves (in a low-loss medium) can be approximated as: 

  
rf

c
m


 2525  . (3) 

The vertical resolution (in a low-loss medium) is 

given roughly as:  

 100R . (4) 

Ideal impulse provides excellent time localization, 

corresponds to an extremely broad frequency bandwidth 

in the frequency domain. For ideal impulse as excitation 

signal we can calculate exactly locations of discontinuities 

as follows, but in practice one can see that the waveform 

is distorted after the reflection and propagation. Because 

GPR receives signals already reflected from some 

distance, the time needed for passing the way back to the 

object and forth is longer than in a case when the antenna 

is situated slightly above the examined object. Because 

of this the cross-section of a pipe will be presented in the 

reading as a hyperbole. 

 

 
 (a) 

 
 (b) 

 

Fig. 1. Configuration of the proposed GPR test field with 

circular cylindrical pipe located underground, (a), scan 

B which represents the hyperbolic reflection from the 

pipe using GPRMAX 2D (b). 

 

III. MODIFIED EXCITATION SIGNAL 

GENERATION BASED ON GAUSSIAN 

PULSE DERIVATIVES 
The Gaussian pulse function  ,tG  is part of a 

standard set of functions [9]. It is worth to note that 
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Gaussian pulses remain Gaussian distribution when they 

pass through any linear systems. A general formula of 

Gaussian pulse is shown in Equation (5), in which τ is a 

time constant. Gaussian monocycle is the first derivative 

of the Gaussian pulse and Gaussian doublet is the second 

derivative of a Gaussian pulse [10]. The general formulas 

for Gaussian monocycle and normalized Gaussian doublet 

are shown in Equations (6) and (7) respectively. These 

three signals with their spectrums are shown in Fig. 2 (a): 
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The Gaussian derivative functions have many 

interesting properties and will be reviewed here. When 

we take derivatives with respect to t (i.e., time 

derivatives) of the Gaussian function repetitively, we see 

a pattern emerging of a polynomial of increasing order, 

multiplied with the original (normalized) Gaussian 

function again. Examples are given for Gaussian 

derivative functions from order 0 up to order 2 (note the 

marked increase in amplitude for higher order of 

differentiation) are shown in Fig. 2. Figure 2 (b) shows 

normalized power spectra for Gaussian derivative filters, 

where the normalized power spectra shows it indicates 

that higher order of differentiation means a higher center 

frequency for the band-pass filter.  

The Gaussian function itself is a common factor of 

all these higher order derivatives. We extract the 

polynomials by dividing the expression by the Gaussian 

function. These polynomials are the Hermite polynomials. 

They emerge from the following definition:  
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The function  tH n  is the Hermite polynomial, where n 

is called the polynomial order. When we make the 

substitution 

 2

t
t  , we get the following relation 

between the Gaussian function  ,tG  and its derivatives: 
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The amplitude of the Hermite polynomials explodes for 

large t, but the Gaussian envelope suppresses any 

polynomial function behavior. No matter how high the 

polynomial order is, the exponential function always 

dominates.  

In this study, a novel method for designing a new 

excitation signal with high resolution characteristic for 

GPR is presented and illustrated in Fig. 3. A schematic 

of our new pulse shaping method, indicates that the 

system is comprised of three parts: differentiator, 

summation, and differentiator multiplier. The overall 

operation is generally given by MN and represented by: 

  
 


 


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n
n

n

nN
t

tG
PtM

0

,
.

 . (10) 

Specifically, formulas (11) and (12) show two 

examples of UWB pulses that can be used as stimulus 

waveforms in this study. Figure 4 shows these pulses 

with ordinary Gaussian pulse: 

  
dt

tdx
ptxptM

)(
)(. 101  , (11) 

with 0 1p   and 
1 1p  . M1 provides the closest functional 

fit to the types of pulse shapes produced by our 

experimental hardware. Meanwhile, M2 represents the 

third order of proposed method we called it waveform: 
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with 0 1p  , 
1 1p   and 2 1p   . 

 

 
 (a) 

 
 (b) 
 

Fig. 2. Excitation waveforms used in the GPR 

simulations: (a) Gaussian pulse, monocycle pulse and 

normalized doublet pulse, and (b) frequency spectrum of 

each pulse. Gaussian derivative kernels act like band-

pass filters [10]. 
 

 
 

Fig. 3. The proposed schematic related to new excitation 

signal method. 
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Fig. 4. The three first orders of stimulus signals 

generated by the proposed method used in the step GPR 

simulations. 

 

IV. THE PROPOSED PULSE 

PERFORMANCE IN GPR RESULTS 
Through processing raw data, simulated result by 

using GPRMAX, the image is achieved and shown in 

Fig. 5. Figure 5 shows the original image, before image 

signal processing using the excitation signals shown in 

Fig. 2 (a). The black and white lines are from the strong 

direct wave and surface reflection. Under them, three 

different metal objects are clearly distinguished. But the 

PVC pipe’s image is not clear. Also, several small 

scatters were founded. According to the resolution, the 

depth resolution in the vertical plane and the distance 

resolution between two objects can be considered. The 

depth resolution of the ten of centimeters is obtained. 

The reason of lower depth resolution is that the lower 

frequency range is used. The measurements show that 

the developed UWB-GPR system has a good ability in 

detecting buried metal object, even small targets of 

several centimeters. 

To improve the resolution of the GPR results and to 

show the effects of the proposed excitation signal 

generation method on these improvements, Fig. 5 shows 

the simulated reflection waveform with different shapes 

of our proposed excitation signal observed at the 

receiver. The corresponding results generated by M1 and 

M2 stimuli are shown in this figure. Two cases are 

studied for modified codes GPR. Using higher order 

coded stimulus leads better similarity to the ideal case. It 

is clearly shown to that GPR results with this proposed 

excitation signal have very good localization resolution 

and the peak amount errors at the center of 

discontinuities locations from ideal GPR results are 

small in this case in our simulation [11]. It is apparent 

from this figure, Fig. 6, that the energy in the modified 

GPR reflection exceeds the energy in the conventional 

GPR reflection. Additionally, in order to show the 

performance of the proposed method in multiple and 

complicated objects case, Fig. 7 shows another example 

with a pair of horizontal buried objects. As shown in  

Fig. 7, the modified GPR results follow the target more 

closely than does the ordinary step GPR results. Figures 

6 and 7 indicate a discrepancy between simulated data 

and ideal results. This discrepancy is multi-reflection and 

assembly tolerances. The time characteristics for the 

GPR results are summarized in Table 1. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 5. GPR images before image signal processing 

using: (a) Gaussian, (b) monocycle, and (c) double. 

 

 
 (a) 

 
 (b) 

 

Fig. 6. GPR images after using the proposed method: (a) 

the first order, and (b) the second order. 
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 (a) 

 
 (b) 

 
 (c) 
 

Fig. 7. (a) Configuration of the proposed GPR test field 

with a pair of horizontal circular cylindrical pipe located 

underground, (b) using conventional Gaussian pulse 

which represents the hyperbolic reflection from the 

pipes, and (c) after using the second order of the 

proposed method. 

 

Table 1: The GPR characteristics of the proposed method 

in comparison with the ideal results 

Parameter Theoretical M0(t) M1(t) M2(t) 

2,1  -0.420 -0.39 -0.405 -0.41 

1d (m) 0.1 0.23 0.17 0.14 

 

V. CONCLUSION 
In this paper, we present novel approach for high 

resolution GPR system that we designed a modified 

Gaussian pulse stimulus to improve the accuracy of 

localizing underground pipe for 2D visualization of GPR 

results. For the simulation the finite-difference time-

domain (FDTD) program GPRMAX is used. Results 

obtained by our GPR system prove that our system has a 

good ability to finding buried targets with 1 cm resolution. 

The proposed modified GPR is very practical as it is 

based on more realistic signals rather than assuming ideal 

impulses. Additionally, our 2D visualization method 

proves that it possible to easily distinguish other buried  

objects. But there is one more reason why our program 

for 2D visualization is still in progress and improvement. 

Namely, we are aware that we are dealing, by the current 

method, with a lot of data that has to be processed in 

order to visualize buried objects. 
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Abstract ─ We demonstrate numerically and 

experimentally a dynamical chiral metamaterial that 

uniaxially creates giant optical activity and circular 

dichroism. In addition, the structure gives a high 

negative refractive index due to the large chirality. The 

proposed chiral metamaterial includes four L attached 

cross (FLAC) wire strips and offers a simple geometry, 

flexibility and more efficient results for chiral 

metamaterial applications such as polarization rotator, 

EM filter and so on. The experimental results are in a 

good agreement with the numerical simulation. It can be 

seen that FLAC wire strips based chiral metamaterial can 

also be used to achieve natural-small chirality with a 

constant value in a wide frequency range between 3.5-

4.5 GHz. This is also another crucial feature of the 

structure. Therefore, the proposed chiral metamaterial 

with constant chirality value can be used to design novel 

EM devices such as polarization converter, anti-reflection 

filters for a certain frequency range. 

 

Index Terms ─ Dynamical chiral metamaterials, natural-

small chirality, optical activity, wide band. 
 

I. INTRODUCTION 
Metamaterials (MTMs) are defined as artificial 

electromagnetic (EM) materials that are rapidly 

developing as a research area due to having many 

potential application areas such as diffraction-limit 

breaking [1], cloaking [2], super lens [3], sensing [4, 5], 

absorber [6] and chiral metamaterial [7, 8]. Chiral media 

have received considerable attention in the recent years 

due to their potential applications in the fields of 

electromagnetic, microwave, and millimeter wave 

frequencies. The reason is that the chiral media shows 

exotic and individual properties such as giant optical 

activity and negative refraction. They are also MTMs 

made up of unit cells without mirror symmetry planes [9-

14]. Giant optical activity is also realized by using gold 

nanostructures in the visible frequency range [15]. The 

broadband achievement of large optical activity is 

demonstrated in microwave regime by metamaterial 

with hybrid elements composed of twisted pairs of  

cross-shaped meta-atoms and their complements [16]. 

Conditions for the phase velocity to be directed opposite 

to the direction of power flow in a Faraday chiral 

medium are investigated and derived for a plane wave 

propagation in an arbitrary direction. It is observed that 

the phase velocity can be directed in the reverse direction 

to the power flow which provides that the gyrotropic 

parameter of the ferrite component medium is sufficiently 

large compared with the corresponding nongyrotropic 

permeability parameters [17]. It is also demonstrated that 

bright-bright, dark-dark, and dark-bright vector solitons 

can be formed in a spectral subregime in which one of 

the two Beltrami components exhibits a negative real 

refractive index when nonlinearity is ignored and the 

chirality parameter is sufficiently large [18, 19]. The 

optical theorem for an obstacle excited by a plane and a 

spherical wave mixed radiation-scattering theorems 

expressing the extinction cross section by means of the 
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secondary Beltrami field at the dipole’s location is 

investigated [20]. In all these studies, general properties 

of chiral medium are theoretically derived dislikeness 

with the proposed structure in this study. The proposed 

study gives opportunities to the researchers to realize the 

mentioned theoretical outputs. 

The major advantage of chiral MTMs over natural 

materials is that the macroscopic parameters can be 

designed to have desired values [14, 21]. This advantage 

provides the ability to control electromagnetic waves. 

Chiral media have different responses for a left circularly 

polarized (LCP, -) wave and a right circularly polarized 

(RCP, +) wave due to the intrinsic chiral asymmetry of 

the medium refractive index. This phenomenon is caused 

by the cross-coupling effect between the electric and 

magnetic fields through a chiral medium. These two 

circularly polarized waves then combine at the chiral-

end and propagate out from the chiral media as an 

elliptically polarized wave based on circular dichroism. 

This ability is called as optical activity. κ describes 

chirality parameter and the strength of the cross-coupling 

effect, so that it is one of the constitutive relations of a 

chiral medium. Basically, chirality parameter is defined 

as the geometric property of a structure onto its mirror 

image. Chirality is also connected to the refractive index, 

 𝑛± = √𝜀𝑟𝜇𝑟 ± 𝜅. (1) 

They are characterized by the quantity of chirality, 

 𝜅 = (𝑛+ − 𝑛−) 2⁄ , (2) 

where 𝑛+ 𝑛−⁄  is the refractive index of the RCP or LCP 

waves and high chirality leads to negative refractive 

index. Furthermore, there are some studies on chiral 

metamaterials in literature [22-34]. Natural like chirality 

over a certain frequency band and strong optically active 

chiral metamaterials are also investigated in literature 

with different types of inclusions [31, 32]. Small 

chirality is achieved by rectangular split ring resonators 

in the same frequency band with the proposed 

metamaterial in this study but it doesn’t demonstrate that 

the same resonators can be used to obtain huge values of 

chirality admittance [31]. 

In this study, we designed both numerically and 

experimentally FLAC wire strips based chiral MTM. In 

conventional chiral metamaterial studies, chirality based 

negative index of refraction, giant optical activity and 

very large circular dichroism is the main subject. The 

object of these studies is to realize both huge polarization 

conversion and negative refraction by using metamaterials 

with high chirality admittance. Unlike the mentioned 

conventional chiral metamaterial studies in literature, the 

suggested structure has very flexible feature because of 

its dynamical properties which provide mechanical 

tunability and present natural-small chirality with constant 

value in a wide frequency range between 3.5-4.5 GHz 

together with other conventional metamaterial potentials 

such as negative index of refraction, giant optical activity 

and very large circular dichroism. This is also another 

crucial feature of the structure comparing to the other 

literature studies. This provides to design novel EM 

devices such as polarization converter, anti-reflection 

filters for a certain frequency range [25-29]. Firstly, we 

designed a dynamical chiral MTM structure. When we 

changed arm-lengths of the structure, we observed that 

our dynamic chiral MTM structure has very flexible 

feature and it can also be used as a frequency shifter 

(because of the mechanical tunability). The parametric 

study is then realized by CST Microwave Studio (based 

on finite integration technique) to get the dimensions 

necessary for giant chirality between the frequency 

ranges of 1-6 GHz. Secondly, we measured the fabricated 

chiral MTM structures for 1-6 GHz by Rohde & Schwarz 

vector network analyzer (VNA) and microwave horn 

antennas. We evaluated and compared the simulation 

and experimental results. Obtained results show that 

experimental results are in a good agreement with the 

numerical simulation. Besides, the strong chirality and 

negative refractive index due to this strong chirality are 

obtained. In addition, the proposed dynamical chiral 

metamaterial has natural-small chirality with a constant 

value at a wide range of frequency between 3.5-4.5 GHz. 

The organization of this paper is as follows. In 

Section II, the experiment and simulation of the chiral 

MTM structure based on FLAC wire strips-based chiral 

structure is proposed, the experimental and simulation 

methods are presented. In Section III, generalization of 

the idea and designs of chiral structures are introduced. 

Finally, summary and conclusions are provided in 

Section IV. 

 

II. EXPERIMENT AND SIMULATION 

SETUP 
The resonant behavior of the proposed structure is 

achieved by the geometry dependent capacitive elements 

such as gaps and strips. EM interaction between strips 

and gaps can be arranged by playing with the geometrical 

configuration of the structure such as shape and size. 

This provides mechanical tunability for the suggested 

structure to obtain well optical activity as desired. The 

main purpose of this geometry is to provide simpler 

structure that offers more flexibility and reliability on the 

control of incident EM wave polarization and simplifies 

the manufacturing process. 

Designed structure consists of wire strips and their 

mirror image which are patterned at the front and back 

side of a host dielectric substrate, respectively. In the 

present work the selected host material is FR-4; a high 

frequency laminate with a thickness of 1.6 mm, relative 

permittivity of 4.2, relative permeability of 1 and loss 

tangent of 0.02. The cross wire strip-shapes are made of 

copper with a thickness of 0.036 mm and electrical 

conductivity of 5.8𝑥107 𝑆/𝑚. The dimensions of the 

structure are presented in Fig. 1 (a). After the designing 

phase, we fabricated dynamic chiral MTM sample 
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structure with print circuit board technique as shown in 

Fig. 1 (b). Samples are simulated with a commercial full-

wave EM solver, CST Microwave Studio (Computer 

Simulation Technology GmbH, Darmstadt, Germany), 

which uses a finite integration technique to determine 

reflection and transmission properties. In addition, 

boundary conditions are assigned as unit-cell (side 

surfaces) and open add space (front and back surfaces) 

boundary conditions in the simulation.  

The experimental measurement setup consists of a 

VNA and two microwave horn antennas as shown in Fig. 

1 (c). Two microwave horn antennas are connected to the 

VNA to measure the S-parameters. In the measurements, 

one horn acts as a transmitter and the other one detects 

the transmitted or reflected wave. Firstly, free space 

measurement without the chiral structure is carried out 

and this measurement used as the calibration data for the 

VNA. The structure is then inserted into the experimental 

measurement setup and S-parameter measurements  

are performed as co-polar and cross-polar reflection/ 

transmission coefficients. Initially, the distance between 

the horn antennas and chiral slab is kept sufficiently 

large to eliminate unwanted near-field effects. 

 

 
 

Fig. 1. (a) Schematic representation dimensions of one unit 

cell of the proposed resonator (a1=5.8 mm, a2=0.8 mm, 

a3=4.6 mm, a4=3.3 mm), (b) picture of the front side  

of the fabricated sample, and (c) a picture from the 

measurement setup. 
 

III. NUMERICAL AND EXPERIMENTAL 

RESULTS OF THE PROPOSED 

STRUCTURE  
Figure 2 shows the simulation and experimental 

results of the reflection coefficient (R), and transmission 

coefficients (𝑇+, 𝑇−), as a function of frequency, 

respectively. The experimental results agree well with 

the numerical simulation. The transmission results for 

RCP (𝑇 +) and LCP (𝑇 −), split into two curves are 

obtained. There are two different resonance peak points 

in our structure. Dynamic structure of our chiral MTM 

provides this feature. It can be seen that the resonances 

are observed around the frequency of 3.1 and 5.6 GHz 

for transmission and reflection coefficients. The 

differentiation of the 𝑇 + and 𝑇 − provides optical  

activity, i.e., dynamical chirality due to the asymmetric 

resonance properties of the proposed structure. 

 

 
 
Fig. 2. Numerical and experimental results for 𝐴𝑏𝑠 (𝑅), 

𝐴𝑏𝑠 (𝑇+), and 𝐴𝑏𝑠 (𝑇−). 

 

From the following retrieval results [22-34], the 

difference between the phases of RCP and LCP 

transmitted wave is characterized as the polarization 

azimuth rotation angle 𝜃 which is calculated by: 

 𝜃 =
1

2
[arg(𝑇+) − 𝑎𝑟𝑔(𝑇−)], (3) 

and demonstrated in Fig. 3 for simulation and 

experimental results, in order. Furthermore, we conclude 

that only at the resonance frequencies, the transmission 

spectra for the RCP and LCP waves are significantly 

different. This difference is due to the unmatched 

transmission behavior of RCP and LCP waves. Beside 

this, minor difference between RCP and LCP waves can 

be seen in the frequency range of 3.1-4.5 GHz. The small 

difference results in both minor asymmetric transmission 

and natural-small chirality. This difference between the 

amplitudes of two transmissions is characterized by 

ellipticity of the transmitted wave by the equation: 

 η = 0.5tan−1(|T+|2 − |T−|2)/(|T+|2 + |T−|2), (4) 

as shown in Fig. 4. 

 

 
 
Fig. 3. Numerical (red-line) and experimental results 

(black-line) for theta (θ − degree). 
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Fig. 4. Numerical (red-line) and experimental results 

(black-line) for ellipticity (η − degree). 

 

Effective constitutive parameters are also evaluated 

using transmission and reflection parameters with 

retrieval formulas. These formulas can also be used to 

obtain chirality of the effective media from the RCP and 

LCP elements of the transmitted wave. The chirality κ 

can be obtained directly from the transmissions as: 

 𝑅𝑒(𝜅) = [arg(𝑇 +) − arg(𝑇 −) + 2𝑚𝜋]/(2𝑘0𝑑), (5) 

where 𝑘0 is the wave vector in the vacuum, 𝑑 is the 

thickness of the structure and 𝑚 is an integer which 

guarantees the result to be physically meaningful. 𝑇+ and 

𝑇− values are restricted by −𝜋 < arg(𝑇+) − arg(𝑇−) +
2𝑚𝜋 < 𝜋 [22-34]. 

The average refractive index, 

 𝑛 = (𝑛𝐿 + 𝑛𝑅) 2⁄ , (6) 

and the impedance 𝑧 can be obtained by using the 

traditional retrieval procedure by: 

 𝑛± =
𝑖

𝑘0𝑑
{log [

1

𝑇±
(1 −

𝜁−1

𝜁+1
𝑅)] ± 2𝑚𝜋}, (7) 

[25, 26] after taking the geometric average of transmission 

components with RCP and LCP transmitted wave (𝑇 =

√𝑇+𝑇−). In addition, the impedance can be extracted by: 

 𝜁 = ±√
(1+𝑅)2−𝑇+𝑇−

(1−𝑅)2−𝑇+𝑇−
. (8) 

The other retrieval parameters can then be calculated by 

𝑛± = 𝑛 ± 𝜅, 𝜀 = 𝑛 𝜁⁄ , and 𝜇 = 𝑛𝜁 [30-36]. Figures 5-7 

show the retrieval results.  

 

 
 

Fig. 5. Numerical and experimental results for permittivity 

and permeability values. 

 
 

Fig. 6. Numerical and experimental results for n(+) and 

n(-) values. 

 

 
 

Fig. 7. Numerical and experimental results for n and 

chirality values. 

 

It is clearly shown that the relative permeability is 

around 1 and small changes are observed around 

resonance frequencies. Besides, relative permittivity has 

also ripples around the resonance frequencies. The 

relative permittivity reduces to -95 at around the second 

resonance frequency. The RCP and LCP elements of 

effective index are shown in Fig. 6. The difference 

between them proves the asymmetric phenomena and 

optical activity of the overall structure. 

The effective refractive index and chirality are 

shown in Fig. 7. Although the effective permittivity and 

permeability are not simultaneously negative at the second 

resonance frequency, the effective refractive index is 

negative. This is caused by the strong chirality at the 

same frequency. Beside this, another important 

phenomenon is the small-natural chirality observed 

between 3.1-4.5 GHz. A small-natural chirality 

phenomenon for chiral metamaterials has not been 

studied so far in the literature. The observed chirality is 

very small as natural chiral substances. Hence, this 

structure can be used in many applications such as 

polarization conversion, anti-reflection filter and so on. 

If the geometry of the dynamic chiral metamaterial is 

reduced to nanoscale, the proposed structure can be 

easily used as chiral sensor. One another advantage of 
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the proposed structure is constant value (~0.55) of the 

chirality for a wide range of frequency (3.5-4.5 GHz) 

(Inset in Fig. 7). Therefore, the proposed structure 

supposes polarization conversion with in all the 

frequencies in the range.  

 

In order to show physical mechanism, we 

investigated the resonance electric field and surface 

current distributions for both resonance frequencies as 

presented in Figs. 8 and 9, respectively. As shown in  

Fig. 8, especially electric field distribution is strongly 

concentrated at the resonance frequency of 5.68 GHz 

according to the first resonance. However, electric field 

distributions are concentrated around the gaps due to EM 

interaction between layers. Moreover for Fig. 9, it can be 

seen that the magnetic field strongly concentrates at the 

resonance frequency of 3.08 GHz according to the 

second resonance frequency of 5.68 GHz. This situation 

verifies the character of the resonances as magnetic ones 

as indicated above. In addition, the intensity of the 

current is highly strengthened at the surface of the  

center resonators at the resonance. The surface current 

distribution at 5.68 GHz is particularly given to show 

their different characters.  

It is well known that a material can only have 

chirality characteristics if it shows both electric and 

magnetic responses. It means that when electric field 

component is incident towards the structure, it results in 

magnetic response and vice versa. Since EM wave 

includes both electric and magnetic field components, it 

is not possible to decide exactly to the response of the 

structure. The magnetic response of the structure can be 

estimated by following the continuous current paths 

between front and backside inclusions of chiral 

metamaterial. Whereas the current distributions along 

centers of both front and back sided inclusions at  

3.08 GHz is higher than that of 5.68 GHz, these currents 

are along the same direction. Therefore, this orientation 

does not contribute to the chirality admittance as well 

oriented inclusions. Whereas, the magnitude of the 

current is not high as the first one, both orientations are 

continuous and demonstrate instructive effect for  

5.68 GHz. Hence, the chirality admittance is higher at 

this frequency value. 

 

 
 

Fig. 8. Electric field distributions at the resonance 

frequencies. 

 

 
 

Fig. 9. Surface current distributions at the resonance 

frequencies. 

 

IV. CONCLUSION AND DISCUSSION 
In summary, we numerically and experimentally 

designed and studied a dynamical chiral MTM based on 

four L attached cross (FLAC) wire strips which has very 

simple geometry and features of wide-band chirality and 

mechanical tunability. The presented dynamic chiral design 

offers a much more efficient fabrication because of the 

feasible geometry. The experimental results are in a good 

agreement with the numerical simulation. This chiral 

MTM has very adaptable properties, including negative 

index of refraction due to chirality, giant optical activity 

and very large circular dichroism. Besides, the proposed 

chiral structure offers a natural-small chirality with a 

constant value at a wide frequency range between  

3.5-4.5 GHz. This advantageous is the crucial point of the 

study. By using this property, it is possible to design 

polarization converter with constant amount in a wide 

range of frequency. In addition, the structure can be used 

as a sensor of chiral substances by placing between two 

layers of it. Therefore, the suggested dynamical chiral 

MTM has many potential applications in order to create 

configurable polarization rotator, sensors and so on. 
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Abstract ─ This paper presents a kind of band-notched 

slot antenna with time domain designing method for 

ultra-wideband (UWB) applications. The proposed 

antenna consists of a square radiating stub with a 

defected mircostrip feed-line using an M-shaped step 

impedance resonator (SIR) slot and a defected ground 

plane with a pair of inverted U-shaped slots. By cutting 

two inverted U-shaped slots in the ground plane, a new 

resonance at the higher frequencies is excited and hence 

much wider impedance bandwidth can be produced 

that. To generate a band-notched characteristic, we use 

an M-shaped slot at the feed-line. The proposed antenna 

can operate from 3.03 to 13.21 GHz with frequency 

band-notched function in 7.28-7.79 GHz to avoid 

interference from downlink of X-band satellite 

communication systems. To verify the validation of the 

proposed antenna an equivalent circuit based on time 

domain reflectometry (TDR) analysis is presented. In 

addition, the accuracy of the equivalent circuit models 

have been improved using Genetic algorithm 

optimization (GAP). Detailed simulation and numerical 

investigations are conducted to understand their 

behaviors and optimize for broadband operation. The 

proposed antenna exhibits almost omni-directional 

radiation patterns in UWB frequency range and could 

be used in wireless systems. 

 

Index Terms ─ Band-notched function, GAP, microstrip-

fed slot antenna, TDR analysis, UWB systems. 

 

I. INTRODUCTION 
In UWB communication systems, one of key issues 

is a design of compact antennas while providing 

wideband characteristic over the whole operating band 

[1]. Consequently, a number of planar antennas with 

different geometries have been experimentally 

characterized [2-5] and automatic design methods have 

been developed to achieve the optimum planar shape. 

Moreover, other strategies to improve the impedance 

bandwidth have been investigated [6-8]. The frequency 

range for UWB systems between 3.1–10.6 GHz will 

cause interference to the existing wireless systems for 

example the wireless local area network (WLAN) for 

IEEE 802.11a operating in 5.15–5.35 GHz and 5.725–

5.825 GHz bands or 7.25-7.75 GHz for downlink of  

X-band satellite systems, so the UWB antenna with a 

band-notched function is required [9-15]. 

In this paper, a simple method for designing a 

novel and compact microstrip-fed slot antenna with 

band-stop performance and time domain reflectometry 

analysis for UWB applications has been presented. In 

the proposed antenna for bandwidth enhancement, 

based on defected ground structures (DGS) we use a 

pair of inverted U-shaped slots in the ground plane and 

also based on defected microstrip structures (DMS) 

theory, to generate a band-stop performance an M-

shaped slot was inserted at feed-line [16]. Unlike other 

band-notched UWB antennas reported in the literature 

to date, this structure has an ordinary square radiating 

stub configuration. We also report their circuit models 

based on TDR analysis. The proposed band-notched 

UWB antenna has a compact size. Good VSWR and 

radiation pattern characteristics are obtained in the 

frequency band of interest. Simulated and measured 

results are presented to validate the usefulness of the 

proposed microstrip-fed slot antenna structure for UWB 

applications. 
 

II. ANTENNA DESIGN 
The presented slot antenna fed by a 50 Ω microstrip 

line is shown in Fig. 1, which is printed on an FR4 

substrate of width Wsub=20 mm and length mmLsub 20 , 

thickness 0.8 mm, permittivity 4.4, and loss tangent 

0.018. The basic antenna structure consists of a square 

radiating stub, a feed line, and a ground plane. The 

radiating stub is connected to a feed line of width 

Wf=1.5 mm and length Lf=5 mm. The equivalent circuit 

model of the proposed design is illustrated in Fig. 2. 

The antenna is designed to work at the frequency range 

of from 3.03 to 13.21 GHz.  
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Fig. 1. Geometry of the proposed slot antenna: (a) side 

view, (b) top layer, and (c) bottom layer.  

 

 
 

Fig. 2. The proposed antenna equivalent circuit model. 

 

The proposed antenna is connected to a 50 Ω SMA 

connector for signal transmission. The final dimensions 

of the designed antenna are as follows:  

mmWsub 20 , mmLsub 20 , mmhsub 8.0 , mmW 7 , 

mmL 7 , mmW f 5.1 , mmL f 5 , mmWS 18 , 

mmLS 10 , mmWS 21  , mmLS 7.41  , mmWS 22  , 

mmLS 85.22  , mmWS 5.03  , mmLM 7.3 , 

mmWM 2.0 , mmLM 6.31  , mmWM 5.01  , 

mmWM 15.02  , and mmLgnd 6 . 

 

A. Defected structures (DGS and DMS) and these 

equivalent circuit models 

Recently, defected ground plane structures (DGS) 

and defected microstrip structure (DMS) have been 

proposed for suppression of spurious response in the 

microstrip structures [17-18]. These configurations 

provide the band-stop characteristics.  

The proposed DGS and DMS with their equivalent  

circuit models are shown in Fig. 3, which is printed on 

a FR4 substrate of thickness 0.8 mm, permittivity 4.4, 

and loss tangent 0.018. The corresponding geometrical 

parameters of the proposed structures are denoted in 

Fig. 3. This defected ground structures on the ground 

plane and feed-line will perturb the incident and return 

current and induce a voltage difference on the ground 

plane and microstrip feed-line. The proposed DGS can 

be modeled as a resonator with parallel LC circuit [19]. 

The resistance in equivalent circuits represents the loss 

of the slot and slit, which is small in general [20]. The 

proposed DMS act as a band-stop filter therefore can be 

modeled with series and parallel LC circuit.  

 

 

 
 

Fig. 3. The proposed defected structures, (a) DGS and 

(b) DMS with their equivalent circuit models in (c) and 

(d). 

 

B. Time domain reflectometry analysis 

In this section, the proposed defected structures 

with mentioned design parameters were simulated, and 

the TDR results of the input impedance for them in 

equivalent circuit and full-wave analysis cases are 

presented and discussed. The simulated full-wave TDR 

results are obtained using the Ansoft simulation 

software high-frequency structure simulator (HFSS) 

[21].  

Figures 4 and 5 show the simulated reflection 

waveform observed at Port1 of the defected structures, 

as shown in Fig. 3 (a) and Fig. 3 (b), and with a 50 

termination on Port2. The excitation source is a step 

wave with amplitude 1Volt and rise time of 30psec. The 

corresponding result predicted by the equivalent circuit 

model is also shown in these figures. As shown in Figs. 

4 and 5, TDR curves have started with impedance just 

under 50 Ω. This is indeed the characteristic impedance 

of the microstrip line. At impedance discontinuities, 

part of the input signal is reflected. These reflections, 

after traveling back, reach terminal Port1 and are 

observed there [12]. From these observations, the 

characteristic impedances along the transmission line 

can be computed. The optimal dimensions of the 

equivalent circuit models parameters are specified in 

Table 1. 
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Fig. 4. The reflected waveforms simulated by HFSS 

and predicted by equivalent circuit model of the 

proposed defected ground structure. 

 

 
 

Fig. 5. The reflected waveforms simulated by HFSS 

and predicted by equivalent circuit model of the 

proposed defected microstrip structure. 

 

Table 1: Equivalent circuit model parameters 

Element Value Element Value 

L1 1.55 (nH) L2 4.8 (nH) 

C1 1.05 (pF) C2 1.75 (pF) 

R1 0.8 (Ω) R2 2.1 (Ω) 

 
C. TDR and genetic algorithm analysis 

In order to calculate of the TDR results for the 

proposed equivalent circuits, we can write the reflection 

coefficient through defected structures as (1) which is 

observed at the source end, i.e., Port1: 

  
02)(

)(

ZsZ

sZ
sZ


 . (1) 

A step voltage source with rise time 
r  and amplitude 

0V , can be expressed [15-16] as: 
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Therefore, the reflected waveform in Laplace domain 

can be written as: 

      ssVsV DMSDGSinTDR ,. . (3) 

In TDR measurements, the impedance follows from: 
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where 
0Z  is the characteristic impedance of the 

transmission line at the terminal. 

In order to optimize TDR result with genetic 

algorithm results for the equivalent circuits, the 

impedance of these circuits in Laplace domain can be 

represented as follows: 
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Figures 6 and 7 show the simulated reflection 

waveforms observed at Port1 of the defected structures, 

as shown in Fig. 2, and with a 50 Ω termination on 

Port2, before and after optimization, respectively. The 

excitation source is a step wave with amplitude 1Volt 

and rise time of 30psec. The corresponding result 

ZOLGHADR, CAI, OJAROUDI: UWB SLOT ANTENNA WITH BAND-NOTCHED PROPERTY 928



predicted by the equivalent circuit model is also shown 

in these figures. As shown in Figs. 6 and 7, TDR curves 

have started with impedance just under 50 Ω. This is 

indeed the characteristic impedance of the microstrip 

line. At impedance discontinuities, part of the input 

signal is reflected. These reflections, after traveling 

back, reach terminal Port1 and are observed there [22-

23].  

 

 
 

Fig. 6. The reflected waveforms simulated by HFSS 

and predicted by equivalent circuit model the proposed 

defected microstrip structure shown in Fig. 2 before 

optimization. 

 

 
 

Fig. 7. The reflected waveforms simulated by HFSS 

and predicted by equivalent circuit model the proposed 

defected ground structure shown in Fig. 2 after 

optimization by GA. 

 

From these observations, the characteristic 

impedances along the transmission line can be computed. 

From these formulas, the characteristic impedances 

along the transmission line can be computed. The 

optimal dimensions of the equivalent circuit models 

parameters calculated from ordinary TDR and modified 

TDR by genetic algorithm technique are specified in 

Table 2. 

Table 2: The equivalent circuit models parameters 

calculated from ordinary TDR and modified TDR by 

genetic algorithm technique 

Element Before Optimization After Optimization 

L1 1.55 (nH) 1.61 (nH) 

C1 1.05 (pF) 1.15 (pF) 

R1 0.8 (Ω) 0.76 (Ω) 

L2 4.8 (nH) 4.6 (nH) 

C2 1.75 (pF) 1.7 (pF) 

R2 2.1 (Ω) 2.05 (Ω) 

 

III. RESULTS AND DISCUSSIONS 
The proposed microstrip-fed slot antenna with 

various design parameters were constructed, and the 

numerical and experimental results of the input 

impedance and radiation characteristics are presented 

and discussed.  

The configuration of the presented slot antenna was 

shown in Fig. 1. Geometry for the ordinary slot antenna 

(Fig. 8 (a)), with two inverted U-shaped slots in the 

ground plane (Fig. 8 (b)), and the proposed antenna 

(Fig. 8 (c)) structures are shown in Fig. 8. VSWR 

characteristics for the structures that were shown in  

Fig. 6 are compared in Fig. 9. As shown in Fig. 9, it is 

observed that the upper frequency bandwidth is affected 

by using the pair of inverted U-shaped slots in the 

ground plane and notched frequency bandwidth is 

sensitive to the M-shaped SIR slot.  

To understand the phenomenon behind the 

bandwidth enhancement performance, simulated current 

distributions for the proposed antenna on the ground 

plane at 12 GHz is presented in Fig. 10 (a). It is found 

that by using two inverted U-shaped slots, an additional 

current path in the ground plane is generated and a new 

resonance at 12 GHz can be achieved. Another important 

design parameter of this structure is the M-shaped slot 

at the feed-line. Figure 10 (b) presents the simulated 

current distributions on the radiating stub and feed-line 

at the notched frequency (7.5 GHz). As shown in Fig. 

10 (b), at the notched frequency the current flows are 

more dominant around of the M-shaped slot at feed-

line. 

 

 
 

Fig. 8. (a) Ordinary slot antenna, (b) the antenna with a 

pair of inverted U-shaped slots, and (c) the proposed 

antenna. 
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Fig. 9. Simulated VSWR characteristics for antennas 

shown in Fig. 6. 

 

 
 

Fig. 10. Simulated surface current distributions for the 

proposed antenna: (a) on the ground at 12 GHz (new 

resonance frequency), and (b) on the square radiating 

stun and feed-line at 7.5 GHz (notched frequency). 

 

The proposed antenna with final design was built 

and tested. The measured and simulated VSWR 

characteristics of the proposed antenna were shown in 

Fig. 11. Fabricated antenna has the frequency band of 

3.03 to 13.21 GHz with a band-notched performance 

around 7.22 to 7.81 GHz. 

Figure 12 shows the measured radiation patterns 

including the co-polarization in the H-plane (x-z plane) 

and E-plane (y-z plane). The main purpose of the 

radiation patterns is to demonstrate that the antenna 

actually radiates over a wide frequency band. It can be 

seen that the radiation patterns in x-z plane are nearly 

omnidirectional for the three frequencies. The radiation 

patterns on the y-z plane are like a small electric dipole 

leading to bidirectional patterns in a very wide frequency 

band [24-25].  

 

 
 

Fig. 11. Measured and simulated VSWR characteristics 

for the proposed antenna. 
 

 
 

Fig. 12. Measured radiation patterns of the proposed 

antenna: (a) E-plane and (b) H-plane. 

 

IV. CONCLUSION 
In this paper, a novel band-notched slot antenna 

with a time domain method to extract the equivalent 

RLC of the defected structures for UWB applications 

has been proposed. The analytic formulations for the 

equivalent circuit models are obtained based on time-

domain reflectometry theory. Furthermore, using Genetic 

Algorithm Optimization, the accuracy of the equivalent 

circuit models of the employed DGS and DMS have 

been improved significantly. The fabricated antenna 

covers the frequency range for UWB systems between 

3.03 to 13.21 GHz with a band-notched characteristic in 

the frequency range of 7.25 to 7.75 GHz to avoid 

interference from X-band communication systems. The 

proposed band-notched UWB antenna has compact  

and simple configuration and is easy to fabricate. 

Experimental results show that the proposed antenna 

could be a good candidate for UWB applications. 
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Abstract ─ In this paper, a novel log-periodic antenna 

named quasi-second order Koch fractal log-periodic 

dipole array (QLPK2DA) is presented for the conformal 

applications. The proposed antenna array shows wider 

operating bandwidth and small physical profile. In 

addition, the radiation characteristics of the proposed 

antenna array mounted on a dielectric cone are 

investigated. Results show that the cone curvature has an 

influence on the performance of the conformal antenna, 

both in terms of its bandwidth and radiation patterns. The 

thickness and permittivity of the dielectric cone have an 

effect on the bandwidth of the conformal antenna. The 

measured results show that the antenna has a wide band 

ranging from 2 GHz to 10 GHz and shows a typical end-

fire radiation beam. Measurement results of both single 

antenna and conformal antenna array show a good 

agreement with simulated values. 

 

Index Terms─ Conformal, Koch fractal, log-periodic 

antenna, wideband. 
 

I. INTRODUCTION 
Wideband antennas are required for many 

electromagnetic applications, such as radio astronomy 

and UWB technology. The printed log-periodic array 

antenna (LPDA) has attracted great attention in 

wideband wireless communication systems due to many 

advantages, such as simple in fabrication, low cross-

polarization, wide frequency band and the end-fire beam 

[1]. It is a challenge to reduce the antenna size while 

maintaining its main performance characteristics. For the 

purpose of antenna miniaturization, different kinds of 

fractal geometries have been investigated in antenna 

design [2-10]. Among the previous research, Koch fractal 

is an important geometry studied by many antenna 

researchers [6-10]. In [7] and [8], two kinds of the 

printed Koch fractal log-periodic dipole arrays are 

proposed. However, these two antennas only use the first 

order Koch fractal technique to reduce the antenna size 

and the bandwidth is just from 2 GHz to 3 GHz. To 

reduce cross-polarization and further miniaturize the 

antenna, quasi-second order Koch fractal dipoles are 

proposed for antenna design in this paper. 

On the other hand, conformal antennas are mainly 

used in aviation, radars and military systems. For these 

applications, conformal antennas need to cover a wide 

bandwidth and have end-fire radiation beam. A variety 

of conformal antennas have been investigated during the 

past two decades, including monopole antennas [11-12], 

slot antennas [13-14], leaky-wave antennas [15-16], 

microstrip antenna arrays [17-18], log-periodic antennas 

[19-20] and substrate integrated waveguide (SIW) 

antennas [21-22], etc. However, most of these antennas 

are mounted on metallic surfaces and have broadside 

radiation beam. There are few studies about end-fire 

conformal antennas in literatures [20-21]. 
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In this paper, a quasi-second order Koch-fractal log-

periodic antenna dipole array is proposed for conformal 

applications for the first time as far as we know. The 

contributions of our work are as follows:  

1) The quasi-second order Koch fractal element is 

proposed for antenna design. Compared with LPDA, the 

proposed QLPK2DA has smaller size and operates with 

a wider frequency band. 

2) The proposed antenna can be easily mounted on 

a dielectric cone. The influences of cone curvature,  

cone thickness and cone permittivity on the conformal 

antenna’s bandwidth and radiation performance are 

investigated. The curvature of cone has an influence on 

bandwidth and radiation patterns of conformal antenna. 

The thickness and dielectric constant of cone only affect 

the bandwidth of conformal antenna. 

3) A prototype of the conformal antenna array with 

four antenna elements is fabricated. Measurement results 

are compared with simulated values to validate our 

proposed design. 

 

II. ANTENNA DESIGN 
In this section, a quasi-second order Koch fractal log-

periodic antenna is proposed, as shown in Fig. 1. This 

antenna includes ten quasi-second Koch fractal dipoles, 

which are cross-fed by a parallel-strip transmission line 

and printed on both layers of a Teflon-F4B substrate with 

a dielectric constant of 3.5 and loss tangent of 0.003. The 

thickness of the substrate is 0.5 mm. 
 

dt

WdWf Wu

Lb

y

xL1

W

L

W1

L2

W2

d1 d2

P1 P2

back side 

element
front side 

element

 
 

Fig. 1. Configuration of the proposed QLPK2DA. 

 

A. Design of the LPDA 
A conventional printed log-periodic dipole array 

(LPDA) with Euclidean dipoles is designed, as shown in 

Fig. 2. To achieve a higher gain, the scaling factor τ and 

spacing factors σ of LPDA is set to be 0.84 and 0.14 

respectively, based on the method described in [23-24]. 

The antenna’s half-angle is α=30○. The number of the 

radiation dipoles are calculated to be N=14 to cover the 

desired bandwidth from 2 GHz to 10 GHz. In this design, 

τ=Li+1/Li=Wi+1/Wi=di+1/di, where Li and Wi are the length 

and width of the dipole Pi, di is the distance between 

dipole Pi+1 and Pi. 

Wd

dtLb

Wu

W

L1

L

L2

d1 d2

W1

W2 Wf

 
 

Fig. 2. Configuration of the LPDA. 

 

B. Design of the QLPK2DA 
To realize the miniaturization of LPDA, Koch 

iteration is applied in this design. Generally, Euclidean 

elements are defined as Koch curves of 0th iteration  

(K0) while other order iterations are based on lower 

order Koch curves [9-10]. The Koch fractal monopoles, 

designed from K0 to K2, are depicted in Fig. 3. The 

characteristics of the antenna such as the primary 

resonant frequency, is directly related to the fractal 

dimension. For a given order, Koch elements with 

different indentation angles will also have different input 

impedances and resonant frequencies [10]. A typical 

indentation angle of θ=60○ is set to Koch fractal 

elements in this research. 

However, it will bring complexity in design if  

Koch fractal element’s width increases, especially on the 

higher order elements. Therefore, we propose a modified 

second order Koch fractal element named quasi-second 

order Koch fractal element. The middle part of each 

quasi-second order Koch fractal element is replaced by 

two rectangle patches “S1” and “S2”, as shown in Fig. 4. 

This structure can also reduce the reverse current on  

each fractal element and reduce the cross-polarization, 

compared with second order Koch fractal antenna. Based 

on the above proposed LPDA, the QLPK2DA can be 

realized by replacing Euclidean elements with quasi-

second order Koch fractal elements, as shown in Fig. 1. 

A gradient microstrip balun at the end of the feeding line 

is designed to transform an unbalanced input signal to a 

balanced signal at the quasi-second order Koch fractal 

elements. 

 

K0

K1

K2   
 

Fig. 3. Koch fractal monopoles, K0 to K2. 
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Fig. 4. Structure of quasi-second order Koch fractal 

element with Ws1=1.9 mm. 

 

To cover the desired bandwidth (2 GHz-10 GHz), 

the LPDA and QLPK2DA were simulated and optimized 

with the assistance of ANSYS High Frequency Structure 

Simulator (HFSS) Version 12. Figure 5 shows the 

simulated return loss of the two antennas. The efficiency 

of QLPK2DA is also simulated and achieves at least  

76.7% over the entire band shown in Fig. 6. The 

dimensions of the designed LPDA and QLPK2DA are 

listed in Table 1. The overall dimension of the LPDA is 

66×137 mm2, while the physical size of the QLPK2DA 

is only 60×94.9 mm2, which is 37% smaller than the 

LPDA. Apparently, the physical size of the antenna can 

be greatly reduced due to the quasi-second order Koch 

fractal structure. 

The prototypes of the LPDA and QLPK2DA are 

fabricated and shown in Fig. 7 and Fig. 8, respectively. 

The prototype antennas are measured by an Agilent 

E5071C Vector Network Analyzer in an anechoic 

chamber in Communication University of China (CUC). 

Figure 9 and Fig. 10 show the comparisons between 

the simulated and measured return losses of the LPDA 

and QLPK2DA, respectively. It is found that the 

measured results and simulated values of these two 

antennas agree with each other over the frequency band 

(return loss > 10 dB) ranging from 2 GHz to 10 GHz with 

a ratio about 5:1. In Fig. 10, the small deviation of the 

results in the higher frequency band may be caused by 

the imperfection of hand-soldering the SMA connector. 
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Fig. 5. Comparison of simulated return loss between 

LPDA and QLPK2DA. 
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Fig. 6. Efficiency of QLPK2DA by simulation. 

 

Table 1: Optimized parameters of LPDA and QLPK2DA 

(In millimeters) 

Parameters L1 W1 d1 W L 

LPDA     137 

QLPK2DA     94.9 

Parameters Wf Wu Wd Lb dt 

LPDA     2 

QLPK2DA     2 

 

 
 

Fig. 7. Prototype of LPDA: (a) front view and (b) back 

view. 

 

(a) (b)  
 

Fig. 8. Prototype of QLPK2DA: (a) front view and (b) 

back view. 
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Fig. 9. Measured and simulated return loss of LPDA. 
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Fig. 10. Measured and simulated return loss of 

QLPK2DA. 

 

The far field radiation patterns in the E-plane (xoy 

plane) and H-plane (yoz plane) at different frequencies 

were measured and plotted in Fig. 11. The measured co-

polarization radiation patterns and the simulated results 

show good agreement in both planes. However, the 

measured cross-polarization radiation patterns are wider 

than the simulated results. It may be caused by the 

deviation of the relative position between test antenna 

and reference antenna. The proposed antenna has end-

fire radiation beams in both planes and the maximum 

radiation is in the direction of +y axis. 

The measured half power beam-width and front-to-

back ratios of the QLPK2DA are listed in Table 2 and 

Table 3. Table 2 shows the beam-width in E-plane and 

H-plane vary from 42○ to 72○ and 54○ to 94○. According 

to Table 3, the front-to-back ratios of the QLPK2DA 

achieve more than 12 dB except few frequencies, which 

confirmed the end-fire characteristic of the antenna. 

Figure 12 shows the comparisons of the measured gains 

between LPDA and QLPK2DA. It is observed that the 

gain of LPDA is higher than that of QLPK2DA except a 

few frequency points. Within the operating frequency 

band, the measured gain of the QLPK2DA in end-fire  

direction varies between 2.6 dBi and 8.7 dBi. 
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Fig. 11. Measured and simulated radiation patterns of 

QLPK2DA. -▲- measured co-polarization, -●- measured 

cross-polarization, -▽- simulated co-polarization, -○- 

simulated cross-polarization. 

 

Table 2: Measured half power beam-width of QLPK2DA 

Frequency (GHz) 2 4 6 8 10 

E-plane (deg)     47 

H-plane (deg)     50 

 
Table 3: Measured front-to-back ratio of QLPK2DA 

Frequency (GHz) 2 4 6 8 10 

E-plane (dB)     20 

H-plane (dB)     21 
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Fig. 12. Measured gain of LPDA and QLPK2DA. 

 

Since the linear phase response of the antenna in the 

time domain is one of the most important parameters in 

wideband systems, the group delay of two QLPK2DA 

with a distance of 30 cm has also been measured. Figure 

13 shows that the variation of the group delay is within 

5ns across the entire frequency band, which indicates 

that the phase of the antenna shifts little within the 

operating frequency band. Thus, the proposed antenna 

has a desirable time domain characteristic. 
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Fig. 13. Measured group delay of the proposed antenna. 

 

III. CONFORMAL ANTENNA RESEARCH 

A. Effects of cone curvature 

The proposed QLPK2DA is mounted on a dielectric 

cone to investigate the conformal antenna characteristics. 

The antenna is on dielectric cones with different 

curvatures, as shown in Fig. 14. The exterior diameters 

of the three cones’ top/bottom surfaces are 300/360 mm, 

190/210 mm, 130/150 mm, respectively. The height, 

thickness and dielectric constant of three cones are  

350 mm, 0.5 mm and 2.1, respectively. 

 

300/360mm 190/210mm 130/150mm

Dielectric 

Cone

Conformal 

Antenna

 
 

Fig. 14. Configuration of QLPK2DA mounted on cones 

with different curvatures. 

 

The simulated voltage standing wave ratio (VSWR) 

of the conformal antenna with different cone curvatures 

is shown in Fig. 15. It is observed that, with the 

increasing of cone curvature, the VSWR deteriorates 

especially in the middle and high frequency bands. The 

simulated radiation patterns of the conformal antenna 

with different cones curvatures at 2 GHz, 4 GHz, 6 GHz, 

and 8 GHz are plotted in Fig. 16. It can be seen that the 

variation of cone curvature has little effects on the co-

polarization radiation patterns of the conformal antenna. 

Since the antenna is bent on the cone, there exists an 

extra electric current component in -Z direction. Therefore, 

the cross-polarization radiation patterns of the conformal 

antenna become larger with the increasing of cone 

curvature. The simulated half power beam-width of the 

conformal antenna is all less than 100 degree, as shown 

in Table 4. 
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Fig. 15. Simulated VSWR of conformal antenna with 

different cone curvatures. 
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Fig. 16. Simulated radiation patterns of conformal antenna. 

-■- co-polarization (300/360 mm), --- cross-polarization 

(300/360 mm), -▲- co-polarization (190/210 mm), 

          cross-polarization (190/210 mm), -●- co-polarization 

(130/150 mm), — cross-polarization (130/150 mm). 
 

Table 4: Simulated half power beam-width of QLPK2DA 

mounted on different cones 

Frequency (GHz) 2 3 4 5 6 7 8 

E-plane (deg)       59 

H-plane (deg)       74 

 

B. Effects of cone thickness 

In this subsection, the QLPK2DA is mounted on 

cones with different thickness (5 mm, 7 mm, 10 mm) so 

as to examine the effect of the cone thickness on the 

characteristics of the conformal antenna. The outer 

diameter of cones’ top and bottom surfaces is 190/210 mm. 

The height and dielectric constant of cones are 350 mm 

and 2.1, respectively. 

The simulated VSWR of conformal antenna with 

different cone thickness is shown in Fig. 17. It is found 

that as the thickness increases, the VSWR becomes 

larger in the lower frequency band. The VSWR value 

varies between 1 and 3 in the whole operating band. The 

study on radiation performance indicates that the 

changes of cone thickness have little effect on far-field 

radiation patterns of conformal antenna. 
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Fig. 17. Simulated VSWR of conformal antenna with 

different cone thickness. 

 

C. Effects of cone dielectric constant 
We also studied the performance of the antenna 

mounted on cones with different dielectric constants (2.1, 

2.5, 3 and 3.5). The outer diameter of cones’ top and 

bottom surfaces is 190/210 mm. The height and thickness 

of cones are 350 mm and 5 mm. 

From Fig. 18, we can readily observe that cone 

dielectric constant has a significant effect on VSWR of 

conformal antenna. When the dielectric constant 

increases, the VSWR of conformal antenna deteriorates 

rapidly. It is found that when the dielectric constant is 

larger than 3, the VSWR will increase to be larger than 

3, which is unacceptable for application. Studies show 

that the changes of cone dielectric constant have little 

effect on radiation performance of conformal antenna. 
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Fig. 18. Simulated VSWR of conformal antenna with 

different dielectric constants. 

LI, TAN, KANG, SU, ET AL.: A NOVEL WIDEBAND END-FIRE CONFORMAL ANTENNA ARRAY MOUNTED ON A DIELECTRIC CONE 938



IV. EXPERIMENTAL RESULTS 
A prototype of conformal antenna array is 

constructed by mounting four proposed QLPK2DA on 

the surface of a polypropylene cone with a dielectric 

constant of 2.3, as shown in Fig. 19. The height, thickness, 

top and bottom surfaces’ outer diameter of the cone are 

274 mm, 3 mm, 188/204 mm, respectively. The prototype 

was measured by an Agilent E5071C Vector Network 

Analyzer in an anechoic chamber in CUC. 

The measured and simulated return losses of the 

conformal antenna are shown in Fig. 20. It can be seen 

that the measured and simulated results are in good 

agreement. Because of the imperfection during building 

the antenna, the measured results shift a little bit towards 

the lower frequency band.  

 

(a) (b)  
 

Fig. 19. Prototype of four QLPK2DA mounted on a 

dielectric cone: (a) side view and (b) top view. 
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Fig. 20. Measured and simulated return loss of the 

conformal antenna. 

 

Figure 21 shows the measured and simulated 

radiation patterns of the conformal antenna in both  

E-plane (xoy plane) and H-plane (yoz plane) at 2 GHz,  

4 GHz, 6 GHz and 8 GHz. It is found that the conformal 

antenna has end-fire radiation beams in both planes. The  

measured radiation patterns have good agreement with 

simulated curves. The coupling between four ports of the 

conformal antenna is also investigated. Because the four 

QLPK2DA are mounted evenly on the cone, |S41| is equal 

to |S21| and |S42| is equal to |S31|. So we just consider |S21| 

and |S31| here. Figure 22 shows the measured |S21| and 

|S31| of the conformal antenna. It can be observed that the 

measured results are both less than -28 dB in the 

operating frequency band, which is good enough for the 

port coupling of the conformal antenna. 
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Fig. 21. Measured and simulated radiation patterns  

of conformal antenna. -○- simulated co-polarization,  

--- simulated cross-polarization, -▲- measured co-

polarization,          measured cross-polarization. 
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Fig. 22. Measured coupling of the conformal antenna. 
 

V. CONCLUSION 
This paper presented a novel wideband end-fire 

conformal antenna array mounted on a dielectric cone. A 

quasi-second order Koch fractal element is applied in 

conformal antenna research for the first time. The effects 

of cone curvature, thickness, dielectric constant on the 

performance of conformal antenna are investigated and 

some inspiring results for end-fire conformal antenna 

design have been obtained. Measured and simulated 

results of the prototype show the conformal antenna has 

wide frequency band, end-fire radiation patterns and 

wide half power beam-width. The proposed antenna 

array has a great potential to be used in conformal 

systems such as missiles, radars, aircrafts. 
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Abstract ─ An analysis on the effect of dielectric radome 

on radiation characteristics of conformal end-fire 

antenna mounted on a large conducting cylinder is 

presented in this paper. Ray theory firstly is used to 

characterize the effect of the planar dielectric layer on 

the incident electromagnetic wave with different 

polarizations, which predicts the physical behavior of 

radome-antenna system. Meanwhile, the paper shows a 

comparing analysis of the effect of dielectric radome on 

conformal end-fire antenna with different polarization 

when the antenna is located on the external surface of a 

hollow conducting cylinder. It is found that the radiation 

characteristics of end-fire antenna is significantly 

changed due to the presence of the dielectric radome, and 

the effect of dielectric radome on vertically polarized 

end-fire antenna is less than that on horizontally 

polarized end-fire antenna. Parametric studies of the 

proposed radome-antenna system are also presented in 

this paper to explore the interaction mechanism between 

the endfire antenna and dielectric radome, and provide 

brief guidelines for the antenna designers. These results 

may provide some useful insights in the design of the 

radome-antenna system in practical engineering. 

 

Index Terms ─ Conformal antenna, dielectric radome, 

end-fire antenna, horizontally polarized antenna, 

vertically polarized antenna. 
 

I. INTRODUCTION 
Dielectric antenna radome consists of single layer  

or multilayer dielectric with arbitrary shape, and its 

existence will affect the performance of the antenna or 

array and degrades the quality or property of electronic 

systems inevitably. For a number of years extensive 

research has been conducted on radome-antenna system 

and efficient analysis techniques [1-5] had also been 

developed for the accurate prediction of the behavior  

of electromagnetic (EM) performance. Due to the 

geometrical complexity of the radome-antenna system, 

its analysis is usually based on some approximate 

approaches [6-11], such as the methods based on the 

high-frequency approximation [6], integral equation 

models solved by the method of moments [7], the finite 

difference time domain (FDTD) method combined with 

the reciprocity theorem [8], and 3-D ray-tracing in 

conjunction with aperture integration method [9], 

coupled surface integral equation (CSIE) [10] and 

various fast solvers like the multilevel fast multi-pole 

algorithm (MLFMA) [11]. A hybrid physical optics 

method of moments (PO-MoM) scheme was also 

proposed to solve very large antenna-radome systems 

with sharp tip regions [12]. These analysis methods for 

the antenna-radome system are concentrated on the 

aspect that the antenna is placed in the interior of the 

dielectric radome. However, limited interior space of 

dielectric radome can’t accommodate all electric 

systems, especially the large size antenna array, and the 

strong reciprocal interference between many radiation 

sources degrades the working quality of electronic 

systems, thus the model that the antenna is placed on the 

exterior of the dielectric radome is desirable, and it is 

also meaning to research on the performance of radome-

antenna system in this layout.  

Through our former working in [13] had involved 

the research on the end-fire antenna-radome system, the 

working was not refer to the physical behavior of 

dielectric radome and research the effect of dielectric 

radome on end-fire antenna with different polarization. 

Therefore, the objective of this paper is to investigate the 

effect of dielectric radome on radiation characteristics  

of conformal end-fire antenna mounted on a large 

conducting cylinder. A parametric study showing the 

impact of various parameters of dielectric radome on the 

antenna performance is presented. The simulation and 

analysis for the complete model are performed using the 

commercial computer software package Ansoft high-

frequency structure simulator (HFSS), which is based on 

the finite element method.  
 

II. EFFECT OF PLANAR DIELECTRIC 

LAYER ON THE INCIDENT PLANAR 

WAVE 
In order to take insight into the physical behavior of 

dielectric radome and for simplicity, the section only  
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considers the physical mechanism when a planar wave is 

incident on a planar dielectric layer and dielectric 

constant 
2  of dielectric layer is chosen to be same as 

dielectric radome (
2 5.5r   ,

1 3 1   ), as shown 

in Fig. 1. If amplitude of the incident planar wave is one, 

a transmitted field with a value of T12T23 in area 3 is 

produced when the plane wave is incident on two 

interfaces. However, the incident wave also produces 

second reflection in the material interface between 

dielectric layer and area 3, and creates second 

transmitted field with amplitude of T12R23R21T23. 

Similarly, second incident wave also produces third 

reflection in the material interface between dielectric 

layer and area 3, where T12 and T23 denote the 

transmission coefficient, R12 and R23 denote the 

reflection coefficient on two material interfaces. This 

shows that when a uniform plane wave is incident on 

lossless material interfaces with an angle of α, the total 

transmitted field in area 3 is the superposition of all 

transmitted fields, where d is the thickness of dielectric 

layer,   is the angle of refraction, and   is the angle 

between transmission field and z-axis. Suppose that the 

coordinates of incidence point are (0, d), and the incident 

field is denoted as Ei(0, d), and the transmission distance 

of refracted electromagnetic wave is represented as P  

in dielectric layer. Thus, when the planar wave is 

transmitted from the point (0, d) to the distance r away 

from the origin of the coordinate system, the variation of 

phase is the quantity k2P+k3(r-Psin  sin ), where k2 

and k3 are the propagation constants of electromagnetic 

wave in dielectric and vacuum, respectively.  
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p
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1  
 

Fig. 1. EM wave is reflected and refracted many times in 

planar dielectric layer. 
 

For simplicity, by setting 2 3 sin sink P k P     , 

the phase of the first transmitted electromagnetic wave 

coming from a plane far away from the origin of the 

coordinate system with distance r can be expressed  

as
3 ,k r  the phase of the second transmitted 

electromagnetic wave coming from the same plane can 

be denoted as 33 k r . Simultaneously, when it adds a 

reflection in the interior of substrate, the phase also adds 

a value of 2 . Therefore, the total field in area 3 can be  

denoted as: 

 


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 (1) 

From Eq. (1), it can be seen that the total field is 

interrelated with the transmission coefficient and the 

reflection coefficient on two material interfaces. Setting 

the transmission coefficient of E-field as: 

 12 23

2

21 23

,
1

e j

T T
T

R R e 



 (2) 

where
2

2 3 0 2 1sin sin sin .k P k P k d          

Thus, the total E-field in area 3 can be expressed as; 

 13 3(0, ) exp( ).i

eE E d T j jk r    (3) 

On the other hand, according to the different directions 

of electric field vector, the incident plane wave can be 

divided into two different polarization types: 

(1) TE Wave: the electric field vector is normal to the 

incident plane. 

We assume that the dielectric layer is parallel to the 

yz-plane, and is normal to the x-axis, so the direction of 

y-axis is that of E-field. The reflection coefficient of 

electric field can be given by [14]: 

 

22 1 1 1

1 2 2 2

22 1 1 1

1 2 2 2

cos 1 sin

.
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ER

   
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 



 

 (4) 

The transmission coefficient of electric field can be 

expressed as: 

 1 ,TE TE

E ET R   (5) 

and the reflection coefficient of magnetic field also can 

be written as ,TE TE

H ER R  the transmission coefficient of 

magnetic field is 
1 2 ,TE TE

H ET T    where 1 1 1  

and 2 2 2   are the wave impedances of 

electromagnetic wave in medium and vacuum, 

respectively. 

(2) TM Wave: the electric field vector is parallel to the 

incident plane. 

According to the Ref. [14], the reflection coefficient 

of magnetic field will be: 

 

21 2 1 1

2 1 2 2

21 2 1 1

2 1 2 2

cos 1 sin

.

cos 1 sin

TM

HR

   
 

   

   
 

   

 



 

 (6) 

The transmission coefficient of magnetic field can be 

expressed as 1 ,TM TM

H HT R   and the reflection 

coefficient of electric field will be TM TM

E HR R  and the 
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transmission coefficient of electric field can be written 

as: 

 
2 1 ,TM TM

E HT T    

where 1 1 1   and 2 2 2   are the wave 

impedances of electromagnetic wave in medium and 

vacuum, respectively. Thus, it is clear from Eq. (3) that 

the power transmission coefficient 
2

eT can be calculated 

by using the transmission coefficient, the reflection 

coefficient and the value of   in any material interface 

as shown in Fig. 2. 
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Fig. 2. Power transmission coefficient 
2

eT as a function 

of ,  d and f. 

 

It is obvious from Fig. 2 that when the thickness d 

of dielectric layer is close to zero and other parameters 

are chosen arbitrarily, the power transmission coefficient 
2

eT  is close to one, which shows that the radome can be 

processed as thin dielectric layer by using unyielding 

dielectric to achieve higher transmission coefficient. It is 

also observed that for same incidence angle  the power 

transmission coefficient 
2

eT vary periodically with the 

thickness d of dielectric layer, and when the thickness d 

reaches a specific value the power transmission 

coefficient is close to one. As depicted in Fig. 1, choosing 

the phase difference between the two transmitted waves 

as 2 2 ,n   all transmitted waves will be superposed 

with same phase and the power transmission coefficient 

will reach its largest value. Thus the condition of 

achieving largest power transmission coefficient can be 

written as: 

 2

0 2 1 sin .k d n        (7) 

That is,  

 
2

2 1

,   =1,2,3,...
2 sin

n
d n



  



 (8) 

This shows that the power transmission coefficient has 

largest value when the thickness d of dielectric layer is 

selected by using Eq. (8). 

 

III. EFFECT OF DIELECTRIC RADOME ON 

THE HORIZONTALLY POLARIZED 

ANTENNA 
In this section, effect of dielectric radome on the 

horizontally polarized antenna based on balanced 

Vivaldi antenna (BAVA) is presented. The design of 

BAVA follows concepts described in [15], and it is 

designed to operate over 6–18 GHz frequency ranges. 

The proposed radome-antenna system is shown in Fig. 3. 

The antenna element is supported by using three 

dielectric cylinders, with height of h and dielectric 

constant 2.1, and is placed over a conducting cylinder 

surface of limited radius r=10 cm and length 15 cm. One 

end of three metal cylinder probes with radius of 0.6 mm 

is loaded by larger radius cylinder with thickness of  

1 mm, whereas the other end firstly passes through 

dielectric cylinders with radius of 1.2 mm, and then is 

connected with the conducting cylinder surface, as 

shown in Fig. 3. The antenna surface is curved and is 

parallel to the cylinder surface, and the top edge of the 

antenna is parallel to the top edge of the conducting 

cylinder. A dielectric radome (dielectric constant

5.5),r   whose generatrix is parabola curve and specifies 

in length P of 30 cm and thickness d of 5 mm, is 

presented. The generatrix equation can be expressed as: 
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1

,

,

n

o

n

i i

x az r

x a z r d

  

   
 （9） 

where a=r/P^n, a1=(r-d)/(P-d)^n, n denotes the power 

index, 0x
 
is the distance between exterior generatrix and 

center line, 0z  is the variable value in z-direction, ix  is 

the distance between interior generatrix and center line, 

iz  is the variable value in z-direction. 
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Fig. 3. Radome-antenna system based on balanced 

Vivaldi antenna. 

 

Figure 4 shows the comparison of the radiation 
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patterns with two examples, i.e., without antenna radome 

and with antenna radome for both EФ and Eθ. It is seen 

clearly that when no antenna radome is used, the main 

beam of the antenna is directed to the end-fire direction 

and the antenna has low cross polarization of less than  

-20 dB. When the dielectric radome is placed on the top 

part of conducting cylinder, the electromagnetic wave 

from radiator will be reflected and refracted by the 

dielectric surface, which leads to the large beam 

direction angle in H-plane, such as at 6 GHz, beam 

direction angle is 270 and the 3 dB beam-width is 570 

without dielectric radome, whereas the beam direction 

angle and 3 dB beam-width are 300 and 350 respectively 

with dielectric radome; at 12 GHz, beam direction angle 

is 00 and the 3 dB beam-width is 480 without dielectric 

radome, whereas the beam direction angle and 3 dB 

beam-width with dielectric radome become 1300 and 

1000, respectively. The measured radiation pattern 

without dielectric radome also is presented to compare 

with simulated results, which shows that the simulation 

and measurement results generally agree, however a 

little discrepancy has been observed possibly due to  

the error of substrate parameters and manufacturing 

tolerances. Figure 5 shows the simulated E-field in H-

plane (xz-plane), which demonstrates the impact of the 

dielectric radome on E-field. It is clearly seen from the 

figure that when an antenna radome is placed on the top 

part of conducting cylinder, for the low frequency the 

main energy is reflected by the surface of dielectric 

radome, whereas as the frequency is increased to 12 GHz 

a part of energy is transmitted through antenna radome. 

This is due to the fact that at 12 GHz the wavelength in 

air is 25 mm, but will be around 10.7 mm in material 

with dielectric constant εr=5.5, so the thickness of 

antenna radome is close to half-wavelength in dielectric. 

As a result, reflection coefficients in internal and external 

surfaces of dielectric radome have converse symbols, 

which lead to larger transmission coefficient. 
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Fig. 4. Comparison of radiation pattern of the horizontal polarization antenna. 
 

  

  

6G
H

z
12

G
H

z

Without antenna radome With antenna radome

 
 

Fig. 5. Comparison of simulated radiated E-field of the 

horizontal polarization antenna in H-plane. 

IV. EFFECT OF DIELECTRIC RADOME ON 

THE VERTICALLY POLARIZED ANTENNA 

In order to meet the bandwidth requirement of  

6-18 GHz a cascaded monopole log-periodic antenna 

configuration is selected, as shown in Fig. 6. The 

proposed antenna has a single-layer metallic structure 

and is printed on a substrate of thickness 0.724 mm, with 

the dielectric constant of 3.38, and is located above the 

metal conducting cylinder surface vertically. A 50 Ω 

coaxial cable is used as the feed source, whose outer 

conductor is directly soldered to metal ground plane, 

whereas the inner conductor is connected directly to the 

one end of cascaded folded microstrip-line, and other 

end is shorted to the ground plane for reducing the end 

reflection. As shown in Fig. 6, the geometry is specified 

by the following parameters: the height of the folded 
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microstrip-line P1, the gap G1, the vertically strip width 

and horizontally strip width in arm of first folded pairs 

w1 and wf1, and the transmission strip width s1, the strip 

spacing in arm a1, the transmission strip length b1, and 

the scaling factor .  All these parameters are decreased 

along the array by the scaling factor ,  which are 

expressed as: 

 2 2 2 2 2 2 2

1 1 1 1 1 1 1

.
P w a wf b G s

P w a wf b G s
         (10) 

The length (2P1+a1) of first folded microstrip-line is 

approximately half-wavelength at a frequency which is 

referred to as the lowest working frequency. The 

dielectric top edge of the proposed antenna is parallel to 

the top edge of conducting cylinder. Simulation and 

analysis of the radome-antenna system are performed 

using the package ANSYS high-frequency structure 

simulator (HFSS), and the optimized values are 

illustrated in Table 1. 

 

119mmSubstrate

P1

a1
G1

w1

wf1

First folded 

microstrip-line

Transmission strips1

b1

Short-circuit point RF input

1
9
.5

m
m

Metal surface

x

Y
Z

 
 

Fig. 6. Configuration of the proposed vertically polarized 

antenna. 

 

Table 1: Parameters of the proposed antenna as Fig. 6 

Parameter P1 G1 w1 wf1 

Values 12.5 mm 1 mm 4.76 mm 4.76 mm 

Parameter a1 b1 s1   

Values 1.96 mm 1.76 mm 2.5 mm 0.88 

 

Figure 7 shows the radome-antenna system based on 

cascaded monopole log-periodic antenna, which is same 

as the model presented in Fig. 3. It may also be 

mentioned that due to the radiated E-filed is vertical to 

the metal surface of conducting cylinder, thus the radiant 

electromagnetic wave of cascaded monopole log-

periodic antenna can be approximated to the TM wave, 

and exhibits similar variations trend which has been 

presented in the theory analysis in Section II. Figure 8 

only shows the radiation pattern of the vertically 

polarized antenna at two most influential frequencies. 

For other working frequencies, it is known from 

simulation that the dielectric radome has smaller effect  

on the radiation patterns of the vertically polarized 

antenna comparing to that of the horizontally polarized 

antenna, which is not presented in this paper owing to 

limited space. It is clearly seen from Fig. 8 that at 8 GHz 

the effect of the dielectric radome is very serious, which 

is due to the fact that as the frequency is increased, the 

effective radiation area is close to the top edge of 

conducting cylinder, the incidence angle of the radiant 

electromagnetic wave incident on the surface of 

dielectric radome becomes smaller (such as about 600). 

According to the theory of Section II, the power 

transmission coefficient also becomes larger, thus a 

radiated blind area will be appeared in end-fire direction. 

When the frequency is increased continuously which 

means that the incidence angle also becomes smaller, 

such as increasing to 12 GHz, but the radiation pattern is 

also subjected to the significant effect of the dielectric 

radome owing to the dielectric radome resonance.  

Figure 9 shows the simulated radiated E-field in E-

plane (xz-plane). It should be observed that without 

dielectric radome introduced, at low frequency the 

dominant currents are covered in whole folded metal 

microstrip-line, the metal surface has little influence on 

the radiation pattern, resulting in a main beam directed 

in the end-fire direction. When the antenna is worked in 

higher frequency range the resonant dominant currents 

are concentrated in the close proximity of the feed port, 

the main beam only is deviated from the end-fire 

direction slightly. However, due to the presence of the 

nearby dielectric radome, the radiated electromagnetic 

waves from the proposed antenna are significantly 

affected. It is also observed that a part of energy is 

transmitted through dielectric radome and deviated from 

its original radiant direction owing to refraction 

phenomena, which shows the similar behavior with 

horizontally polarized antenna. 
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Fig. 7. Radome-antenna system based on cascaded 

monopole log-periodic antenna. 
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Fig. 8. Comparison of radiation pattern of the vertical polarization antenna. ( ) 
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Fig. 9. Comparison of simulated radiated E-field of the 

vertical polarization antenna in E-plane. 

 

V. PARAMETRIC STUDIES 
In Section Ш and IV, a comparison of the effect of 

the dielectric radome on different polarization types is 

studied, which shows that the affect of dielectric radome 

on vertically polarized endfire antenna is less than that 

on the horizontally polarized endfire antenna, thus the 

vertically polarized endfire antenna is suitable for the 

proposed model. In this section, parametric studies about 

dielectric radome based on the cascaded monopole log-

periodic antenna are presented. The parameters under 

study include the bottom plane radius r, height P, 

thickness b, power index n, and dielectric constant r . To 

better understand the influence of the parameters on the 

radiation pattern, only one parameter at a time will be 

varied, while others are kept unchanged unless especially  

indicated. 

 

A. Bottom plane radius r of dielectric radome 

Figure 10 shows the effect of variation of the bottom 

plane radius r on the radiation pattern. It is obvious from 

the figure that in E-plane (xz-plane) the variation of 

radius r has little effect on the radiation pattern and the 

radiation pattern keeps low cross-polarization levels  

(<-30 dB). In H-plane (yz-plane) as the radius r is 

increased the front-back ratio of the antenna is also 

enhanced slightly. In the cross-polarization curves, the 

cross-polarization level is decreased by increasing radius 

r. This is due to the fact that smaller radius r of 

conducting cylinder will inspirit the higher mode, which 

leads to high cross-polarization levels. 

 

B. Height P of dielectric radome 

Figure 11 demonstrates the impact of varying the 

height P on the radiation pattern of the vertical 

polarization antenna. The figure shows that in E-plane 

(xz-plane) with increasing the height P from 10 to 30 cm, 

the antenna keeps low cross-polarization levels (<-30 dB), 

and the co-polarization curves almost keep invariable at 

working frequency, but in the co-polarization curve a 

deep blind area has been appeared in end-fire direction. 

In H-plane (yz-plane), the cross-polarization level 

becomes larger and the largest value varies around -20 dB. 

Moreover, the front-back ratio of the co-polarization 

curves is also increased slightly as the height P is 

increased. This is due to the fact that when the height 

P=30 cm, more energy is incident on the surface of 

dielectric radome, and the dielectric radome can enhance 

the directive function of the radiation field shown in Fig. 

9. Results from the figure have revealed that in order to 

achieve a good radiation pattern a small height P needs  
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be adopted properly. 
 

C. Thickness b of dielectric radome 

The effect of varying the thickness b of dielectric 

radome on the radiation pattern is presented in Fig. 12. It 

is clearly seen from the figure that in E-plane (xz-plane) 

when the thickness b is decreased, the antenna keeps low 

cross-polarization levels, and shows better co-polarization 

curves. It may be noted that with increasing the thickness 

b, the dielectric radome resonance is pulled to the lower 

frequency band, thus the blind area will be appeared in 

co-polarization curves at lower frequency band. In  

H-plane (yz-plane), the variation of thickness b has 

significant effect on the cross- and co-polarization levels. 

As the thickness b is increased the cross-polarization 

levels become worse, whereas the cross-polarization 

levels in the end-fire direction is decreased slightly, 

generally less than -40 dB. For co-polarization curves, 

increasing thickness b will lead to higher front-back ratio. 

However, the radiation pattern is still almost symmetric 

with respect to the z-axis in yz-plane. It is also observed 

from the figure that smaller dielectric thickness b will 

produce smoother co-polarization curve. Thus, the 

antenna has good performance when the dielectric 

radome keeps small thickness b. 
 

D. Power index n of the generatrix equation 

Figure 13 shows the effect of varying the power 

index n on the radiation pattern. The results show that the 

variation of power index n has significant effect on the 

cross- and co-polarization levels. In E-plane (xz-plane), 

with increasing power index n the antenna also keeps 

low cross-polarization level, generally less than -30 dB. 

When the antenna is working in low frequency, the 

variation of power index n has little effect on the 

radiation pattern, but in high frequency as the power  

index n is increased, the co-polarization curve produces 

large variation and blind area of co-polarization curves 

becomes deeper. In H-plane (yz-plane), the cross-

polarization levels, generally less than -30 dB. However, 

the co-polarization curve produces large variation and 

blind area of co-polarization curves becomes deeper as 

the power index n is increased. In H-plane (yz-plane), the 

cross-polarization level in end-fire direction is less than 

-40 dB, and has little variation as the index n is increased. 

However, the co-polarization curve in high frequency 

has large variation, and the front-back ratio is increased 

slightly with decreasing the power index n. Therefore, 

the antenna has good end-fire characteristics when the 

power index has smaller value. 

 

E. Dielectric constant r of dielectric radome 

Figure 14 demonstrates the impact of varying 

dielectric constant r  on the radiation pattern. It is found 

that in E-plane (xz-plane) the variation of dielectric 

constant r  has little effect on the cross-polarization 

levels and the antenna also keeps low cross-polarization 

level, generally less than -30 dB. But the 3 dB beam-

width of the co-polarization radiation field is decreased 

as the dielectric constant r  is increased, and the 

dielectric radome resonance is also produced in high 

frequency. This is also due to the fact that the thickness 

of dielectric radome is close to the half-wavelength when 

the antenna is working in higher frequency and leads to 

refraction phenomenon of a part of energy. In H-plane 

(yz-plane), the antenna also keeps low cross-polarization 

levels, and as the dielectric constant r  is increased the 

co-polarization curves still keep symmetric radiation 

pattern. It is obvious from the figure that smaller the 

dielectric constant r  better the radiation pattern will be. 
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Fig. 10. Effect of varying the bottom plane radius r on the radiation pattern. ( ) 
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Fig. 11. Effect of varying the height P on the radiation pattern. ( ) 
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Fig. 12. Effect of varying the thickness b on the radiation pattern. ( ) 
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Fig. 13. Effect of varying the power index n on the radiation pattern. ( ) 
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Fig. 14. Effect of varying the dielectric constant r  on the radiation pattern. ( ) 
 

VI. CONCLUSION 
In this paper, an analysis on the effect of dielectric 

radome on radiation field of conformal end-fire antenna 

mounted on a large conducting cylinder is presented. The 

paper firstly analyzes the effect of planar dielectric layer 

on the plane wave with different polarizations, and gives 

the expression for the transmitted electric field and the 

power transmission coefficient to show their relation 

with thickness of dielectric layer and incidence angle. 

Then, a comparison of the effect of the dielectric radome 

on conformal end-fire antennas with different 

polarizations is presented. It has been found that the 

effect of the dielectric radome on the radiation pattern of 

the vertically polarized endfire antenna is less than that 

on the horizontally polarized endfire antenna. Finally, 

the effect of a nearby dielectric radome on the vertically 

polarized antenna’s radiation characteristics has been 

examined, which show that with use of a larger radius r, 

smaller height P, smaller thickness b, smaller power 

index n and dielectric constant ,r  a better end-fire 

radiation pattern can be achieved. The investigation 

should be helpful to the design of radome-antenna 

system. 

 

ACKNOWLEDGMENT 
This work is supported by the Changjiang Scholars 

and Innovative Research Team in University under 

Grant No. IRT1299, and Doctoral fund of Chongqing 

University of Posts and Telecommunications (A2015-08). 

 

REFERENCES 
[1] D. C. F. Wu and R. C. Ruduck, “Plane wave 

spectrum-surface integration technique for radome 

analysis,” IEEE Trans. Antennas Propag., vol. 22, 

no. 3, pp. 497-500, 1974. 

[2] S. W. Lee, M. S. Sheshadri, V. Jamnejad, and R. 

Mittra, “Wave transmission through a spherical 

dielectric shell,” IEEE Trans. Antennas Propag., 

vol. 30, no. 3, pp. 373-380, 1982. 

[3] X. J. Gao and L. B. Felsen, “Complex ray analysis 

of beam transmission through two-dimensional 

radomes,” IEEE Trans. Antennas Propag., vol. 33, 

no. 9, pp. 963-975, 1985. 

[4] R. Orta, R. Tascone, and R. Zich, “Performance 

degradation of dielectric radome covered antennas,” 

IEEE Trans. Antennas Propag., vol. 36, no. 12, pp. 

1707-1713, 1988. 

[5] D. J. Kozakoff, Analysis of Radome-Enclosed 

Antennas. Norwood, MA: Artech House, 1997. 

[6] X. J. Gao and L. B. Felsen, “Complex ray analysis 

of beam transmission through two-dimensional 

radomes,” IEEE Trans. Antennas Propag., vol. 33, 

no. 9, pp. 963-975, 1985. 

[7] H. Mustacoglu, J. R. Mautz, and E. Arvas, “MoM 

analysis of an axisymmetric chiral radome,” Appl. 

Comp. Electromagnetics Society (ACES) Journal, 

vol. 28, no. 3, Mar. 2013. 

[8] B. Lin, S. Du, H. Zhang, and X. Ye, “Design and 

simulation of frequency-selective radome together 

with a monopole antenna,” Appl. Comp. Electro-

magnetics Society (ACES) Journal, vol. 25, no. 7, 

pp. 620-625, July 2010. 

[9] R. U. Nair and R. M. Jha, “Electromagnetic 

performance analysis of a novel monolithic radome 

for airborne applications,” IEEE Trans. Antennas 

Propag., vol. 57, no. 11, pp. 3664-3668, 2009. 

[10] M. He, “On the characteristics of radome enclosed 

archimedean spiral antennas,” IEEE Trans. Antennas 

Propag., vol. 56, no. 7, pp. 1867-1874, 2008. 

[11] C. C. Lu, “A fast algorithm based on volume 

integral equation for analysis of arbitrarily shaped 

dielectric radomes,” IEEE Trans. Antennas Propag., 

vol. 51, no. 3, pp. 606-612, 2003. 

[12] M. A. A. Moneum, Z. Shen, J. L. Volarjis, and O. 

Graham, “Hybrid PO-MoM analysis of large axi-

symmetric radomes,” IEEE Trans. Antennas Propag., 

vol. 49, no. 12, pp. 1657-1665, 2001. 

ACES JOURNAL, Vol. 31, No.8, August 2016951



[13] P. Wang, G. J. Wen, H. B. Zhang, and Y. H. Sun, 

“A wideband conformal end-fire antenna array 

mounted on a large conducting cylinder,” IEEE 

Trans. Antennas Propag., vol. 61, no. 9, pp. 4857-

4861, 2013. 

[14] K. Q. Zhang and D. J. Li, Electromagnetic Theory 

in Microwave and Optoelectronics. Publishing 

House of Electronic Industry, China, 2001. 

[15] J. D. S. Langley, P. S. Hall, and P. Newham, 

“Balanced antipodal vivaldi antenna for wide 

bandwidth phased arrays,” IEE Proc Microw. 

Antenna Propag., vol. 143, no. 2, pp. 97-102, 1996. 

 

Ping Wang was born in Chongqing, 

China. He received his M.S. degree 

in Theoretical Physics from 

Chongqing University of China in 

2008 and the Ph.D. degree in 

University of Electronic Science 

and Technology of China (UESTC) 

in 2013, respectively. Currently, he 

is working in Chongqing University of Posts and 

Telecommunications, China. His current research 

interests include patch antennas, wideband antennas, and 

arrays. 

WANG: ANALYSIS OF RADIATION CHARACTERISTICS OF CONFORMAL END-FIRE ANTENNA 952



A Low Profile, Broadband Linearly and Circularly Polarized Cavity Backed 

Antenna Using Halved-Dual Mode SIW Cavity 
 

 

Seyed A. Razavi and Mohammad H. Neshati 
 

Ferdowsi University of Mashhad, 91779-48974, Mashhad, Iran 

Alirazavi_parizi@yahoo.com, neshat@um.ac.ir 

 

 

Abstract ─ In this paper, a low profile single fed cavity 

backed slot antenna producing both linear and circular 

polarizations at two different frequency is presented 

using a halved dual mode cavity. The proposed antenna 

has a planar structure using a single layer of printed 

circuit board (PCB) which allows for integrating the 

antenna to other planar circuits and provides straight 

forward connection to SMA connector. One prototype 

of the antenna is designed and fabricated and very good 

agreement between measurement and simulation results 

are obtained. Results show that the proposed antenna is 

able to present suitable radiation characteristics as both 

linearly polarized (LP) antenna and circularly polarized 

(CP) antenna.  

  

Index Terms ─ Cavity backed antenna, half mode 

substrate integrated waveguide (HMSIW), linear and 

circular polarization. 
 

I. INTRODUCTION 
Nowadays, design of low profile planar antennas 

for use in compact wireless communications systems, is 

in large demand. Varieties of solutions have been 

presented for this purpose in literature. Microstrip patch 

antennas are a good candidate in these applications. 

They have usually simple structures which makes their 

fabrication process easy and low cost. However, they 

have some drawbacks including low impedance 

bandwidth and low radiation efficiency at high 

frequencies. 

Cavity backed antennas provide high performance 

properties including high radiation efficiency and 

suppress surface waves effectively. The primary designs 

for this class of antennas using rectangular metallic 

waveguide are bulky, heavy and expensive [1-3]. 

Moreover, their integration with planar circuits is not 

easy. 

Recently, substrate integrated waveguide (SIW) 

technology has been presented as a good and useful 

solution for planar implementation of different 

microwave components [4]. In [5-14], different SIW 

cavity backed antennas were presented. In [5], a linear 

polarized (LP) antenna is designed using a resonating 

slot on the broad wall of SIW cavity. In [6], by using a 

meandered slot, a LP cavity backed antenna with 

enhanced bandwidth is proposed. In [7], a circular 

polarized (CP) antenna is presented applying an annular 

slot and a shorting pin in a circular cavity. In [8], using 

a crossed slot, three antennas with different polarizations 

(LP, right handed CP and Left handed CP) are designed 

and investigated. The one with LP is designed and 

made in such a way that both vertical and horizontal 

polarizations depending on the frequency of operation 

are obtained. In [9], an inter-digital slot is used to 

develop a LP composite left/right handed (CRLH) SIW 

cavity backed antenna. In [10], a LP antenna with 

enhanced bandwidth (BW) up to 6.3% is presented by 

applying a long non-resonating slot on the surface of a 

rectangular cavity.  

Despite all advantages of SIW technology, the size 

of these structures might be large in some applications, 

and therefore new methods for size reduction are 

needed. Half mode substrate integrated waveguide 

(HMSIW) is one effective solution for this purpose 

[11]. By this technique, size of the SIW structures is 

lowered up to 50% without affecting its performance. 

By using HMSIW technique to a non-radiating cavity in 

[12], a LP cavity backed antenna is designed and 

implemented. In [13], by applying HMSIW technique 

to a LP cavity backed slot antenna, a CP cavity backed 

antenna is developed; in which two orthogonal quarter-

wavelength patch provide the circular polarization at far 

field of the structure. Also, in [14] perturbation 

technique in applied in a rectangular SIW cavity and its 

impedance bandwidth is improved in case of linear 

polarization. All the cavity backed antennas presented 

in [5-14] can radiate either LP wave or CP wave and 

none of them can generate both of LP and CP waves. 

In this paper, HMSIW technique is used in 

conjunction with a dual mode cavity. A new cavity 

backed slot antenna with capability of producing both 

CP and LP wave is introduced. Based on the operating 

frequency of the structure, the proposed antenna 

radiates a LP or CP waves. The introduced structure is 

the modified version of the presented antenna in [13]. 

In [13], the slot length is chosen to be quarter of a 
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wavelength of resonant frequency. But, in this paper, 

the slot length is extended much more than a quarter of 

wavelength lead to exciting two resonating hybrid 

modes of the cavity. One of these hybrid modes 

generates LP wave, while the other one generates CP 

wave. LP wave is caused by the dominant radiation of 

the long slot, whereas the CP wave is radiated by two 

quarter wavelength patches. A prototype of the proposed 

antenna is designed, implemented, numerically studied 

and experimentally investigated. Results including 

reflection coefficient, radiation patterns and gain are 

reported. 

 

II. ANTENNA STRUCTURE 
The top view of the proposed antenna and its 

geometrical parameters are shown in Fig. 1. Its backside 

is totally metallic and acts as the ground of the 

microstrip structure. The introduced antenna consists of 

a halved rectangular cavity with length and width of a 

and b respectively. It is realized by two arrays of 

metallic vias and a magnetic wall of length b. A 

radiating slot of length ls is also etched at the center of 

the upper side of the structure. An inset microstrip feed 

line is used to excite the cavity. This also simplifies 

planar integration and in turn SMA connector can be 

easily applied to the structure.  

 

Wf
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Fig. 1. Top view of the proposed antenna and its 

geometrical parameters. 

 

III. THEORY OF OPERATION 
The proposed structure is similar to that presented 

in [13], except the shape of the cavity and the slot 

length. These differences give to the antenna the 

capability of generating both LP and CP waves. In [13], 

the resonating slot with the length of quarter 

wavelengths is used on the broadside of the cavity, 

while in this paper a non-resonating slot with a length 

much more than a quarter wavelengths is used. So, the 

proposed antenna can only be implemented by 

rectangular cavity. 

In the proposed structure, as discussed in [10], a 

dual mode cavity is used in which two hybrid modes 

including two different combinations of half TE110 and 

half TE120 modes, are excited. Choosing a non-resonant 

length for the slot, a dual mode cavity is obtained. In 

this antenna both magnetic wall and rectangular slot are 

radiating, while the rectangular slot produces co-

polarized wave, whereas the magnetic wall produces 

cross-polarized one. Due to the large size of the slot, it 

radiates a LP wave by the lowest frequency hybrid 

mode, which is the 1st hybrid mode.  

At the other resonant frequency of the cavity, both 

magnetic wall and a part of slot, which is equivalent to 

a quarter resonant wavelengths efficiently radiate. As a 

result, two quarter-wavelength patches, as shown in 

Fig. 2, are obtained. Two orthogonal E-fields with 

equal magnitudes are generated by these two quarter 

wavelength patches [13] and also 90 phase difference 

between orthogonal fields can be provided by tuning 

the slot length ls. Therefore, a CP wave can be radiated. 
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E
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Fig. 2. E-field isolines of the proposed antenna at  

10.53 GHz corresponding to the two orthogonal quarter-

wavelength patch modes: (a) direction of radiated E-

field at φ = +45°, and (b) direction of radiated E-field at 

φ = -45°. 
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In Fig. 2, the orthogonal quarter-wavelength patch 

modes and the radiated E-field caused by each one are 

illustrated at 10.53 GHz. As shown, the radiated fields 

are orthogonal, one is directed at φ = +45° and the other 

one at φ = -45°. At following, it is shown that this two 

quarter-wavelength patches are excited by higher 

hybrid mode (2st hybrid mode) of the cavity. In the 

proposed structure, in order to excite the two patches 

symmetrically and consequently provide circular 

polarization, the slot should be placed at the center of 

cavity. 

The presented half mode cavity has the same 

frequency characteristics as that of the full cavity. 

However, it cannot support some resonating modes of 

the full one due to its half mode configuration. So, for 

the resonating modes that can be supported, the well-

known formulation used for full mode cavity [15-16] 

can also be used here for calculation of the resonance 

frequencies. In SIW cavity, the conditions d<2p and 

p/λ0<0.1, where λ0 is the free space wavelength, should 

be satisfied in order to effectively prevent power 

leakage through the side walls of the cavity [15-17]. 

 

IV. RESULTS AND DISCUSSION  
To verify the operating conditions of the proposed 

antenna, a prototype of the cavity backed slot antenna is 

designed and implemented. The antenna structure is 

studied numerically using High Frequency Structure 

Simulator (HFSS) software based on Finite Element 

Method (FEM) and investigated experimentally. The 

geometrical parameters of the antenna are summarized 

in Table 1. It is made using Rogers Duroid 5880 

substrate with electrical characteristics of εr = 2.2, 

thickness of 0.787 mm and tangent loss of 0.001. Photo 

of the fabricated antenna is illustrated in Fig. 3.  

Simulated and measured results for reflection 

coefficient and axial ratio (AR) are illustrated in Fig. 4. 

Apart from a shift in frequency response, there is a 

good agreement between measured and simulated 

results. The difference between results is due to 

fabrication imperfection. It can be seen that reflection 

coefficient is less than -10 dB for frequency range from 

9.43 GHz to 10.54 GHz, providing fractional bandwidth 

of 11.75%. Moreover, two distinct resonance frequencies 

are obtained at 9.65 GHz and 10.3 GHz, corresponding 

to the two different modes of the cavity. It can be seen 

that near the second one, proposed antenna radiates a 

CP wave at 10.3 GHz with minimum AR and 3 dB AR 

bandwidth of -0.35 dB and 180 MHz respectively.  

From AR plot versus frequency, Fig. 4, it also can 

be observed that the proposed antenna radiates a LP 

wave at frequencies near to the frequency of its 1st 

hybrid mode. Also, near the frequency of its 2st hybrid 

mode, it radiates CP wave. Measured results indicate 

that the designed antenna provides LP wave from  

9.43 GHz to 9.75 GHz. In case of CP, its AR bandwidth 

is from 10.11 GHz to 10.35 GHz. 

 

Table 1: Geometrical parameters of the proposed antenna 

(units in mm) 

Parameter Value Parameter Value 

da 7 lms 10 

d 1.5 h 0.78 

p 1 Wf 1.137 

gf 0.4 Ws 1 

ls 11.5 a 39 

lf 1 b 10.5 

lf 2.3   

 

          
 (a) (b) 

 

Fig. 3: Photo of the fabricated antenna: (a) front view 

and (b) rear view. 
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Fig. 4. Measured and simulated reflection coefficient 

and axial ratio of the proposed antenna. 

 

The corresponding simulated field distribution 

inside the cavity for the two operating modes including 

TE120 and TE110 are shown in Fig. 5 (a) and 5 (b), in 

which vertical scale of 0-250 A/m is used for illustrating 

H-field vectors and red arrows represent the direction of 

H-vectors. Figure 5(a) shows H-vectors of the hybrid 

mods at 10.06 GHz is divided into an upper half part 

and a lower half cavity by the radiating slot. Also, field 

distribution at both sides of the slot is out of phase. 

Figure 5 (b) shows H-vectors of the hybrid mode at 

10.47 GHz. It can be observed that field distribution at 
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(a) 

(b) 

both sides of the slot is in phase and field distribution at 

the upper side of the slot is dominant. 

The schematic combination of TE110 and TE120 

modes and generating 1st hybrid mode at 10.06 GHz is 

shown in Fig. 6 (a). Dominant E-filed isolines are shown 

by red and blue lines. The signs + and – represent the 

phase of the field distribution.  It reveals that the hybrid 

mode at this frequency is the combination of strong 

TE120 mode and weak TE110 mode which makes field 

distributions at both sides of slot, out of phase and 

greatly different in magnitude. As a result the slot is 

able to radiate effectively. Figure 6 (b) shows that the 

generated 2nd hybrid mode at 10.47 GHz is the 

combination of strong TE110 and weak TE120 modes, 

and in turn field distributions at two sides of slot are in 

phase and greatly different in magnitude which also 

results in efficient radiation by the rectangular slot. 

A parametric study is carried out and the effect of 

slot length, ls, and dielectric aperture width on the 

radiation performance of the proposed antenna is 

investigated. The effect of slot length ls on antenna 

parameters including co-polarized gain, the difference 

between co- and cross-polarized gain Gd, axial ratio and 

reflection coefficient is shown in Fig. 7 (a) and Fig.  

7 (b) versus frequency. It can be seen that when the 

structure operates as a LP antenna, higher gain and 

lower cross polarized level (CPL) is achieved by 

extending the slot length. In fact, in this case its co-

polarized gain is due to the efficient exciting of the 

applied slot and the cross-polarized gain is due to the 

magnetic wall of the cavity. As a result, by extending 

the slot length higher gain and lower CPL can be 

obtained. AR plot in Fig. 7 (c) shows by adjusting the 

slot length, 90° phase difference between orthogonal 

patch modes and consequently circular polarization at 

far field can be provided. 

S11 plot in Fig. 7 (d) reveals that the slot length has 

also some effect on the location of the two resonate 

frequencies corresponding to the two hybrid modes. By 

extending the slot length, these two frequencies are 

departed from each other and broadband operating 

condition is obtained. 

 

                   
 (a) (b) 

 

Fig. 5. Simulated magnetic field distributions of the hybrid modes in half mode cavity: (a) H-vectors at 10.06 GHz, 

and (b) H-vectors at 10.47 GHz. Red arrows represent direction of H-vector. 
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Fig. 6. Schematic combination of TE110 and TE120 modes and generating: (a) dominant E-filed isoline at 1st hybrid 

mode at 10.06 GHz, and (b) dominant E-filed isolines at 2nd hybrid at 10.47 GHz. Signs + and – represent phase of 

field distribution. 
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Fig. 7. The effect of slot length ls on: (a) co-polarized 

gain, (b) difference between co- and cross-polarized 

gains, and (c) AR, d) S11. 

 

The effect of the dielectric aperture da on co-

polarized gain (LP gain), gain difference Gd and gain in 

case of CP operation is depicted in Fig. 8. The co-

polarized gain plot illustrates in case of LP operation, 

its gain is slightly enhanced by increasing da which also 

increases the antenna size. However, the gain difference 

Gd plot reveals that by increasing da, the frequency 

range in which the CPL is less than -10 dB (Gd>10 dB), 

is decreased. Figure 8 (b) reveals that in case of CP 

operation, higher gain can be achieved by increasing 

the dielectric aperture da. 

Variations of co- and cross-polarization gains versus 

frequency at boresight direction are plotted in Fig. 9. 

Simulated result shows CPL is -11.2 dB at 10.06 GHz, 

which confirms that the structure is LP antenna at its 

lower resonate frequency. Also, measured result indicates 

that at the frequency range from 9.43 GHz to 9.75 GHz, 

CPL is less that -10 dB. Moreover, in case of LP antenna, 

measured gain is from 3.7 dBi to 5 dBi, which agree 

well with that obtained by simulation which is 4.5 dBi 

to 5.5 dBi in operating bandwidth. 

Figure 9 also shows that at the vicinity of 10.25 GHz 

measured co- and cross-polarized gains are almost 

equal and CP wave is generated. Measured AR in Fig. 4 

reveals that at the frequency range from 10.11 GHz to 

10.35 GHz, the proposed antenna radiates CP wave. In 

this case, measured gain is 3.4 dBi, however simulated 

result shows gain is nearly 4 dBi. Table 2 summarizes 

simulated and measured radiation performance of the 

proposed antenna. 
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Fig. 8. The effect of da on antenna performance: (a) co-

polarized, (b) difference Gd, and (c) gain for CP operating 

antenna. 
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Fig. 9. Simulated and measured variation of co- and 

cross-polarization gains versus frequency. 
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In Fig. 10, measured radiation patterns of the 

proposed antenna are shown at two standard radiation 

planes. Figure 10 (a) shows radiation patterns at 9.5 GHz, 

in case of LP antenna. For CP operating condition of 

the antenna, radiation patterns at 10.25 GHz are shown 

in Fig. 10 (b). The measured cross polar level (CPL) at 

boresight direction is about -10 dB when antenna is LP 

and about -20 dB when it acts as a CP antenna. 
 

 (a) (b) 
 

Fig. 10. Radiation patterns of designed sample at φ=0˚ and φ=90˚ cut planes: (a) at 9.5 GHz and (b) at 10.25 GHz. 
 

Table 2: Summary of the simulated and measured results of the proposed antenna 

Parameter Simulated Measured 

Impedance BW (GHz) 9.88 - 10.59 (6.9%) 9.43 - 10.54 (11.1%) 

AR BW (GHz) 10.44 - 10.62 (1.7%) 10.11 - 10.35 (2.34%) 

LP BW 9.7 - 10.17 (4.7%) 9.43 - 9.75 (3.3%) 

CP BW 10.44 - 10.62 (1.7%) 10.11 - 10.35 (2.34%) 

Maximum AR (dB) -0.24 -0.59 

Maximum AR freq (GHz) 10.54 10.25 

LP Gain (dBi) 4.5~5.5 3.7~5 

CP Gain  (dBi) ≈ 4 ≈ 3.4 

 

The measured front to back ratio (FTBR) is almost 

about 15 dB for LP case, while it is nearly 17 dB in 

case of CP operation. Detailed radiation performance of 

the proposed antenna is summarized in Table 2.  

 

V. CONCLUSION 
A low profile planar cavity backed slot antenna 

which is able to produce both linear and circular 

polarizations depending on the frequency of operation 

is developed. This feature is not observed in the 

previous designs [1-13, 18] for planar cavity backed 

antennas. HMSIW technique is used in antenna 

topology which makes the antenna compact and also 

light weight. Moreover, the antenna has a single layer 

structure using a low cost PCB which makes it easy to 

integrate to other planar circuits. The proposed antenna 

has two resonating frequencies corresponding to the 

two hybrid modes of the halved rectangular cavity. In 

this antenna a long slot generates LP wave at the 

frequencies near to the lower resonate frequency. 

However, two quarter-wavelength patches produce CP 

wave at the frequencies near to the higher resonate 

frequency. A prototype of the proposed antenna is 

designed and fabricated. The radiation performance 

including radiation patterns and antenna gain were 

measured. Results show that the proposed antenna 

provides good radiation characteristics such as high 

gain, wide bandwidth comparable to the traditional 

antennas presented in literature [1-13, 18], but 

presenting the discussed advantages including double 

polarization tunability in addition to low cost single 

layer implementation. 
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Abstract ─ A microstrip line-fed monopole antenna is 

proposed and investigated using a structure of parasitic 

element for super-wideband applications. The parasitic 

element consists of 4 rectangular embedded slots on the 

ground plane. This parasitic element on the ground plane 

leads the UWB frequency band into the SWB frequency 

band. This proposed monopole antenna is fed by a 

microstrip line and is printed on low dielectric FR4 

material of 1.6 mm thickness. All the simulations are 

performed using commercially available, finite element 

method (FEM) based Ansoft high-frequency structure 

simulator (HFSS) software and CST Microwave Studio. 

Measured results exhibit that the proposed disc-shaped 

antenna shows a wide bandwidth which covers from 2.90 

GHz to more than 20 GHz, with a compact dimension of 

25 mm × 33 mm for VSWR <2, observing an extended 

ultra-wideband frequency. A good combination is noticed 

between simulation and measurement. This proposed 

SWB antenna delivers impedance bandwidth covering 

the L, C, X, Ku bands and points out sharply surface 

current flow and nearly omnidirectional radiation 

patterns, which is appropriate for UWB or SWB 

applications. 

 

Index Terms ─ Microstrip line, parasitic element, Super 

Wide Band (SWB), Ultra-Wide Band (UWB). 
 

I. INTRODUCTION 
The Federal Communications Commission (FCC) 

introduced the announcement of 3.1-10.6 GHz frequency 

band for commercial application of UWB technology 

[1]. The UWB antenna is the dominant figure of wireless 

communication and UWB technology. The utilization 

and the research of UWB antennas have been rising 

sharply with the demand of the integration and 

miniaturization and the improvement of high-speed 

integrated circuits. Owing to various merits such as high 

data rate, high salvation to multi path interference, large 

band width, small emission power, remote sensing 

applications and low cost for short range access. Major 

differences are observed between UWB and SWB 

antennas. In the information warfare, SWB antenna 

plays an important role as a key component of electronic 

counterwork equipment, while UWB antenna is 

extensively applied in communication and impulse radar 

systems. UWB covers the frequency range from 3.1 to 

10.6 GHz with a ratio bandwidth of 3.4:1, while more 

than 8:1 or 10:1 is the ratio bandwidth of the SWB 

antenna. 

In the recent years, several ultra-wideband antennas 

have been reported [2-10]. These antennas have various 

designs of monopole structures, such as triangular [2], 

square [3-4], rectangular [5] semi-circle [6], and circular 

disc [7] monopole antennas. Some of these UWB 

antennas are not appropriate to be integrated with 

associated UWB electronics and some do not have 

simple structure and are not suitable to be integrated. 

And the typical feeding techniques include simple 

microstrip lines [8], CPW feeds [9], and slotted structures 

[10]. For these antenna design structures, the operations 

of the antenna are usually limited within 3.1-10.6 GHz 

UWB frequency range. In order to attain super wide 

frequency band, different methods and techniques have 

already been proposed. Recently, there are various 

literatures on SWB microstrip antennas [11-22]. For 

instance, in [11], a compact super wideband antenna  

was proposed with switchable dual band-notched 

characteristics for 3 to 33 GHz band. However, this 
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antenna contained no validation experimentally. A 

compact semielliptical antenna was proposed, which was 

fed by a tapered coplanar waveguide [12]. The mentioned 

antenna is appropriate to cover from 0.46 GHz to 9.07 GHz 

frequency with a measured bandwidth ratio of 19.7: 1. In 

[13], a circular shaped asymmetrical dipole antenna was 

presented. This reported antenna attained an operating 

frequency band covering from 0.79 to 17.46 GHz with a 

dimension of 90 mm × 135 mm. A novel SWB antenna 

was proposed, which achieved a frequency band from  

5 GHz to 150 GHz in [14].Although huge bandwidth 

exists, it is not appropriate for lower frequency bands 

such as S band communication and WiMAX. A half 

circular antenna of antipodal slot was designed with a 

range of 0.8 GHz to 7 GHz super wide band frequencies 

[15]. An asymmetrical dipole antenna of super-wideband 

was stated in [16]. A planar super wide band antenna of 

disc shape was designed with C-like slots in [17]. This 

mentioned antenna obtained bandwidth covering within 

3-32 GHz with an overall dimension of 30 mm × 29:1 mm. 

An extremely wideband monopole antenna was designed 

with triple-band notched characteristics in [18]. The 

reported antenna acquired a bandwidth covering from 

0.72-25 GHz with a size of 150 mm × 150 mm. In [19], 

a monopole antenna was presented for SWB applications. 

However, it’s three dimensional structure makes it 

difficult to be integrated into portable devices. The peak 

gain is high but the antenna structure is too large. In 

addition, the reported [17-19] antennas do not cover K-

band which introduces a new arena to design antenna 

that covers S, C, X, Ku, K and Ka bands. A monopole 

antenna was proposed for SWB applications [20]. This 

antenna covers the UWB demands including gain and 

bandwidth. At lower frequencies (2-2.5 GHz), the input 

impedance is not matched properly and the dimension is 

too large, that is 35×77 mm2. A SWB antenna was 

proposed with printed patch and tapered feed region in 

ref. [21]. The input impedance being mismatched at 18-

19 GHz frequencies creates variant group delay and the 

antenna structure is too large, 40×30 mm2. A printed 

SWB antenna was presented and studied [22]. The 

overall antenna dimension is too large. A printed 

wideband antenna was narrated for multi-band wireless 

systems [23]. This antenna acquired wide bandwidth 

covering from 1:08 to 27:4 GHz, with a dimension of 

124 mm × 120 mm × 1:5 mm. A monopole antenna of 

compact disc was designed for future UWB applications 

where operating bandwidth 3:5-31:9 GHz with a 

dimension of 35 mm × 30 mm × 0:8 mm [27]. An ultra-

wideband antenna was proposed using capacitively 

loaded loop (CLL) with band-notched characteristics 

where covering bandwidth from 3 to 11 GHz with a 

dimension of 34 mm × 27 mm × 0:8 mm [25]. A printed 

ultra-wideband antenna was presented using inverted L-

slit with band-notched characteristics where executing 

frequency band 2:82-13:95 GHz with a dimension of 30 

mm × 36 mm × 0:4 mm [26]. 

In this paper, a disc-shaped printed microstrip 

antenna with the parasitic element on the ground plane 

that attains a compact SWB profile physically belonging 

to nearly omni-directional radiation characteristics, gain 

and reasonable current distribution is presented. The 

mentioned disc-shaped SWB antenna is made of circular 

radiating patch and the ground plane containing the 

parasitic element on the upper portion, generating a 

super wide bandwidth ranging from 2.90 to more than  

20 GHz. The antenna formation is smooth with simple 

design and comfortable fabrication. The parasitic element 

structure is inserted on the upper portion of the ground 

plane to generate super frequency band for SWB 

applications. By virtue of significant selection of the 

parasitic element structure, it is observed that the 

reported antenna can obtain the operating SWB frequency 

band. 
 

II. ANTENNA DESIGN ARCHITECTURE 

AND OPTIMIZATION  
The geometrical outline of the proposed disc-shaped 

SWB antenna is demonstrated in Fig. 1, which is printed 

on both sides of a low cost dielectric, 1.6 mm thick FR4 

substrate material belonging to permittivity of 4.6 and 

loss tangent 0.02. Finite element method (FEM) based 

Ansoft high-frequency structure simulator (HFSS) 

software, which is commercially available, has been 

used for all the simulations in this research. The reported 

SWB antenna has been designed following the UWB 

antenna1 indicated Fig. 2. This antenna is made of a disc-

shaped radiating patch with a radius of R. The partial 

ground plane with the parasitic element is printed on the 

lower part of the substrate, where on the upper portion of 

the substrate; the disc-shaped radiator is printed using a 

microstrip line feeding. 

The width and length of the microstrip line are stable 

with a view to attaining the 50 Ω input impedance. The 

port of the microstrip feed line is attached to a Sub 

Miniature version A (SMA) connector. The gap between 

the parasitic element and the partial ground plane is 

denoted using g1.Wsub × Lsub × Hsub is the thorough size 

of the proposed SWB antenna. The parasitic element is 

implanted on the upper position of the partial ground 

plane to create super frequency band. The parasitic 

element is made of four embedded rectangular slots to 

achieve the characteristics of super wideband. However, 

the position of the parasitic element plays an important 

role in order to determine the super frequency band of 

the proposed SWB antenna. In case of SWB antenna 

structure, the function of the resonator is to create and 

control super wide frequency band sharply. Because of 

exhibiting these properties, this parasitic element is a 

perfect resonator structure. In spite of implanting this  
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parasitic structure, the thorough antenna size is 

unchanged where, for the perfect resonator structure, 

excessive space is no longer required. 

The optimized value of the antenna design 

parameters are identified in Table 1. The proposed SWB 

antenna is positioned in the x-y plane as well as the 

normal direction is leaded as parallel to the z-axis in  

Fig. 1 (c). Basically, the patch was circular and some 

modifications were performed on the ground plane. To 

enhance the impedance bandwidth, the following 

measures are used as shown in Fig. 2. 

a) Adding a rectangular slot of about 300 angles, length 

of l1, and width of 0.87 mm on the upper part of the 

ground plane as a parasitic element. 

b) Embedding a slot with length of w1, width of 1 mm 

horizontally. 

c) Attaching a slot of about 3300 with length of l2, 

width of 1 mm. 

d) Adding a slot of 300 with length of 10.1 mm, width 

of 1.1 mm  

By choosing the optimized parameters reported in Table 

1, the proposed SWB antenna can be tuned for operating 

in SWB applications. 

 

 
   (a)   (b) 

 
 (c) 

 

Fig. 1. The geometry of the proposed antenna: (a) top 

layer, (b) bottom layer, and (c) side view. 

 
   Antenna1  Antenna2 

 
   Antenna3  Antenna4 

 
 Proposed Antenna 

 

Fig. 2. The proposed design evolution with parasitic 

element. 

 

Table 1: Optimized dimensions of the proposed SWB 

antenna 

Para. Lsub Wsub Hsub l1 l2 g1 g2 

mm 25 33 1.6 11 8.7 .5 3 

Para. g3 d w1 R Mf Lg Sw 

mm 1.1 1.23 11.05 8 3.5 16 4 

 

Figure 3 illustrates the input impedance of the 

various antenna structures with real values and the input 

impedance of the various antenna structures with 

imaginary values is indicated in Fig. 4. This SWB 

antenna is fed using a microstrip line of property 

impedance, which is referred before. It can be easily 

observed from the Fig. 3 that the impedance of the 

R 

Mf 

Sw 

Lg 

g1 g2 

d 

l1 
l2 

g3 

w1 

Wsub Lsub 

Hsub 

X 

Y 

Z 

SMA  

Connector 

ISLAM, FARUQUE, ISLAM: A COMPACT DISC-SHAPED PRINTED ANTENNA USING PARASITIC ELEMENT ON GROUND PLANE 962



proposed antenna with real values approaches to 50 Ω 

among all the antenna structures such as antenna 1, 

antenna 2, antenna 3 and antenna 4. On the other hand, it 

can be clearly seen from the Fig. 4 that the impedance of 

the proposed antenna with imaginary values approaches 

to zero among all the antenna structures such as antenna 

1, antenna 2, antenna 3 and antenna 4. When the antenna 

impedance and the microstrip line property impedance 

approaches to both 50 Ω, the microstrip line impedance 

is matched with the load impedance. It can be found that 

this antenna impedance is well matched. The Fig. 5 shows 

the fabricated photograph of the proposed SWB antenna. 

The simulated reflection coefficient property of 

various antenna structures is shown in Fig. 6. Antenna 1 

covers frequency band from 2.9 GHz to 10.6 GHz and 

after that, covers 12.35 to 16.50 GHz. Antenna 2 covers 

2.9-10.7 GHz frequency range and then again starts to 

operate from 12.1 GHz. Antenna 3 operates ranging from 

2.9 to 4 GHz, 4.4 to 10.7 GHz and 12.2 to 18.9 GHz. Antenna 

4 covers band from 3.08-10.7 GHz, 12.1-18.8 GHz and 

19.4 GHz to more than 20 GHz. On the other hand, the 

proposed disc-shaped antenna covers from 2.9 GHz  

to more than 20 GHz, provides a reasonable wider 

impedance bandwidth in SWB applications in comparison 

to antenna 1, antenna 2, antenna 3 and antenna 4. 
 

 
 

Fig. 3. Input impedance of the various antenna structures 

with real values. 
 

 
 

Fig. 4. Input impedance of the various antenna structures 

with imaginary values. 

 
 
Fig. 5. The photograph of the top and bottom view of the 

proposed antenna. 
 

 
 

Fig. 6. simulated reflection coefficient properties of 

various antenna structures. 

 

III. RESULTS AND DISCUSSIONS 
The performance characteristics of the proposed 

disc-shaped SWB antenna are explained, studied, and 

optimized using HFSS. The proposed disc-shaped 

antenna with the parasitic element on the ground plane is 

prototyped in the PCB LPKF (S63) prototyping machine 

to obtain a physical test model, which is illustrated in 

Fig. 7 (a). An anechoic chamber is acted as the most 

effective electromagnetic measurement system. The 

results of the proposed SWB antenna prototype are 

measured in a rectangular shaped anechoic chamber of 

dimensions 5.5 m × 5 m × 3.5 m. As a reference antenna, 

a double ridge guide horn antenna is adopted. During 

measurement this prototyped antenna is located face to 

face in respect to the reference antenna. Figure 7 (b) 

demonstrates the photograph of the anechoic chamber. A 

pyramidal-shaped electrically thick foam absorber is 

adopted on the wall, ceiling, and floor with less than  

−60 dB reflectivity at normal incidence. A turntable of 

dimension 1.2 m diameter is applied in order to rotate the 

testing antenna with the specification, 3600 rotation 

angle, 1 RPM rotation speed was connected with a 10 

meter cable among the controllers. An Agilent vector 

network analyzer (VNA E8362C) that covers up to  

20 GHz is applied for the testing procedure. 

ACES JOURNAL, Vol. 31, No.8, August 2016963



 
 (a) 

 
 (b) 

 

Fig. 7. (a) The LPKF machine and (b) the anechoic 

chamber for the proposed SWB antenna. 

 

The simulated and measured reflection coefficient 

of the proposed SWB antenna is shown in Fig. 8. The 

measured results exhibit that the proposed disc-shaped 

antenna shows a broadband impedance matched 

properties which covers from 2.90 GHz to more than  

20 GHz The little discordance between the measurement 

and simulation results is owing to fabrication tolerance, 

extended ground effect and the effect of improper 

soldering of the SMA connector. However, the measured 

results are also almost coincidence with the expected 

results, so these results are adoptable. 

The surface current distribution on the ground plane 

and the patch of the proposed SWB antenna at frequencies 

3.5 GHz, 4.25 GHz, 9.9 GHz, 11.5 GHz, 13.3 GHz, and 

17.75 GHz is illustrated respectively in Fig. 9 and Fig. 10. 

From Fig. 9, it is observed that the parasitic element on 

the upper portion of the ground plays an important to 

create resonances and achieve super frequency bands. 

The parasitic element has a major effect at frequencies 

3.5 GHz, 4.25 GHz, 11.5 GHz, and 13.3 GHz on the 

ground plane. This conducts to ensure that the 

performance of this SWB antenna is dependent on the 

parasitic element on the ground plane. Besides, the 

amount of current flow exists also around the slot on the 

ground plane at frequencies 3.5 GHz, 4.25 GHz, 9.9 GHz 

and 11.5 GHz. The feeding line keep role to flow current 

sharply. 

The surface current distribution on the patch at six 

frequencies is demonstrated in Fig. 10. It can be seen 

clearly from Fig. 10 that the microstrip feeding is a 

dominant figure and the disc-shaped patch also plays role 

to flow currently sharply. The surface current maintains 

a harmonic order flow both the patch and the ground 

plane. As a result, super wide frequency band is generated. 

 

 
 

Fig. 8. Simulated and measured reflection coefficient of 

the proposed SWB antenna. 

 

 
 (a) (b) 

 
 (c) (d) 

Proposed antenna 

Reference antenna 

Turn Table 
Absorbers 
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 (e) (f) 

 
 

Fig. 9. Surface current distribution on the ground plane 

at frequencies: (a) 3.5 GHz, (b) 4.25 GHz, (c) 9.9 GHz, 

(d) 11.5 GHz, (e) 13.3 GHz, and (f) 17.75 GHz. 
 

 
 (a) (b) 

 
 (c) (d) 

 
 (e) (f) 

 
 

Fig. 10. Surface current distribution on the patch at 

frequencies: (a) 3.5 GHz, (b) 4.25 GHz, (c) 9.9 GHz, (d) 

11.5 GHz, (e) 13.3 GHz, and (f) 17.75 GHz. 

 
The measured normalized radiation pattern of the 

proposed disc-shaped SWB antenna is illustrated in  

Fig. 11 for (a) 3.5 GHz, (b) 4.25 GHz, (c) 9.9 GHz, (d) 

11.5 GHz, (e) 13.3 GHz, and (f) 17.75 GHz on the both 

E-plane and H-plane, respectively. Two-dimensional 

(2D) radiation patterns are applied to indicate cross and 

co-polarization. To denote the co-polar and cross-polar, 

E𝜃 and E𝜑 are applied, respectively, where x-z plane is 

considered as H-plane and y-z plane is considered as E-

plane. Cross-polarization is lower than co-polarization, 

which is the characteristic of standard radiation pattern. 

The cross-polarization has a higher effect on frequencies 

11.5 GHz, 13.3 GHz at E-plane and frequencies 9.9 GHz, 

17.75 GHz at H-plane. It is observed that the proposed 

SWB antenna exhibits better broadside radiation 

features, considerable front-to-back ratio with low cross 

polarization, which leads to symmetric and nearly omni-

directional radiation pattern along both the E-plane and 

the H-plane. 

The proposed SWB antenna exhibits linear 

polarization, since the level of cross-polarization is lower 

than that of co-polarization in the radiation pattern.  

For this nearly omni-directional radiation pattern 

characteristic, some reasonable merits are found. One 

merit is that the radiation pattern is more stable on the 

covering frequency. Resonances are not shifted all on a 
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sudden for various directions, so a stable amount of 

power exists in the direction of the broadside beam. The 

cross-polarization is comparatively higher in the 

radiation pattern, which may be happened due to the 

diffractions from the edges of the ground plane and the 

patch. These radiation patterns are appropriate for SWB 

applications. 

 

 
 (a) 

 
 (b) 

 
 (c) 

 
 (d) 

 
 (e) 

 
 (f) 

 E-Plane  H-Plane 

 

Fig. 11. Measured radiation pattern at frequencies: (a) 

3.5 GHz, (b) 4.25 GHz, (c) 9.9 GHz, (d) 11.5 GHz, (e) 

13.3 GHz, and (f) 17.75 GHz. 

 

The measured gain of the proposed disc-shaped 

SWB antenna is exhibited in Fig. 12. 

A standard three-antenna system is used for 

measuring gain with two identical horn antennas. It is 

known to the gains of the two identical horn antennas, 

and a gain with two identical horn antennas that follows 

well-known equations is applied in case of three antennas. 

The gain of the three antennas (under test) can be 

calculated following the below equations, because Pr is 

the radiated power, the gains of two horn antennas are 

known, and R is the distance between the two antennas. 

Antenna 1 (horn) and Antenna 2 (horn): 

 𝐺1 + 𝐺2 = 20𝑙𝑜𝑔10 (
4𝜋𝑅

𝜆
) + 10𝑙𝑜𝑔10 (

𝑃𝑟2

𝑃𝑟1
). (1) 

Antenna 1 (horn) and Antenna 3 (under test):  

 𝐺1 + 𝐺3 = 20𝑙𝑜𝑔10 (
4𝜋𝑅

𝜆
) + 10𝑙𝑜𝑔10 (

𝑃𝑟3

𝑃𝑟1
). (2) 

Antenna 2 (horn) and Antenna 3 (under test): 

 𝐺2 + 𝐺3 = 20𝑙𝑜𝑔10 (
4𝜋𝑅

𝜆
) + 10𝑙𝑜𝑔10 (

𝑃𝑟3

𝑃𝑟2
). (3) 

For directivity D, the following equation [41] is used 

in which U is the radiation intensity and Prad is the total 

radiated power: 

 𝐷 =
4𝜋𝑈

𝑃𝑟𝑎𝑑
. (4) 

It can be observed clearly from the Fig. 12 that the 

average gain of the proposed SWB antenna is 3.78 dBi 

where the maximum peak gain is 6.22 dBi, which is 

accepted for SWB applications. 

The phase value of the proposed disc-shaped SWB 

antenna is shown in Fig. 13. It can be observed from the 

graph that this phase values imply that all the frequency 

components of the signal belongs to the same pulse 

distortion due to the same propagation delay. As a result, 

the phase variation of this proposed SWB antenna is 

linear across the entire covering frequency bands  

2.90 GHz to more than 20 GHz. Table 2 contains the 

comparison between the proposed and existing antennas. 
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Fig. 12. Measured gain of the proposed disc-shaped 

SWB antenna. 

 

 
 

Fig. 13. The phase value of the proposed disc-shaped 

SWB antenna. 

 

Table 2: Comparison between the proposed SWB and 

some existing antennas 

Literature 
Dimensions 

(mm2) 

Pass Band 

(GHz) 

Measured Gain 

(dBi) 

[13] 90×135 0.7986-17.4663 -20 to 5 

[20] 35×77 1.44-18.8 1 to 7 

[21] 30×40 2.5-≥25 2 to 6 

[23] 120×124 1.08-27.4 Not mentioned 

[24] 25×35 3.5-31.9 -0.8 to 8 

Proposed 25×33 2.90-≥20 3.20-6.22 

 

IV. CONCLUSION 
A disc-shaped monopole antenna is proposed and 

investigated with a design evolution analysis, implanting 

the parasitic element on the ground plane for SWB 

applications. This antenna comprises a disc-shaped 

radiating patch and a partial ground plane with the 

parasitic element and has an overall dimension of  

25 mm × 33 mm. For planar structure, this proposed SWB 

antenna design is straight, comfort to fabricate, and very 

compatible to integrate into microwave circuitry. The 

parasitic element is used on the ground plane to achieve 

SWB frequency bands with nearly omni-directional 

radiation characteristics and smooth current distribution. 

It is realized experimentally that this antenna is matched 

properly for SWB frequency ranging from 2.90 to more 

than GHz. The radiation patterns, low profile, stable gain 

and small dimension characteristics of the proposed 

antenna give the validation that, the reported antenna is 

a promising candidate of SWB applications.  

 

REFERENCES 

[1] Federal Communications Commission Revision of 

Part 15 of the Commission’s Rules Regarding 

Ultra-Wideband Transmission System from 3.1 to 

10.6 GHz, in Federal Communications Commission: 

ET-Docket, pp. 98-153, 2002. 

[2] C.-C. Lin and H.-R. Chuang, “A 3-12 GHz UWB 

planar triangular monopole antenna with ridged 

ground-plane,” Progress In Electromagnetics 

Research, vol. 83, pp. 191-198, 2008. 

[3] N. Ojaroudi, M. Ojaroudi, N. Ghadimi, and M. 

Mehranpour, “UWB square monopole antenna 

with omni-directional radiation patterns for use in 

circular cylindrical microwave imaging systems,” 

Applied Computational Electromagnetics Society 

(ACES) Journal, vol. 28, no. 2, pp. 123-129, 2013. 

[4] N. Ojaroudi, M. Ojaroudi, and N. Ghadimi, 

“Square monopole antenna with band-notched 

characteristic for UWB communications,” Applied 

Computational Electromagnetics Society (ACES) 

Journal, vol. 28, no. 8, pp. 712-718, 2013. 

[5] R. Azim, M. T. Islam, and N. Misran, “Design of a 

planar UWB antenna with new band enhancement 

technique,” Applied Computational Electro-

magnetics Society (ACES) Journal, vol. 26, no. 10, 

2011. 

[6] S. Lin, R.-N. Cai, G.-L. Huang, and J.-X. Wang, 

“A miniature UWB semi-circle monopole printed 

antenna,” Progress In Electromagnetics Research 

Letters, vol. 23, pp. 157-163, 2011. 

[7] N. Ojaroudi, M. Ojaroudi, N. Ghadimi, “Disc 

shaped monopole antenna with dual band-notched 

function for UWB applications,” Applied 

Computational Electromagnetics Society (ACES) 

Journal, vol. 28, no. 6, pp. 528-534, 2013. 

[8] M. M. Islam, M. T. Islam, M. Samsuzzaman, and 

M. R. I. Faruque, “Compact metamaterial antenna 

for UWB applications,” Electronics Letters, vol. 

51, pp. 1222-1224, 2015. 

[9] C. M. Li and L. H. Ye, “Improved dual band 

notched UWB slot antenna with controllable 

notched bandwidths,” Progress In Electromagnetics 

Research, vol. 115, pp. 477-493, 2011. 

[10] M. T. Partovi, N. Ojaroudi, and M. Ojaroudi, 

“Small slot antenna with enhanced bandwidth and 

band-notched performance for UWB applications,” 

Applied Computational Electromagnetics Society 

(ACES) Journal, vol. 27, no. 9, pp. 772-778, 2012. 

[11] M. Almalkawi, M. Westrick, and V. Devabhaktuni, 

“Compact super wideband monopole antenna with 

ACES JOURNAL, Vol. 31, No.8, August 2016967



switchable dual band-notched characteristics,” 

Proceedings of the Asia-Pacific Microwave 

Conference, Taiwan, pp. 723-725, 2012. 

[12] X. R. Yan, S. S. Zhong, and X. X. Yang, “Compact 

printed monopole antenna with super-wideband,” 

Proceedings of the International Symposium on 

Microwave, Antenna, Propagation and EMC 

Technologies for Wireless Communications, China, 

pp. 605-607, 2007. 

[13] S. Barbarino and F. Consoli, “UWB circular slot 

antenna provided with an inverted-L notch fillter 

for the 5 GHz WLAN band,” Progress In Electro-

magnetics Research, vol. 104, pp. 1-13, 2010. 

[14] D. Tran, A. Szilagyi, I. E. Lager, P. Aubry, L. P. 

Ligthart, and A. Yarovoy, “A super wideband 

antenna,” Proceedings of the 5th European 

Conference on Antennas and Propagation, Italy, 

pp. 2656-2660, 2011. 

[15] W. Lu and H. Zhu, “Super-wideband antipodal slot 

antenna,” Proceedings of the Asia Pacific Microwave 

Conference, Singapore, pp. 1894-1897, 2009.  

[16] X. H. Jin, X. D. Huang, C. H. Cheng, and L. Zhu, 

“Super-wideband printed asymmetrical dipole 

antenna,” Progress In Electromagnetics Research 

Letters, vol. 27, pp. 117-123, 2011. 

[17] M. S. Mahmud and S. Dey, “Design and 

performance analysis of a compact and conformal 

super wide band textile antenna for wearable body 

area applications,” Proceedings of the 6th European 

Conference on Antennas and Propagation, Czech 

Republic, pp. 1-5, 2012. 

[18] J. K. Liu, P. Esselle, S. G. Hay, and S. S. Zhong, 

“Study of an extremely wideband monopole 

antenna with triple band-notched characteristics,” 

Progress In Electromagnetics Research, vol. 123, 

143-158, 2012. 

[19] K. L. Lau, K. C. Kong, and K. M. Luk, “Super-

wideband monopolar patch antenna,” Electronics 

Letters, vol. 44, no. 12, pp. 716-718, 2008. 

[20] K.-R. Chen, C.-Y.-D. Sim, and J.-S. Row, “A 

compact monopole antenna for super wideband 

applications,” IEEE Antennas and Wireless 

Propagation Letters, vol. 10, pp. 488-491, 2011. 

[21] M. Manohar, R. S. Kshetrimayum, and A. K. 

Gogoi, “Printed monopole antenna with tapered 

feed line, feed region and patch for super wideband 

applications,” IET Microwaves, Antennas and 

Propagation, vol. 8, pp. 39-45, 2014. 

[22] Y. Dong, W. Hong, L. Liu, Y. Zhang, and Z. Kuai, 

“Performance analysis of a printed super-wideband 

antenna,” Microwave and Optical Technology 

Letters, vol. 51, pp. 949-956, 2009. 

[23] J. Liu, K. P. Eselle, and S. S. Zhong, “A printed 

extremely wideband antenna for multi-band 

wireless systems,” Antennas Propagation Society 

Symposium, Toronto, Canada, July 2010. 

[25] M. N. Srifi, S. K. Podilchak, M. Essaaidi, and Y. 

M. M. Antar, “Compact disc monopole antennas 

for current and future ultra-wideband (UWB) 

applications” IEEE Transactions on Antennas and 

Propagation, vol. 59, no. 12, pp. 4470-4480, 2011. 

[25] C. C. Lin, P. Jin, and R. W. Ziolkowski, “Single, 

dual and tri-band-notched ultra-wideband (UWB) 

antennas using capacitively loaded loop (CLL) 

resonators,” IEEE Transactions on Antennas and 

Propagation, vol. 60, no. 1, pp. 102-109, 2012. 

[26] C. Yoon, W.-J. Lee, W.-S. Kim, H.-C. Lee, and H.-

D. Park, “Compact band-notched ultra-wide band 

printed antenna using inverted L-slit,” Microwave 

and Optical Technology Letters, vol. 54, no. 1, pp. 

143-144, 2012. 

[27] C. A. Balanis, Antenna Theory: Analysis and 

Design. 3rd ed., Wiley-Interscience: New York, 

NY, USA, 2012. 

 

 

 

 

Md. Moinul Islam was born in 

Jhenidah, Bangladesh in 1983. He 

received B.Sc. and M. Sc. degrees  

in Information and Communication 

Engineering from Islamic University, 

Kushtia, Bangladesh in 2005 and 

2006, respectively and a Ph.D. 

degree in Space Science from the 

Universiti Kebangsaan Malaysia (UKM), Malaysia in 

2016. He has authored or co-authored over 35 referred 

journals and conference papers. He is currently a Senior 

Lecturer at the Department of Software Engineering, 

Daffodil International University, Dhaka, Bangladesh. 

His research interests include antenna and wireless 

communications, metamaterials, medical imaging and 

sensing, satellite communications and radio frequency 

(RF). 

 

Mohammad Rashed Iqbal Faruque 

was born in Chittagong, Bangladesh 

in 1974. He received the B.Sc. and 

M.Sc. degree in Physics from 

University of Chittagong, Chittagong, 

Bangladesh in 1998 and 1999, 

respectively, and a Ph.D. degree in 

Telecommunication Engineering 

from the Universiti Kebangsaan Malaysia (UKM) in 

2012. From July 2000 to until 2007, he worked as a 

Lecturer at Chittagong University of Engineering and 

Technology (CUET), Chittagong. From June 2007 to 

November 2008, he was an Assistant Professor at 

University of Information Technology and Sciences 

(UITS), Chittagong. He has authored or co-authored 

approximately 60 referred journals and conference 

ISLAM, FARUQUE, ISLAM: A COMPACT DISC-SHAPED PRINTED ANTENNA USING PARASITIC ELEMENT ON GROUND PLANE 968

http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=8
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=8


papers. He is currently a Senior Lecturer at the Institute 

of Space Science (ANGKASA), UKM, Malaysia. His 

research interests include the RF, electromagnetic field 

and propagation, FDTD analysis, electromagnetic 

radiation, metamaterials applications and electromagnetic 

compatibility. 

 

Mohammad Tariqul Islam is a 

Professor at the Institute of Space 

Science of the Universiti Kebangsaan 

Malaysia (UKM). He is also the 

Group Leader of Radio Astronomy 

Informatics Group at UKM. Prior to 

joining UKM, he was a Lecturer in 

Multimedia University, Malaysia. 

He is a Senior Member of the IEEE. He is serving as  

the Editor-in-Chief of the International Journal of 

Electronics & Informatics (IJEI). He has been very 

promising as a researcher, with the achievement of 

several International Gold Medal awards, a Best 

Invention in Telecommunication Award and a Special 

Award from Vietnam for his research and innovation. He 

has been awarded “Best Researcher Award” in 2010 and 

2011 at UKM. His professorial interests include the areas 

of communication antenna design, radio astronomy 

antennas, satellite antennas, and electromagnetic 

radiation analysis. He has published over 150 journal 

papers and few book chapters on various topics related 

to antennas, microwaves and electromagnetic radiation 

analysis. He also has filled 6 patent applications on 

communication antennas. Thus far, his publications have 

been cited 810 times, and the H-index is 18 (Source: 

Scopus). He is now handling many research projects 

from the Ministry of Science, Technology and Innovation 

(MOSTI), Ministry of Higher Education Malaysia 

(MOHE) and some International research grants from 

Japan. 

 

ACES JOURNAL, Vol. 31, No.8, August 2016969



Asymmetrical Single Cell Multiband Uni-Planar Mushroom Resonant 

Antenna 
 

 

Navid Amani and Amir Jafargholi 
 

Institute of Space Science and Technology 

Amirkabir University of Technology, 424 Hafez Ave., P.O. Box: 15875-4413, Tehran, Iran 

N.Amani@live.com, Jafargholi@ieee.org 

 

 

Abstract ─ A new asymmetrical zeroth-order resonant 

antenna with improved efficiency and widened 

impedance bandwidth is proposed. It comprises a 

rectangular patch, two shorted stub and coplanar 

waveguide (CPW) feed to have composite right/left 

handed (CRLH) features and easy fabrication process. 

The asymmetry helps to combine three resonance 

frequencies and extends the bandwidth up to 31%. The 

efficiency of the proposed antenna is greater than 94% 

over the entire bandwidth of 4.2 to 6.2 GHz. The 

proposed antenna has compact size, which can provide 

omnidirectional radiation pattern suitable for wireless 

applications. The proposed antenna has also a low 

frequency miniaturized resonance at GPS standard  

1.57 GHz, while the second frequency band covers 

802.11a/h/j/n/ac and 802.11p WLAN, dynamic frequency 

selection (DFS) and transmit power control (TPC) 

applications.  

 

Index Terms ─ Composite right/left-handed transmission 

line (CRLH TL), multiband antenna, zeroth-order 

resonant antenna (ZORA). 

 

I. INTRODUCTION 
In recent years, introducing metamaterials (MTMs) 

opened the way for many researcher groups to enhance 

the antenna performances [1]-[4]. Due to unique 

electromagnetic properties, MTMs have been widely 

considered in microstrip antennas to improve their 

performance; however, the narrow bandwidth of the 

proposed structures is the main limiting factor for their 

engineering applications. In addition to these resonance 

structures, some researchers proposed the other type of 

MTMs known as composite right/left handed (CRLH) 

structures which is based on an equivalent circuit 

approach, [5]. The most famous CRLH resonator is a 

mushroom structure which employs a patch and via as a 

unit-cell [6]. Although, periodicity is preferred for 

computational convenience, applying an element such as 

unit cell of MTM in antenna structure as a metamaterial-

inspired antenna have been proposed and unusual 

properties of MTM have been achieved [7]-[10]. Based 

on CRLH resonator theory, 2N-1 resonance frequencies 

are expected from an N-cell mushroom resonator [11]. In 

the case of one unit-cell, it is expected to have only 

zeroth-order mode (ZOR); however, the TM10 mode of 

the patch is excited in addition to zeroth-order 

metamaterial inspired resonance frequency [12]. 

Although, the TM10 mode occurs at a frequency above 

zeroth-order mode and does not satisfy metamaterial cell 

size criteria, this is useful especially in one-unit cell 

mushroom resonator due to dual band operation.  

In [8-9] and [12]; the theoretical aspects of CRLH 

single cell patch antenna is discussed. Here the main 

focus of the paper is to optimize these designs to have a 

miniaturized/broadband low-profile antenna. Thus at 

first the antenna structure is described very briefly, and 

after that two conventional method to have broadband 

structure is applied to the proposed antenna, i.e., stepped 

and tapered structures. In this paper, a new asymmetrical 

zeroth-order resonant antenna with improved efficiency 

and widened impedance bandwidth is proposed. It 

comprises a rectangular patch, two shorted stub and 

coplanar waveguide (CPW) feed to have CRLH features 

and easy fabrication process. The asymmetry helps to 

combine three resonance frequencies and extends the 

antenna bandwidth. These features are verified by CST 

Microwave Studio and compared with experimental 

results. 

 

II. DESIGN PROCEDURE 
TL discontinuities are common in microwave 

circuits and microstrip antennas [13]. T-junction 

equivalent circuit is nearly similar to CRLH structure. A 

CRLH unit cell may be achieved just by paralleling the 

capacitance of the T-junction with the total inductance of 

the junction and stub, and also introducing a capacitance 

(CL) series with RH inductance (LR). As ground planes are 

coplanar in CPW, it facilitates easy shunt as well as 

series. The shunt elements are provided by connecting 

the stub of the T-junction to CPW ground as a shorted 

stub. The total inductance of the junction and stub 

becomes parallel with the total capacitance of the 

structure.  
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In addition, the gap existence between CPW central 

strip and main line of the T-junction introduces a LH 

capacitance CL. Three different configuration of a single 

cell uni-palanar mushroom CRLH resonant antenna 

based on T-junction discontinuity and ungrounded CPW 

feed are realized. In the case of one unit cell there is 

neither left-hand capacitance nor negative–order modes. 

Nonetheless, zeroth-order and TM10 modes are 

achievable and dual-band operation is applicable. 

Asymmetrical configuration provides another resonance 

frequency below both the zeroth-order and TM10 modes; 

therefore, tri-band functionality is provided. We 

consider step and linear taper in the main line of the T-

junction to combine zeroth-order and TM10 modes and 

enhance the antenna bandwidth. 

 

A. Zeros order mode 

Zeroth-order resonance frequency can be achieved 

by the following: 

 

RLCL
sh

1
 , (1) 

where LL and CR are the left-hand inductance and  

right-hand capacitance, respectively. The right-hand 

capacitance is achieved through the gap between the 

rectangular strip and CPW ground planes. Left-hand 

inductance which is introduced by the means of shorted 

stub is determined by the width and length of the stub. 

These are influential parameters in ZOR frequency. 

 

B. Positive- and negative-order modes 
In contrast to zeroth-order mode, both positive- and 

negative-order modes are affected by the cells number, 

[11]. Simulations show that the number of resonance 

frequencies for these right- and left-handed regions are 

dependent on the number of cells, cell types and feeding 

configuration.  

In general, CRLH structure is a band-pass filter due 

to the lowpass nature of the right-handed (RH) elements 

and the highpass nature of the LH elements. In a periodic 

CRLH TL net rejection commonly occurs from the 

structure, due to satisfaction of Bragg condition at both 

ends of the Brilluoin zone. In a periodic CRLH 

resonator, the resonance frequencies obtained by [11]: 

 ),...,1,0( Nn
N

n
pn 


 , (2) 

where n is the mode number and N is the number of unit 

cells. Therefore, 2N+1 resonances (i.e., N RH, N LH and 

one as zeroth-order mode) may be achieved in a CRLH 

resonator. When |n|=N, the dispersion diagram reaches to 

the edges of Brillouin zone where the period of the 

structure is equal to |λ/2|. Thus, there is a potential to  

satisfy Bragg condition with in-phase reflections from 

unit cells with sizes of |λ/2|. In this condition no energy 

transmits to the structure and consequently the 

corresponding resonances, known as Bragg frequencies, 

are eliminated. Generally, there are two Bragg 

frequencies in a multi-cell CRLH resonator, a resonance 

occurred in RH region and the other is located in LH 

region. Therefore, 2N-1 resonance frequencies may be 

obtained. By reducing the number of cells, in-phase 

reflections from the adjacent cells will become 

progressively weaker. Eventually, in a single-cell CRLH 

resonator due to periodicity elimination, there is not any 

in-phase reflection from the adjacent cells and it causes 

to disappear Bragg gaps, which is consequently leads to 

obtain two additional resonance frequencies. It is worth 

nothing that the amount of bandgap decreasing at the RH 

region is greater than LH which is due to harmonic 

nature of the structure.  

Simulation shows that this condition is much 

sensitive and strongly dependent to cell-types and 

feeding structure. As a result, a single-cell CRLH 

resonant antenna performs tri-band characteristic while 

occupying less area than a multi-cell CRLH resonant 

antennas and further miniaturization is achievable 

without missing multiband functionality.  

In [9] it is shown that the ZOR frequency which is 

derived from dispersion diagram is equal for a single-cell 

and multi-cells CRLH resonators. Although zeroth-order 

resonance frequency in an open-ended CRLH resonator 

is independent of the series elements, any changes in 

shunt elements will shift all negative-, zeroth- and 

positive-order resonance frequencies. The width and 

location of the stub have determinative role in resonance 

frequencies, due to changes in shunt capacitance/ 

inductance values.  
 

III. ANTENNA REALIZATION 

A. Simple T-antenna 

To have preferable impedance matching condition, 

a 50 Ω input impedance ungrounded CPW line is 

designed. The widths of the main line and central strip of 

the CPW have major effect on antenna matching. In 

order to achieve more coupling and better matching 

condition, the central strip of the CPW is designed wider 

at the end of the line (W2>W1). To realize shunt elements, 

the stub of the junction is connected to the CPW ground 

plane. Shorted stub and gap dimensions between main 

line of the T-junction and CPW ground plane determine 

shunt parameter values and ZOR frequency of the 

structure. The schematic of the proposed CRLH resonant 

simple T-antenna and the manufactured prototype are 

shown in Fig. 1 (a).  
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 (a) (b) (c) 
 

Fig. 1. Schematic of the proposed single-cell: (a) simple, (b) step tapered, and (c) linear tapered T-shape CRLH 

resonant antenna based on the T-junction discontinuity and CPW feed structure. Photograph of the manufactured 

prototype. All dimensions are (in mm): W=L=20, W1=5.15, W2=8, g1=g2=g4=0.2, W4=0.6, W5=2.375; for simple type 

antenna: W3=2.375, L1=4, L2=2, L3=6, L4=1, L5=6.8, g3=0.2; for step tapered T-antenna: W3=1.575, L1=2, L2=6, L3=1, 

L4=3.42, L5=3.16, g3=0.22, for linear tapered antenna: W3=1.  
 

To show the effects of the shorted stub and the 

CRLH characteristics of the proposed structure, 

simulated impedance diagram of the simple T-antenna is 

compared with a CPW-fed simple patch without shorted 

stub (Fig. 2). According to this figure, the fundamental 

resonance frequency of a simple rectangular patch 

antenna is obtained around 5.8 GHz, while the proposed 

simple T-antenna has a little shift to upper frequencies at 

this mode and provides two additional resonances below 

this TM10 mode. Figure 3 demonstrates the simulated and 

measured reflection coefficient of the proposed T-

antenna. However, zeroth-order mode of the proposed 

antenna is obtained at approximately 4.22 GHz. The 

measured asymmetry and TM10 modes occurred at 1.72 

and 5.8 GHz, respectively. At the asymmetry mode the 

overall antenna dimensions is 20mm×20mm×0.508mm 

(0.11λ×0.11λ×0.003λ). The measured -10 dB bandwidth 

at asymmetry, zeroth-order and TM10 modes are 3.08%, 

15.17% and 8.33%, respectively. In order to delineate the 

tri-band functionality of the proposed structure, the 

tangential electric field distribution of the proposed 

simple T-antenna at asymmetry, zeroth-order and TM10 

modes are depicted in Fig. 4. It seems that there is a 

strong coupling between CPW feed and the radiating T-

shape patch at all three modes that preserves the 

efficiency of the antenna. Owing to asymmetry of the 

patch, asymmetrical electric field distribution in CPW 

feed region are clearly observed at both asymmetry and 

zeroth-order modes while it is more symmetrical in TM10 

mode. 

 
 

Fig. 2. Comparison of input impedance of the proposed 

single-cell CRLH resonant T-antenna with the simple 

rectangular patch without shorted stub. 
 

 
 

Fig. 3. Simulated and measured reflection coefficients of 

the proposed single-cell CRLH resonant T-antenna. 

W 

L 

L3 

L4 

L5 

L1 

W2 W1 

L2 

W3 

g3 g2 

g1 

L2 g3 

L4 

L3 

L5 

g1 

W1 W2 

L 

W 

L1 

g2 W3 

W4 

W5 

g4 

L4 

W1 W2 

g1 

L1 L2 

g3 

g2 
W3 

L3 

W 

L 

AMANI, JAFARGHOLI: ASYMMETRICAL SINGLE CELL MULTIBAND UNI-PLANAR MUSHROOM RESONANT ANTENNA 972



 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 4. Electric-field distribution of the simple T-

antenna: (a) n=-1 mode, (b) n=0 mode, (c) n=+1 mode; 

asymmetrical electric field distribution in CPW feed 

region at both n=-1, 0 modes and symmetrical electric 

field distribution in n=+1. 

 

B. Step tapered T-antenna 

Accordant to impedance diagram of the simple T-

antenna, Fig. 2, there is a great potential to combine 

zeroth-order and TM10 modes with small changes in the 

orginal structure. One common way to improve 

matching condition is to use reactive elements. It is well-

known that microwave discontinuities can introduce 

reactive elements. Multiple step discontinuities with 

different length and width, generally used to improve 

impedance matching [14]. The schematic of the 

proposed step tapered single-cell uniplanar mushroom 

resonant antenna and its manufactured prototype are 

shown in Fig. 1 (b). The return loss diagram of the 

proposed antenna is shown in Fig. 5. Here, the 

miniaturization band or assymetry mode reduced to 1.57 

GHz. At this frequency, the antenna dimension is 

approximately 0.1λ×0.1λ×0.0026, while the measured 

bandwidth is about 31.4 MHz.  

 

 

Fig. 5. Simulated and measured reflection coefficients of 

the single-cell step tapered CRLH resonant T-antenna. 
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Fig. 6. Measured gain and simulated efficiency of the 

single-cell step tapered CRLH resonant T-antenna: (a) 

miniaturized lower, and (b) higher frequencies. 

 

With the aid of two step discontinuities zeroth-order 

and TM10 modes became closer together and combined 

with significant 30.8% measured impedance bandwidth. 

The proposed antenna has -1.3 dB gain and considerable 

70.8% total efficiency in miniaturization band due to 

integrated structure. Antenna dimension in the middle of 

its upper band is 0.3λ×0.3λ×0.0077 with increased 

efficiency and extended bandwidth. The measured gain 

and simulated efficiency of the proposed antenna are 

plotted in Fig. 6. 

The CST-predicted and measured far-field radiation 

patterns of the proposed tri-band single-cell uni-planar 

mushroom resonant antenna are also shown in Fig. 7 at 

f=1.5 and 4.2 GHz. To measure the antenna radiation 

pattern, the sleeve balun is used which is designed and 

fabricated to measure the radiation at a single resonance 

frequency due to its narrowband behavior [9]. For the 

sake of brevity we omit the results, however for all three 

types of proposed antenna the measurements have done 

using sleeve balun as described and depicted here. As 

expected, the results show that the proposed antenna has 

fairly good omnidirectional radiation patterns at the XZ- 
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plane (φ=0) and YZ-plane (φ=90). 

 

 
 (a) 

 
 (b) 
 

Fig. 7. Comparison of CST-predicted and measured 

radiation patterns, XZ-Plane (left) and YZ-Plane (right), 

for dualband step tapered CRLH resonant T-antenna: (a) 

1.5 GHz and (b) 4.2 GHz. 
 

Because the size of the proposed antenna in the 

highest resonance frequency is less than 0.5λ (about 

0.38λ), omnidirectionality of radiation patterns is 

preserved in the entire impedance bandwidth at all three 

modes. 

According to the applications of the proposed 

miniaturized tri-band antenna in mobile communication 

systems, the level of cross-polarized radiation pattern is 

not critical. 
 

C. Linear tapered T-antenna 

Continuous step discontinuities with differential 

length and width extension transform to tapered line. The 

schematic of the proposed linear tapered CRLH resonant 

antenna and the manufactured prototype are shown in 

Fig. 1 (c). The zeroth-order mode shifted up to 4.5 GHz. 

Reflection coefficient diagram of the proposed linear 

tapered T-antenna shows better impedance matching in 

the frequency range between zeroth-order and TM10 

modes, Fig. 8, and in upper band, remarkable 37.97%, 

for -10 dB measured impedance bandwidth is achieved. 

The measured antenna bandwidth at the miniaturized 

frequency is about 44 MHz where the antenna dimension 

is 0.11λ×0.11λ×0.003λ.  

Table 1 shows the overall performance of the 

proposed step tapered T-antenna in comparison with the 

recently reported ZOR antennas [15], [16], [17], [18]. 

Deficiencies of the reference antennas are highlighted in 

the table. In [15] and [16] two and three unit cells are 

used, respectively while dipole-like pattern is achieved. 

The proposed single-cell ZOR antenna in [17] suffers 

from narrow bandwidth. Although, another single-cell 

ZOR antenna is presented in [18], the proposed antenna 

becomes 3-dimensional and bulky due to folded 

mushroom structure. 

 
 

Fig. 8. Simulated and measured reflection coefficients of 

the single-cell linear tapered CRLH resonant T-antenna. 

 

Table 1: Summary of antenna performances for the proposed and reference antennas 
 Step Tapered T-Antenna [15] [16] [17] [18] 

Frequency  

(GHz) 

Lower band 

(1.57) 

Upper band 

4.2-6.2 (fc=4.59) 
2.03 2.78 2.67 3.58 

Antenna 

footprint (λ0) 
0.10.10.0026 0.30.30.007 0.170.140.01 0.460.240.01 0.220.33- 0.360.230.18 

Number of cells 1 2 3 1 1 

Antenna type Miniaturized Low profile Low profile Low profile Low profile 3-Dimensional 

Bandwidth (%) 2 30.8 6.8 70.5 0.6 68.3 

Efficiency (%) 70.8 94 62 82 - >80 

Gain (dB) -0.59 2.9 1.35 2 1.22 >3 

Pattern type 
Omni- 

directional 

Omni- 

directional 

Dipole- 

like 

Dipole- 

like 

Omni-

directional 

Omni- 

directional 

IV. CONCLUSION 
A new asymmetrical uni-planar resonant antenna 

which comprises of simple patch, shorted rectangular 

strip and ungrounded CPW feed has been proposed. 

Using step and linear tapered structures, a dual-band 

antenna which has a miniaturized lower-band resonance 
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frequency, at GPS standard 1.57 GHz, as well as 

wideband upper-band frequencies, from 4.2 to 6.2 GHz, 

have been proposed. The effects of unit cell number on 

the zeroth-order bandgap and the number of resonance 

frequencies in a CRLH resonator is illustrated here. It is 

shown that reducing the number of cells does not have 

considerable effects on the zeroth-order mode. In the 

other word, to design a miniaturized single-cell CRLH 

resonant antenna, someone may assume a periodic 

boundary condition, in order to extract the relative 

dispersion diagram and zeroth-order resonance 

frequency. To address simultaneously a compact 

multiband CRLH resonant antenna with high efficiency, 

a single-cell T-junction based CPW-fed antenna  

is proposed. In contrast to other ZORAs, a good 

impedance matching in all resonances is achieved while 

the antenna efficiency is high. The proposed antenna is 

implemented on a single layer thin substrate without via 

process resulting in a simple fabrication. Based on 

mentioned theoretical concepts, two types of proposed 

structure have been utilized, i.e., tri-band and dual-band 

CRLH resonant antennas.  
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Abstract ─ Design of a simple and compact dual 

frequency monopole antenna for applications in PCS 

(Personal Communication System) and Bluetooth system 

is presented. The first operating frequency is achieved 

from a traditional monopole antenna structure for the 

frequency of 1.9 GHz for PCS application while the 

second operating frequency is obtained from two 

spurline structures etched on the traditional monopole 

antenna structure for the frequency of 2.4 GHz for 

Bluetooth application. Both simulated and experimental 

results, such as reflection coefficients and VSWR 

(Voltage Standing Wave Ratio), are presented and 

discussed. The radiation pattern measurements are also 

performed. From the measured results, the first operating 

band covers between 1.851 and 1.98 GHz, and the second 

operating band covers between 2.28 and 2.53 GHz. The 

proposed antenna is compact and suitable to be used for 

applications in the PCS and Bluetooth system. 

 

Index Terms ─ Double spurlines, dual frequency, 

monopole antennas. 
 

I. INTRODUCTION 
Printed antennas have become popular since the last 

decade. The design of printed antennas has received the 

attention of communication research community due to 

their applications in wireless communications and  

their major advantages such as low profile, ease of 

manufacture, low manufacturing cost, light weight, and 

compatibility with monolithic microwave integrated 

circuits (MMICs) [1-11], etc. Modern communication 

systems (GPS, PCS, WLAN, RFID, Bluetooth, etc.) 

often require antennas with compactness and low cost. 

Besides, the antenna structure should be simple and the 

fabrication technology should be uncomplicated. 

Many printed antennas are reported in the literature 

for wireless communications. Remarkable antenna 

structures among them are: dual band planar branched 

monopole antenna [12], internal planar monopole antenna 

for mobile phones [13], CPW-fed L-shaped slot planar 

monopole antenna for triple band operation [14], dual 

band CPW-fed strip-sleeve monopole antenna [15], CPW-

fed dual frequency monopole antenna [16], Y-shaped 

planar monopole antenna [17], dual band and 9-shaped 

monopole antenna for RFID and WLAN applications 

[18], multifrequency printed antennas with metamaterial 

particles [19], etc. Various antenna applications require 

different frequency bands for their wireless 

communication systems. For examples, PCS requires 

1.85-1.99 GHz band for communication [20]. WLAN 

employs the 2.4 GHz and 5.2 GHz bands [21], and the 

2.3-2.55 GHz band is used for Bluetooth applications 

[22]. The antenna size from the aforementioned antenna 

designs is large and some techniques are complicated. 

Also, wireless communication systems (PCS, GPS, 

WLAN, RFID, Bluetooth, etc.) require antenna structure 

with low cost and compactness. Therefore, the simpler 

antenna design and the compact antenna size are 

necessary for modern communication systems such as 

dual band antenna systems, and ultra-wideband antenna 

systems, etc. 

Among the microstrip filter designs, spurline is a 

simple structure with the smallest structure compared to 

other structures [23]. Spurline is a defected microstrip 

structure (DMS) with L-shaped slot etched in the 

microstrip feed line. It provides resonance property with 

its compact size. Examples of spurline structures in 

microwave devices are: microstrip spurline filter with 

miniaturization and electronic tuning technique [24], 

miniaturized bandstop filter using meander spurline and 

capacitively loaded stubs [25], compact microstrip 

bandstop filter with spurline structures covering S-band 

to Ku-band [26], microwave coupled line filter from 

spurline structures [27], and harmonic suppression of 

microstrip ring resonator using double spurlines [28], 

etc. 

In this paper, a novel approach to achieve a compact 

dual band printed monopole antenna is introduced. The 
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attributes of compact size and resonance property of 

spurline structures are applied to the conventional printed 

monopole antenna for designing a novel compact dual 

band monopole antenna. The proposed monopole antenna 

can be tuned to completely operate in the following 

bands of PCS application (1.9 GHz) and Bluetooth 

communication system (2.4 GHz). The proposed antenna 

is simulated using an in-house Finite-Difference Time-

Domain (FDTD) technique for reflection coefficients. 

Then, the VSWR is calculated from the reflection 

coefficients. The experimental results of the fabricated 

antenna prototype are presented and compared with the 

simulated results. The radiation pattern measurements of 

the proposed antenna are also performed. 

This paper is organized as follows. In Section 2, an 

explanation on the design of the novel compact dual 

frequency monopole antenna is given. The results are 

presented and discussed in Section 3 followed by the 

conclusions in Section 4. 

 

II. ANTENNA DESIGN 
In the antenna design, FDTD is used to simulate our 

antenna design. FDTD is a simple electromagnetic 

simulation tool used to analyze the antenna from the 

time-dependent Maxwell’s equations. The details of 

FDTD technique are available in [29]. FDTD’s code is 

created using FORTRAN language.  

A sketch of the spurline structure on microstrip line 

is shown in Fig. 1 (a) [23]. Usually, the narrow line 

provides the inductance (L) while the slot gap exhibits 

the capacitance (C) [25]. A simple circuit model with a 

parallel RLC circuit is shown in Fig. 1 (b). The radiation 

effect and loss are represented by a resistor (R). The 

resonant characteristics are modeled by L and C. Based 

on the transmission line theory [25], the circuit 

parameters can be determined using the following 

equations: 
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where 
0Z  is the 50   characteristic impedance of the 

transmission line, 
0f  is the resonant frequency, 

21S  is the 

transmission coefficient at the resonant frequency, and 

fΔ  is the -3 dB bandwidth of 
21S . Due to the resonance 

obtained from the spurline structure and the compactness 

of the structure, the spurline structure is employed to 

design the proposed antenna. 

The radiating element of the proposed antenna is 

designed by using the conventional monopole antenna 

theory for the first frequency band at 1.9 GHz for PCS, 

and then the second frequency band at 2.4 GHz for 

bluetooth application is designed by adding the spurline 

structures to the conventional monopole antenna.  

The initial design for the first frequency band is 

designed with the length of one quarter wavelength at the 

frequency of 1.9 GHz. The initial length is 39.5 mm. The 

antenna is fabricated on an ARLON AD260A dielectric 

substrate of thickness of 1 mm, relative permittivity of 

2.60, and loss tangent of 0.0017 [30]. The antenna is fed 

by a 50-microstrip line of length of 15 mm (G) and width 

of 2.8 mm )( fW . The second frequency band is designed 

with spurline structures etched on the conventional 

monopole antenna. The length of the spurline structures 

is equal to 24.5 mm (L2), one quarter wavelength at the 

frequency of 2.4 GHz.  
 

 
 

Fig. 1. Sketch of a spurline structure on a microstrip line 

and its RLC equivalent circuit. 

 

After the proposed antenna is initially designed,  

its dimensions are optimized to obtain the operating 

frequencies of 1.9 GHz and 2.4 GHz. The geometrical 

configuration of the proposed antenna is shown in Fig. 2. 

The geometrical parameters are carefully adjusted and 
the proposed antenna dimensions are finally obtained. 

The prototype of the antenna is fabricated using the 

printed circuit board etching technology following the 

parameters given in Table 1. A photograph of the  

proposed antenna is shown in Fig. 3. 

 

 
 

Fig. 2. Sketch of the proposed antenna. 
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Table 1: Dimensions of the proposed antenna 

Parameters W L G Wf L1 L2 s p 

Value (mm) 30 60 15 2.8 30 24.5 0.5 2 

 

 
 

Fig. 3. A photograph of the proposed antenna. 

 

III. RESUTS AND DISCUSSIONS 
Figure 4 shows the simulated and measured reflection 

coefficients )( 11S  against frequency for the proposed 

monopole antenna. It is quite clear that there are two 

resonant frequencies at 1.9 GHz and 2.4 GHz from the 

results. The reflection coefficient measurements are 

performed using the Agilent HP-E5071B vector network 

analyzer. The measured lower resonant mode achieves a 

-10 dB impedance bandwidth of ranging from 1.851 GHz 

to 1.98 GHz with respect to the center frequency of  

1.915 GHz, and the measured upper resonant impedance 

bandwidth ranges from 2.28 GHz to 2.53 GHz with 

respect to the center frequency of 2.38 GHz. From the 

graph, it is clearly seen that the measured results for the 

proposed antenna are in good agreement with the 

simulated results. 

The VSWR of the proposed antenna is obtained 

through the FDTD simulations and the experimental 

measurements. As shown in Fig. 5, the measured VSWR 

are in good agreement with the simulated VSWR. The 

simulated and measured VSWRs achieve a 1:2 ranging 

from 1.85 GHz to 1.98 GHz for the first resonant 

frequency and ranging from 2.28 GHz to 2.53 GHz for 

the second resonant frequency. 

The far-field range is the minimum distance that 

reduces the phase variation across the proposed antenna 

enough to obtain a good radiation pattern for the antenna. 

The far-field radiation patterns for the proposed 

monopole antenna are also examined as the following 

setup in Fig. 6. The distance between the horn antenna 

and the proposed antenna is 25 cm. The measured 

radiation patterns of the proposed monopole antenna at 

1.9 GHz and 2.4 GHz are illustrated in Fig. 7 and Fig. 8, 

respectively. It is noticed that the proposed antenna 

exhibits a traditional dipole antenna pattern at Y-Z plane, 

and an omni-directional pattern at the X-Z plane for both 

resonant frequencies. 

 

 
 

Fig. 4. Reflection coefficients of the proposed antenna. 

 

 
 

Fig. 5. VSWR of the proposed antenna. 

 

 
 

Fig. 6. Radiation pattern measurement setup. 

 

Figure 7 plots the measured radiation patterns of the 

proposed antenna at 1.9 GHz with the measured antenna 

gain of 2.11 dBi, while Fig. 8 illustrates the measured 

radiation patterns of the proposed antenna at 2.4 GHz 

with the measured antenna gain of 2.15 dBi. 

The size of the proposed antenna is compared with 

other antennas in Table 2. From Table 2, it is found that 

the size of the proposed antenna is smaller than other 

antennas. 
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Fig. 7. Radiation patterns of the proposed antenna at 1.9 

GHz: (a) Y-Z plane and (b) X-Z plane. 

 

 
 

Fig. 8. The Radiation patterns of the proposed antenna at 

2.4 GHz: (a) Y-Z plane and (b) X-Z plane. 

Table 2: Size comparison for antennas 

Antenna 
Overall 

Dimension 

Operating 

Frequency (GHz) 

Antenna in [13] 40 mm x 65 mm 1.8 

Antenna in [14] 57 mm x 68 mm 0.9, 1.87, 2.18 

Antenna in [15] 50 mm x 110 mm 0.9, 1.8 

Antenna in [16] 56 mm x 60 mm 1.80, 2.46 

Proposed antenna 30 mm x 60 mm 1.9, 2.4 

 
IV. CONCLUSION 

A new design of compact dual frequency monopole 

antenna constructed by a traditional monopole antenna 

structure and two spurline structures is proposed. The 

lower operating frequency (1.9 GHz) is obtained from 

the traditional monopole antenna while the upper 

operating frequency (2.4 GHz) is obtained from the 

spurline structures etched on the traditional monopole 

antenna. The measured results such as reflection 

coefficients and VSWR are obtained and compared with 

the simulated results. Moreover, the radiation pattern 

measurements are also performed. The proposed antenna 

exhibits a traditional dipole antenna pattern at Y-Z plane, 

and an omni-directional pattern at the X-Z plane for both 

1.9 GHz and 2.4 GHz. The proposed antenna covers dual 

bands for PCS and Bluetooth applications. The proposed 

antenna is simple in design and compact in size. Hence, 

the proposed antenna may be a suitable candidate for  

the dual frequency operations in PCS and Bluetooth 

applications. This technique can be applied to other 

operating frequency bands for various dual band 

applications. 
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Abstract ─ Three-dimensional (3D) intricately detailed 

models for base-station antennas and buildings are 

created. Indoor radiation from antennas is accurately 

analyzed using the higher-order basis functions (HOBs) 

in the context of method of moments (MoM). The use 

of HOBs reduces the number of unknowns in MoM 

compared with the use of piecewise Rao-Wilton-

Glisson basis functions (RWGs). To significantly 

improve the capability of MoM, an efficient parallel 

algorithm is developed based on a block-cyclic matrix 

distribution scheme. Taking radiation power, main-

beam pointing and materials into account, the electric-

field distribution inside buildings is simulated to 

determine the indoor radiation level, which may be 

beyond the safety limit. The numerical results are 

verified through comparison with the measured results. 

 

Index Terms ─ Base-station antennas, buildings, radiation 

safety, method of moments, parallel technique. 

 

I. INTRODUCTION 
More and more base stations for mobile 

communication systems are built to achieve better 

signal coverage, as shown in Fig. 1. On the other hand, 

the strength of electromagnetic field from base stations 

can be too strong to exceed the safety limit, which is 

referred to as electromagnetic pollution. It is an 

electromagnetic compatibility (EMC) problem becoming 

a matter of concern for more and more people. 

Therefore, it is necessary to assess the radiation in 

urban buildings. 

Since measurements with electromagnetic meters 

or other tools are costly to identify the radiation level 

[1, 2], the approach based on electromagnetic simulation 

can be applied. Moreover, the use of computational 

methods can calculate the field strength at a point 

where measurement is difficult to be undertaken. 

Among various methods, the ray-tracing technique is 

widely used for predicting channel capacity or path loss 

in indoor environment because this kind of high-

frequency asymptotic method is low-cost in simulation 

of electrically large structures [3, 4]. However, as is 

known, it is not accurate for complex models including 

thin geometric structures.  

 

 
 

Fig. 1. Base-station antennas on a building. 

 

To obtain accurate results, full-wave methods, such 

as the method of moments (MoM) [5] and the finite-

difference time-domain (FDTD) method [6], are also 

employed for indoor channel capacity [7–9]. This kind 

of methods requires a large amount of data regarding 

geometries, building locations, materials, and so on, 

and is computationally intensive. It is not convenient 

for FDTD to simulate open-region problems because 

FDTD needs absorbing boundary condition. Due to the 

high computational complexity and memory requirement, 

it is difficult for MoM to solve electrically large 

problems. Therefore, the MoM-based fast algorithm, 

namely multilevel fast multipole algorithm (MLFMA), 

has been utilized to compute electric-field (E-field) 

distribution in indoor environment [10]. However, since 

buildings contain complex structures and multiple 

dielectrics, low convergence or even divergence usually 

occurs for MLFMA.  

In addition, there is a kind of empirical (statistical) 

methods including Hata model, COST-231-Walfisch-

Ikegami model and dual-slope model. The interested 

readers are referred to [4, 11] for a summarization of 

these methods for indoor propagation. These methods 

are based on the statistical characterization of the 

received signals. They are easier to implement and 

require less computational effort, but less accurate than  
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numerical methods. 

Previous works mainly deal with two-dimensional 

(2D) buildings and focused on channel capacity and 

path loss. In this paper, we use MoM with the higher-

order basis functions (HOBs) to analyze indoor E-field 

distribution and extend full-wave analysis to 3D 

scenarios. The concern is the safety of indoor radiation 

rather than channel capacity and path loss. The high-

performance parallel computing technique is utilized to 

greatly improve the capability of MoM. Multiple 

factors including radiation power, main-beam pointing 

and materials are taken into account to determine 

whether the radiation level exceeds the safety limit or 

not. 

 

II. PARALLEL HIGHER-ORDER METHOD 

OF MOMENTS 

A. Integral equations 

Base-station antennas and buildings contain 

metallic and dielectric materials, and a general form of 

the Poggio–Miller–Chang–Harrington–Wu (PMCHW) 

formulation is utilized [12, 13], which is solved in 

frequency domain for equivalent electric and magnetic 

currents over dielectric boundary surfaces and electric 

currents over perfect electric conductors (PECs). The 

set of integral equations are solved by using MoM, 

specifically the Galerkin’s method. 

For the case when one of the two domains sharing 

a common boundary surface is a PEC, the magnetic 

currents are equal to zero at the boundary surface and 

therefore, the PMCHW formulation degenerates into 

the electric field integral equation (EFIE).  

 

B. Higher-order basis functions 

Higher-order polynomials over bilinear quadrilateral 

patches are used as basis functions over relatively large 

subdomains [12], 

( , ) i js
ij

p s

p s p s


α
F

α α
, 1 1 p   , 1 1s   , (1) 

where, p and s are local coordinates, i and j are orders 

of basis functions, and αp and αs are covariant unitary 

vectors. A quadrilateral patch is illustrated in Fig. 2. 

The orders can be adjusted according to the 

electrical size of a geometric element. The orders 

increase as the element becomes larger. The electrical 

size of a geometric element can be as large as two 

wavelengths. Typically, the number of unknowns for 

HOBs is reduced by a factor of 5–10 compared with 

that for traditional piecewise basis functions, e.g. Rao-

Wilton-Glisson basis functions (RWGs) [14], and thus 

the use of HOBs drastically reduces the computational 

amount and memory requirement. Note that the 

polynomials can also be used as basis functions for wire 

structures. In this case, truncated cones are used for 

geometric modeling [12]. 

 
 

Fig. 2. Bilinear quadrilateral patch defined by four 

vertices with the position vectors 11r , 21r , 12r  and 22r . 

 

C. Parallel technique 

The parallel scheme for MoM is partitioning the 

dense complex matrix. The large dense MoM matrix is 

divided into a number of smaller block matrices that are 

nearly equal in size and distributed among all 

participating processes, assuming that each parallel 

process runs on one CPU core here. The distribution 

manner of the blocks is chosen appropriately according 

to the parallel LU decomposition solver to minimize the 

communication between processes. Specifically, a 

block-cyclic matrix distribution is used among processes. 

Two factors, process grid and block size, significantly 

affects the performance of the parallel algorithm [15]. 

Setting the shape of process grid Pr×Pc as square as 

possible, with Pc slightly larger, enables the algorithm 

implementation to be most efficient. The block size 

depends on the CPU cache size and needs to be tested 

on computational platforms to determine the optimum 

value. The typical value of the block size for modern 

CPUs is 128. 
 

III. SAFETY LIMIT OF BASE-STATION 

RADIATION 
The International Commission on Non-Ionizing 

Radiation Protection (ICNIRP) has defined the 

guideline for limiting electromagnetic radiation exposure 

and provided protection against known adverse health 

effects, which is a popular reference standard in many 

countries. The ICNIRP standard in the frequency range 

from 400 MHz to 2000 MHz is given in Table 1. 

According to this standard, the threshold of E-field 

strength at 900 MHz is 41.2 V/m corresponding to  

4.5 W/m2. An even tougher standard is adopted in 

China, which is 12.0 V/m corresponding to 0.4 W/m2, 

as shown in Table 1. 
 

Table 1: Threshold of radiation level 

Country/Region 
E-field Strength 

(V/m) 

Power Density 

(W/m2) 

ICNIRP 

(400 MHz−2000 MHz) 
1.375 1 2f  200f  

China 

(30 MHz−3000 MHz) 
12.0 0.4 
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IV. ANALYSIS OF E-FIELD DISTRIBUTION 

IN BUILDINGS 
A base-station antenna working at 944 MHz is 

created first. Then the E-field distribution generated by 

two base-station antennas inside a smaller apartment 

(denoted by Apartment I) is simulated and compared 

with the measured results for verification. Finally, two 

base-station antennas radiating E-field inside a larger 

apartment (denoted by Apartment II) are simulated and 

analyzed. 

 

A. Modeling of the base-station antenna 

The base-station antenna consists of five cross-

dipole elements and a back plate, as shown in Fig. 3. 

The tilt angle of the dipole is ±45°. The length of each 

dipole is 0.168 m and the distance between two 

neighboring antenna elements is 0.246 m. Each dipole 

is excited by a delta-gap voltage source. The working 

frequency of the antenna is 944 MHz. The red arrows in 

Fig. 3 denote the locations of the sources. The radiation 

patterns of the antenna are simulated by the proposed 

higher-order MoM and the FEKO software [16]. Note 

that FEKO uses the traditional piecewise basis 

functions, such as the RWG basis functions. The 

number of unknowns for HOBs is 831 and that for 

FEKO is 4000. Since the antenna is a small model, we 

do not use the parallel algorithm in this simulation. The 

total simulation time for HOBs is 16.4 s and that for 

FEKO is 37.0 s. The radiation patterns of the antenna 

are compared in Fig. 4. The results from HOBs agree 

well with those from FEKO, but the number of 

unknowns and simulation time for HOBs are much 

lower. Figure 5 shows the 3D radiation pattern of the 

antenna that will be used in the following examples. 

 

 
 
Fig. 3. Base-station antenna and its cross-dipole 

elements. 

 

 
 (a) 

 
 (b) 

 

Fig. 4. Radiation patterns of the base-station antenna in: 

(a) the xoy plane and (b) the xoz plane. 

 

 
 

Fig. 5. 3D radiation pattern of the base-station antenna. 

 

B. E-field distribution in Apartment I 

Two base-station antennas are installed in front of 

an apartment denoted by Apartment I [17], which is a 

real building located at University of Macau. The main-

lobes of the two antennas are pointed to different 

directions, as shown in Fig. 6 (a). In detail, the main-

lobe direction of Antenna 1 is ϕ=45° and θ=90°, and 

that of Antenna 2 is ϕ=0° and θ=102°. The radiation 

power of each antenna is 365 mW. The antenna  
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locations and the apartment dimensions are demonstrated 

in Fig. 6 (b). The wall, ceiling and floor of the apartment 

are assumed to be homogeneous dielectrics. They are 

made of concrete with equivalent permittivity εr=3.916 

and have a thickness of 0.2 m. The thickness of the 

door and windows, which are made of glass (εr=2.37), 

is 0.012 m. 

 

 
 (a) 

 
 (b) 

 

Fig. 6. Two base-station antennas in front of Apartment 

I: (a) two base-station antennas with different main-

beam directions and (b) locations of the base-station 

antennas and dimensions of Apartment I. The wall, 

ceiling and floor of the apartment are in dark green 

color, and the door and windows in yellow color. 

 

The number of unknowns for this model is 311,261. 

The computing platform used in this simulation is  

the Magic Cube with 1450 nodes at Shanghai 

Supercomputer Center (SSC), and each node has four 

quad-core 1.9 GHz processors and 64 GB memory 

(http://www.ssc.net.cn/en/ resources_1.aspx). The total 

simulation time is about 11.8 hours when 512 CPU 

cores are used and the memory required is about 1.4 TB. 

The radiation pattern and E-field distribution are shown 

in Fig. 7. The E-field at four points inside the apartment 

is compared with the measured results, as listed in 

Table 2. The tool for measurement was a mobile  

phone installed with a commercial mobile network 

measurement software called NEMO [18]. From 

comparison, it is observed that the computed and 

measured fields agree with each other. 

It can be seen from Fig. 7 that the maximum value 

of E-field strength is approximately 1.4 V/m, which is 

below both the ICNIRP and China standards. There are 

several factors that affect the indoor radiation level: (1) 

radiation power of antennas, (2) gain of antennas, (3) 

distance between antennas and buildings and (4) 

materials of buildings. In this simulation, the radiation 

power is low and the main lobe is not directly pointed 

to the apartment, and therefore, the indoor radiation is 

weak. 

 

 
 

Fig. 7. Radiation pattern of the base-station antennas 

and the E-field distribution on a cut-plane at a height of 

1.70 m inside and around Apartment I. 

 

Table 2: Comparison of simulated and measured E-field 

in Apartment I  

Location 

(m) 

Simulation 

(V/m) 

Measurement 

(V/m) 

(3.24, 2.98, 1.70) 0.38 0.536 

(4.55, 4.47, 1.70) 0.34 0.393 

(1.75, 4.36, 1.70) 0.45 0.474 

(1.09, 1.69, 1.70) 0.88 0.927 

 

C. E-field distribution in Apartment II 

Consider two base-station antennas in front of a 

larger apartment denoted by Apartment II. The distance 

between the two antenna centers is 1.28 m and both the 

antennas are tilted 12° in the vertical plane, as shown in 

Fig. 8 (a). The radiation power of each antenna is 10 W, 

which is much higher than that in last section. The 

locations of the antennas and the dimensions of the 

apartment are demonstrated in Fig. 8 (b). The thickness 

of the wall, ceiling and floor is 0.16 m, and that of the 

door and windows is 0.003 m. The dielectric permittivity 

of the apartment is the same as that in last section, but 

the conductivity of the wall, ceiling and floor is set as 

0.002 S/m. 

The number of unknowns is 1,179,986, which is 

challenging for MoM. To facilitate the simulation, we 

set the xoz plane as a symmetry plane and the number 

of unknowns is reduced by half. The computing cluster 

used here has 136 nodes at Xidian University, and each 
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node has two 12-core 2.2 GHz processors and 64 GB 

memory. The total simulation time is about 6 hours 

when 2400 CPU cores are used and the memory 

required is about 5.1 TB. 

 

 
 (a) 

 
 (b) 

 

Fig. 8. Two base-station antennas in front of Apartment 

II: (a) attitude of the two base-station antennas and (b) 

locations of the base-station antennas and dimensions 

of Apartment II. The wall, ceiling and floor of the 

apartment are denoted in dark green color, and the 

doors and windows in yellow color. 

 

The radiation pattern and E-field distribution are 

shown in Fig. 9. It is obvious that the maximum value 

of E-field strength is nearly 26 V/m, which is still below 

the ICNIRP standard. However, it is higher than twice 

the China standard. 

To reduce the E-field strength inside Apartment II, 

a simple approach is to reduce the radiation power of 

antennas. However, it would reduce the signal coverage 

of base stations. Instead, we change the main-lobe 

directions by rotating the antennas in the azimuth plane, 

which is equivalent to the reduction of the antenna gain. 

As shown in Fig. 10, the angle is denoted by α. We 

consider three different azimuth angles that are 15°, 30°, 

and 45°. The E-field distribution is given in Fig. 11. As 

expected, the E-field strength inside the apartment 

decreases with increase of α. When α is 45°, the 

maximum value of E-field strength reaches the critical 

value of 12 V/m. 

Due to the fact that many buildings are constructed 

of reinforced concrete, larger conductivities, namely 

0.01 S/m and 0.1 S/m, are considered for the wall, 

ceiling and floor. Take the angle of 45° for example, 

the E-field distribution is shown in Fig. 12. It is obvious 

that the E-field strength also decreases with increase of 

conductivity and the maximum value of E-field strength 

goes down below 12 V/m. 

 

 
 (a) 

 
 (b) 

 

Fig. 9. Radiation pattern of the base-station antennas (a) 

and the E-field distribution on a cut-plane at a height of 

1.70 m inside Apartment II (b). 

 

 
 

Fig. 10. Main-lobe directions of base-station antennas 

in the xoy plane. 

 

 
 (a) 
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 (b) 

 
 (c) 

 

Fig. 11. E-field distribution generated by two base-

station antennas with the azimuth angle of: (a) 15°, (b) 

30° and (c) 45°. The cut-plane is at a height of 1.70 m 

inside Apartment II. 

 

 
 (a) 

 
 (b) 
 

Fig. 12. E-field distribution generated by two base-

station antennas with the conductivities of: (a) 0.01 S/m 

and (b) 0.1 S/m for the wall, ceiling and floor. The cut-

plane is at a height of 1.70 m inside Apartment II. 

 

V. CONCLUSION 
We propose a parallel higher-order method of 

moments for assessing the indoor radiation level. The 

electric-field distribution is simulated inside three-

dimensional buildings and the accuracy of the numerical 

simulations is confirmed by the measurements. Because 

different radiation safety standards are adopted in the 

world, one should use the local standard for assessment. 

The future work will focus on the improvement of the 

proposed method to simulate larger models, such as the 

electric-field distribution in a tall building. 
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Abstract ─ A chipless sensor in the protocol of ultra 

wideband radio frequency identification (UWB-RFID) is 

proposed in the paper. This sensor, used to detect 

methane at room temperature, is configured by a planar 

patch antenna plus a U slot on which interdigitated 

fingers electrodes (IDE) with load of palladium decorated 

single walled carbon nanotubes (Pd-SWCNTs) are 

embedded. The sensor can cover the entire UWB 

spectrum except for the band that produce band-gap.  

The amplitudes and frequencies of the band-gap are 

designated as the signatures modulated and reflecting the 

status quo of methane retrieved by Pd-SWCNTs. The 

sensor is validated by an approximate combination of the 

analytical and numerical method. Results show that if  

the concentration of methane is increased from 0 ppm to  

100 ppm at room temperature, the identifiable sensitivity 

can be achieved by -9.32 dB in terms of the scheme of 

the amplitude modulation of band-gap frequency; or, the 

identifiable sensitivity can be achieved by -11.30 dB in 

terms of the scheme of the frequency modulation of 

band-gap frequency. 

 

Index Terms ─ Chipless tag, methane sensor, nano-

technology, room temperature, ultra-wideband radio 

frequency identification (UWB-RFID). 
 

I. INTRODUCTION 
The exploration of safe and accurate method to 

detect methane at room temperature is a critical issue due 

to the fact that methane, once concentrated in air by  

4%, can cause combustion, or even explosion. Some 

traditional methods like the catalytic beads, the metal 

oxides and the infrared flame ionizations are readily used 

to detect the concentration of methane, but they needs to 

consume a large amount of energy, and the required 

environmental temperature is usually high up to 500oC 

[1]. This situation is changed since the single walled 

carbon nanotubes (SWCNTs) was invented in 1990s. It 

is these sensors that are decorated by the single walled 

carbon nanotubes can really make detecting methane at 

room temperature possible [2]. 

Additionally, the detection of methane in the  

consideration of safety issue is firmly relevant to the way 

of contactless intrusion to the methane’s molecule, the 

protocol of wireless communication is therefore a pivotal 

in this regards. Commonly, the wireless sensor networks 

(WSN) is an amazing choice for its longer lifetime and 

lower complexity, and it is more specific if the sensor 

node is the sort of chipless type (tag) that is nothing but 

to be interrogated by reader passively or semi-actively 

[3]. 

On this account, the radio frequency identification 

(RFID) is a more appropriate protocol for the WSN in 

specific for the case that all the sensors are the type of 

chipless tags. A few of such applications have been 

implemented and released in recent literatures [4-7]. 

However, we find that all the RFID mentioned here are 

the narrow band circumstances borne with narrow band 

characteristics, for example, the interrogation signals are 

the sort of standardized continuous waves. As a result, 

these systems are common in weakness in canceling  

the multipath effects; and the sensor tags are more 

vulnerable in fighting against narrowband and multiuser 

interference with lower security. So, the narrow band 

RFID is not regarded as a promising wireless framework 

for the future identification where higher level reliability 

for real-time identification and intensive accuracy for 

positioning in sub-meters level are awfully required [8]. 

However, this narrow band RFID could be replaced 

by broader band counterpart if combing RFID with the 

technology of ultra-wide band, known as UWB-RFID. 

In a UWB-RFID system, a very short pulse will take over 

the standard continuous wave to conduct tag interrogation. 

This way could make transceiver in UWB-RFID to 

consume less power on one hand; the other hand, it could 

make tags serve to positioning in accuracy of sub-meter 

level. Furthermore, tags in UWB-RFID perform more 

robustness in fighting against multipath interference and 

have large coverage area, low detection probability and 

solid security. In the meanwhile, they can be more 

effective in improving the accessibility of multiple 

channels and making interference be mitigated a great 

deal [9]. 

In theory, when a UWB-RFID uses a very short 
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pulse as the signal of interrogation, it will leave two 

types of pulses existed in the backscattering waves with 

one called the structural mode; and another the antenna 

mode. Referring to the investigations unveiled in recent 

literatures [10-12], we can find that almost all the tags 

concerned are governed solely by the antenna mode or 

by the spectrum of backscattering signals, few of them 

are purely on the structural mode even if the structural 

mode has been verified to be possess of less pulse 

deformation against the waveform of interrogation pulse, 

and the amplitude of structural mode is accordingly 

larger than that of the antenna mode [13]. 

So, in this paper, we propose a design of UWB-

RFID chipless tag in specific for detecting methane at 

room temperature. The mechanism of the detection is 

based on the signature intended in the structural mode 

only. The configuration of tag is a combination of a 

metallic portrayed electromagnetic interface with a 

sensor head made from interdigitated fingers electrodes 

(IDE) loaded by palladium decorated single walled 

carbon nanotubes (Pd-SWCNTs). The performance of 

the tag is described by the parameter of identifiable 

sensitivity that will be defined and derived in the paper. 

 

II. UWB-RFID SENSOR SYSTEM 
A typical UWB-RFID sensor system consists of a 

reader and a sensor node, as shown in Fig. 1. The sensor 

node is the chipless type that is interrogated by reader 

passively or semi-actively. If the frequency is f, the 

modulus of 𝑆11(𝑓) will represent the reflection coefficient 

of the reader antenna, 𝐷𝑡(𝜃𝑡 , ∅𝑡) will represent the 

directivity of the reader antenna where 𝜃𝑡 and ∅𝑡 are the 

elevation and azimuth angle along which the interrogation 

signal is transmitted. Also shown in Fig. 1, the chipless 

tag consists of a sensor head and an antenna, the modulus 

of 𝑆22(𝑓) represents the reflection coefficient of the tag 

antenna, 𝐷𝑟(𝜃𝑟 , ∅𝑟) represents the directivity of the tag 

antenna where 𝜃𝑟 and ∅𝑟  are the elevation and azimuth 

angle along which the backscattering signal is received 

[14]. 

In Fig. 1, 𝑇rs  represents the structural mode,  𝑇rt 

represents the antenna mode. In principle, the amplitude, 

frequency and time on both structural mode and antenna 

mode can be the candidate signatures used to convey the 

sensed information. 

For achieving structural mode only, the load of the 

tag should be impedance match to the feed line. If 𝑃𝑡 

represents the power emitted by reader, 𝑃𝑟  represents the 

power received by reader [15], we have: 
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where 𝑒𝑡  and 𝑒𝑟  are the loss coefficients that are 

associated with the performance of insertion loss and 

antenna efficiency. R1 is the distance from reader to tag, 

R2 is the reverse distance from tag and reader, 𝜆 is the 

wavelength, 𝜎 is the radar cross section (RCS). 

For simplicity, the antenna in reader is same for 

transmission and reception, and it is also polarization 

matching to the tag antenna. R1 is equal to R2 denoted by 

R, 𝐷𝑡(𝜃𝑡 , ∅𝑡) is equal to 𝐷𝑟(𝜃𝑟 , ∅𝑟), then the structural 

mode 𝑌s(𝑓) is approximated to: 
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where 𝑋(𝑓)  is the pulse transmitted by reader in the 

domain of frequency, c is the wave velocity in free space. 

The above equation can be rewritten as: 
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where ( , ),T t t t te D   ( , ),R r r r re D   ( )FH f 

2 ( ) ( )( ) (1) ( 4 ) ,j f R c t

RH f R e    and .L   The 

effective aperture of the antenna is ( ) ( 4 ).A f c f  

In (3), 𝜂𝐿 and 
2

22(1 ( ) )S f  are the terms 

associated with the characteristics of tag. All the variants 

there can be designated as the signatures used to convey 

the sensed information including the intended information 

of the tag: the status quo of concentration of methane. 

 

 
 

Fig. 1. The illustration of the mechanism of backscattering 

for the emitted pulse to interrogate chipless tag passively 

and semi-actively with presence of scatters. 

 

III. UWB-RFID CHIPLESS TAG FOR 

DETECTING METHANE 
It is evidence that the RCS 𝜎  and the reflection 

coefficient 22 ( )S f  are of importance to determine the 
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structure and the performance of the sensor tag. For 

chipless type, the sensor tag is usually composed of an 

electromagnetic interface and a sensor head. The 

electromagnetic interface is used to receive and 

backscatter the interrogation signal; however the sensor 

head is used to realize the specified sensing mechanism 

that will give the interrogation signal a kind of 

manipulation. So, the signatures dedicated by the 

electromagnetic interface should be capable of responding 

sensor head with a broad dynamic range so as to make 

tag be with of good sensitivity. 

 
A. Electromagnetic interface 

In the design, the electromagnetic interface is grown 

on a substrate that is a thinly filmed structure in order to 

facilitate geometry conformal to target object. The 

antenna of the electromagnetic interface is a planar patch 

with an arc typed edge, and the feed is micro-strip line 

connected by a load, as shown in Fig. 3 and Fig. 4 [16]. 

In the middle of the antenna plane, there is a U-slot 

etched to create a band-gap frequency in the backscattering 

spectrum [17]. The RCS 𝜎and |S22(𝑓)| are the function 

of the spectrum that are influenced by the depth 

(amplitude) and the location (frequency) of this band-

gap frequency. If the signature is selected as the 

amplitude of the band-gap frequency, we define it the 

sensing scheme of the amplitude modulation of band-gap 

frequency; and if the signature is selected as the 

frequency of the band-gap frequency, we define it the 

sensing scheme of the frequency modulation of band-gap 

frequency. 

Given 𝑑(𝑡)  representing the function of the 

concentration of methane versus time,  𝑌𝑠(𝑓)  is the 

structural mode related both to the band-gap frequency f 

and 𝑑(𝑡)  denoted by  𝑌𝑠[𝑓, 𝑑(𝑡)] , the amplitude of 

band-gap frequency  𝑌𝑠[𝑓, 𝑑(𝑡)] can be expressed as: 
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where 22 ( )S f  is replaced by 22[ , ( )]S f d t , indicating 

that the modulus of the reflection coefficient is dependent 

on the concentration of methane; L   is replaced 

by [ ( )] [ ( )],L d t d t   also indicating that the RCS is 

dependent on the concentration of methane. 

The above equation can be rewritten as:  

 [ , ( )] ( ) [ , ( )],S f dY f d t X f Y f d t  (5) 

where 
2 2

11( ) ( ) (1 ( ) ) ( ) ( )f T RX f X f S f H f A f    

indicating the terms that are irrelevant to the concentration 

of methane. 
2

22[ , ( )] [ ( )] (1 [ , ( )] ),d LY f d t d t S f d t   

indicating the terms that are really related to the  

concentration of methane. 

At the beginning time 𝑡0 , the concentration of 

methane is assumed to be 0 ppm denoted by 𝑑(𝑡0) = 0. 

In this case, at the specified frequency f, there is no band-

gap, the amplitude of t is 𝑌𝑑[𝑓, 𝑑(𝑡0)]. At the moment t, 

the concentration of methane is increased to 𝑑(𝑡), in this 

case, at the specified frequency f, there is band-gap, and 

the amplitude of the band-gap is turned to be 𝑌𝑑[𝑓, 𝑑(𝑡)]. 
The identifiable sensitivity of the sensor tag in terms of 

the amplitude modulation of band-gap frequency is 

defined as: 
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Similarly at the beginning 𝑡0, the concentration of 

methane is 0 ppm denoted by 𝑑(𝑡0) = 0, in this case, at 

the specified frequency f0, there is band-gap, the value 

𝑌𝑑[𝑓0, 𝑑(𝑡0) ]  is minimum as 𝑓0{𝑌𝑑[𝑓0, 𝑑(𝑡0)]min} . At 

the moment t, the concentration of methane is increased 

to 𝑑(𝑡), in this case, at the specified frequency f, there is 

band-gap, the value 𝑌𝑑[𝑓, 𝑑(𝑡)] is minimum denoted by 

𝑓{𝑌𝑑[𝑓, 𝑑(𝑡)]min} . The identifiable sensitivity of the 

sensor tag in terms of the frequency modulation of band-

gap frequency is defined as:  
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B. Sensor head 

As the characteristics of the electromagnetic 

interface mentioned above, the sensor head should be the 

kind that can control either the amplitude or the 

frequency of the band-gap frequency according to the 

data of the concentration of methane in its vicinity. 

However, since the molecule of the methane (CH4) is 

lower in the quality of polarity, it is difficult to find an 

exact mechanism used to detect methane through the 

way of molecule absorption and desorption [18], [19] till 

the time that a few of innovative solutions had been 

reported in some recent literatures [20-22]. The most 

interesting contribution was dedicated by Lu et al. who 

dispersed a Pd-SWCNTs bundle onto an interdigitated 

finger electrodes (IDE), delivering an architecture of 

sensor head that is qualified for detecting methane at 

room temperature. When this sensor head is exposed to 

methane gas, the materials of Pd-SWCNTs commence to 

interact with the methane’s molecule, the equivalent 

conductance of the Pd-SWCNTs and the corresponding 

current across IDE electrodes as results can be changed 

with the change of the concentration of methane. The 

curve plotted in Fig. 2 shows that the current will be 

increased from 1.80 mA to 1.91 mA when the the 

concentration of methane is increased from 0 ppm to  

100 ppm [22]. 
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Fig. 2. Current flowing IDE versus the concentration of 

methane  

 

IV. GEOMETRY OF CHIPLESS TAG 
As discussed above, the intended sensor tag is the 

combination of an electromagnetic interface with a 

sensor head made from IDE loaded by Pd-SWCNTs. As 

shown in Fig. 3, there is one sensor head embedded in 

the middle location of the U-slot with one IDE electrodes 

soldered on the metallic plane close to the upper edge, 

and another IDE electrode soldered on the metallic plane 

close to the low edge of the U-slot. This implementation 

of the sensor tag is based on the scheme of the amplitude 

modulation of band-gap frequency. The size of this 

geometry guarantees the sensor tag be able to cover the 

entire UWB band with range from 3.1 GHz to 10.6 GHz; 

in the meanwhile, it has a band-gap at 5 GHz. 

 

 
 (a) (b) 

 

Fig. 3. (a) The front geometry of the proposed tag that 

the IDE loaded by Pd-SWCNTs is embedded in the 

middle of the U-slot, detecting methane based on the 

scheme of amplitude modulation of band-gap frequency. 

(b) Back of the proposed tag. (unit: mm) 

 

Similarly, two identical sensor heads are embedded 

in the vertical arms of the U-slot symmetrically with a 

few distances away from the slot terminal ends, as shown 

in Fig. 4. This implementation of the sensor tag is based 

on the scheme of the frequency modulation of band-gap 

frequency. The size of this geometry guarantees the 

sensor tag to cover the entire UWB band, and having a 

band-gap frequency that can be shifted from 5 GHz to 

5.25 GHz to reflect the concentration of methane increased 

from 0 ppm to 100 ppm. 

 

 
 (a) (b) 

 

Fig. 4. (a) The front geometry of the proposed tag that 

the IDE loaded by Pd-SWCNTs is embedded in the 

vertical arms of the U-slot, detecting methane based  

on the scheme of frequency modulation of band-gap 

frequency. (b) Back of the proposed tag. 

 

V. NUMERICAL APPROXIMATES, 

ANALYSES AND VALIDATION 
The performance of the proposed sensor tags are 

described by the parameters of identifiable sensitivity as 

defined above. The process will be an approximate 

combination of the analytical and numerical method. In 

the analytical expression (6) and (7), the RCS 𝜎 and S22 

will be achieved by numerical method or by real-field 

measurement.  

The IDE with load of Pd-SWCNTs is regarded as a 

standalone component in the simulation model that will 

be replaced by an equivalent resistance achieved by 

simulation on the band-gap frequency. The simulation 

model of the sensor tag is based the fast multipole 

method algorithm (FMMA) in the consideration of that 

the operating frequency of the sensor tag is UWB band 

with range from 3.1 GHz to 10.6 GHz, the minimum 

wavelength is around 3 mm, comparatively smaller than 

the average size of the antenna dimension; Moreover, the 

FMMA can be applied to accelerate the iterative solver 

in the method of moments (MOM) as applied to the 

scattering problems about the computational electro-

magnetic such as the computation of the RCS 𝜎 as it is 

required in this design [23]. 

With respect to the sensor tag illustrated in Fig. 3, 

the curve of the modulus of S22 versus frequency is 

shown in Fig. 5. It can be seen that there is a band-gap at 

5 GHz. The modulus of S22 at the band-gap frequency is 

-7.73 dB, indicating the concentration of methane is 0 ppm 

(solid black line); while the modulus of S22 is changed to 
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-9.98 dB, indicating the concentration of methane is 

increased to 100 ppm (dash dot red line), the discrepancy 

is achieved by 2.25 dB. 

The curve of RCS versus frequency is shown in Fig. 

6. When the concentration of methane is 0 ppm, the RCS 

at the band-gap frequency is -32.59 dBsm (solid black 

line); however, when the concentration of methane is 

increased to 100 ppm, this RCS is decreased to -31.61 dBsm 

(dash dot red line), the discrepancy is 0.98 dB. 

 

 
 

Fig. 5. S22 versus the concentration of methane and the 

frequency upon the scheme of amplitude modulation of 

band-gap frequency. 

 

 
 

Fig. 6. RCS versus the concentration of methane and the 

frequency upon the scheme of amplitude modulation of 

band-gap frequency. 

 

Substituting these values into (6), we can achieve 

the parameter of the identifiable sensitivity by -9.32 dB 

to specify that the concentration of methane is 100 ppm, 

as shown in Fig. 7.  

With respect to the sensor tag illustrated in Fig. 4, 

the curve of the modulus of S22 versus frequency is 

shown in Fig. 8. The band-gap is at 5 GHz for the  

concentration of methane by 0 ppm (solid black line). 

This band-gap is moved to 5.25 GHz for the concentration 

of methane increased to 100 ppm (dash dot red line). 

When the concentration of methane is increased from  

0 ppm to 100 ppm, the minimum RCS is moved from 

6.45 GHz to 6.75 GHz, as shown in Fig. 9. 

Substituting all these values into 𝑌𝑑[𝑓, 𝑑(𝑡)] =

𝜂𝐿[𝑑(𝑡)]√1 − |𝑆22[𝑓, 𝑑(𝑡)]|2 , we can get 𝑌𝑑[𝑓, 𝑑(𝑡)] 
versus frequency as shown in Fig. 10. When the 

concentration of methane is 0 ppm, the minimum 

𝑌𝑑[𝑓, 𝑑(𝑡)] is achieved at the frequency of 6.25 GHz 

(solid black line); but when the concentration is increased 

to 100 ppm, the minimum 𝑌𝑑[𝑓, 𝑑(𝑡)] is moved to the 

frequency of 6.75 GHz (dash dot red line). 

Substituting these values into (7), we can achieve 

the identifiable sensitivity by -11.30 dB for the methane 

concentrated by 100 ppm, as shown in Fig. 11. 

 

 
 

Fig. 7.The identifiable sensitivity for the concentration 

of methane of 100 ppm upon amplitude modulation of 

band-gap frequency. 

 

 
 

Fig. 8. S22 versus the concentration of methane and 

frequency in terms of the scheme of frequency modulation 

of band-gap frequency. 
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Fig. 9. RCS versus the concentration of methane and the 

frequency in terms of the scheme of frequency modulation 

of band-gap frequency. 

 

 
 

Fig. 10. 𝑌𝑑[𝑓, 𝑑(𝑡)] versus the concentration of methane 

and the frequency in terms of the scheme of frequency 

modulation of band-gap frequency. 

 

 
 

Fig. 11. The identifiable sensitivity achieved in terms of 

the scheme of the frequency modulation of band-gap 

frequency. 

VI. CONCLUSION 
It can be concluded form this design that the Pd-

SWCNTs enabled UWB-RFID chiplees sensor can be 

used to conduct the detection of concentration of 

methane at room temperature. Based on the structural 

mode of the backscattering signal, the geometry of 

sensor tag is simple and the detection procedure is cost 

efficient.  

It can be seen that band-gap can be introduced by 

etching U-slot on the planar antenna of UWB. The band-

gapped frequency can be designated as the sensing 

signature. If the amplitude of the band-gap frequency is 

manipulated by the data of the concentration of methane, 

it forms the scheme of the amplitude modulation of 

band-gap frequency; and if the frequency of band-gap 

frequency is manipulated by the data of the concentration 

of methane, it forms the scheme of the frequency 

modulation of band-gap frequency.  

The performance of the proposed sensor tag is 

validated by a method combing the analytical and 

numerical computation with deliverables of the parameter 

of identifiable sensitivity that is achieved by -9.32 dB in 

terms of the scheme of amplitude modulation of band-

gap frequency, or by -11.30 dB in terms of the scheme of 

frequency modulation of band-gap frequency, indicating 

the methane concentrated by 100 ppm at room 

temperature. 

It is evidence that the dynamic range of the 

identifiable sensitivity is quite constraint due to the 

limitation of Pd-SWCNTs. The performance of the 

sensor tag would be improved when more advanced 

nano-materials in specific for the detection of methane 

can be available in future.  
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Abstract ─ The proposed VCO in this paper is used for 

multi-mode multi-standard wireless transceiver. The 

overall scheme includes two VCOs, each VCO adopts 

transformer-based structure. On-chip transformer which 

uses coplanar central tap structure and adopts the top 

metal winding is present. The primary and secondary 

inductances adopt octagon differential structure. 

Electromagnetic field (EM) simulation is carried out by 

using ADS Momentum. Negative conductance unit 

adopts the current reuse of cross coupled MOSFET. 

Oscillation mode can be chosen by switch. The primary 

and secondary inductances of the transformer are 

connected with 4 bit binary switches capacitor arrays and 

varactors under different oscillation modes to extend the 

range of frequency adjustment. Measurement results 

show that the frequency range is from 1.2 to 7.3 GHz and 

the phase noise at 1 MHz offset is less than -80 dBc/Hz 

in the whole frequency range. 

 

Index Terms ─ Dual-mode VCO, transformer, wideband. 
 

I. INTRODUCTION 
The ever-increasing demand for the wide range 

wireless services is continuously generating new 

standards, which often come with new frequency bands 

or new modulation schemes [1-5]. Wireless receivers 

capable for supporting multi-mode multi-standard 

applications are highly desirable, and have become a hot 

spot. Phase-locked loop (PLL), as one of the most critical 

building blocks in RF front-end, is widely used in 

wireless systems. As the core of the PLL, the voltage-

controlled oscillator (VCO), together with frequency-

extension circuits, should be continuously tunable within 

a wide frequency range to fulfill the requirement of the 

ubiquitous connectivity and the new emerging standards. 

It is one of the main bottlenecks of achieving fully 

integrated multi-mode multi-standard receivers.  

Owing to the low phase noise performance, LC-

VCOs are preferred rather than ring oscillators, but their 

frequency range is limited owing to the low Cmax/Cmin 

ratio of the varactor. To widen the frequency range, most 

LC-VCOs use switched capacitors [6] or inductors [7]. 

However, these approaches suffer from the channel 

resistance and parasitic capacitance of the switch, which 

tend to degrade the phase noise performance and 

frequency tuning range. Recently, a transformer-based 

resonator that is able to generate two distinct frequency 

bands was exploited to realize dual-band VCOs or 

wideband VCOs [8]. In this paper, we propose a new 

transformer-based VCO that adopts a current-reused 

configuration, and apply it to the multi-mode multi-

standard wireless receivers. 

The rest of this paper is organized as follows. Circuit 

architecture and transformer design are shown in Section 

II. Measurement results are given in Section III, with the 

conclusion in Section IV. 
 

II. CIRCUIT ARCHITECTURE AND 

TRANSFORMER DESIGN 
Multi-mode multi-standard wireless applications 

need a larger frequency range, but it can typically not be 

achieved in traditional resonant tanks with a sufficient 

quality factor and phase-noise. In principle, we use   

two VCOs (VCOH and VCOL) to achieve the whole 

frequency range, and each VCO adopts transformer-

based structure. 
 

A. Oscillation frequency 

Figure 1 (a) shows the general model of the one-port 

dual-band oscillator. Resistive components are added in 

series with the inductors and capacitors to account for the 

loss of the network, which can be typically compensated 

for oscillation by employing a negative transconductance 

cell at Port-1 or Port-2. The component Qs are defined 

as QL1=ωL1/RL1, QC1=1/(ωC1RC1), QL2=ωL2/RL2, and 

QC2=1/(ωC2RC2). 

To facilitate the calculation of the tank impedance, 

the transformer is replaced by an equivalent network as 

shown in Fig. 1 (b), and the impedance 1LZ  can be 

derived as (1)-(3), where ZL1 contains an equivalent 

inductor L1 in series with a resistor ΔRL1, and the angle 

frequencies ω1 and ω2 are given by 1 1 11/ ,L C 
 

and 

2 2 21/ :L C   
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Fig. 1. Models of one port oscillators: (a) general model, 

and (b) simplified network for Z11 calculation.  

 

Without loss of generality, let’s define L1=mL2=mL, 

C1=nC2=nC and assume in all the following discussions 

that 0k   and 1,mn   so that 
1 2.   Z11 can be 

considered as a simplified LC tank as shown in Fig.    

1 (b). The frequency response of Z11 can be quickly 

estimated by assuming a low-loss case, in which case 

11Z  can be derived as: 

2 2 2 2

' 1 1 2

11 1 1 2 4 2 2 2 2 2

1 2 1 2
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(1/ ) || ( ) .

( 1) ( )

j L k
Z sC sL

k

   

     

 
 
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 (4) 

Because of the symmetry of the network in Fig.    

1 (a), 22Z  can be directly rewritten from 11Z
 

as: 
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From (4) and (5), 11Z  and 22Z
 

have exactly the 

same two peak frequency located at: 
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Besides the zero frequency, there is only one notch 

frequency 1,notch
 

in 
11,Z  and similarly, there exits 

only one notch frequency 2,notch  in 
22 ,Z  which are 

given by: 
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B. Start up conditions 

Figure 2 (a) and Fig. 2 (b) plot the magnitude and 

phase response of 
11Z and 

22Z with high-Q components. 

The phase shift begins from 90° at low frequency, cross 

0° at the first peak frequency, returns to 90 after either 

1,notch  in Z11 or 2,notch  in 
22 ,Z  and cross 0° again at 

the second peak frequency. 

 

Lw 1,notchw
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Fig. 2. Frequency response of the fourth-order LC tank 

of: (a)
 11Z  and (b)

 22 .Z  

 

The start-up conditions of the one-port oscillator 

shown in Fig. 1 (a) are given by: 

 11

11

1
,

{ }
mG

real Z
  (9) 

 imag{Z11=0}. (10) 

 

If the tank Q is high enough, from (9), the minimum 

mG  for oscillation can be expressed as: 
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Putting (2) and (3) into (11), it can be derived that: 
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where 2 2
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2 2
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Symmetrically, 22,minmG  can be easily rewritten 

from (12) as: 
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At both the potential oscillation frequencies 
L  

and ,H  the phase shift is 0°, and thus (10) is satisfied, 

and the necessary and sufficient conditions for start-up 

oscillation at
L or

H would become 11 11,min ( )m m LG G   

or 11 11,min ( ),m m HG G   respectively. If 
11mG  is large 

enough to satisfy the two conditions, the oscillator can 

potentially oscillator at either frequency 
L  or 

H  or 

concurrently oscillator at both frequencies. The final 

steady-state oscillation depends on detailed configuration 

of the high-order LC tank and specific form nonlinearity 

of the active device [9]. 

In general, 0k   is undesirable in terms of the 

chip area as the two coils of the transformer need to be 

completely decoupled from each other. It would be more 

desirable to make ,mn   which is equivalent to 

2 1.   With different value of 2 1   and k, the 

transconductance ratio is always larger than 1, which 

implies that if the cross-coupled Gm cell placed Port 1 to 

compensate the loss of the tank, the VCO always prefers 

to oscillator at the lower peak frequency .L  Moreover, 

the larger the ratio  2/  1 is, the more stable the 

oscillation becomes. In order to enable stable oscillation 

at
 

,H  the oscillator can be designed such that 

22,min 22 22,min( ) ( ).m H m m LG G G    In this case, the 

values of mn  and k need to be properly chosen.  

Figure 3 gives out the architecture of the proposed 

VCO. It consists of a transformer-based resonator and 

two switched differential transistor pairs. The resonator 

includes two identical LC tanks coupled by the 

transformer, and has two resonator frequencies. 

The two differential pairs (MN1, MP1 and MN2, 

MP2) can be switched to simulate a desired oscillation 

mode and damps the other. When switches LSW ( HSW ) 

are turned on and HSW ( LSW ) are turned off, the cross-

coupled transistors MN1(MN2) and MP1(MP2) generate 

negative resistance to compensate the loss of the 

transformer-based resonator. Thus, the VCO operates as 

a two-port oscillators at low (high) band L ( H ). Since 

no lossy switches are added to the resonator, it does not 

degrade the phase noise performance while mode 

switching. In each mode, switched capacitor arrays 

which are controlled by 4-bit digital control code, and 

varactors which are tuned by ,TV  are adopted for coarse 

and fine tuning, respectively. Note that, each differential 

pair is constructed by series stacking of an NMOS and a 

PMOS. This solution offers three advantages. First, the 

current consumption can be reduced by half with respect 

to the traditional VCOs while providing the same 

negative resistance [10]. Secondly, it is inherently 

immune to the phase noise degradation caused by 

second-harmonic terms since no common-source node 

exists. Thirdly, less transistors connected to the resonator 

means low parasitic capacitance, which is beneficial to 

the frequency tuning range. 
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Fig. 3. Schematic of the proposed VCOs: VCOH and 

VCOL. 

 

A major challenge is the implementation of the 

transformer. In the design of the transformer, two issues 

have to be addressed: (1) two ports should be on the same 

side to facilitate connection with capacitors; (2) two coils 

are weakly coupled. To achieve these goals, we design 

the transformers as shown in Fig. 4. The geometry size 

of the transformer used in VCOH in Fig. 4 (a) is shown 

below: two-turn primary coil has an inner radius of 

125μm, the width and spacing is 18μm and 4μm, two-

turn secondary coil has an inner radius of 65μm, the 

width and spacing is 12μm and 4μm, each coil is placed 

in a common-centric configuration and is implemented 

using the top thick mental6 layer (2.34μm) in the used 

technology. Electromagnetic simulation results using 

ADS Momentum are shown in Fig. 5. The geometry size 

of the transformer used in VCOL in Fig. 4 (b) is shown 

below: two-turn primary coil has an inner radius of 

250μm, the width and spacing is 28μm and 4μm, two-

turn secondary coil has an inner radius of 125μm, the  
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width and spacing is 28μm and 4μm, each coil is placed 

in a common-centric configuration and is implemented 

using the top thick mental6 layer (2.34μm) in the used 

technology. Electromagnetic simulation results using 

ADS Momentum are shown in Fig. 6. 

As the simulation result shows, the coupling 

coefficient is small enough to ensure the two coils of the 

transformer is weakly coupled. The quality factor Q is 

high enough in the working band of the VCO. 

 

  
 (a) (b) 

 

Fig. 4. Transformer layout: (a) transformer in VCOH, 

and (b) transformer in VCOL. 

 

 

 

 
 
Fig. 5. Transformer EM simulation results of VCOH. 

 

 

 
 

Fig. 6. Transformer EM simulation results of VCOL. 

 

III. MEASURENMENT RESULTS 
The proposed VCOs are implemented using 0.18μm 

CMOS technology. Figure 7 shows the micrograph of 

the VCOs.  

 

     
 (a) (b) 

 

Fig. 7. Die micrograph of the proposed VCOs: (a) VCOH 

and (b) VCOL. 

 

VCOH covers an area of 1084μm×616μm, and VCOL 

covers an area of 1420μm×710μm. The performances of 

the fabricated VCOs are evaluated on wafer by 
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employing a Cascade Microtech probe station. The 

output spectrum and phase noise of the VCOs are 

measured by an Agilent E4440A spectrum analyzer. 

Figure 8 shows the measured tuning curves of 

VCOH. The measured phase noise is shown in Fig. 9. 
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Fig. 8. Tuning curves of VCOH: (a) low band in VCOH, 

and (b) high band in VCOH. 
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Fig. 9. Phase noise@1MHz of VCOH: (a) low band in 

VCOH, and (b) high band in VCOH. 

 

As the figures show, VCOH is tunable from 3.42 to 

5.67 GHz at low band and from 5.12 to 7.33 GHz at high 

band, resulting in a tuning range of from 3.42 to 7.33 GHz 

that meets the demand. The phase noise in the whole 

frequency is less than -80 dBc/Hz but not good enough. 

Figure10 shows the measured tuning curves of 

VCOL. The measured phase noise is shown in Fig. 11. 
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Fig. 10. Tuning curves of VCOL: (a) low band in VCOL, 

and (b) high band in VCOL. 
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Fig. 11. Phase noise @1MHz of VCOL: (a) low band in 

VCOL, and (b) high band in VCOL. 

 

As the figures show, VCOL is tunable from 1.28 to 

2.55 GHz at low band and from 2.29 to 4.03 GHz at high 

band, resulting in a tuning range of from 1.28 to 4.03 GHz 

that meets the demand. The phase noise in the whole 

frequency is less than -84 dBc/Hz. 

In Table 1, performance of the present VCO is 

summarized and compared with recently published dual-

band VCOs. 

 

Table 1: Comparison between dual-band VCOs 

 
Tech. 

(CMOS) 

Supply 

(V) 

Power 

(mW) 

Frequency 

Range (GHz) 

PN 

(dBc/Hz) 

[5] 0.18μm 1.2 13 0.83-3.72 -104 

[7] 0.18μm 1.0 8 3.4-7.0 -101 

[9] 0.18μm 2.5 15 
0.79-0.85 

1.75-1.87 
-134 

[10] 0.18μm 1.0 10 
3.27-5.02 

9.48-11.36 
-112 

This 

work 
0.18μm 1.8 14.4 3.42-7.3 -84 

 

IV. CONCLUSION 
In this paper we use two transformer-based VCOs 

for the multi-mode multi-standard wireless receivers. 

The proposed VCOs are fabricated with 0.18μm CMOS 

technology. Measurement results show that VCOH 
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exhibits a frequency tuning range of 3.42-7.33 GHz, and 

the phase noise is less than -80 dBc/Hz at 1 MHz offset 

from the carrier, VCOL exhibits a frequency tuning 

range of 1.28-4.03 GHz, and the phase noise is less than 

-84 dBc/Hz at 1 MHz offset from the carrier. 
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Abstract ─ A power amplifier (PA) for multi-mode 

multi-standard transceiver which is implemented in a 

TSMC 0.18-μm CMOS process is presented. The 

proposed PA improves bandwidth using matching 

compensation, lossy matching network and negative 

feedback technique. Measurement results show that the 

working frequency range of the wideband PA is 

0.7~1.5GHz, with the maximum output power of 

18.2~22.3dBm. The output P1dB during test is 

16.6~21.4 dBm, and the corresponding power added 

efficiency (PAE) is 7.7%~23.4%. The power gain within 

the working frequency is larger than 16dB and the S11 

is less than -13dB. According to the test results, the 

proposed PA can cover the frequency of more than one 

octave. The linearity and power gain of the PA is 

satisfactory within the working frequency. 

 

Index Terms ─ CMOS power amplifiers, lossy matching 

network, wideband amplifier, wideband matching. 

 

I. INTRODUCTION 
In the past decade, with the development of wireless 

communication technology, more and more modern 

wireless communication standards and applications 

emerged. An integrated multi-standard RF front-end 

which can cover GSM, LTE, WLAN, Bluetooth and 

GPS is required in this information era. Therefore, a fully 

integrated multi-mode multi-standard mobile front-end 

increasingly attracts the focus of industry and research 

[1]. 

However, conventional multi-mode transceivers are 

often implemented with some narrow band PAs for each 

frequency band [2], which increases the chip area and 

power cost. With the growing number of standards 

which the transceiver needs to support, wideband PAs 

draw more and more attention. Compared with narrow 

band Pas, wideband PAs have advantages of high 

integration and low cost. 

Common methods of wideband matching network 

designing contain two major directions. Some wide band 

PAs are designed with tunable matching network of 

which the resonance frequency is tunable by switches 

[3], switched capacitors [4] or variable inductors. 

Another design method is a single wideband matching 

network which can directly cover the whole working 

bands [5].  

Nowadays, most of RF PA is implemented in GaAs 

technology for its superior device performance [6]. 

However, CMOS process, which has the merit of high 

integration level and low cost, becomes a choice for 

designing PAs. In this work, a 0.7-1.5GHz CMOS power 

amplifier is designed in TSMC 0.18μm process. 

The outline of this paper is as follows. Section II 

introduces the main techniques used in the design, i.e., 

wideband matching technology. Section III describes the 

circuit design of the proposed wideband PA. Measurement 

results are given in Section IV. Finally, summary of this 

work follows in Section V. 

 

II. WIDEBAND MATCHING TECHNOLOGY 
To ensure a good performance over whole frequency 

range of 0.7~1.5GHz, the power amplifier should have 

wideband matching network features.  

In common structures of multi-mode power 

amplifier, wideband design and multi-band combination 

are two major design directions. Conventional multi-

mode transceivers are often implemented with some 

narrow band PAs for each frequency band, which 

increases the chip area and power cost. 

With the growing number of communication 

standards, wideband design becomes more attractive. 

Some wideband PAs are designed with tunable matching 

network of which the resonance frequency is tunable by 

switches, switched capacitors or variable inductors. 

Another design method is a single wideband matching 

network which can directly cover the whole working 

bands. 

The wideband matching technique mainly adopts in 

this design include matching compensation technique, 

lossy matching network and negative feedback. 

 

A. Matching compensation technique 

Parasitic capacitances of MOS tube result in gain of 

power transistor rolls off at a rate of 6dB per octave. 
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Matching compensation technique is often applied for 

matching the output impedance of driver stage and the 

input impedance of power stage at the high frequency 

band. The mismatch at low frequency results in gain 

attenuation. Therefore, the flat gain across the whole 

frequency range can be expected, as shown in Fig. 1. 

 
|S21| /dB
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Transistor gain

Output gain

Matching network
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Working
Freq.

f1 f2

 
 

Fig. 1. Matching compensation of inter-stage network. 

 

B. Lossy matching network 

Lossy matching structure is shown in Fig. 2. Similar 

to mathing compensation technique, lossy mathing 

network attenuates the low-frequency gain by introducing 

resistance. In Fig. 2 (a), in the low frequency range, the 

inductor can be seen as a short circuit, and signal flows 

to the ground through the resistor, which absorbs low 

frequency energy. While in the high frequency range, the 

impedance of the inductor is so large that signal cannot 

pass through. In Fig. 2 (b), in the low frequency range, 

the capacitor branch can be seen as open, and signal 

flows through the resistor. Thus, these matching networks 

can adjust the low frequency gain and improve the 

bandwidth. 

When designing wideband PA, the impedance may 

change rapidly in a wide frequency range. By adding 

resistor, the input matching can be realized easily. But 

for maximum output power, the resistors cannot be used 

in output matching network. 

Furthermore, it can greatly improve the stability of 

the amplifier. Though it increases the noise factor of 

amplifier, it is still widely used in wideband matching for 

PA. 

 

(a) (b)  
 

Fig. 2. Lossy matching network. 

C. Negative feedback 

The bandwidth of amplifier is restricted to the gain 

bandwidth product (GBW). Negative feedback is suitable 

for designing wideband amplifier which calls for flat 

gain performance. It can also improve the linearity of 

amplifier [7] and simplify the design of matching 

network.  

Considering the power stage in Fig. 3. The resistor 

Rf is designed to adjust the gain of transistor, and the 

capacitor Cf blocks DC signal. When there is no 

feedback path on the transistor, the output power is 

expressed by: 

 2 2

1/ ( ) .O o L m LP V R g V R   (1) 

With the RC feedback path, the output power is 

changed to Pofb, which can be expressed by: 

 2 2 2

1

1-1/
/ ( ) ( ) .

1 /

m f

ofb o L m L

L f

g R
P V R g V R g

R R
 


 (2) 

Therefore, the power loss caused by the negative 

feedback can be expressed by: 

 2
1-1/

( ) .
1 /

ofb m f

o L f

P g R

P R R



 (3) 

When Rf>>RL, the power loss can be expressed by: 

 
2

1 .
ofb L

o f

P R

P R
   (4) 

As shown in (4), the feedback resistor Rf will cause 

the power loss of the PA. Negative feedback can also 

influence the stability of amplifier [1].  
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Fig. 3. Feedback amplifier structure. 

 

D. Low-Q multi-stage matching network 

Usually, simple single stage lumped components 

matching network cannot reach large bandwidth 

impedance transformation and is only used in the 

narrow-band matching. The output matching network is 

realized by low Q multi-stage impedance matching 

network, as shown in Fig. 5. The Q value, working 

bandwidth and center frequency can be expressed as: 

 0 / .Q f BW  (5) 

Maximum Q factor of network is: 
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max / .H LQ f f BW   (6) 

For wideband power amplifier, the impedance 

conversion ratio between the optimum impedance and 

the 50Ω port impedance is very large, which means a 

long distance between two impedance points on Smith 

chart. The Q factor of the network will limit the values 

of matching components. 

Figure 4 (a) shows the scheme of using a single L 

type matching network, while Fig. 4 (b) using a multi-

stage L type matching network. Apparently, by using 

multi-stage L type matching network, the Q factor can 

be smaller and the band extended. R1 and R2 are virtual 

resistances for matching, their values are between RS and 

RL. For n-stage L type matching network, assume RS>RL, 

when the ratio of the adjacent resistors is equal, the 

optimal bandwidth can be achieved [8]: 

 S 11

1 2 L

,nR RR

R R R
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Fig. 4. Smith chart impedance transformation: (a) single 

L type matching network, and (b) multi-stage L type 

matching network. 

 

III. WIDEBAND PA CIRCUIT DESIGN 
The proposed wideband PA is used for multi-mode 

multi-standard transceiver. It calls for the performance 

of PA on linearity, power gain and working frequency. 

Additionally, because the transceiver needs to handle 

non-constant envelop signal, the PA should be designed 

to work in linear regime. 

As shown in Fig. 5 (a), the power amplifier employs 

a two-stage topology structure, i.e., the driver and output 

stage, to have sufficient power gain. Both driver stage 

and output stage are biased as a Class-A amplifier to get 

maximum linearity. The driver stage is designed to 

provide high gain and the power stage should have 

sufficient power-handling capability. 

Both input matching network and inter-stage 

matching network are realized with lossy network which 

introduces resistance element in the matching network. 

Resistance absorbs energy in low frequency range, thus 

the gain of low frequency and high frequency are equal. 

The inter-stage matching network is designed to 

match the output impedance of driver stage and the input 

impedance of power stage at the high frequency band. 

The mismatch between the two impedances at low 

frequency range reduces the low frequency gain. 

Therefore, it can be expected that the flat gain across the 

whole frequency range, as shown in Fig. 5 (b). 

 

Input

Matching
RFin

RFout

S21

S11

S22

S21

f

(b)

(a)
 S-Parameter

Power

Stage

Inter

Stage

Matching

Driver

Stage

S22

S11

Onput

Matching

 
 

Fig. 5. Wideband power amplifier: (a) schematic diagram 

and (b) S-parameters. 

 

All components outside of the dotted line frame in 

Fig. 6 are placed off-chip, including RF chokes and 

output matching network. Lbond is the equivalent 

inductance of bonding wire. The driver stage exploits a 

cascode structure to ensure sufficient gain. The cascode 

structure also improve the input-output isolation, thus 

simplified the design of matching network. 
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Fig. 6. Schematic diagram of two-stage wideband power 

amplifier. 
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TSMC 0.18μm CMOS process provides both thick-

oxide transistor and thin-oxide transistor. In the power 

stage, with the supply voltage of 3.3V, a thick-oxide 

transistor is used to sustain a large-voltage swing across 

the drain and the gate. The supply voltage of driver stage 

is 2V, so the devices in driver stage are both thin-oxide 

transistors. 

The output matching network is realized by low Q 

multi-stage impedance matching network. Load-pull 

simulation results show that the optimum load impedance 

Ropt changes a little across working band. The low Q 

matching network transforms load impedance of 50Ω 

close to Ropt over the working band so that the power 

stage has sufficient power-handling capability. The 

output impedance transformation is shown in Fig. 7. The 

real part of the impedance at the drain of output transistor 

is around 15Ω, and the magnitude of the impedance is 

between 15Ω and 20Ω. 

 

 
 

Fig. 7. Impedance transformation of output matching 

network. 

 

Negative feedback technique is used in power stage 

to expand bandwidth of the amplifier. It is important to 

choose proper resistance that makes balance between 

power gain, bandwidth and stability. 

 

IV. MEASURENMENT RESULTS 
The proposed PA has been fabricated in TSMC 

0.18μm process. The chip size of the PA is 

0.98mm×0.46mm. Output matching network and RF 

choke inductors are off the chip. The photograph of the 

wideband PA is shown in Fig. 8. 

According to the measurement results, the DC 

current of the driver stage and power stage are 32mA and 

158mA, respectively. So the DC power consumption is 

about 585mW. 

In the working band of 0.7~1.5GHz, the PA is set to 

be working at 9 frequency points. Figure 9 shows the 

measured output power of the PA at 700MHz. According 

to the relationship of input power and output power in 

Fig. 9, the power gain, 1dB compression points and 

efficiency can be calculated. 

Figure 10 shows the measured power gain, maximum 

output power and S11 of the wideband PA. And Fig. 11 

shows the measured output 1dB compression points and 

corresponding PAE (Power Added Efficiency). 
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Fig. 8. Photograph of fabricated wideband PA. 

 

 
 

Fig. 9. Measured output power at 700MHz. 

 

0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6

12

15

18

21

24

 Pmax

 PowerGain

 S11

Frequency(GHz)

P
m

a
x
(d

B
m

)

-20

-15

-10

-5

0

5

10

15

20

25

P
o
w

e
r G

a
in

, S
1
1
(d

B
)

 
 

Fig. 10. Measured power gain, maximum output power 

and S11. 
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Fig. 11. Measured OP1dB and PAE @ OP1dB. 

 

Within the frequency range of 0.7-1.5GHz, the PA 

can deliver maximum output power of more than 18dBm 

with the power gain between 16.3dB and 19dB. The 

small signal S-parameters of S11 is under -13dB across 

the frequency range. The OP1dBis between 16.6dBm 

and 21.4dBm and the PAE at OP1dB is 7.7%~23.4% 

through the working band. The overall performance of 

the designed PA with the recent state-of-the art results 

are summarized in Table 1. 
 

Table 1: Summary of PA performance and comparison 

with proposed designs 

Ref. [7] [8] [9] [10] This Work 

Freq. 

(GHz) 
6~10 3~7.5 0.5~5 0.9~3.0 0.7~1.5 

S11 

(dB) 
<-8 <-5 <-15 — <-13 

Gain 

(dB) 
8.5 10 10~15 12~17 >16 

OP1dB 

(dBm) 
5 >0 10~17 17~21 16.6~22 

Psat 

(dBm) 
— >5 14~21 20~21 18.2~22 

PAE 

(%) 
14.4 12 3~16 11~23 8~23.4 

CMOS 

Tech (μm) 
0.18 0.18 0.13 0.18 0.18 

 
V. CONCLUSION 

This work presents a wideband two-stage linear 

power amplifier operating from 0.7GHz to 1.5GHz. 

Lossy matching network, matching compensation and 

negative feedback are used to improve bandwidth. The 

measurement results show that the PA demonstrate the 

maximum output power of more than 18dBm with the 

power gain of 16.3~18dB within the working band. From 

0.7GHz to 1.5GHz, the output 1dB compression point is 

more than 16.6dBm and can be above 21dBm at 700MHz. 

At the OP1dB, the PA can achieve 7.7%~23.4% power 

added efficiency. According to the test results, the 

proposed PA can cover the frequency of more than one 

octave with satisfactory power gain and linearity. This 

PA applies to multi-standard wireless communication 

applications, and can be used in multi-mode multi-

standard transceiver. 
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