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An Implicit Adaptive FDTD Mesh Generation Technique
based on Tetrahedrons

Weiran Zhang1, Zikun Xu1, Huaiyun Peng2, Juan Chen1*, and Chunhui Mou1

1School of Information and Communication Engineering
Xi’an Jiaotong University, Xi’an, 710049, China

1538162321@qq.com, *chen.juan.0201@mail.xjtu.edu.cn

2National Key Laboratory of Electromagnetic Environment
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Abstract – A novel implicit adaptive FDTD mesh gener-
ation method based on tetrahedrons is proposed in this
paper. According to the vertex coordinates of tetrahe-
drons which make up an object, non-uniform grid lines
are generated first. These grid lines are constrained by
the structure of the object and follow three rules men-
tioned in the paper. The first rule is to find demarcation
points of the object and drop grid lines on these points.
The second rule is to make sure all mesh sizes are less
than one-tenth of the wavelength by adding more grid
lines. The last rule is to densify mesh at the fine struc-
ture of the object. Then by comparing the positional rela-
tionship between center points of Yee cells and tetrahe-
drons, the object can be discretized by Yee cells. Finally,
numerical examples are given to verify the validity and
accuracy of this novel method.

Index Terms – Adaptive mesh generation, FDTD, tetra-
hedron.

I. INTRODUCTION

Maxwell’s equations reveal the universal law of
electromagnetic phenomena in nature. All electromag-
netic problems can be attributed to the solution of
Maxwell’s equations when given boundary conditions.
The finite-difference time-domain (FDTD) method, as
one of the three common electromagnetic field numerical
calculation methods, starts from Maxwell’s curl equa-
tions in differential form and uses Yee cells to get results
[1]. Electric field and magnetic field are distributed alter-
nately in space and time, and they are solved gradu-
ally in time. The FDTD algorithm is widely used in
time domain analysis of electromagnetic scattering and
antenna design because it is easy to comprehend and
implement [2].

When using the FDTD method to study the electro-
magnetic characteristics of a target, the discrete object
model consisting of Yee cells is needed. For a simple

model, Yee cells can be obtained by dividing the model
manually. However, for a complex model, it is very com-
plicated to generate Yee cells artificially and easy to
produce errors. Therefore, using the theory of computer
graphics and computer-aided computation to generate
Yee cells is necessary [3].

Currently, there are not so many types of commer-
cial software on the market that generate Yee cells. Some
famous graphics software such as AutoCAD, Solid-
Works, or Gmsh are used to construct three-dimensional
(3D) models of targets and to provide triangular or tetra-
hedral meshes in different file formats [4]. Thus, some
scholars have already proposed a part of theory and
approaches to convert other mesh formats into Yee cells.
In 1993, W. Sun proposed a ray tracing method of 3D
FDTD surface mesh generation based on triangular mesh
[5]. In 1996, W. Heinrich proposed an optimal FDTD
mesh generation method, which laid the foundation for
the emergence of adaptive mesh, but this method could
only solve the simple shape model with relatively regular
shape [6].

In recent years, the number of generation meth-
ods for Yee cells based on tetrahedral mesh has also
increased. Y. Gong proposed a scheme using the the-
ory of convex geometry to judge the position relation-
ship between Yee cell and each tetrahedral element of
the object [7]. However, each judgment needs to com-
pare eight vertices of Yee cell and discuss six circum-
stances, which is time consuming and complex. Liang
Hui proposed an improved method which only needs to
judge the position relationship between the center point
of Yee cells and the tetrahedron [8]. The target model
was reconstructed by Yee cells effectively without mul-
tiple calculation, but only a sphere example was veri-
fied. Besides, this method was only suitable for convex
bodies and cannot be used to handle more complicated
structures. Z. Yu also adopted an algorithm to judge the
positional relationship between points and tetrahedrons,
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and verified an aircraft model by Yee cells [9]. Nonethe-
less, only uniform mesh is used in the paper, while how
to divide the object with non-uniform mesh is not men-
tioned. But non-uniform mesh is also needed in practice
because it can save total calculation time while ensuring
the accuracy of subdivision.

Therefore, a novel and effective method which can
convert the tetrahedral data into Yee cells is proposed in
this paper. According to the tetrahedral mesh data, we
find the coordinates of demarcation points and drop grid
lines on them. In addition, we guarantee all mesh sizes
are less than one-tenth of the wavelength, and we densify
mesh only at the precise structure of the object. Finally,
the non-uniform Yee cells meshes are generated. Three
examples are given to prove the accuracy of the subdivi-
sion method.

II. ADAPTIVE MESH GENERATION

There are two steps for the adaptive mesh genera-
tion based on tetrahedral data. The first step is to divide
the target object with non-uniform grid lines. The second
step is to discretize the target object by Yee cells.

A. Generate non-uniform grid lines

In this section, the method of how to place grid lines
reasonably is presented. At present, many sorts of com-
puter aided design (CAD) software can provide tetrahe-
dral meshes, which can be used as front-end data for
non-uniform grid lines placement. Gmsh is a commercial
finite element mesh generator, which supports reading of
various file formats and can generate tetrahedral meshes
automatically. The tetrahedral data exported from Gmsh
includes the coordinates of all vertex and vertex index
numbers of each tetrahedron.

First, the 3D boundary of the target should be found
to determine the setting range of non-uniform grid lines.
According to the vertex coordinates, we can easily find
the maximum and the minimum values of the object
along x-, y-, z-axes. Depending on these values, an opti-
mal bounding box can be constructed as shown in Fig. 1.

Fig. 1. The optimal bounding box.

All grid lines should be limited in this box to reduce the
dividing time and internal storage.

The next step is to place adaptive grid lines in the
box. There are three rules for the subdivision.

The first rule is to make sure grid lines fall on
demarcation points. We find a novel way to seek out
the demarcation points depending on the data of tetrahe-
drons. The coordinates of these points are all the places
where objects have right-angle structures. Bringing in
these points can make the partition more accurate, and
this method is suitable for many different shapes of
objects. For an object having slit structure, we can accu-
rately locate the position of the gap, and get the width
and length of the gap. For the object similar to the struc-
ture of a rectangular patch antenna, the position of the
patch, as well as the width and length of the lines, can
also be found precisely. Take a model for example. Two
cuboid boxes are nested together. The outer cuboid box
has a hollow structure in the middle, while the inner
cuboid box is solid. Figure 2 shows the cross section
of this model on the x-z plane. The yellow part repre-
sents the outer entity box, the blue part represents the
inner one, and the orange dots represent the demarcation
points.

Fig. 2. The cross section to illustrate demarcation points.

It can be easily seen that these orange dots are the
key points that distinguish the physical object from the
air, where the structural changes happen. If the coordi-
nates of these points can be obtained and the grid lines
are guaranteed to fall in these points, the accuracy of
subdivision can be improved. Although these points can
be clearly seen from Fig. 2, we can only use the front-
end data of tetrahedrons without seeing the model, so an
algorithm is needed to implement it.

Take the x direction for example. A tetrahedron has
four points and four surfaces. Three points in different
positions can determine a plane. If three points of a tetra-
hedron have the same coordinates on the x-axis, the sur-
face formed by these three points of this tetrahedron must
be perpendicular to the x-axis. At this time, record the
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coordinate value of this surface in the x direction and
store it in an array. As is shown in Fig. 3, record the x
coordinate value of surface ABC.

Fig. 3. The algorithm to find demarcation points.

After traversing all tetrahedrons and getting all qual-
ified x coordinate values in the array, we sort this array
and eliminate the duplicate values. Then we get the final
demarcation points in the x direction. The demarcation
points in the y and z directions can be obtained in the
same way as those in the x direction. After finding the
demarcation points and putting grid lines on these points,
a sketch map is shown in Fig. 4.

Fig. 4. The grid lines after the first rule.

The second rule is to find the upper limit for the
size of the maximum mesh. Taking wavelength as the
benchmark, it is to find the minimum number of grids
in each coordinate direction per wavelength, while the
wavelength refers to the highest frequency of simulation.
According to the FDTD algorithm, this number means
the spatial sampling rate for the input signal, so it has a
strong influence on the quality of the results and on the
calculation time. Increasing it leads to a higher accuracy,
but unfortunately it also increases the total calculation
time. A good compromise between calculation time and
the achievable accuracy is the default value of ten. There-
fore, the size of the maximum mesh should be less than
one-tenth of the wavelength.

In order to satisfy the second rule, we have to add
new grid lines. Because the intervals of the grid lines

obtained based on the first rule may be greater or less
than one-tenth of wavelength. For the grids less than one-
tenth of wavelength, no processing is required. For the
grids larger than one-tenth of wavelength, new grid lines
have to be added evenly until all of them are less than
one-tenth of wavelength. The process can be described
from Figs. 5 (a) and 5 (b).

(a)

(b)

Fig. 5. The grid lines after processing the second rule: (a)
Original schematic diagram and (b) grid lines added.

The third rule is to adjust the mesh size depending
on the tetrahedrons because the density of tetrahedrons
corresponds to the fineness of the object structure. In
addition, we believe that the tetrahedral mesh obtained
by Gmsh is reasonable and accurate. It is wise to use
small grids where the tetrahedrons are dense and large
grids where the tetrahedrons are sparse. Therefore, we
come up with a new algorithm.

Take the x direction for example. As shown in Fig. 6,
if a tetrahedron ABCD falls completely between two
adjacent grid lines in the x direction, it indicates that this
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Fig. 6. The algorithm description of the third rule.

grid is imprecise. A new grid line should be added in the
middle of this grid which splits it into two new grids, and
both are half of the original grid.

Continue judging whether the tetrahedron still falls
completely in the new grid. If so, do that step again, and
this time the grid size becomes a quarter of the original
one. Until the tetrahedron does not fall completely into
only one grid, the work is done.

The previous model is still used to illustrate this pro-
cess. In Fig. 7 (a), supposing a tetrahedron ABCD (only

(a)

(b)

Fig. 7. The process for the third rule: (a) Original
schematic diagram and (b) grid line added.

three points A, B, C are shown in the cross section) falls
completely in a grid, it means that this grid is imprecise.
A new grid line should be added as shown in Fig. 7 (b).

In addition, we also consider an extreme case so as
to make the algorithm more general and robust. If a tetra-
hedron falls in a grid and the size of the tetrahedron is
too small compared with the size of the grid, the work
of adding new grid lines will be repeated, resulting in
excessive density. For example, in a microstrip antenna,
the thinnest layer of material needs to be divided into
two grids along the thickness direction, while a smaller
mesh is unnecessary. Therefore, we add a new step that
allows operators themselves to input the expected min-
imum grid size into the program to avoid too small a
mesh. When the mesh size calculated by the algorithm is
smaller than the expected value, the program will retain
the previous grid lines without further processing.

To summarize, the adaptive mesh generation of the
object needs to generate grid lines in the bounding box,
and these lines should follow the three rules as men-
tioned above. The whole process can be described as:
Find the demarcation points of the object according to
the first rule, and drop the grid lines on these points.
Then add grid lines evenly to ensure that all grids are less
than one-tenth of the wavelength, satisfying the second
rule. Finally, the sizes of tetrahedral meshes are com-
pared with the sizes of grids, and more grid lines are
added only at the fine structure of the object. All grid
lines for the subdivision are shown in Fig. 8.

Fig. 8. The final subdivision result.

B. Use Yee cells to reconstruct the target object

From part A, grid lines are generated. Supposing the
shadow part represents the entity object in Fig. 9, the key
for the object discretization by Yee cells is to determine
which Yee cells are located in the object. That is, to com-
pare the position of every center point of Yee cells with
the actual location of the object.
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Fig. 9. The grid lines and Yee cells.

Before we import the algorithm of determining
whether a point is inside an object in three dimensions,
we first introduce a special situation judging whether a
point is on a plane in two dimensions in order to make it
easier to understand. And in this situation, it also has a
practical use because in some structures the metal layer
of the object can be seen as non-thickness, which can
reduce the amount of mesh. We just need to mark the
index numbers of grids where the metal is and set the
tangential electric fields to zero on these locations.

According to the front-end data, the surface of the
object is formed by several triangles. The key to judge
the positional relationship between a point and a plane is
to judge it between a point and a triangle. If a point is in
one of the triangles forming the plane, the point must be
in that plane.

Suppose the three vertices of a triangle are A, B, C,
and the vertices are in anticlockwise direction. P is the
point to be tested. According to the mathematical for-
mula, if the results of three cross-product expressions
have the same sign, the point P is in the triangle ABC.⎧⎨⎩

CP×CA
AP×AB
BP×BC

⎫⎬⎭ . (1)

After we have finished the case in two dimensions,
now let’s look at the circumstance in three dimensions.
Based on the front-end data, the object is formed by sev-
eral tetrahedrons. The key to judge the positional rela-
tionship between a point and an object is to judge it
between a point and a tetrahedron. We use directed vol-
ume to finish the judgment in three dimensions, and this
is an analogy to the two dimensions.

Suppose there are four vertices of a tetrahedron A,
B, C, D, and the vertices are in anticlockwise direction.
P is the point to be tested.

Assuming the coordinates of the five points A, B, C,
D, P are, respectively,

A = (x1,y1,z1),
B = (x2,y2,z2),
C = (x3,y3,z3),
D = (x4,y4,z4),

P=(x,y,z) ,
and according to the cross products algorithm, the for-
mula for calculating the directed volume of tetrahedron
can be regarded as the calculation of determinant. For
example, the formula for calculating the volume of tetra-
hedron ABCD is

Vabcd =

∣∣∣∣∣∣∣∣
x1 y1 z1 1
x2 y2 z2 1
x3 y3 z3 1
x4 y4 z4 1

∣∣∣∣∣∣∣∣ . (2)

We can use the coordinates of point P to replace
points A, B, C, and D, respectively and get the results of
the other directed volume of tetrahedrons BCDP, ACDP,
ABDP, ABCP in sequence. Judge and compare whether
these five values have the same sign. If they have the
same sign, it is proved that the point P is located in the
tetrahedron ABCD, and vice versa [10].

Using the algorithm mentioned above, we can mark
the Yee cells that are located inside the tetrahedron, and
these Yee cells must also be located inside the object.
By traversing all tetrahedrons, we can find all Yee cells
which are inside the object, and according to the posi-
tions of them we can restore the object.

III. EXAMPLES AND RESULTS

In this section, we illustrate the efficiency and the
robustness of the adaptive mesh generation method for
FDTD simulation. The first model is an electrically large
aircraft model, which is chosen to verify the stability
of the method in processing a large number of meshes.
The second model is a rectangular microstrip patch array,
which is used to show the accuracy of the non-uniform
grid generation technique. A schematic of a human skull
serves as the third model, demonstrating the ability of
our algorithm to handle complicated models. In all exam-
ples, we use CPML as absorbing conditions. For the
meshes in absorbing boundary, we use uniform meshes,
and the sizes are one-tenth of the wavelength in air. The
meshes between object and absorbing boundary are also
one-tenth of the wavelength in air. These meshes are
all added directly in our FDTD computation process. In
order to present partition results more clearly, we don’t
add these meshes in subdivision pictures. The total num-
ber of meshes is only calculated in the object area.

A. The aircraft model

We use an aircraft model to verify the performance
of the program based on the meshing algorithm men-
tioned before. The fuselage of the plane is about 20 m.
The height is 3.78 m, and the wingspan is 13.20 m. The
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simulation frequency range is from 0.1 GHz to 0.5 GHz.
According to the second rule in the last part, the max-
imum size of the mesh should be less than one-tenth of
the wavelength, we finally choose it as 0.05 m. The mini-
mum size of the mesh is 0.015 m. For all meshes, 0.05 m
refers to the largest side length, while 0.015 m refers to
the smallest side length. The smallest side and the largest
side, however, may not exist in one single mesh. On the
basis of adaptive mesh generation algorithm, the num-
ber of grids in the modeling area is 643 × 393 × 79 =
19,963,221. The original model is shown in Fig. 10 (a),
while the model discretized by Yee cells is shown in
Fig. 10 (b). An enlarged image of the discretized rear
side of the aircraft is shown in Fig. 10 (c).

(a)

(b)

(c)

Fig. 10. Aircraft model and subdivision results: (a) Orig-
inal model, (b) subdivision results and (c) a part of dis-
cretized rear side of the aircraft.

The radar cross section (RCS) of this model is cal-
culated by using the electromagnetic simulation soft-
ware CST. We use the FIT engine in CST with hex-
ahedral meshes. Meanwhile, the FDTD method is also
used to calculate the RCS based on the subdivision mesh
in Fig. 10. We also employ the message passing inter-
face (MPI) method to save time. This method of par-
allel processing may distribute the entire computation
work among several processor nodes, increasing calcu-
lation speed. After setting the incident plane wave from
the belly of the aircraft, the RCS results over frequency
are shown in Fig. 11. The RCS results on phi = 0 and phi
= 90 plane at 250 MHz are shown in Fig. 12.

(a)

(b)

Fig. 11. Radar cross section results over frequency: (a)
Forward RCS and (b) backward RCS.

We can see from Figs. 11 and 12 that the simulation
results obtained by CST software and the FDTD method
are consistent with each other, which verifies the stability
of the adaptive mesh generation method proposed in this
paper.
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(a)

(b)

Fig. 12. Radar cross section results at 250 MHz: (a) phi
= 0 and (b) phi = 90.

B. 2×2 rectangular microstrip patch antenna array
The second model is a patch antenna array. The

antenna contains three parts: patch, dielectric substrate,
and ground floor. The relative permittivity of the sub-
strate is 2.2, and the thickness is 6 mm. The structure
of the antenna is shown in Fig. 13, and the values of the
parameters are given in Table 1.

The simulation frequency range is from 2.2 GHz
to 2.7 GHz, and the operating frequency is 2.4 GHz.

Table 1: Parameters of the patch antenna array
Parameter Length

(mm)

Parameter Length

(mm)

Metal
thickness

0.12 Lp 36.8

Wm 8 Wp 48
W1 1.7 Sy 101
Lm 23 Sx 88
L1 45.3

Fig. 13. Top view of the patch antenna array.

The minimum mesh size is 0.12 mm. According to
the adaptive mesh generation algorithm, the number of
grids in modeling area is 44 × 62 × 5 = 13,640. The
original model is shown in Fig. 14 (a). The tetrahedral

(a)

(b)

Fig. 14. Patch antenna array model and subdivision
results: (a) Original model, (b) tetrahedral meshes, (c)
subdivision results and (d) feed lines partially enlarged.
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Fig. 15. S11 parameter over frequency.

(a)

(b)

Fig. 16. Radiation patterns at 2.4 GHz: (a) phi = 0 and
(b) phi = 90.

meshes for the patch and substrate are separately shown
in Fig. 14 (b). The model discretized by Yee cells is
shown in Fig. 14 (c), and the thin feed lines partial of
the model is enlarged in Fig. 14 (d).

We also use two ways to obtain results. One is by
using the CST software, the other is by using FDTD
method based on the subdivision cells in Fig. 14. The
comparison results of S11 and radiation patterns are
shown in Figs. 15 and 16.

It can be seen from Figs. 15 and 16 that two groups
of results are consistent with each other. Because the feed
lines in the network are very narrow, a little change in
the width of lines can lead to the electromagnetic per-
formance variation of the antenna. Therefore, the high
precision of the mesh generation algorithm proposed in
this paper can be verified through this example.

C. The human skull model

We use this example to illustrate the performance
of our method in dealing with complicated models. The
whole model consists of many organs and skin tissues:
skull, trachea, brain, eyes, tongue, teeth, jaw, etc. [11].
The simulation frequency range is from 1 GHz to 5 GHz.
The maximum size of the mesh should be less than one-
tenth of the wavelength; we finally chose 2 mm. The min-
imum size of the mesh is 0.5 mm. The total number of
grids in the modeling area is approximately 7,400,000.
The original model is shown in Fig. 17, while the model
discretized by Yee cells is shown in Fig. 18.

         

Fig. 17. Human skull model: (a) Whole model and (b)
inside model without skin and fat.

             
Fig. 18. Subdivision results: (a) Whole model subdivi-
sion and (b) inside model subdivision.

Using our approach, the discretized skull model of
Yee cells is in good agreement with the original one, as
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shown in Figs. 17 and 18. The findings can demonstrate
that our technique is capable of handling intricate mod-
els, since the skull model is made up of a variety of organ
forms with different shapes.

IV. CONCLUSION

In this paper, a novel method for adaptive FDTD
mesh generation based on front-end tetrahedral data is
presented. The first step is to divide a target object
with grid lines. These grid lines are constrained in the
bounding box and are placed in a non-uniform way
based on the structure of the object. The second step
is to compare the positional relationship between cen-
ter points of Yee cells and the object, which can realize
the object discretization by Yee cells. Relevant princi-
ples are explained, and two simulation examples are ver-
ified. The first example shows the stability and reliabil-
ity of this method in processing a large-scale example.
The second one shows the accuracy of the non-uniform
mesh technique. The correctness of the research content
is proved.
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Abstract – Compared with the traditional finite differ-
ence time-domain (FDTD) method, the discontinuous
Galerkin time-domain (DGTD) method may face the is-
sue of intense computation. In this paper, a novel 3-D
DGTD-FDTD hybrid method is proposed to dramati-
cally reduce the unknowns of the DGTD method. In-
stead of the common mass-lumped elements, this virtual
layer of the Yee grid is implemented on the intersecting
boundary, which simplifies the mesh generation and re-
duces the number of unknowns. To validate the proposed
method, two examples of sphere scattering and horn an-
tenna are considered. The simulation results demonstrate
the effectiveness of the proposed method.

Index Terms – Discontinuous Galerkin time-domain
method, finite-difference time-domain method, hybrid
method, transient analysis.

I. INTRODUCTION

The discontinuous Galerkin time-domain (DGTD)
method is a transient numerical method with high accu-
racy and has been reported extensively in recent years
[1–3]. The DGTD method is capable of using unstruc-
tured meshes resembling the finite-element time-domain
(FETD) method [4], which enables it to solve models
with complex structures and maintain high accuracy at
the same time. Numerical fluxes are employed in the
DGTD method to separate unknowns shared among ad-
jacent elements, allowing them to be independent. There-
fore, explicit time integration schemes such as leapfrog
scheme can be used in the DGTD method [5] as in the
FDTD method [6, 20]. However, with an increase in
the number of computing elements, the unknowns of the
DGTD method will inevitably rise, and consequently the
computational efficiency will decrease.

The traditional way to reduce the unknowns of
DGTD method is to use the hybrid mesh instead of the
unstructured mesh in single form [7]. An alternative ap-
proach is using different forms of basis functions for
different types of meshes to reduce the total number
of unknowns [8]. However, in most cases, the resulting
computational efficiency is still limited. A more recent

novel idea is to use the FDTD method to deal with hex-
ahedral elements in hybrid mesh [9]. This idea makes
use of the fast and simple characteristics of the FDTD
method, and avoids the staircasing error of the FDTD
method, which is more direct and effective than the tra-
ditional method of reducing unknowns. This scheme has
been verified by comparing the results with those ob-
tained by FETD [9–13]. The standard procedure requires
the grids in the common area should be divided into tetra-
hedral elements for the FETD method. A similar op-
eration was introduced into the solution of the DGTD
method [14] in recent years. It achieves good results by
one common buffer. However, the existence of instance
buffer [14–16] hinders the generation of hybrid meshes
and efficiency.

In this paper, a novel three-dimension explicit
DGTD-FDTD hybrid method is proposed. There is only
one overlapping virtual layer of the FDTD zone be-
tween the DGTD and the FDTD zone to replace the
buffer zone. Thereby the calculation of electromagnetic
fields towards FDTD zone shares similarities with the
domain decomposition FDTD (DD-FDTD) method de-
tailed in [17, 18]. The electromagnetic fields from the
FDTD zone are converted to numerical fluxes and added
into DGTD’s formulations. Moreover, the tetrahedral el-
ements used in the DGTD zone can be generated more
freely, and it is not required to generate additional ele-
ments [13] to meet the mass-lumped element’s standard.
Such a procedure saves considerable computation time
compared with traditional hybrid strategy. To validate the
proposed strategy, two examples are presented in this pa-
per. The comparison of different methods’ results vali-
dates this method’s accuracy and high performance.

II. THE FORMULATION OF DGTD

After testing by the discontinuous Galerkin method,
the weighted integral form of source free Maxwell equa-
tions are ⎧⎨⎩

∫
v
[
ε ∂E

∂ t −∇×H
]

dΩ = 0,∫
v
[
μ ∂H

∂ t +∇×E
]

dΩ=0.
(1)
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Here, v is the weight function, ε represents the per-
mittivity, μ is permeability, and Ω denotes the space of
the tetrahedral element.

The numerical fluxes with respect to element I is de-
fined at the element boundary. j represents the adjacent
element of element i.

n̂×H∗ = n̂×Hi +
Z j

Zi +Z j n̂× (H j −Hi)

− 1
Zi +Z j n̂× (n̂× (E j −Ei)),

n̂×E∗ = n̂×Ei +
Y j

Y i +Y j n̂× (E j −Ei)

+
1

Y i +Y j n̂× (n̂× (H j −Hi)). (2)

Here, n̂ is the unit outward normal vector of face of
the element i. E∗ and H∗ represent the numerical fluxes,
Z is the impedance and Y is the admittance.

The integral procedure results in⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫
v(∇×E∗)dΩ=

∫
v(∇×Ei)dΩ

+
∫

v
[

Y j

Y i+Y j n̂× (E j −Ei)
]

dΩ

+
∫

v
[

1
Y i+Y j n̂× (n̂× (H j −Hi))

]
dΩ,∫

v(∇×H∗)dΩ=
∫

v(∇×Hi)dΩ
+
∫

v
[

Z j

Zi+Z j n̂× (H j −Hi)
]

dΩ

−∫
v
[

1
Zi+Z j n̂× (n̂× (E j −Ei))

]
dΩ.

(3)

By substituting equation (3) into equation (1) we ob-
tain the Maxwell-DGTD equation in matrix form{

εM ∂Ei
∂ t = SHi +∑4

p=1 (Feh(Hj −Hi)−Fee(E j −Ei)) ,

μM ∂Hi
∂ t =−SEi −∑4

p=1 (Fhe(E j −Ei)+Fhh(Hj −Hi)) .

(4)
Here, E and H are expanded by the 2nd-order hier-

archical basis function, defined in [19], M denotes the
mass matrix, S denotes the stiffness matrix, Fee, Feh, Fhh
and Fhe are the numerical flux matrices, ε represents the
permittivity, μ is permeability, j represents the adjacent
element of element i, and p is the number of the surface
of the tetrahedral elements.

The leapfrog scheme has been adopted in the itera-
tion process. Furthermore, Equation (1) can be converted
into the explicit scheme as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Ei
n+1−Ei

n

Δt

= SH
n+ 1

2
i + ε−1M−1 ∑4

p=1

(
Feh(H

n+ 1
2

j −H
n+ 1

2
i )−Fee(En

j −En
i )

)
,

H
n+

1
2

i −H
n− 1

2
i

Δt

=−SEn
i −μ−1M−1 ∑4

p=1

(
Fhe(En

j −En
i )+Fhh(H

n− 1
2

j −H
n− 1

2
i )

)
.

(5)
M−1 represents the inverse of the mass matrix. ε−1

and μ−1 denote the reciprocals of permittivity and per-
meability.

III. VIRTUAL LAYER STRATEGY FOR
DGTD-FDTD HYBRID METHOD

A. DGTD-FDTD hybrid strategy

As shown in Fig. 1 (a), a hybrid strategy is pro-
posed. One layer of FDTD Yee grids will be set as the
virtual layer, and the virtual layer overlaps the tetrahe-
dral DGTD elements. Since the generation of tetrahedral
mesh in the DGTD zone will not be affected by the vir-
tual layer, the tetrahedron elements can be directly con-
nected. While the conventional needs one extra hybrid
region, the grid needs to be split into six tetrahedral el-
ements. As a result, the split elements will add obvious
unknowns.

 
(a) (b)

Fig. 1. Two types of hybrid mesh: (a) The virtual layer
hybrid mesh and (b) the conventional hybrid mesh.

In the conventional hybrid method, the hybrid region
is calculated by a new algorithm merged from DGTD
and FDTD method. A new mass matrix is built by both
basis functions in DGTD and the field-components in
FDTD. [

MDGT D Mhybrid
Mhybrid MFDT D

][
NDGT D
lFDT D

]
. (6)

In Equation (6), MDGT D and MFDT D represent the
respective mass matrix. And theMhybrid is calculated by
the projection of the overlapped basis functions and field-
components. The FDTD method is simple and fast. So
we convert the 3-D hybrid problem into two 2-D prob-
lems and keep the characteristics of FDTD at the same
time.

In our proposed method, we apply a concise strat-
egy to communicate DGTD and FDTD zones. The fields
from the FDTD zone will be transmitted through the
boundary of two types of meshes to the DGTD zone.
The fields from the DGTD zone will be transmitted on
the red face of the virtual layer to the FDTD zone. Con-
sequently, there will be no mutual interference during the
communication of the two methods based on the virtual
layer hybrid strategy.
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Fig. 2. The locations of the electric field denoted by red
arrows in virtual layer.

In Fig. 2, when the FDTD zone needs to update the
fields, it will use the electric field (E-field) from the face
(indicated with red). The E-field for FDTD method on
the face of the virtual layer, meanwhile inside the over-
lapping DGTD zone, can be directly calculated by the
DGTD method in explicit scheme, using E = ∑n

i=1 eiNi.
E represents the vector field in the DGTD zone, Ni stands
for the basis functions, and ei is the expansion coeffi-
cients [19].

The electromagnetic fields from the FDTD zone to
the DGTD zone must be converted to the form of nu-
merical fluxes. Specifically, the fields from the FDTD
zone will be approximated by fields value averaged spa-
tially. The edge basis function will directly use the field
value of FDTD zone due to the application of hierar-
chical basis functions. Correspondingly, the field value
of the hypotenuse edge inside the square is the average
value of the surrounding electric fields (E-field) follow-
ing [8]. Besides, the magnetic field (H-field) should be
averaged from the real and virtual zone of FDTD in or-
der to maintain time consistency to avoid the error accu-
mulation from the inconsistency in time. The entire cal-
culation process is exhibited in Fig. 3.

(a) (b)

Fig. 3. The assembly of FDTD EH-fields for DGTD
zone: (a) The constituent components of E+ and (b) the
constituent components of H+.

The E+ or H+ (see Fig. 3) will be treated as the E j
or H j to introduce into the numerical fluxes in Eq. (2) to
update fields.

B. Generation of hybrid mesh

To generate the hybrid mesh with one virtual layer,
we follow the procedure in Fig. 4. Firstly, in the whole
computation domain, the structured grids used for the
FDTD method will be divided, and then the grids inter-
secting with the object should be dug out based on the
geometric contour of the object (surrounded by the blue
line). After that, the innermost layer of structured grids
is set as the virtual layer (between blue and red lines). Fi-
nally, the region inside the red lines is set as the DGTD
region, and tetrahedral elements will be generated there.

                   

Fig. 4. The mesh of DGTD-FDTD hybrid zone. The op-
eration of dividing grids. The comparison of hybrid mesh
in 2-D.

C. The marching-on-in-time algorithm

To ensure that the combination of the two methods is
self-consistent, the following process of explicit iteration
has been implemented:

FDTD and DGTD method will iterate normally
when they are not in the overlapping zone.

In the overlapping zone, updating of the E-field for
two methods is as follows:

1) DGTD should update the E-field on the inner face
of the virtual layer.

2) FDTD method updates the E-fields.
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3) Fields from the FDTD zone should be combined
and converted to the form of numerical fluxes for
the updated H-field in the DGTD zone.

Updating of the H-field for two methods:

1) DGTD should update the H-field on the inner face
of the virtual layer.

2) FDTD method updates the H-fields.
3) Fields from the FDTD zone should be combined

and converted to the form of numerical fluxes for
the next iteration’s updated E-field in the DGTD
zone.

Since the explicit iteration scheme is employed here,
the Δt in the presented work is chosen based on the fol-
lowing rule:

Δt = min{ΔtDGT D,ΔtFDT D} . (7)
The choice of ΔtFDT D follows the rule in [6], The

selection of ΔtDGT D satisfies the Lemma 2.9 in [21]:
1√μiεi

ΔtDGT D

[
2αi +βi max

(√
εi

ε+
,

√
μi

μ+

)]
<

4Vi

Pi
.

(8)
In Eq. (8), α i and β i are coefficients obtained by

[21], Vi and Pi are the volume and the total area of the el-
ement i, respectively, ε i is the permittivity of the element
i, μ i is the permeability of the element i, the superscript
”+” indicates the adjacent elements of the element i.

Because the calculation of hybrid region doesn’t
involve new algorithms, the selection of Δt just needs
to satisfy the CFL (Courant-Friedrichs-Lewy) condi-
tions [6].

IV. NUMERICAL RESULTS

All of the numerical simulations were carried out
on the Intel Xeon Gold 6140 CPU @ 2.30 GHz with 64
GB of RAM. And the programming language is imple-
mented in Fortran 95.

A. Sphere scattering

In this example, a perfect electric conductor (PEC)
sphere’s bistatic scattering is computed by differ-
ent methods. This sphere’s radius is 0.5 m, and the
planewave’s propagation direction is -z. Figure 5 repre-
sents the grids and tetrahedrons of the sphere model. The
outermost five layers of the FDTD zone are set as the uni-
axial perfectly matched layer (UPML) boundary. Corre-
spondingly, the comparison model of the DGTD method
is truncated by five UMPL layers, too, as illustrated in
Fig. 5. The mesh size of both models’ tetrahedral ele-
ments is λ /10; the Yee grids in all models are generated
with mesh size λ /15. In addition, the FDTD method used
a conformal algorithm [22] to improve accuracy.

The comparison of bistatic scattering of different
methods at the frequency of 400 MHz is highlighted in

(a) (b)

Fig. 5. Mesh of different methods: (a) The mesh of hy-
brid method and (b) the mesh of conventional DGTD
method.

Fig. 6. Based on the results of this comparison, it can
be inferred that the results of the hybrid method and
method of moment (MoM) are in good agreement, and
it has prominently better results than the FDTD method.
It can be found that the hybrid method has an obvious im-
provement on accuracy when compared with the FDTD
method. Results of the comparison between the conven-
tional DGTD method and the proposed method are listed
in Table 1. It is evident that the proposed method has a
tremendous advantage compared with the conventional
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Fig. 6. Comparison of bistatic RCS computed by differ-
ent methods: (a) xoz plane and (b) yoz plane.
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Table 1: Performance of Different Methods
Method Memory

(MB)

Unknowns Solution

Time (s)

DGTD 9283 11,435,600 10,901
Conventional
method (with
buffer zone)

1504 1,190,454 757

Proposed
method

1037 861,134 522

DGTD method. The proposed method is 20 times faster
than the DGTD method, which significantly reduces the
computation memory and improves the efficiency. On
the other hand, due to the virtual layer, the proposed
method can save calculation time significantly compared
with the conventional strategy.

B. Horn antenna

The second example is a horn antenna. It is one kind
of broadband antenna. Because of its opening structure,
it is quite suitable for computation with the proposed
hybrid method. Figure 7 represents the hybrid mesh of

(a)

(b)

Fig. 7. The horn antenna model: (a) The model with the
geometric size of the horn antenna and (b) the hybrid
mesh for DGTD-FDTD method.

the horn antenna model. The mesh size of both models’
tetrahedral elements is λ/10; the mesh size of the Yee
grids for FDTD method in both models is λ/15.

A coaxial wave port is used to excite the antenna,
which is inside the DGTD zone. The exciting signal is
chosen as a modulated Gaussian pulse with bandwidth of
5∼15 GHz. From Figs. 8 (a)-(c), we can find that the gain
pattern and S-parameter of the proposed DGTD-FDTD
hybrid method is in good agreement with the finite ele-
ment method (FEM) and DGTD method. In Fig. 8 (d),
the comparison of port’s voltage of DGTD and DGTD-
FDTD method is given to prove the stability of hybrid
method. From Table 2, the results demonstrate that the
hybrid method still has a significant advantage in the
unknowns compared with the DGTD method. From the
comparison, the proposed method exhibits a 15.28 times
improvement in overall computing efficiency and nearly
13 times improvement in memory usage.
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Fig. 8. Continued.



563 ACES JOURNAL, Vol. 38, No. 8, August 2023

5 6 7 8 9 10 11 12 13 14 15

-35
-30
-25
-20
-15
-10
-5
0

Sp
ar

am
et

er
 (d

B
)

Freq (GHz)

 FEM
 DGTD
 DGTD-FDTD

(c)

0.0 0.3 0.6 0.9 1.2 1.5 1.8

-600

-400

-200

0

200

400

V
ol

ta
ge

 (m
V

)

Time (ns)

 DGTD-FDTD
 DGTD

(d)

Fig. 8. The comparison of different methods: (a) The
gain pattern of xoz-plane, (b) the gain pattern of yoz-
plane, (c) the result of S-parameter and (d) the time-
domain result of port’s voltage.

Table 2: Performance of different methods
Method Memory

(MB)

Unknowns Solution

Time (s)

FEM 5431 1,359,660 1523
DGTD 26,150 8,377,240 14,732

The
conventional

method

2340 751,330 1315

The proposed
method

2132 626,944 964

V. CONCLUSION

In this paper, a novel 3-D hybrid method of the
DGTD and FDTD method is introduced. One virtual
layer of FDTD has been adapted to maintain the inde-
pendence of the communication between the two meth-

ods. On this premise, it is not necessary to add addi-
tional elements for the actual common buffer as it is
the conventional hybrid method. Consequently the un-
knowns will obviously be reduced. As a result, there will
be a significant improvement in memory usage and com-
putational efficiency compared with the conventional
DGTD method and hybrid method.
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Abstract – As one of the most useful methods in electro-
magnetic interference (EMI) diagnosis, near-field (NF)
scanning is widely used in electromagnetic compatibility
(EMC) evaluation of complex devices under test (DUTs).
In this paper, a two-stage plane adaptive sampling algo-
rithm is proposed to reduce the acquisition time in the
process of NF scanning and to make reconstruction of
the radiation source more efficient. The sampling method
is based on the region self-growth algorithm and the
Voronoi subdivision principle, significantly reducing the
number of NF samples in the stage of solving the radi-
ation source model through uniform and non-uniform
two-stage sampling. Two experiments were conducted
to verify the correctness and effectiveness by comparing
with the traditional uniform sampling method.

Index Terms – adaptive sampling, LOLA-Voronoi, near-
field (NF) scanning, region self-growth, source recon-
struction.

I. INTRODUCTION

With the increasing integration of modern electronic
systems, more electronic components with higher fre-
quency are integrated in smaller areas. The indenting of
the distance between components makes the entire inte-
grated circuit in a complex electromagnetic environment,
and the electromagnetic interference (EMI) problems
within and between systems are increasing. To solve the
problem of EMI, it is necessary to locate the source of
EMI. The continuous development of EMI source local-
ization benefits from the uninterrupted improvement of
electromagnetic radiation source reconstruction theory.
From the original Huygens principle to the present,
various radiation source reconstruction methods such as
equivalent Huygens source [1–4] and equivalent dipole
moment model [5–9] have been derived. The realization

Supported by Beijing Natural Science Foundation.

of these methods requires the collection of radiation
field information on the plane close to the real radia-
tion source. Therefore, the electromagnetic near-field
(NF) scanning system is also generated. In the past
decade, the electromagnetic NF scanning system has
played an increasingly important role in evaluating the
electromagnetic compatibility (EMC) characteristics of
integrated circuits, locating EMI sources, and efficiently
reconstructing radiation sources. However, with the
rapid developing of the integrated circuit industry and
demand for compressing measurement time, the issue
of NF scanning time is to be improved. Meanwhile,
the NF sampling efficiency is seriously affected as the
NF scanning probe itself will interfere with the NF
distribution [10, 11] and cannot measure a single field
component directly, and it requires various calibration
and compensation techniques [12, 13].

To improve NF sampling efficiency, researchers are
dedicated to accelerating the scanning process [14–27].
[19] proposes an adaptive sampling strategy based on a
region growing algorithm, which identified regions with
drastic changes in the NF on the basis of roughly uni-
form sampling, and then densely and uniformly sampled
these regions. [20] proposes a sequential spatial adaptive
sampling algorithm to achieve fast and accurate NF mea-
surement based on the NF distribution characteristics of
the scan plane.

During the author’s work and research for construct-
ing typical chip packages based on high-frequency elec-
tromagnetic theory of chip packaging, as well as EMC
analysis using near-field scan technology, based on the
region self-growth algorithm [19] and Voronoi subdivi-
sion principle [28, 29], this paper proposes a two-stage
planar adaptive NF scanning algorithm, which solves
the problem that the NF data acquisition time is too
long in the process of NF scanning, and can efficiently
image radiation sources in high-speed integrated cir-
cuit boards. In order to verify the proposed sampling
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algorithm, two practical cases were conducted using this
method. The results show that the method can identify
multiple radiation sources effectively and determine the
area with intense radiation field transformation. Further-
more, It can accurately predict the near-field distribution
of radiation sources at the scanning plane, and has good
sampling and modeling performance.

II. TWO-STAGE PLANE ADAPTIVE
SAMPLING ALGORITHM

With the increasing integration and power consump-
tion of high-speed digital/analog chips, the current den-
sity inside the chip doubles and the number of the radia-
tion sources is on the rise. Usually, more intensive sam-
pling is required to restore the actual NF distribution,
which consumes the massive sampling cost by collect-
ing massive sampling point information. If we only focus
the areas with significant NF variations, under-sampling
may occur. Therefore, we propose a two-stage planar
adaptive sampling algorithm, illustrated in Fig. 1, to deal
with the trade-off between these two conflicting issues.

g
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Fig. 1. Process of the two-stage plane adaptive sampling
algorithm.

The connected domain in Fig. 1 refers to the initial
region that needs to be carefully sampled according to
the gradient calculation. As can be seen from Fig. 1, the

proposed sampling method mainly includes the follow-
ing four steps

1) Determine the sampling surface and sampling
interval according to the operating frequency and size
of the device under test (DUT), and perform an initial
rough uniform sampling with a larger sampling inter-
val. Specifically determined according to the following
rules [19]:

a) Sampling surface size: Make sure that the ampli-
tude of the tangential electric field component at
the edge of the sampling surface is less than 40
dB of the maximum electric field component ampli-
tude on the entire sampling surface. In fact, this
criterion is not fixed and can be adjusted appropri-
ately according to the sampling accuracy. However,
a higher threshold means larger sampling surfaces
and more sampling points. Therefore, we choose 40
dB as the threshold to determine the size of the sam-
pling surface.

b) Sampling interval: Generally speaking, there is no
uniform standard to determining the sampling inter-
val, which is often set according to the size of the
sampling surface and the number of required sam-
pling points, and is often set according to test expe-
rience. However, it should be noted that the sam-
pling interval needs to satisfy the Nyquist spatial
sampling criterion.

2) The data obtained from the initial uniform sam-
pling is used in the optimized region self-growth algo-
rithm to identify the central source point with drastic
changes in the near field. From this source point, deter-
mine the area used for non-uniform sampling (referred to
as the refinement area) and carry out reasonable regional
expansion and regularization.

3) Sample the refinement area non-uniformly with
the LOLA-Voronoi adaptive division method, and the
sampling points are increased according to the preset
number. In order to know NF information of all the
sample points during the new sampling process using
the LOLA-Voronoi method, the Kriging interpolation
method should be used.

4) Gather the sampling point information obtained
in the two stages, and use the Kriging interpolation
method to restore the electromagnetic field distribution
of the NF plane. Meanwhile, compare and analyze the
advantages and disadvantages of the traditional dense
uniform sampling method and the two-stage plane adap-
tive sampling algorithm in restoring the NF. Finally, cal-
culate the relative error.

The two-stage plane adaptive sampling algorithm
can densely sample in the area where the NF changes
sharply, and it can roughly sample in the area where the
field changes smoothly.
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III. AUXILIARY SAMPLING ALGORITHM

From Section II, the core of high-efficiency and
high-precision NF scanning is the two-stage plane adap-
tive sampling algorithm, which is mainly composed of
the region self-growth optimization algorithm and the
LOLA-Voronoi adaptive division algorithm. This section
focuses on the two proposed algorithms, and calculates
the relative error.

A. Region self-growth optimization algorithm

The proposed region self-growth algorithm for NF
scanning sampling is evolved from the region growing
method, which is used to segment infrared images, and
its basic principle is to perform data segmentation based
on the similarity of current amplitude values. In the pro-
cess of determining the growing point, it is prone to get-
ting stuck in a local optimal solution due to an unrea-
sonable threshold setting during algorithm iteration. The
innovation point of this algorithm is the optimization of
the region self-growth algorithm and the way to deter-
mine the connected domain. The specific steps are as fol-
lows:

1) Determination of seed points: Solve the directional
derivative of the discretized NF data obtained in
the initial uniform sampling stage. The direction is
from the point to be calculated to the adjacent point.
For edge sampling points without adjacent points in
some directions, the adjacent points in these direc-
tions are defaulted to 0. If all directional derivatives
of the point to be solved are negative, the point is
regarded as a seed point.

2) Region merging and regularization: First, assuming
that the data obtained by NF sampling is the tangen-
tial electric field value E, the adjacent points of the
seed point in the ϕ direction are denoted as Eϕ , and
the ratio is calculated:

R( f ) =
∣∣∣∣E −E f

E

∣∣∣∣ . (1)

If the absolute value of the minimum value among
all the ratios of the seed points is less than the parame-
ter d (0 < d < 1, d directly determines the number of
growing points), the adjacent points in the direction of
the corresponding minimum value are taken as growing
points. Second, the growing point is incorporated into
the seed point set as a new seed point, and the above pro-
cess is repeated until all the initial rough sampling points
are traversed. Then, the connected domain will be deter-
mined according to the obtained set of seed points, that
is, a new sampling area will be determined with the seed
point as the center and the surrounding adjacent points
as the boundary. If the determined area overlaps to form
an irregular shape area, the boundary point is appropri-
ately expanded outward to form a regular rectangular

area. Its purpose is to prevent the problem of repeated
sampling when using the LOLA-Voronoi adaptive divi-
sion method for non-uniform sampling, and at the same
time, the appropriate expansion of the area based on the
seed point is conducive to restoring the area with sharp
changes in the NF with higher accuracy and improving
the accuracy of NF restoration.

The value of the above-mentioned parameter d is
usually set to 0.1 initially, and is increased in steps
of 0.05 until the identified growing point no longer
increases.

B. LOLA-Voronoi adaptive division method

The algorithm mainly includes two parts. One part
is Voronoi tessellation, which is an intuitive method to
describe the grid density. By dividing polygons, the key
areas to be studied are covered as evenly as possible. The
other part is LOLA, which is mainly used to evaluate
the intensity of nonlinearity at each node in the key area,
and then serves as the criterion for dividing the polygon
density.

Voronoi tessellation method is essentially a space-
filling algorithm. A group of continuous polygons is
determined according to the way that one node corre-
sponds to one Voronoi cell, and then the area size of each
Voronoi cell is estimated according to the Monte Carlo
method. New grid points are selected according to the
area size; that is, the area size of the Voronoi cell deter-
mines the division density of the area around the node.
The edge of the continuous polygon is the vertical bisec-
tor of the line segment connected by adjacent nodes. The
method is shown in Fig. 2.

Fig. 2. Voronoi schematic.

In Fig. 2, tn(n = 1,2, . . . ,N) represents the Monte
Carlo test point, and xm(m = 1,2, . . . ,M) represents the
existing grid node. The area of the polygon where the
node x1 is located is the largest. According to the princi-
ple of space filling of the Voronoi tessellation method, a
new grid node needs to be determined in the Voronoi cell
where x1 is located.

In Fig. 2, T{t1, tn, · · · , tN} is a random, uniformly
distributed Monte Carlo test point set. By filling enough
test points in each Voronoi unit, the area of each irregular
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polygon can be estimated. For each test point, (2) needs
to be satisfied:

‖tn − xm‖ ≤ ‖tn − xm′ ‖ ,m �= m′. (2)
That is, to determine the Monte Carlo test point set

in each Voronoi unit, it is necessary to calculate the dis-
tance between the test point tn and each node xm, and
then assign the test point to the nearest node xm.

The Voronoi tessellation method completes the eval-
uation of the density of the global region, and in order
to select data points according to the local characteris-
tics of the model, the LOLA method needs to be used.
The key point of LOLA is to complete the evaluation
of local linear features by means of gradient estimation.
The gradient g at node xm needs to be estimated by fitting
the hyperplane of xm and its adjacent nodes. The deter-
mination of the hyperplane requires the use of the least
squares method to ensure that the fitted hyperplane can
pass through the node xm:⎛⎜⎜⎜⎜⎝

x(1)m1 − x(1)m x(2)m1 − x(2)m · · · x(d)m1 − x(d)m

x(1)m2 − x(1)m x(2)m2 − x(2)m · · · x(d)m2 − x(d)m
...

...
...

...
x(1)m2d − x(1)m x(2)m2d − x(2)m · · · x(d)m2d − x(d)m

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝

g(1)m

g(2)m
...

g(d)m

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎝

f (xm1)
f (xm2)

...
f
(
xm2d

)
⎞⎟⎟⎟⎠

. (3)

Among them, xmi = (x(1)mi ,x
(2)
mi , · · · ,x(d)mi ) (i =

1,2, . . . ,2d) is the neighboring data point of xm, f (xmi)
is the model output response value corresponding to the
neighboring data point xmi , d is the number of dimen-
sions, and g = (g(1)m ,g(2)m , · · · ,g(d)m ) is the gradient matrix
of each dimension.

After solving the gradient matrix g, the nonlinearity
near node xm can be obtained by using

O(xm) =
2d

∑
i=1

| f (xmi)− ( f (xm)+g · (xmi − xm)) | . (4)

In this way, the global region division density evalu-
ation and the local nonlinear feature evaluation are com-
pleted, and then the two metric parameters can be com-
prehensively evaluated by

S(xm) =V (xm)+
O(xm)

∑M
m−1 O(xm)

. (5)

V (xm) represents the size of the Voronoi cell area.
Bring all existing data points into (5), calculate the value
of S(xm), and sort it. The larger the value of S(xm), the
less dense the grid in the field. It is necessary to add
new sampling points to increase the division density.
Repeat the above operations to meet the preset accuracy
requirements.

C. Relative error

In order to better analyze the correctness and effec-
tiveness of the two-stage plane adaptive sampling algo-
rithm, the relative error should be calculated as follows:
First, the traditional uniform sampling and the two-stage
plane adaptive sampling method are used to obtain the
NF samples; then the Kriging interpolation method is
used to restore the electromagnetic field distribution of
the entire NF plane, and the corresponding NF value at
the same position is predicted; finally, compare the pre-
dicted value with the simulated data, solve the MAPE
(Mean Absolute Percentage Error) obtained by these two
sampling methods respectively, and compare the relative
error produced between the two methods.

MAPE =
1
n

n

∑
i=1

∣∣∣∣Eo −Ep

Eo

∣∣∣∣×100%. (6)

In this paper, the NF data studied are all electric
field strength. Therefore, in (6), Eo represents the actual
electric field strength value obtained by electromagnetic
simulation, Ep represents the electric field strength value
predicted by Kriging interpolation method, and n repre-
sents the number of prediction points.

IV. EXPERIMENTS AND ANALYSIS

In order to verify the correctness and effectiveness
of the proposed method, we have studied two practical
cases to verify the performance of the two-stage plane
adaptive sampling algorithm. Both cases are modeled
and simulated by ANSYS HFSS, and the simulation
results are used as the actual NF values for comparison.

A. Dipole antenna model

The first case is dipole equivalent source model, the
equivalent source model commonly used in engineering,
which is a simplification of the current/magnetic current
source model and widely used in the field of NF analysis.
The half-wave dipole is an ideal conductor material with
operating wavelength λ 100 mm, a total length 0.48 λ ,
and a radius λ/200. The half-wave dipole antenna is fed
by a lumped port excitation method, the port size is set to
0.24×(λ/100) mm2, and the distance from the radiation
boundary to the antenna is λ/4, as shown in Fig. 3.

Fig. 3. (a) HFSS model of half-wave dipole antenna and
(b) integrated port setting method.
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According to the implementation principle of the
proposed two-stage plane adaptive sampling algorithm,
in the initial rough uniform sampling of the first stage,
the size of the NF sampling surface is set to 66 × 114
mm2, the sampling interval is 2 mm, and the sampling
height is 1 mm. Figure 4 shows the distribution of the
transient electric field amplitude E of the half-wave
dipole at the NF sampling plane, obtained by simulation.

 
Fig. 4. Distribution diagram of the transient electric field
amplitude E of the half-wave dipole antenna at the sam-
pling plane.

It can be seen from Section II that the two-stage
plane adaptive sampling algorithm is mainly divided into
four steps. Figure 5 shows the effect diagram of the work
in the four steps.

The two-stage planar adaptive sampling algorithm
first performs an initial rough uniform sampling with a

(a) (b)( )

(c) (d)

Fig. 5. Dipole antenna model: (a) Step 1: Initial rough
uniform sampling, (b) Step 2: Determination of the cen-
tral source point, (c) Step 3: Expansion and regulariza-
tion of the refinement area, and (d) Step 4: Non-uniform
sampling of the refinement area.

sampling interval of 2 mm, and these sampling points are
uniformly distributed on the entire NF sampling plane, as
shown in Fig. 5 (a); secondly, the region self-growth opti-
mization algorithm is used to identify the central source
point with sharp changes in the NF, as shown in the
red point in Fig. 5 (b); thirdly, the refinement area is
determined based on this source point, and the reason-
able area expansion and regularization are carried out, as
shown in Fig. 5 (c), where the green sampling points are
the boundaries; then, the LOLA-Voronoi adaptive divi-
sion method is used to conduct non-uniform sampling
for the refinement area, and eight sampling points are
preset for each refinement area to achieve the purpose
of thinning, as shown in Fig. 5 (d); finally, the informa-
tion of the sampling points obtained in the two stages is
summarized, and the electromagnetic distribution of the
NF plane is restored using Kriging interpolation method,
and the relative errors of the traditional dense uniform
sampling method and the two-stage plane adaptive sam-
pling algorithm in restoring the NF situation are calcu-
lated. Figure 6 shows a comparison of the reconstructed
electric field between the two methods.

It can be seen from Fig. 6 that the restored electric
field distributions are well matched. After calculation, it
can be seen that when the traditional dense uniform sam-
pling method and the two-stage plane adaptive sampling
method restore the NF, the relative error generated in the
refinement area where the NF changes sharply is 0.0034.
Meanwhile, the proposed sampling method reduces the
required sampling points by 74.4% compared with the
traditional uniform sampling method. Therefore, the

(a) (b)

(c) (d)

Fig. 6. Dipole antenna model: (a) 3D transient electric
field distribution map under uniform sampling, (b) 3D
transient electric field distribution map under adaptive
sampling, (c) 2D transient electric field distribution map
under uniform sampling, and (d) 2D transient electric
field distribution map under adaptive sampling.
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two-stage plane adaptive sampling method is accurate
and effective in terms of restoration accuracy and the
number of required sampling points.

B. BGA chip model

The second case is a chip with a BGA package struc-
ture with an operating frequency of 2.5 GHz. The pack-
age of the BGA chip consists of four layers, namely the
top layer, the power supply Vdd C1 layer, the power
supply Vss C1 layer, and the bottom layer. The pack-
age size is 9.40 × 9.40 mm2 and the thickness is
0.73152 mm.

Two differential pairs on the chip were selected for
simulation analysis. At the same time, in order to speed
up the simulation, we cut the chip without affecting the
simulation results, and the size after cutting is 4.70 ×
9.40 mm2, as shown in Fig. 7.

 

Fig. 7. Two differential pair models in a BGA chip from
different perspectives.

The selected two pairs of differential data lines
are RXDATA3+ and RXDATA3-, and RXDATA4+ and
RXDATA4-, respectively, the operating frequency is
2.5 GHz, and the power feeding is the lumped port
excitation.

The sampling surface size is set to 5 × 9.6 mm2, the
sampling interval is 0.2 mm, and the NF sampling height
is 0.3115 mm. The NF data is generated by ANSYS
HFSS simulation. Figure 8 shows the distribution of the
transient electric field amplitude of the BGA chip at the
NF sampling surface. The effect diagram of the two-
stage plane adaptive sampling algorithm with four steps
is shown in Fig. 9.

The electromagnetic field distribution of the
NF plane is restored by the two methods shown
in Fig. 10, including a three-dimensional instanta-
neous electric field comparative analysis diagram and
a two-dimensional plane instantaneous electric field
comparative analysis diagram.

It can be seen from Fig. 10 that the restored electric
field distributions are well matched. After calculation, it
can be seen that when the two sampling methods restore

Fig. 8. Distribution diagram of transient electric field
amplitude of BGA chip.

(a) (b)

(c) (d)

Fig. 9. BGA chip model: (a) Step 1: Initial rough uni-
form sampling, (b) Step 2: Determination of the central
source point, (c) Step 3: Expansion and regularization of
the refinement area, and (d) Step 4: Non-uniform sam-
pling of the refinement area.

the NF, the relative error generated in the refinement area
where the NF changes sharply is 0.0698. Meanwhile,
the number of sampling points required by the two-stage
plane adaptive sampling method is decreased by 74.2%.
Therefore, compared with the traditional uniform sam-
pling method, the proposed sampling method is more
accurate and effective from the perspective of restoration
accuracy and the number of required sampling points.

The number of NF samples required to use the
two-stage planar adaptive sampling algorithm is smaller
when the NF accuracy is similar. Compared with the tra-
ditional uniform sampling method, when the proposed
sampling method samples the half-wave dipole module
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(a) (b)( ) ( )

(c) (d)

Fig. 10. BGA chip model: (a) 3D transient electric field
distribution map under uniform sampling, (b) 3D tran-
sient electric field distribution map under adaptive sam-
pling, (c) 2D transient electric field distribution map
under uniform sampling, and (d) 2D transient electric
field distribution map under adaptive sampling.

and the BGA chip module, the number of required NF
samples is reduced by 74.4% and 74.2%, respectively.
Therefore, the proposed sampling method can effectively
reduce the number of required NF samples while ensur-
ing the restoration accuracy.

V. CONCLUSION

In this paper, a two-stage plane adaptive NF scan-
ning algorithm is proposed, which solves the problem
of long acquisition time of NF data in the NF scan-
ning process, and can efficiently image the radiation
source in the high-speed integrated circuit board. Based
on the region self-growth optimization algorithm and the
Voronoi subdivision principle, the method significantly
reduces the number of NF scanning points required to
characterize the electromagnetic behavior of the DUT
by means of uniform and non-uniform two-stage sam-
pling, and reconstructs the NF electromagnetic distribu-
tion of the DUT with high resolution by means of Krig-
ing interpolation.

By studying the specific performance of the new
method in the application of NF scanning, this paper
proves the correctness and effectiveness of the two-
stage plane adaptive scanning algorithm in determin-
ing multiple strong radiation sources and accurately
restoring the NF distribution of the DUT. The domi-
nant advantage of the method proposed in this paper is
to significantly reduce the number of NF samples by
nearly 75% in near-field scanning. Therefore, it would

be widely applied in evaluating the EMC characteristics
of integrated circuits, locating EMI sources, and effi-
ciently completing the reconstruction of radiation
sources.
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Abstract – This paper proposes a fast mutual coupling
iteration algorithm for analyzing the composite elec-
tromagnetic scattering characteristics of a Gaussian
rough surface with multiple targets below it. Firstly,
an electromagnetic scattering model of Gaussian rough
surface with multiple targets underneath is estab-
lished. To improve the efficiency of electromagnetic
scattering calculations, the (banded matrix iterative
approach canonical grid - conjugate gradient method
(BMIA/CAG-CMG) algorithm is used to calculate the
surface scattering of the rough surface, while for the
scattering of the targets, the traditional numerical algo-
rithm moment of methods (MoM) is used for the calcu-
lation. Its main acceleration principle is to decompose
the matrix into banded and Toeplitz matrices during the
solution process, and then use fast Fourier transform
(FFT) for fast solution based on their characteristics. By
comparing the calculation results of this algorithm with
those of the MoM algorithm, the correctness of this algo-
rithm is verified. Several examples are studied, and the
impact of different parameters on the surface current and
composite scattering characteristics is discussed, which
have important significance for deepening the under-
standing of scattering characteristics in complex electro-
magnetic environments.

Index Terms – BMIA/CAG-CMG, dielectric proper-
ties, electromagnetic scattering characteristics, mutual
coupling iteration algorithm.

I. INTRODUCTION

The study of rough surfaces and composite electro-
magnetic scattering [1–6] is of significant importance in
both military and civilian applications.

In military operations, researching the electromag-
netic scattering properties of rough surfaces and targets
below is critical to enhancing the ability to detect and
track [7–8] enemy forces. As advanced technology and
equipment increase the sensitivity of enemy reconnais-
sance and surveillance, studying methods for rough
surface and target composite electromagnetic scattering

characteristics can help military units counter these
threats and improve their anti-reconnaissance capabil-
ities. Through observation and analysis of composite
scattering characteristics, military units can quickly
detect the presence and location of enemy forces,
assisting in taking countermeasures promptly and effec-
tively winning a battlefield advantage [9–13].

In civilian applications, scattering characteristics of
rough surfaces and target composites can help people
recognize and confirm underground mineral resources,
fossil fuels, and other resources, accurately identi-
fying exploitable locations. Additionally, studying these
scattering characteristics can improve early warning
and response capabilities toward changes in geological
movements and natural disasters, making environmental
monitoring and disaster warning [14–19] more effec-
tive.

Moreover, the study of rough surface and target
composite electromagnetic scattering has penetrated the
fields of space science and geophysics. The electromag-
netic scattering characteristics of composite scenes are
significant for detecting the earth’s internal structure and
mineral resources [20–25].

II. LITERATURE REVIEW

As computer technology and numerical algorithms
[26–35] continue to evolve, more efficient methods for
studying the electromagnetic scattering characteristics of
complex composite scenes have emerged. Rapid algo-
rithms, such as “fast multipole algorithm” and “extended
boundary condition method,” have greatly improved the
calculation efficiency and accuracy of electromagnetic
scattering, thus becoming a hot research topic.

[26] studies the composite electromagnetic scat-
tering characteristics of low-altitude targets above a
complex valley rough surface using a hybrid SBR-EEC
method. The method better simulates the complex struc-
ture of the valley surface and the target, providing a
useful reference for practical applications. [27] proposes
an improved FEM/MoM algorithm combining the
MLFM algorithm for high-frequency electromagnetic
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scattering of composite targets. This method better
handles large-scale, three-dimensional target structures,
improving the computational efficiency and accuracy of
electromagnetic scattering. [28] studies the composite
electromagnetic scattering characteristics of targets near
the sea surface and proposes an efficient numerical algo-
rithm. The method better simulates the complexity of
the waves, target shape, and material. However, the
algorithm’s applicability is limited, and it cannot simu-
late scattering characteristics in other scenarios. [29]
studies the electromagnetic scattering problem of targets
above a rough surface and proposes an effective numer-
ical method. The algorithm considers the roughness of
the ground surface and the complexity of the target’s
shape and material. [30] proposes an improved FDTD
algorithm to study the composite electromagnetic scat-
tering problem of targets embedded below a 1D Weier-
strass fractal land surface. The method better analyzes
the complex scattering characteristics of targets and
can be used to analyze more complex target structures.
[31] proposes a fast high-order algorithm to solve the
problem of high wave number electromagnetic scat-
tering from a finite array of cavities under TE incidence.
The method better handles the local characteristics of
targets, improving computation efficiency and accuracy.
[32] proposes a fast parallel FDFD algorithm to solve
the electromagnetic scattering problem. The method
better handles the complex shape and material of the
target. [33] proposes a method based on the discontin-
uous Galerkin surface integral equation to handle large-
scale electromagnetic scattering problems. The method
better handles the target’s complex structure, improving
computation efficiency and accuracy. [34] studies the
electromagnetic scattering problem of dielectric targets
and proposes a numerical algorithm to directly solve
the volume integral equation for targets with negative
permittivity. The method better handles the complex
scattering characteristics of targets and improves compu-
tation efficiency and accuracy. [35] proposes a method
based on the pre-corrected fast Fourier transform (FFT)
algorithm to analyze the spectrum characteristics of elec-
tromagnetic scattering targets. The method more accu-
rately and quickly calculates the target’s broadband
scattering characteristics. Areas for improvement may
include expanding the algorithm’s applicability and opti-
mizing implementation to improve computation effi-
ciency and accuracy.

Although the above algorithms solve composite
scattering problems under specific conditions, their
range of applicability is limited. Some algorithms have
high computational accuracy, but their complexity and
computation speed limit their practical application
in computational scenarios. As a supplement, this
article proposes an accelerated algorithm based on

mutual iterative coupling to improve the algorithm’s
applicability and computation efficiency in practical
applications.

This paper aims to explore the composite electro-
magnetic scattering characteristics between a dielectric
Gaussian rough surface and multiple targets below it, and
a fast mutual coupling iterative algorithm is proposed
to achieve this goal. Based on this, the influence of the
dielectric properties (rough surface and targets) and the
distance between the targets on the surface current and
composite scattering characteristics were studied, and
then the mechanism of mutual influence between two
targets was revealed, showing that their coupling effects
cannot be ignored. The research results provide new
insights and ideas for electromagnetic scattering theory
and offer useful references for the application of electro-
magnetic scattering problems in related fields.

III. ROUGH SURFACE GEOMETRY
MODELING

In the process of establishing a ground geometry
model, we adopted a method that combines Monte
Carlo method with Gaussian spectral function [36]. This
method can generate a series of random numbers that
follow a normal distribution function, and L represents
the length of the rough surface. Afterwards, we used
discrete Fourier transform (DFT) [37] to process the
rough surface, and through this processing method, we
can represent the height fluctuations of the surface as
f (x):

z = f (x) =
1
L

N/2
∑

n=−N/2+1
bne− jknx, (1)

where bn is

bn =
√

2πLW (kn)

⎧⎨⎩ (N (0,1)+ jN (0,1))
/√

2 n = 1,2, ...,N
/

2−1

N (0,1) n = 0,N
/

2
b∗−n n < 0.

(2)
The following formulas are satisfied by Kxm, Kyn, Lx,

and Ly in the above equation:

Kxm =
2πm
Lx

, Kyn =
2πn
Ly

. (3)

In the equation, kn = 2πn
/

L represents the discrete
points of the spatial spectrum, b∗−n represents the
complex conjugate, and W (kn) represents the spectral
function. The first and second derivatives of the rough
surface height function are represented as f ′ (x) and
f ′′ (x), respectively:

f ′ (x) =
1
L

N/2
∑

n=−N/2+1
(− jkn)bne− jknx, (4)

f ”(x) =
1
L

N/2
∑

n=−N/2+1
(− jkn)

2 bne− jknx. (5)
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The distribution characteristics of the spectral func-
tion W (kn) determine the statistical properties of the
rough surface, which is of great significance in estab-
lishing ground models and other related fields. Among
various spectral functions, the Gaussian spectral func-
tion is the most commonly used and basic one, which
is widely used in establishing ground models and other
related research fields. By appropriately adjusting its
parameters, we can control the various characteristics
and features of the generated ground model, providing
accurate and reliable data and information for practical
production and research fields. The expression of the
Gaussian spectral function is

W (k) =
h2l

2
√

π
exp

(−k2l2/4
)
. (6)

The Gaussian spectral function is a commonly
used mathematical model for describing the surface
morphology of rough surfaces, which can be used to
study and analyze the characteristics and properties
of various rough surfaces. The function’s parameters
include the root-mean-square height h and the correla-
tion length l. The spectral density function of the Gaus-
sian rough surface function is a Gaussian distribution
function, and its shape determines the roughness char-
acteristics of the surface. For a given Gaussian rough
surface function, the degree and complexity of surface
fluctuations can be controlled by changing the values of
the root-mean-square height h and the correlation length
l. When h is constant, a smaller correlation length will
lead to a steeper and more chaotic surface, making the
surface rougher. When l is constant, increasing h will
increase the degree of surface fluctuations, making the
surface rougher.

The Monte Carlo method is generally used to
randomly simulate a Gaussian rough surface with spec-
ified parameters. By changing the parameter values,
Gaussian rough surfaces of different shapes can be
obtained. Figure 1 shows the undulation of Gaussian
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Fig. 1. Continued
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Fig. 1. Geometric model of rough surface: (a) h = 0.1 m,
l = 0.5 m, (b) h = 0.1 m, l = 1.0 m, (c) h = 0.3 m, l =
0.5 m, and (d) h = 0.1 m, l = 1.0 m.

rough surfaces generated under different parameters. It
can be seen that a smaller correlation length and a larger
root-mean-square height will lead to a steeper and more
complex surface, making the surface rougher.

IV. ALGORITHMMODEL AND
VALIDATION ANALYSIS

A. Coupled iterative integral equation

In reality, rough surfaces and targets do not exist
independently but exist in the same space and interact
with each other. Similarly, the electromagnetic scat-
tering coupling phenomenon between rough surfaces
and targets is the main factor affecting their composite
electromagnetic scattering characteristics. Therefore, we
have established an integral equation coupling rough
surfaces and targets and solved it iteratively until conver-
gence. The composite scattering schematic is shown in
Fig. 2.

Space 1 is the atmosphere, and its dielectric constant
and magnetic permeability are ε1, andμ1. Space 2 is
the dielectric rough surface, and its dielectric constant
and magnetic permeability are ε2, and μ2. The depth
of target 1 is H1, the depth of target 2 is H2, and the
distance between them is L12. The dielectric constant and
magnetic permeability are ε01,02 and μ01,02, respectively.
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Fig. 2. Composite scattering model for rough surfaces
and targets.

If the rough surface and the target are treated as a
whole, the surface integral equation when the conical
incident wave is irradiated onto the scattering model is
1
2

ψ1 (rrr) = ψ inc (rrr)

+
∫

Sr

[
ψ1

(
rrr′
) ∂g1 (rrr,rrr′)

∂n′
−g1

(
rrr,rrr′

) ∂ψ1 (rrr′)
∂n′

]
ds′ (rrr ∈ Sr) ,

(7)

1
2

ψ2 (rrr)=−
∫

Sr

[
ψ2

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

) ∂ψ2 (rrr′)
∂n′

]
ds′

+
∫

So1

[
ψ2

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

) ∂ψ2 (rrr′)
∂n′

]
ds′

+
∫

So2

[
ψ2

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

) ∂ψ2 (rrr′)
∂n′

]
ds′

(rrr ∈ Sr or r ∈ So1or r ∈ So2) , (8)

1
2

ψo1 (rrr) =−
∫

So1

[
ψo1

(
rrr′
) ∂go1 (rrr,rrr′)

∂n′
−go1

(
rrr,rrr′

) ∂ψo1 (rrr′)
∂n′

]
ds′

(rrr ∈ So1) , (9)
1
2

ψo2 (rrr) =−
∫

So2

[
ψo2

(
rrr′
) ∂go2 (rrr,rrr′)

∂n′
−go2

(
rrr,rrr′

) ∂ψo2 (rrr′)
∂n′

]
ds′

(rrr ∈ So2) , (10)
where ψ1,2 denotes the wave functions in medium 1
and medium 2, respectively, and ψo1,o2 denotes the wave
function in medium target 1 and medium target 2, respec-
tively. The Green’s function in the medium g1,2 (rrr,rrr′) =(

j
/

4
)

H(1)
0 (k1,2 |rrr− rrr′|), and the Green’s function in the

target go1,o2 (rrr,rrr′) =
(

j
/

4
)

H(1)
0 (ko1,2 |rrr− rrr′|).

The boundary conditions for the above system of
equations are{

ψ2(rrr) = ψ1(rrr)
∂ψ2(rrr)

∂n = ρs
∂ψ1(rrr)

∂n
(rrr ∈ Sr) , (11){

ψo2(rrr) = ψ2(rrr)
∂ψo2(rrr)

∂n = ρo2
∂ψ2(rrr)

∂n
(rrr ∈ So2) , (12){

ψo1(rrr) = ψ2(rrr)
∂ψo1(rrr)

∂n = ρo1
∂ψ2(rrr)

∂n
(rrr ∈ So1) . (13)

Then the MOM is used to discretize the above inte-
gral equation, so the matrix equation can be obtained as
follows:⎡⎢⎢⎢⎢⎢⎢⎣

AAA BBB 0 0 0 0
ρsCCC DDD EEE FFF GGG HHH
ρsIII JJJ KKK LLL MMM NNN
0 0 ρo1PPP QQQ 0 0
ρsRRR SSS TTT UUU VVV WWW
0 0 0 0 ρo2XXX YYY

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

III1 = ∂ψ1(rrr)/ ∂n|rrr∈Sr
III2 = ψ1(rrr)|rrr∈Sr
III3 = ∂ψ2(rrr)/ ∂n|rrr∈So1
III4 = ψ2(rrr)|rrr∈So1
III5 = ∂ψ2(rrr)/ ∂n|rrr∈So2
III6 = ψ2(rrr)|rrr∈So2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎣

ψψψ imc

0
0
0
0
0

⎤⎥⎥⎥⎥⎥⎥⎦ ,

(14)
where ψ inc denotes the conical incident wave on the
rough surface. A, B, C, D are the rough surface matrices,
K, L, P, Q are the target 1 matrices, V, W, X, Y are the
target 2 matrices, E, F are the scattering contributions
from target 1 to the rough surface, G, H are the scat-
tering contributions from target 2 to the rough surface, I,
J are the scattering contributions from the rough surface
to the target 1, R, S are the scattering contributions from
the rough surface to the target 2, M, N are the scattering
contributions from target 2 to the target 1, and T, U are
the scattering contributions from target 1 to target 2. For
the specific values of each parameter, please refer to the
literature [38], which is not repeated here to save space.

Considering the coupling effect between the rough
surface and the targets, as well as between the targets,
the coupled iterative solution of the above equations is
required, and the set of iterative equations are

1
2

I(i)4 (rrr)−
∫

So1

[
I(i)4

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

)
I(i)3

(
rrr′
)]

ds′

=−
∫

Sr

[
I(i−1)
2

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−ρsg2

(
rrr,rrr′

)
I(i−1)
1

(
rrr′
)]

ds′

+
∫

So2

[
I(i−1)
6

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

)
I(i−1)
5

(
rrr′
)]

ds′

(rrr ∈ So1) , (15)

1
2

I(i)4 (rrr) =−
∫

So1

[
I(i)4

(
rrr′
) ∂go1 (rrr,rrr′)

∂n′
−ρo1go1

(
rrr,rrr′

)
I(i)3

(
rrr′
)]

ds′

(rrr ∈ So1) , (16)

1
2

I(i)6 (rrr)−
∫

So2

[
I(i)6

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

)
I(i)5

(
rrr′
)]

ds′

=−
∫

Sr

[
I(i−1)
2

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−ρsg2

(
rrr,rrr′

)
I(i−1)
1

(
rrr′
)]

ds′

+
∫

So1

[
I(i−1)
4

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

)
I(i−1)
3

(
rrr′
)]

ds′

(rrr ∈ So2) , (17)

1
2

I(i)6 (rrr) =−
∫

So2

[
I(i)6

(
rrr′
) ∂go2 (rrr,rrr′)

∂n′
−ρo2go2

(
rrr,rrr′

)
I(i)5

(
rrr′
)]

ds′

(rrr ∈ So2) . (18)
1
2

I(i)2 (rrr)−
∫

Sr

[
I(i)2

(
rrr′
) ∂g1 (rrr,rrr′)

∂n′
−g1

(
rrr,rrr′

)
I(i)1

(
rrr′
)]

ds′ = ψ inc (rrr)

(rrr ∈ Sr) , (19)
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1
2

I(i)2 (rrr)+
∫

Sr

[
I(i)2

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−ρsg2

(
rrr,rrr′

)
I(i)1

(
rrr′
)]

ds′

=
∫

So1

[
I(i−1)
4

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

)
I(i−1)
3

(
rrr′
)]

ds′

+
∫

So2

[
I(i−1)
6

(
rrr′
) ∂g2 (rrr,rrr′)

∂n′
−g2

(
rrr,rrr′

)
I(i−1)
5

(
rrr′
)]

ds′

(rrr ∈ Sr) , (20)
I3 is used as a criterion to determine whether the

equation converges or not, and the convergence condition
is √∥∥∥III(i+1)

3 − III(i)3

∥∥∥/∥∥∥III(i)3

∥∥∥×100% < σ . (21)

If the above equation is solved directly, too many
unknowns will lead to low solution efficiency, which is
unacceptable in practical applications, so a suitable algo-
rithm needs to be used to accelerate the solution process.

The core of the solution of the banded matrix
iterative approach canonical grid - conjugate gradient
(BMIA/CAG-CMG) method is to decompose the orig-
inal matrix equation into near-field matrix and far-field
matrix by the strong/weak correlation distances, the orig-
inal matrix is decomposed into matrices with Band and
Toeplitz characteristics, and then CMG is used to solve
the matrix equations, and in the iterative process, the
matrix vector product is calculated quickly by using the
FFT, thus speeding up the computation. The next section
focuses on the BMIA/CAG-CMG algorithm.

B. Banded matrix iterative approach canonical grid –
conjugate gradient method

Let the distance between the field point and the
source point on the rough surface be xd =

∣∣∣x− x
′ ∣∣∣ and

the strong/weak correlation distance be rd , so the surface
integral equation for the rough surface can be decom-
posed into a strong acting region and a weak acting
region as follows:
1
2

ψ(r′)−
∫

xd<rd

[
ψ(rrr)

∂g0(r,r′)
∂n′

−g0(r,r′)
∂ψ(rrr)

∂n′

]
ds

= ψinc(r′)+
∫

xd>rd

[
ψ(rrr)

∂g0(r,r′)
∂n′

−g0(r,r′)
∂ψ(rrr)

∂n′

]
ds′. (22)

1
2

ψ1(r′)+
∫

xd<rd

[
ψ1(rrr)

∂g1(r,r′)
∂n′

−g1(r,r′)
∂ψ1(rrr)

∂n′

]
ds′ = 0. (23)

The left parts of the above equations are the strong
correlation matrix(band matrix) and the right parts are
the weak correlation matrix. Therefore, according to the
BMIA/CAG algorithm, the above set of equations can
be transformed into the strong/weak correlation matrix
equations as follows:
Ndg

∑
n=1

Z(s)
0u un +

Ndg

∑
n=1

Z(s)
0ψ ψn = ψinc(xm)−

Ndg

∑
n=1

Z(w)
0u un +

Ndg

∑
n=1

Z(w)
0ψ ψn,(24)

Ndg

∑
n=1

Z(s)
1u un +

Ndg

∑
n=1

Z(s)
1ψ ψn = 0, (25)

where Z(s)
0u ,Z(w)

0u ,Z(s)
0ψ ,Z(w)

0ψ ,Z(s)
1u , and Z(w)

1ψ denote the strong
and weak matrices of the free space and medium space,
respectively.

For the region of xd > rd , that belongs to the
weak correlation matrix calculation region, which is
very computationally intensive, and if calculated directly
will greatly reduce the computational efficiency. There-
fore, the weak correlation matrix is considered to be
processed by CAG, and then the FFT can be used for
fast calculation, so that:

Z(w)
0 = Z(w)(0)

0u +Z(w)(0)
0ψ +

(
Z(w)

0u +Z(w)
0ψ −Z(w)(0)

0u −Z(w)(0)
0ψ

)
.

(26)
The expression of the strong and weak correlation

matrix equations become[
Z(s)

0u +Z(w)(0)
0u

]
u+

[
Z(s)

0ψ +Z(w)(0)
0ψ

]
ψ

= ψinc −
[
Z(w)

0u −Z(w)(0)
0u

]
u−

[
Z(w)

0ψ −Z(w)(0)
0ψ

]
ψ, (27)

Z(s)
1u u+Z(s)

1ψ ψ = 0. (28)
The above matrix can be solved by the iterative

method, whose n-th order iterative equation is

Z(0)
u u(n) +Z(0)

ψ ψ(n) = b(n), (29)

Z(s)
1u u(n) +Z(s)

1ψ ψ(n) = 0, (30)

b(n) = ψinc −
[
Z(w)

0u −Z(w)(0)
0u

]
u(n−1)

−
[
Z(w)

0ψ Z(w)(0)
0ψ

]
ψ(n−1). (31)

Its initial value is:
Z(0)

u u(0) +Z(0)
ψ ψ(0) = ψinc, (32)

Z(s)
1u u(0) +Z(s)

1ψ ψ(0) = 0. (33)
The iterative calculation ends when√∥∥b(n)

∥∥/‖ψinc‖×100% < σ .

To handle the weakly correlated matrices in the iter-
ative equation, the CAG method is required due to the
large computational load. The method expands the weak
matrix to Taylor series along the x-axis and represents
the product of the weak matrix with vector as a product
of several Toeplitz matrices and a vector. Then, the FFT
algorithm is utilized for the quick computation of the
matrix-vector product. This process allows us to effec-
tively calculate weakly correlated matrices and avoid
the issue of excessive computational load. The specific
calculation process is as follows.

The elements ym of each row in the weak correlation
matrix can be expressed as

ym =
{(

Z(w)
0u −Z(w)(0)

0

)
un

}
m
. (34)

Its Taylor series expansion takes the form of

ym =
Ndg

∑
n=1

[
j
4

H(1)
0

(
k0

√
x2

d + z2
d

)
− j

4
H(1)

0 (k0xd)

]

un =
Ndg

∑
n=1

NT

∑
l=1

al (xd)

(
z2

d
x2

d

)l

un, (35)
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where al (xd) denotes the l-th coefficient of the Taylor
series expansion, Nr is the total number of terms of the
Taylor series expansion, and zd = | f (xm)− f (xn)|. Its
first three coefficients are

a1 (xd) =− j
4

H(1)
1 (k0xd)

kxd

2
, (36)

a2 (xd) =− j
4

k2x2
d

8
H(1)

0 (k0xd)+
j
4

k0xd

4
H(1)

1 (k0xd) , (37)

a3 (xd) =− j
4

k2
0x2

d
12

H(1)
0 (k0xd)

+
j
4

k3
0x3

d
48

H(1)
1 (k0xd)− j

4
k0xd

6
H(1)

1 (k0xd) .(38)

It can be observed from the formula that when m =
1,2, ...,Ndg, each term in y is equivalent to the product
of a Toeplitz matrix and a column vector, which makes it
suitable for fast computation using FFT.

C. Validation of algorithm

The correctness of the algorithm proposed in this
article needs to be verified before carrying out example
calculations. We take an infinitely long cylindrical target
with radius R = 5λ located beneath the rough medium at
point H = 10λ as an example and analyze the composite
electromagnetic scattering problem using two different
methods, namely the BMIA/CAG-CMG-MoM method
and the MoM method. We present the target surface
current distribution obtained using different methods in
Fig. 3, and their composite scattering coefficients are
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Fig. 3. Target surface current: (a) TE incident wave and
(b) TM incident wave.

calculated and plotted in Fig. 4. Considering practical
situations, we also introduce an incident wave with an
incident angle of θi = 30o and select different parameter
settings, including rough surface length L = 90λ , root
mean square height h = 0.5λ , correlation length l =
4.0λ , and incident wave frequency f =1.2GHz. By
comparing the results of the two methods, we find
that they are consistent, indicating that the algorithm
proposed in this article is correct. In addition, the time
consumed by the two methods is listed in Table 1, which
visually demonstrates the significant advantage of the
proposed method in computational efficiency.
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Fig. 4. Composite scattering coefficients: (a) TE incident
wave and (b) TM incident wave.

Table 1: Time consumption comparison

Method BMIA/CAG-CMG MoM

Time 279 s 3721 s

BMIA/CAG-CMG is more than thirteen times faster than MoM

V. CALCULATION RESULTS AND
ANALYSIS

In this section, we have carried out detailed
studies and analyses on several computational examples
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based on the proposed BMIA/CAG-CMG-MoM mutual
coupling iteration algorithm. By simulating these exam-
ples, we have focused on the influence of the target on
the scattering field of the rough surface when the relative
permittivity of the rough surface, the distance between
the target and the rough surface, the spacing between
two targets, and the dielectric constant of the target
change. The simulation results show that the proposed
algorithm has good stability and computational accuracy
when dealing with the above situations, and it has good
reference value for studying the electromagnetic scat-
tering characteristics of targets in complex backgrounds.
At the same time, these analysis results provide valu-
able insights for further optimization and improvement
of the BMIA/CAG-CMG-MoM mutual coupling itera-
tive algorithm and may have guiding significance for
future handling of similar problems.

A. The impact of rough surface dielectric constant on
compound scattering characteristics

In Figs. 5 and 6, we conducted a comparative study
on the surface currents and scattering coefficients of
cylindrical targets under different rough surface rela-
tive permittivities. First, we set three different relative
permittivities (5,0.6i), (10,0.6i), and (15,0.6i), keeping

0 50 100 150 200 250 300 350
0

20

40

60

 r=5+0.6i

 r=10+0.6i

 r=15+0.6i

 

 

|I 3|

( )

(a)

0 50 100 150 200 250 300 350
0

4

8

12

 

 

( )

|I 3|

 r=5+0.6i

 r=10+0.6i

 r=15+0.6i

(b)

Fig. 5. The surface current of the cylinder beneath
the rough dielectric surface: (a) TE incident wave and
(b) TM incident wave.

other parameters unchanged. In these three cases, we
observed that the induced surface currents and scattering
coefficients of the target increase with the increase of
relative permittivities.
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Fig. 6. The composite scattering coefficient of the rough
dielectric surface and the cylinder: (a) TE incident wave
and (b) TM incident wave.

To analyze this phenomenon in more depth, we
further explored the impact of the rough surface relative
permittivity on the target surface current. The higher the
rough surface relative permittivity, the stronger the trans-
mission of the dielectric, which in turn makes the exci-
tation of the target stronger. This feature results in larger
induced surface currents and better thermal conductivity
when the relative permittivity is high.

At the same time, the scattering coefficient of the
rough surface also increases with the increase of rela-
tive permittivity. This is because the scattering coeffi-
cient is affected by multiple reflections and interference
of waves between rough and smooth surfaces. When the
relative permittivity is high, the multiple reflection and
interference effects become more apparent, leading to an
increase in the scattering coefficient.

Further analysis suggests that this phenomenon is
closely related to the transmission of the dielectric and
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the multiple reflection and interference effects of the
waves. Therefore, in practical applications, we need to
consider these factors in order to more accurately assess
and predict the scattering characteristics of the target.

B. The effect of changes in the target’s dielec-
tric constant on composite electromagnetic scattering
properties

Figures 7, 8, and 9 show the changes in the surface
currents and composite scattering coefficients of dielec-
tric target 1 and dielectric target 2 when the dielectric
constant of dielectric target 1 changes, respectively. We
used a rough surface with a relative dielectric constant
ofε = 5+0.6i and set the radii of the two targets to R1 =
R2 = 1λ , the depths toH = 4λ , and the distance between
them to D = 2λ . In the calculation process, we took
three different dielectric constantsεo1 = 5 + 0.5i,εo1 =
10+0.5i, andεo1 = 15+0.5i as the dielectric constant of
dielectric target 1, and the other parameters were consis-
tent with previous settings.
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Fig. 7. The impact of changes in target 1’s dielectric
constant on its own surface current: (a) TE incident wave
and (b) TM incident wave.
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Fig. 8. The impact of changes in target 1’s dielectric
constant on the surface current of target 2: (a) TE inci-
dent wave and (b) TM incident wave.

In this study, we observed some interesting phen-
omena regarding how the target’s dielectric properties
affect the overall scattering characteristics. In particular,
when the real part of the dielectric constant of target 1
is large, we found a significant increase in the induced
current on the target surface, and the scattering effect
of the rough surface became more pronounced. These
observations strongly indicate that the dielectric prop-
erties of the target play a crucial role in its scattering
characteristics. Therefore, it is essential to have a deep
understanding and accurate prediction of the target’s
dielectric properties when analyzing or studying issues
involving electromagnetic wave propagation and inter-
action.

In addition, we noticed in the experiment that the
surface current of target 2 was affected by the changes
in the dielectric constant of target 1. This phenomenon
reveals the mutual influence between the two targets,



583 ACES JOURNAL, Vol. 38, No. 8, August 2023

-80 -60 -40 -20 0 20 40 60 80
-55
-50
-45
-40
-35
-30
-25
-20
-15
-10

-5
 

 o1=5+0.5i
 o1=10+0.5i
 o1=15+0.5i

s(
o)

(a)

-80 -60 -40 -20 0 20 40 60 80
-50

-45

-40

-35

-30

-25

-20

-15

-10

-5

 o1=5+0.5i
 o1=10+0.5i
 o1=15+0.5i

s(
o)

(b)

Fig. 9. The impact of changes in the target’s dielectric
constant on the scattering coefficient: (a) TE incident
wave and (b) TM incident wave.

indicating that their coupling effect cannot be ignored.
In the study of electromagnetic scattering problems, this
coupling effect may cause certain prediction and estima-
tion biases in practical applications. To avoid this situ-
ation, researchers need to fully consider and quantify
the interactions between targets. Otherwise, neglecting
the coupling effect between targets may lead to signifi-
cant errors in the prediction and estimation of scattering
characteristics, thereby affecting the accuracy and prac-
ticality of the model.

For practical applications, such as radar systems
and communication systems, it is crucial to improve the
accuracy of predicting and estimating scattering char-
acteristics. The accuracy of prediction not only affects
the effectiveness of applications but also affects the
overall performance of the system. Therefore, consid-

ering the dielectric properties of targets and coupling
effects is essential for studying electromagnetic wave
propagation-related issues in practical applications.

C. The influence of the distance between two targets
on the composite electromagnetic scattering charac-
teristics

In Fig. 10, we observe that as the distance between
the two targets gradually decreases, the coupling effect
between them gradually strengthens. This coupling
effect leads to an increase in the induced current on
the target surface, which in turn significantly enhances
the total scattering of the targets on the rough surface.
Specifically, the smaller the distance between the two
targets, the more intense their interaction, resulting in a
more pronounced scattering phenomenon on the rough
surface.
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Fig. 10. The influence of the distance between two
targets on the composite electromagnetic scattering char-
acteristics: (a) TE incident wave and (b) TM incident
wave.



LEI: FAST COUPLING ITERATIVE ALGORITHM FOR MEDIA ROUGH SURFACE WITH MULTIPLE TARGETS BELOW 584

In addition, the total scattering of the rough surface
is also affected by the distance between the targets. When
the two targets are closer together, the total scattering of
the rough surface increases due to the enhanced coupling
effect. This indicates that in practical applications such
as radar detection systems, attention should be paid to
this phenomenon.

In summary, the distance between targets has a
significant impact on both the coupling effect between
the two targets and the scattering on the rough surface.
As the distance between the targets decreases, the mutual
coupling between the targets becomes more prominent,
leading to an increase in the scattering of the targets on
the rough surface and the total scattering of the rough
surface. Therefore, in-depth study of this phenomenon is
of great importance for improving the detection accuracy
in practical applications.

VI. CONCLUSION

In this paper, we propose a new fast iterative algo-
rithm for investigating the electromagnetic scattering
characteristics of a Gaussian rough surface and multiple
targets below. We adopt the BMIA/CAG-CMG algo-
rithm to improve computation efficiency and observe
the effects of the dielectric properties of the rough
surface and targets, as well as target spacing, on surface
currents and composite scattering through simulation
experiments. It is worth noting that we find that, under
the same incident conditions, the higher the relative
permittivity, the stronger the dielectric’s transmission
rate and target excitation, leading to an increase in
scattering coefficients, which is consistent with our
expectations.

In addition, we can also see that the smaller the
target spacing, the stronger the interaction between them,
resulting in more severe scattering on the rough surface.
Ultimately, we reveal the interactive mechanism between
two targets, providing valuable ideas and references for
further understanding and studying composite scattering
characteristics. In summary, our research results provide
new insights and ideas for electromagnetic scattering
theory and offer useful references for the application of
electromagnetic scattering problems in related fields.

Next, we can explore more factors influencing elec-
tromagnetic scattering and further improve the algo-
rithm’s computation efficiency and accuracy. Mean-
while, we can also study the scattering characteristics
of rough surfaces with different shapes and materials, as
well as the electromagnetic scattering behavior of targets
at different positions and directions, and so on. These
studies will help us to understand electromagnetic scat-
tering phenomena more deeply and provide more effec-
tive solutions for practical applications.
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Abstract – An alternate boundary local time stepping
(ABLTS) method is proposed for the discontinuous
Galerkin time domain method for transient electromag-
netic simulations to reduce the computation complexity
of the local time stepping (LTS) method. The proposed
method exhibites lower storage and time complexity than
the conventional LF-LTS method . The stability, accu-
racy, and effectiveness of the ABLTS method are verified
by applying it to the simulation of a resonator cavity and
multi-layer microstrip antenna. The numerical results re-
vealed that the developed method is effective for the tran-
sient electromagnetic simulation of antennas.

Index Terms –Antenna transient analysis, discontinuous
Galerkin time domain method, high-order time integra-
tion, local time stepping.

I. INTRODUCTION

The discontinuous Galerkin time domain (DGTD)
method is widely used in the transient simulation of an-
tennas and microwave devices because of its high accu-
racy. The DGTD method introduces numerical flux into
the finite element time domain (FETD) method [1–8] and
exhibits higher accuracy and modeling flexibility than
conventional time-domain methods such as finite differ-
ence time-domain (FDTD) method. The numerical flux
decomposes the common basis function between neigh-
boring elements, so that the governing equation can be
established in one element and avoid building and de-
composing large sparse matrices.

Runge-Kutta and leapfrog (LF) methods are the
widely used explicit time integration schemes based on
the DGTD method [6, 8, 9]. The LF scheme exhibits
limited iteration steps. In the Courant–Friedrichs–Lewy
(CFL) stability condition, the maximum time step size of
explicit difference schemes is determined by the small-

est element. However, unstructured meshes typically
produce some distorted and small-size elements, which
leads to a minimal global time step size [9]. Local time
stepping (LTS) methods are typically used to address the
multi-scale problem [10–12]. The LTS method classi-
fies elements into many parts according to their size in
space; fine and coarse regions have different time step
sizes [8–14]. However, if a fine region is adjacent to
a coarse region, the fine region requires the numerical
flux of the adjacent coarse region, and the coarse re-
gion cannot provide fields at the exact time because of
the large time step. The LTS method based on the arbi-
trary high order (ADER) scheme compensates for the er-
rors of different time steps through the high-order Taylor
expansion of time partial conductance in the coarse re-
gion. The ADER-LTS method is highly accurate but re-
quires time synchronization when it provides field infor-
mation as the output. Furthermore, frequent synchroniza-
tion leads to complications in time integration steps, the
ADER-LTS requires extra memory because of storing
fields at multiple time steps. Another LTS method based
on the leapfrog (LF) scheme is frequently discussed [8–
12]. The LF scheme presents second-order time accuracy
and simpler iterations than the ADER scheme. When ad-
jacent element fields are not obtained at the exact time,
the accuracy of the LF scheme degrades to first-order and
some interpolation methods [8, 11], which increase itera-
tion complexity and memory, are used to compensate for
the accuracy. However the interpolation slows the solv-
ing speed and needs to meet a more stringent stability
condition.

In this study, we propose an alternate boundary LTS
(ABLTS) method based on the LF-LTS method reported
in [8]. The ABLTS method is applied to the DGTD
method with hierarchical vector basis functions, avoids
interpolation between coarse and fine regions, and main-
tains the concise iterations of the LF scheme. The storage
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and time complexity of this method are lower than those
of the interpolation LF-LTS method, which improves the
universality of the LTS method. The simulation of a res-
onator cavity and patch antenna showed that the ABLTS
method presents the high accuracy, fast speed, and low
memory as the interpolation LF-LTS method.

II. PRINCIPLE AND FORMULATIONS
A. Numerical discretization of LTS-DGTD

The isotropic Maxwell’s curl equations in 3-D space
without sources and lossless are⎧⎪⎨⎪⎩

∇×H = ε
∂E
∂ t

∇×E =−μ
∂H
∂ t

, (1)

where ε is the permittivity, μ is the permeability. E and H
are expended with the second-order hierarchical vector
basis function reported in [6].

Using the Galerkin finite elements approach re-
ported in [1], (1) can be expressed as the weak form with
integration by parts as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∫
Ωi

ε
∂E
∂ t

·Nidν −
∫

Ωi

∇×Ni ·Hdν =∫
Γi

(n̂×H) ·Nids,∫
Ωi

μ
∂H
∂ t

·Nidν +
∫

Ωi

∇×Ni ·Edν =

−
∫

Γi

(n̂×E) ·Nids,

(2)

where Ω is the computational domain divided into tetra-
hedrons Ωi, Γi is the boundary of Ωi, and n̂ is the normal
vector located on Γi and points to the outside, Ni is the
weight functions of Ωi. The DGTD method introduces
numerical fluxes to evaluate the integration over tetrahe-
dron interfaces. As a common numerical flux with ex-
cellent convergence, the upwind flux is introduced into
(2), and the semi-discrete form with the upwind flux is
expressed as follows [1]:

εMi
∂Ei

∂ t
= SiHi+

4

∑
p=1

(
khFΓp i

(H j −Hi)− veGΓp i
(E j −Ei)

)
,

μMi
∂Hi

∂ t
=−SiEi−

4

∑
p=1

(
keFΓp i

(E j −Ei)+ vhGΓp i
(H j −Hi)

)
,

(3)

where ke, ve, kh, and vh are the upwind flux coefficients
[5], M is the mass matrix, S is the stiffness matrix, and
FΓ and GΓ are the flux matrices.

(3) can be expressed in a highly concise form as fol-
lows:

∂u
∂ t

= A(u) , (4)

where u = [E,H]T , A denotes the terms of (3) other than
the time partial term. According to the ADER scheme

reported in [12], u can be expanded into Taylor series as
follows:

u(t +Δt) =
Nt

∑
p=0

Δt p

p!
∂ pu(t)

∂ t p , (5)

where Nt is the order in the ADER scheme. The first or-
der ADER scheme is expressed as follows:

∂u(t)
∂ t

=
u(t +Δt)−u(t)

Δt
+O(t2) = A(u). (6)

For isotropic media, A(u) = Au(t), this scheme be-
comes an explicit format and can be derived into the LF
scheme using (6) as follows:

Hi
n+ 1

2 −Hi
n− 1

2

Δt
= μ−1Mi

−1 (−SiEi
n + fhi(u))

= Ahiu(t),
Ei

n+1 −Ei
n

Δt
= ε−1Mi

−1
(
SiHi

n+ 1
2 + fei(u)

)
= Aeiu(t),

(7)

where Δt is the size of the time step, and f (u) denotes
the flux term:

fh(u) =−
4
∑

p=1

(
keFΓp i

(E j
n −Ei

n)
)
+

4
∑

p=1

(
vhGΓp i

(H j
n− 1

2 −Hi
n− 1

2 )
)
,

fe(u) =
4
∑

p=1

(
khFΓp i

(H j
n+ 1

2 −Hi
n+ 1

2 )
)
−

4
∑

p=1

(
veGΓp i

(E j
n −Ei

n)
)
.

(8)

The half step between E and H proves that (8) has
the second-order time accuracy [8]. The CFL condition
constrains the Δt size [8, 9]:

0 <
Δt2

4
max(λ (Aei) ,λ (Ahi))< 1,

ΔtLF ≤ 2√
max(λ (Aei) ,λ (Ahi))

, i ∈ Ω
. (9)

where λ is the eigenvalue, and ΔtLF is the time step size
of LF scheme.

B. Alternate boundary LTS scheme

The LF-LTS scheme can be used to expand (8) into
the following:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Hi
n+ 1

2 −Hi
n− 1

2
Δt =

Ahi

[
Ei

n,E j
n,Hi

n− 1
2 ,H j

n− 1
2

]T

Ei
n+1−Ei

n

Δt =

Aei

[
Ei

n,E j
n,Hi

n+ 1
2 ,H j

n+ 1
2

]T

, i ∈ ec (10)
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Hi
n+ 1

6 −Hi
n− 1

6

Δt/
3

=

Ahi

[
Ei

n,E j
n,Hi

n− 1
6 ,H j

n− 1
6

]T

Ei
n+ 1

3 −Ei
n

Δt/
3

=

Ahi

[
Ei

n,E j
n,Hi

n+ 1
6 ,H j

n+ 1
6

]T

, i ∈ e f , (11)

where e f and ec are the fine and coarse regions, respec-
tively.

When the iteration steps of the fine region become
an integer multiple of 3, the coarse region updates fields.
According to the difference in the element scale, the
computing domain can be classified into multiple LTS
levels. The element of each level is coarse and fine for
the upper and lower levels, respectively. Elements in the
same LTS level ΩLT S have the same time step ΔtLT S. A
report [15] proved that

0 <
min(ΔtLT S)

2

4
max(λ (Ap))< 1,

Ap = AΩ − min(ΔtLT S)
2

8
AΩA f ine,

(12)

where AΩ is the matrix established using elements in Ω,
A f ine is the matrix established by employing elements in
the fine region.

If i is in the fine region and j is in the coarse region,
(11) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Hi
n+ 1

6 −Hi
n− 1

6

Δt/
3

=

Ah

[
Ei

n,E j
n,Hi

n− 1
2 ,H j

n− 1
2

]T

Ei
n+ 1

3 −Ei
n

Δt/
3

=

Ae

[
Ei

n,E j
n,Hi

n− 1
2 ,H j

n− 1
2

]T

, i ∈ e f , (13)

The field obtained using j is not at the exact time
step and reduces the accuracy and stability; thus, the time
accuracy of (13) has the first order. In general, efficient
methods, such as introduction of interpolation or exact
iteration in an interface, are used to refine this scheme [6,
9–11], which increases the computing time and requires
additional memory.

To avoid introducing interpolation, the boundary of
fine and coarse elements is reconstructed so that the
difference scale of coarse elements on the boundary is
changed to be consistent with that of fine elements. The
changed elements are alternate boundary (AB) elements,
as displayed as Fig. 1.

Considering (5), a different scheme of AB elements
can be transformed into the following expression as the
second-order scheme

Fig. 1. Common case of alternate boundary method in
which the yellow elements are alternate boundary ele-
ments that belong to the coarse region.

un+ 1
3 
 u

(
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Δt
3

)
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u(t)+
Δt
3

∂u(t)
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+
1
2

(
Δt
3

2) ∂ 2u(t)
∂ t2 +O(Δt3).

(14)

(14) provides the exact field of the coarse region and
retains the second-order time accuracy in fine regions.

Different from the 2-D nodal basis function reported
in [8, 9], the contribution of 3-D hierarchical vector basis
functions to the upwind flux is mainly concentrated in the
adjacent face and edges, and the orders are 0.5, 1.5, and
2, which render the spatial accuracy consistent with the
time accuracy. The reciprocity of linear equations with
the same order in space and time was confirmed in [16].
(14) of element i in the coarse region becomes:

ui
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3 −ui
n
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= Aui
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(15)
rewriting the equation in the LF scheme, we obtain
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6

]T
+O(Δt3).

(16)
(16) indicates that only two iterations of the AB element
are required to obtain a field with high-order accuracy,
according to (15). (16) also maintains the characteris-
tics of the explicit scheme; hence, the AB elements must
meet the CFL conditions of the fine region.

C. Computation work of ABLTS

It’s obvious that (16) is able to suppress errors in
the coarse elements, and there will be an exact time step
from the adjacent fine elements when (16) is applied in
the upwind flux. Therefore, AB elements only need to
maintain the same update scheme as adjacent fine ele-
ments to ensure that the accuracy of adjacent coarse ele-
ments is maintained at the second-order.

This feature makes the computation work of ABLTS
method simpler than interpolation methods in [15]. For
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Fig. 2. Computation work of ABLTS in the LF scheme,
The time step size has Δt2 = 3Δt1; the red dotted lines are
fields provided by Eq. (16).

example, when the problem has 3 classes, the computa-
tion work of ABLTS is shown in Fig. 2.

The update for electric field of AB elements at the
exact time is similar to (16):

Ei
n+ 1

3 −Ei
n

Δt/
3

= Ae

[
Ei
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n+ 1

6 ,E j
n,H j
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6

]T

+
Δt
4
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[
Ei

n,Hi
n+ 1

6 ,E j
n,H j

n+ 1
6

]T
+O(Δt3).

(17)

From (16) and (17), the stability of the ABLTS
method remains explicitly dependent on Δt, and the up-
wind flux ensures equation convergence. The order of
time in AB elements is the same as second-order inter-
polation. Therefore, the time step size of ABLTS follows
(12).

III. NUMERICAL RESULTS AND
DISCUSSION

In this section, the simulation of a resonator cavity
and multi-layer antenna is presented to show the stability
and efficiency of the ABLTS method.

A. Resonator cavity

First, the characteristics of a resonator cavity are an-
alyzed to confirm the stability and accuracy of the pro-
posed method. The cavity is 1 m × 1 m × 1 m and is
terminated using a perfect electronic conductor (PEC)

boundary. The interior of the resonant cavity is filled with
air, so that the resonant frequency obtained using the ana-
lytical solution is 212.132 MHz. The cavity is partitioned
to A, B, and C regions, and the mesh size ratio of these
regions is set to 1:3:9 for showing the multi-scale situa-
tion.

1m

0.5m

0.3m
0.2m

1m Group2

Group1 Group3

C

B
A

Fig. 3. Geometry and meshes of the resonator cavity.

To verify the stability and accuracy of the ABLTS
method, three control groups are used for testing. The
mesh size of region A in these control groups were 10,
15, and 20 mm. After mesh generation, the numbers of
elements of these groups are 75,351, 35,679, and 17,114
tetrahedrons; the number of degree of freedoms (Dofs)
are 3,014,040, 1,427,160, 684,560. A point source is ex-
cited at the center of the cavity with modulated Gaussian
pulse from 100 to 300 MHz. The DGTD method with LF,
LF-LTS presented in [9], and ABLTS methods are used
to simulate the wave propagation of 1000 ns in the cav-
ity. The minimum time step size of the above methods is
37.562 ps. Fig. 3 shows the geometry of the cavity.

Table 1 presents the performance comparison of the
relative error and solution time of LF, LTS, and ABLTS
methods, and the relative error is compared with the
result of analytical solution of 212.132 MHz (absolute
error/analytical solution). For the same mesh and exci-
tation and solution times, the accuracy of the ABLTS
method is the same as that of the LF method and higher
than that of the LF-LTS method. The speed of the
ABLTS method is similar to that of the LF-LTS method
and considerably higher than that of the LF method. In
this example, the spatial discretization at a maximum
scale of 0.127 wavelengths and following eq. (9) and eq.
(12) to estimate the time step, three groups of experi-
ments at different scales all maintained stable working
for a long time as Fig. 4 shows, demonstrating the sta-
bility of the proposed method. The electric field of the
cavity is shown in Fig. 5.
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Table 1: Performance comparison among different meth-
ods
Group Performance LF LF-LTS ABLTS

Group 1 Time (min) 315.4 90.64 90.75
Speedup \ 3.48 3.48

Freq (MHz) 212.106 212.011 212.105
Relative error 0.01% 0.06% 0.01%

Group 2 Time (min) 69.12 22.35 22.07
Speedup \ 3.09 3.08

Freq (MHz) 212.095 212.003 212.093
Relative error 0.02% 0.06% 0.02%

Group 3 Time (min) 27.51 9.09 9.1
Speedup \ 3.02 3.02

Freq (MHz) 212.039 211.991 212.039
Relative error 0.04% 0.07% 0.04%

Fig. 4. Nearfield of the proposed method.

B. Multi-layer microstrip antenna array

A multi-layer microstrip antenna array is analyzed
using the DGTD-ABLTS method to show its efficiency
and accuracy. The array had four layers (Fig. 6); the
first layer of the upper part is made of Rogers RO3203,
whose permittivity is 3.02. The second and forth layers
are composed of Arlon CuClad 250GT, whose permit-
tivity is 2.5. The third layer is a perfect electric conduc-
tor. The computation domain is terminated by the Silver-
Muller absorb boundary condition. Four lump ports ex-
cited the feed network through a modulated Gaussian
pulse from 13.5 GHz to 17.5 GHz. The number of tetra-
hedrons is 1,735,017, the number of Dofs is 69,400,680,
and the ABLTS method decomposes meshes into three
levels. The numbers of tetrahedron of each LTS levels are
42,264, 408,453, and 1,731,841. The pulse propagated in
the model in 4 ns.

Fig. 5. Electric field (V/m) of the cavity at 28 ns, 40 ns,
44 ns, and 54 ns.

5.8mm 5.8mm70mm

60mm

0.3mm

0.5mm
1mm
1mm

CuClad
250GT

Rogers
RO3203

2.2mm

Z

YX

Fig. 6. Geometry of the multi-layer microstrip antenna
array.

3.00E-2 0.001.50E-2

Fig. 7. Electric field (V/m) in the XOZ plane at 0.8 ns.

Figure 7 shows the electric field distribution in the
XOZ plane at 0.8 ns, and Fig. 6 presents the Gain To-
tal in the YOZ plane in comparison with the result of
HFSS. Furthermore, Table 2 presents the computational
performance of the LF-DGTD and proposed methods,
in which δ denotes the relative error. All the methods
are run on CPUs with 240 processors. The computation
efficiency of the DGTD method considerably improved
with ABLTS and the memory and accuracy are almost
unchanged.
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Fig. 8. GainTotal in YOZ plane calculated by the pro-
posed method and HFSS.

Table 2: Performance of the DGTD with ABLTS
Peak Solution δ Speedup

Memory Time (Compare (Compare

(MB) (min) with LF) with LF)

LF 29,264.1 416.3 \ \
LTS 29,266.9 54.2 0.0937 7.68

ABLTS 29,267.3 54.7 0.0815 7.61

IV. CONCLUSIONS

An ABLTS method of DGTD is introduced for elec-
tromagnetic simulation of antennas. The DGTD-ABLTS
method is a noninterpolation local time stepping scheme
based on the leapfrog integration scheme, which reduces
the error of the LTS method by two iterations with the
second-order accuracy. The simulation of a resonator
cavity and multi-layer antenna array proved the accu-
racy and efficiency of the DGTD-ABLTS method. The
DGTD-ABLTS method is efficient for the large-scale
electromagnetic simulation of antennas.
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Abstract – In this study, a novel characteristic mode
basis function construction method is proposed to solve
the problems of low efficiency and slow convergence
of the iterative solution of the characteristic mode
method. First, the characteristic modes (CMs) of each
extended block are calculated separately by dividing
objects, the CMs construction efficiency is improved for
the decreased matrix dimensionality. Next, the effective
CMs are selected as basis functions according to the
modal significances. Finally, to improve the poor condi-
tional number of the reduced matrix for the block exten-
sion, the singular value decomposition is used to enhance
the orthogonality among these basis functions. Several
numerical calculations show that the proposed method
has significant efficiency and accuracy.

Index Terms –Characteristic mode, method of moments,
reduced matrix, singular value decomposition.

I. INTRODUCTION

The method of moments (MoM) [1] is a popular
method for solving electromagnetic scattering, which
has the advantage of high computational accuracy. How-
ever, as the size of the object increases, there is a
substantial escalation in computational complexity and
memory usage. To alleviate this problem, various fast
and effective methods have been proposed, such as the
fast multipole method (FMM) [2], multilevel fast multi-
pole method (MLFMM) [3], adaptive cross approxima-
tion (ACA) [4], and adaptive integration method (AIM)
[5]. These methods effectively reduce the complexity
of matrix-vector product computation, but they usually

resort to iterative methods. In order to reduce the dimen-
sionality of the matrix, macro basis function is intro-
duced into the MoM. For example, the synthetic basis
function (SBF) method [6], sub-entire-domain (SED)
basis function method [7], and characteristic basis func-
tion method (CBFM) [8]. Based on the principle of
domain decomposition, the CBFM divides the object
into multiple blocks. Nevertheless, it demands a substan-
tial number of incident excitations, and the construction
of basis functions consumes a considerable amount of
time.

The characteristic mode (CM) is an intrinsic mode
adapted to an arbitrary electromagnetic structure, inde-
pendent of the applied excitation [9]. It is particularly
suitable for the analysis of multi-excitation problems.
Thus, the CM theory is widely used in the design and
simulation of antennas [10–13], while it is rarely applied
in the analysis of electromagnetic scattering problems.
The traditional CM method (CMM) [14] presents a high
computational complexity and low efficiency in solving
CMs. Subsequently, it is unsuitable for large electrical
problems. To improve the efficiency of CMM analy-
sis of electromagnetic scattering problems, the CMs are
used directly as the basis functions in [15]. Nevertheless,
it is difficult to apply it to electrically large problems
due to the complexity of the algorithm. Consequently,
a fast multipole algorithm is introduced in [16] to accel-
erate the solution of CMs. However, the improvement
is not significant due to the large size of the impedance
matrix. In addition, the CMM is combined with compres-
sive sensing, used to analyze the bistatic scattering prob-
lems in [17], but the dimensionality of the measurement
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matrix is large. Furthermore, considering the coupling
between the incident wave and the dielectric body, a new
CMM is proposed to analyze the scattering problems in
[18]; however, the computation complexity of CMs is
relatively high. Innovatively, a method proposed in [19]
utilizes principal component analysis (PCA) to acceler-
ate the iterative solution of CMM, which improved the
solution efficiency.

Unlike the previous works, based on the idea of
regional blocking, this study proposes a novel charac-
teristic mode basis function method (NCMBFM). First,
the object is divided into multiple blocks and extended,
selecting effective modes as basis functions. Next, the
orthogonality between these basis functions is strength-
ened by using the singular value decomposition (SVD)
[20] method. As a result, the condition number of the
reduced matrix is improved, which could effectively
boost the efficiency of the iterative solution. The corre-
sponding numerical results verify the efficiency and reli-
ability of the proposed method in the analysis of electri-
cally large problems.

II. THEORY
A. Characteristic mode method

The surface currents on the object are extended
using the Rao-Wilton-Glisson (RWG) [21] basis func-
tion, and the MoM is employed to generate the matrix
equation as follows:

ZJ= V, (1)
where Z is an impedance matrix with the size of N ×N
and N is the number of unknowns; J and V represent the
current coefficients vector and excitation vector, respec-
tively. According to the CM theory, for an arbitrarily
shaped PEC, the CMs are generated from its impedance
matrix as follows:

Z= R+ jX, (2)

XJCM = λRJCM, (3)
where R and X are the real and imaginary parts of Z,
respectively. JCM denotes the eigenvector, correspond-
ing to the eigenvalue λ . Depending on the nature of the
CMs, the superposition of a few low-order CMs is suf-
ficient to approximate the surface currents. In this con-
text, these low-order modes are chosen as basis func-
tions. This selection approach relies on modal signifi-
cances (MS), defined as

MS =

∣∣∣∣ 1
1+ jλ

∣∣∣∣ . (4)

Moreover, a threshold τcm related to the MS is
set, and then, a group of eigenvalues is determined
based on MS > τcm . The corresponding significant CMs
are obtained as the characteristic mode basis functions
(CMBFs). Assuming that the total number of CMBFs is
K, the surface currents of the object is expressed by a

linear superposition of these CMBFs as

J=
K

∑
k=1

akJCMk , (5)

where ak is the coefficient of the CMBFs to be solved
and JCMk the kth CMBFs. Substituting equation (5) into
equation (1) and multiplying both sides of the equation
with the transpose of JCM, a reduced matrix equation
about ak of reduced order is obtained, expressed as

ZRa = VR, (6)

where ZR is a reduced matrix with a dimension of K×K
and VR = (JCM)TV is a K × 1 vector. Furthermore, a is
the matrix of extension coefficients obtained by solving
equation (6).

However, when analyzing electrically large objects,
as the matrix dimension increases, solving equation (3)
becomes more complex, which poses challenges to the
solution of the CMs.

B. Novel characteristic mode basis function method

Different from the CMM to construct CMBFs, this
study builds on the idea of regional blocking to divide
the object into m blocks. However, the blocking resulted
in a change in the shape of the object, causing corre-
sponding changes in the CMs of each block. As a con-
sequence, these CMs could no longer accurately repre-
sent the original current distribution on each block. To
solve this issue, each block is extended to ensure the
smoothness and continuity of the characteristic current
near the virtual boundary. The principle and applica-
tion of blocking is shown in Fig. 1 (take a cylinder as
the example). Where the blue part indicates the mutual
impedance matrix, the yellow part indicates the self-
impedance matrix, and the dashed line portion indicates
the extended self-impedance matrix.

11Z 12Z 13Z 14Z 1mZ

21Z 22Z 23Z 24Z 2mZ

31Z 32Z 33Z 34Z 3mZ

41Z 42Z 43Z 44Z 4mZ

1mZ 2mZ 3mZ 4mZ mmZ
m

Fig. 1. The principle and application of blocking.
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As a result, equation (1) changed as follows:⎡⎢⎢⎢⎣
Z11 Z12 · · · Z1m
Z21 Z22 · · · Z2m

...
... · · · ...

Zm1 Zm2 · · · Zmm

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

J1
J2
...

Jm

⎤⎥⎥⎥⎦=

⎡⎢⎢⎢⎣
V1
V2
...
Vm

⎤⎥⎥⎥⎦ , (7)

where the self-impedance matrix Zii and mutual
impedance matrix Zi j are used to represent the interac-
tions between different blocks. The current coefficient
vector Ji and excitation vector Vi are associated with
block i. The CMs of each extension block are solved by
equations (8) and (9), selected effective modes as basis
functions by MS, as follows:

Zii = Rii + jXii, (8)
XiiJ

CM
i = λRiiJ

CM
i . (9)

It is worth noting that as the number of blocks increases,
the dimension of the self-impedance matrix for each
block becomes smaller, leading to improved efficiency
in solving CMs. However, the increase in the number of
CMs results in a higher dimensionality of the reduced
matrix, necessitating iterative solutions. Furthermore,
even though blocking and extending could improve the
efficiency of solving CMs, they weaken the orthogonal-
ity between CMs, which eventually leads to a worse con-
dition number of the reduced matrix, and the iterative
solution converges slowly.

For this reason, after removing the extension and
selecting effective CMs using the MS, the SVD is
applied to these CMs. The process of SVD is as follows:

JCM
i = UWVT, (10)

where JCM
i represent the set of all basis functions on

the block i with a dimension of Ne
i × Pi; Ne

i and Pi
denote the number of unknowns and initial basis func-
tions after extending on block i, respectively. U and
VTare both orthogonal matrixes with the dimension of
Ne

i ×Ne
i and Pi ×Pi, respectively.W is a diagonal matrix

with the dimension of Ne
i × Pi. The elements of the

diagonal are arranged from largest to smallest with a
rapid decay trend, all of which are singular values of
JCM

i . Afterwards, the left singular value vectors in U are
retained as the novel characteristic mode basis functions
(NCMBFs). Supposing that the number of NCMBFs
retained on each block is Li, the current of block i is
expressed as

Ji =
Li

∑
l=1

al
iJ

NCMl
i , (11)

where al
i is the coefficient matrix to be solved and JNCMl

i
is the lth NCMBFs of block i. On this basis, the original
current of the object is expressed as

J=
M

∑
i=1

Li

∑
l=1

al
iJ

NCMl
i , (12)

where al
i is obtained by solving a reduced matrix with

the size of ∑M
i=1 Li ×∑M

i=1 Li.

In general, solving equation (6) is categorized into
direct and iterative methods. However, the construction
of the reduced matrix ZR =

(
JNCM

)T
ZJNCM is associ-

ated with the CMs. For electrically large problems, as the
number of dividing blocks increases, the count of CMs
increases, resulting in a larger dimension of the reduced
matrix, thereby making direct method solution difficult.
Based on this situation, the SVD technique and an iter-
ative method are employed to solve the problem in this
paper. Compared to the CMM, the condition number of
the reduced matrix constructed using NCMBFs is dimin-
ished, leading to a notably improved convergence rate in
the iterative solution of the reduced matrix.

III. COMPLEXITY ANALYSIS

The calculation of CMM and NCMBFM mainly pri-
marily involve three processes, generating basis func-
tions, constructing the reduced matrix, and solving the
reduced matrix. For simplicity, the effect of the extension
in NCMBFM is ignored, and the number of NCMBFs
and unknowns in each block are assumed to be P and
N
/

M, respectively. The computational complexity is
analyzed for the CMM and NCMBFM as follows:

1. Generating basis functions: In the CMM, equa-
tion (3) is commonly solved using the implicitly
restarted Arnoldi method (IRAM), the most time-
consuming of which is the LU decomposition [22],
with the complexity of O

(
N3

)
. However, construct-

ing NCMBFs in NCMBFM mainly consists of
LU decomposition and SVD; both of them have
the complexity of O

(
M
(
N
/

M
)3
)

, so the com-

plexity of the NCMBFM is O
(

2M
(
N
/

M
)3
)
≈

O
((

N
/

M
)3
)

. Since N is always greater than N
/

M,
NCMBFM can expedite the generation of basis
functions, and the acceleration factor is M3.

2. Constructing the reduced matrix: Because of the
different number of basis functions, the complex-
ity of constructing the reduced matrix in the CMM
and NCMBFM is O

(
KN2

)
and O

(
PMN2

)
, respec-

tively. Since K and PM are constants, the computa-
tional complexities of both are close.

3. Solving the reduced matrix equation: In CMM, the
small number of solved CMs leads to a smaller
dimension of the reduced matrix, which is suit-
able for using LU decomposition with complexity
O
(
N3

c
)

to solve it directly, where Nc is the dimen-
sion of the reduced matrix. However, in CMB iLU
(CMB iLU means the incomplete LU decomposi-
tion preconditioning method is used to accelerate
the iterative convergence of the blocked CMM) and
NCMBFM, as the number of unknowns increases,
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more CMs are obtained, resulting in the increased
dimensionality of the reduced matrix that requires
iterative method with a complexity of O

(
NiterN2

r
)

to solve. Niter and Nr represent the number of iter-
ations and the size of the reduced matrix, respec-
tively. For NCMBFM, the condition number of the
reduced matrix is better and the required Niter is
smaller, resulting in an acceleration factor of N

′
iter

(N
′
iter is the difference in the number of iterations).

In summary, compared to CMM, the blocking oper-
ation in NCMBFM accelerates the generation of basis
functions, albeit resulting in larger dimension of the con-
structed reduced matrix. In comparison to CMB iLU, the
introduction of the SVD process enhances the orthogo-
nality between basis functions, optimizes the condition
number of reduced matrices, and accelerates the iterative
solution of the reduced matrix equation.

IV. NUMERICAL RESULTS

To verify the efficiency of the proposed method,
the scattering properties of three objects are analyzed
using the MoM, CMM, CMB, and NCMBFM. For con-
venience of expression, the CMM of blocking is defined
as CMB. The generalized minimal residual (GMRES)
method is used for the iterative algorithm. The thresh-
old of the iLU decomposition is empirically set to 0.001
and the tolerance of the GMRES to 1E-05. In addition, to
estimate the accuracy of the calculation results, the rela-
tive error is introduced as follows:

Err =
(‖σcal −σMoM‖2

‖σMoM‖2

)
×100%, (13)

where σcal and σMoM represent the radar cross section
(RCS), calculated via the used method and MoM, respec-
tively. Since CMM generates fewer basis functions and
has a lower reduced matrix dimension, the reduced
matrix equation is solved using a direct method. Mean-
while, the calculated results of CBFM are added as a
comparison. Besides, we have included a comparison of
the effects between NCMBFM and CM-PCA [19] in this
section.

Initially, the bistatic RCS of a cylinder with a radius
of 0.2 m and a height of 1 m is analyzed at an inci-
dent frequency of 1.8 GHz. The cylinder’s surface is dis-
cretized using RWG functions, resulting in 18,478 trian-
gles and 27,711 unknowns. With the threshold τcm of the
MS set to 0.001, 1404 effective modes are generated in
CMM. Subsequently, the object is divided into 16 blocks,
and the extension size is set to 0.15λ in NCMBFM, cre-
ating 3520 effective modes and 41244 unknowns.

To investigate the effect of different extended sizes
on the accuracy, the change of RCS Err with τcm under
different extended sizes is given in Fig. 2. It can be
observed that as the extended size increases, the accuracy
increases, but so does the number of unknowns and the

number of NCMBFs. To balance time and accuracy, the
extended size and τcm are set to 0.15λ and 0.001, respec-
tively. To test the effect of with and without SVD on
the orthogonality between NCMBFs, the changes in the
condition number of the reduced matrix with different
extended sizes are shown in Table 1. It can be found that
the condition number of the reduced matrix, constructed
without SVD, increases significantly as the extended
size grows, eventually reaching the point of becom-
ing an ill-conditioned matrix. However, when NCMBFs
are handled with SVD, the condition number of their
constructed reduced matrix is significantly decreased.
Therefore, the SVD helps to strengthen the orthogonality
between basis functions to achieve the effect of optimiz-
ing the condition number of the reduced matrix.

1 0.1 0.01 1E-3
0

2

4

6

8

10

Er
r (

%
)

threshold

 0.10  extended
 0.15  extended
 0.20  extended
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Fig. 2. Err of NCMBFM with different extended sizes.

Table 1: Condition number of reduced matrix con-
structed with and without SVD for different extended
sizes
Extended Size Condition Number of

Reduced Matrix

Without

SVD

With SVD

0.10λ 6.0388E+05 1.4050E+04
0.15λ 3.8820E+06 1.2081E+04
0.20λ 9.6412E+06 1.5381E+04
0.25λ 9.8231E+06 6.5468E+03
0.30λ 2.4077E+07 4.7326E+03

The iteration number of several different methods
for the reduced matrix solution is compared in Fig. 3.
Compared to these methods, the proposed approach
exhibits the fewest iterations, resulting in a more efficient
solution to the reduced matrix equation. The bistatic RCS
of cylinder horizontal polarization is plotted in Fig. 4. It
is shown that the proposed method is in excellent agree-
ment with the calculated results of the MoM, CMM, and
CBFM.
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Fig. 3. The number of iterations for solving the reduced
matrix using different methods.
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Fig. 4. Bistatic RCS of cylinder in horizontal polariza-
tion.

Next, a missile with a length of 1 m is calculated
for bistatic RCS at 3 GHz. The surface of the missile
is discretized by the RWG functions to generate 21,880
triangles and 32,820 unknowns. Meanwhile, the thresh-
old τcm of MS is set to 0.001. In NCMBFM, the missile
is divided into 26 blocks, and an extension of 0.15λ is
chosen to create 52,662 unknowns. 1609 effective modes
are obtained in CMM, while 4663 effective modes are
acquired in NCMBFM. Compared with the CMB iLU,
the condition number of the reduced matrix constructed
by NCMBFs decreased from 1.1309E+08 to 1.6832E+04
in NCMBFM. Moreover, the proposed method dimin-
ished the number of iterations in solving the reduced
matrix equation from 277 to 17. Hence, the solution effi-
ciency is significantly improved. The bistatic RCS of ver-
tical polarization for several methods is shown in Fig. 5.
The results show that the proposed method is consistent
with the calculation results of the MoM and CMM with
high accuracy.
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Fig. 5. Bistatic RCS of missile in vertical polarization.

Finally, the bistatic RCS with a cone-sphere with a
gap at an incident frequency of 6.2 GHz is calculated.
The RWG basis functions discretize the target surface
to obtain 27,898 triangles and 41,847 unknowns. At the
same time, the threshold τcm of MS is set to 0.001. In the
CMM, 1959 effective modes are obtained. In NCMBFM,
6357 effective modes and 73,638 unknowns are acquired
by dividing the target into 45 blocks and extending
each block by 0.15λ . Compared to CMB iLU, the pro-
posed approach reduces the matrix condition number
from 6.2385E+08 to 1.1048E+04, while it decreases to
4.8327E+04 in CM-PCA. In addition, the iteration num-
ber for solving the reduced matrix equation dropped
from 530 to 30, while it is 42 in CM-PCA. The effi-
ciency of iterative solution is greatly improved. The hor-
izontal polarized bistatic RCS of the cone-sphere with a
gap is shown in Fig. 6. It can be concluded that the pro-
posed method is in good agreement with the results of
the MoM.

Although both SVD and PCA are featured to
enhance orthogonality within the data, but there are
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Fig. 6. Bistatic RCS of cone-sphere with a gap in vertical
polarization.
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Table 2: The simulation time of different processes and RCS Err

Model Method

Basis Functions

Construction

Time (s)

Number

of Basis

Functions

Reduced

Matrix Filling

Time (s)

Solving

Time (s)

Total

Time (s)

RCS

Err (%)

Cylinder

CBFM 716.4 4303 495.0 6.3 2163.6 0.34
CMM 3325.3 1404 47.5 2.1 4834.7 0.21

CMB iLU 108.1 3520 131.1 247.4 1931.4 0.25
NCMBFM 117.7 3520 132.1 9.1 1702.6 0.37

CBFM 1148.8 5798 933.7 9.2 4118.5 2.78
Missile CMM 5336.1 1609 76.5 2.5 7516.1 1.52

CMB iLU 185.9 4663 441.8 282.8 3650.6 1.87
NCMBFM 223.8 4663 440.9 9.5 3375.9 2.11

CBFM 1889.4 7875 1508.2 29.7 5638.3 2.63
Cone-sphere CMM 8136.3 1959 323.8 3.2 11618 1.33
with a gap CM-PCA 541.3 6357 627.7 41.8 4382.4 1.97

CMB iLU 336.1 6357 630.7 914.1 5071.2 1.60
NCMBFM 374.9 6357 629.4 33.3 4229.1 1.81

differences in the implementation and advantages. First,
SVD is applicable to various types of data and provides
an optimal low-rank approximation of the data, which
has global optimality and stability. In contrast, PCA is a
statistical method based on the covariance matrix, which
may be influenced by the distribution of the data. Sec-
ond, SVD is a rigorous mathematical method that pre-
cisely decomposes a matrix into a product between two
orthogonal matrixes and a diagonal matrix, which maxi-
mizes the enhancement of orthogonality. Third, SVD has
a wider application, such as data noise reduction, data
reconstruction, and matrix approximation. Finally, SVD
can be viewed as a special case of PCA, which also has
data interpretability.

In addition, the simulation times of different pro-
cesses and RCS Err corresponding to Figs. 4, 5, and 6
are given in Table 2. Compared to the CMM, the pro-
posed method greatly reduces the time of generating
basis functions and solving the reduced matrix equa-
tion. The total time for the three simulations is decreased
by 65%, 56% and 63%, respectively. Thus, the solution
efficiency is substantially improved. However, in CM-
PCA, the covariance matrix is constructed by computing
the covariance, and then the principal components are
obtained through SVD. Subsequently, data reconstruc-
tion is performed. In contrast, the proposed method han-
dles CMs faster and with greater efficiency.

Furthermore, both the proposed method and CBFM
are based on the idea of regional decomposition; the
CBFM compared in the paper constructs the characteris-
tic basis functions (CBFs) by multilevel plane wave and
SVD. But the proposed method has the following advan-
tages: In CBFM, the construction of the basis functions
is very time-consuming since it requires massive inci-
dent excitations and uses SVD to remove redundancy. In

contrast, CM is independent of excitation, applicable to
objects of any shape, and the basis functions are faster to
construct. Simultaneously, multiple experimental results
have demonstrated that, under comparable accuracy con-
ditions, the proposed method generates fewer basis func-
tions. Therefore, the proposed method constructs the
reduced matrix faster.

V. CONCLUSION

In this study, a novel method is proposed to accel-
erate the analysis of electromagnetic scattering prop-
erties of large electrical objects. By introducing the
idea of blocking to decrease the dimensionality of the
impedance matrix, the efficiency of solving CMs is sig-
nificantly improved. Innovatively, SVD is applied to pro-
cess the CMs, thereby enhancing their orthogonality,
improving the condition number of the reduced matrix,
and achieving rapid convergence in the iterative solution
of the reduced matrix equation. Compared to CMM, the
proposed method significantly reduces computational
time while maintaining accuracy, as evidenced by the
complexity analysis and numerical simulation results.
Simultaneously, it provides a new way to analyze the
electromagnetic scattering properties of electrically large
objects.
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Abstract – A novel wideband slot antenna with meta-
surface is presented. In order to achieve broadband,
high-gain, and mechanical reconfigurable performance,
a metasurface is adopted and combined with a new-type
planar slot antenna The antenna and metasurface are
designed on F4B substrate, and the overall dimension
of the antenna is 1.48λ 0×1.48λ 0×0.2λ 0 (λ 0 is the free
space wavelength at center frequency). Different from
the traditional square metasurface, a structure with dif-
ferent properties in the x and y directions is utilized in
the proposed antenna, which can be reconstructed by
adjusting the relative position between the slot antenna
and the metasurface. By introducing the metasurface, the
maximum gain of the whole antenna is improved. The
antenna works in two states with respect to the two loca-
tions of the metasurface. The impedance bandwidth of
the proposed antenna in state A is from 5.49 to 9.40
GHz (52.5%), and the impedance bandwidth of the pro-
posed antenna in state B is from 5.83 to 6.01 GHz (3%)
and 7.05 to 9.62 GHz (30.8%). The gain of the whole
antenna in both states is higher than that of the original
slot antenna (without metasurface), and the maximum
gain is 9.1 dBi.

Index Terms – Metasurface, reconfigurable perfor-
mance, slot antenna, wideband.

I. INTRODUCTION

Antennas with wideband, high-gain, and pro-
grammable properties have attracted significant attention
from academics in the field of wireless communication
due to the growing demand of wireless communication
systems [1], [2]. Due to their ability to manipulate elec-
tromagnetic waves, metasurfaces have been designed to
obtain various performances in antennas [3], [4]. Usu-
ally, the structure of reconfigurable antennas can be
mechanical or electrical. Electrical reconfigurable anten-
nas are popular, and their states can be switched by

PIN-diode switches [5], [6]. However, there are some
problems to be solved. For example, the addition of
electronic components may affect the performance of
the antenna. The operation of the antenna depends on
the reliability of the electronic components and the DC
power supply [7].

The metasurface has been demonstrated in the lit-
eratures [8–12]. When combined with metasurface, the
antenna can achieve reconfigurable performance. In
[8], a polarization and frequency-reconfigurable antenna
with metasurface was proposed to reconfigure the perfor-
mance of the antenna by changing the relative positions
of the metasurface and antenna layer. The antenna pro-
posed in [8] can achieve a bandwidth of 8 to 11.2 GHz
(33.33%). In [9], two layers of metasurfaces are loaded
above the slot antenna, and the frequency reconfigurable
characteristic is achieved by rotating the top metasurface
with respect to the center of the slot antenna. The operat-
ing frequency band ranges from 2.55 to 3.45 GHz (28%).
And the gain curve of the antenna ranges from 5.3 dBi to
8.3 dBi. Because it does not require additional biasing
circuits or switches, the physical rotation technique is
attractive, which is adopted in this paper to achieve radi-
ation pattern and impedance bandwidth reconfiguration.
Therefore, the state of the proposed design in this paper
can be freely switched in the communication system to
achieve interference immunity. Methods to improve the
overall antenna gain by incorporating metasurfaces have
been used extensively, such as using the metasurface as
a reflector [10],[11] and using the metasurface as a sec-
ondary radiation source to modulate the beam [12]. Nev-
ertheless, the bandwidth and the gain of the designed
antenna needs to be further improved.

In this letter, an antenna that can achieve mechan-
ical reconfigurability, gain enhancement, and wideband
is proposed. The antenna consists of a metasurface and a
slot antenna, which are connected by a nylon column. In
order to enhance the gain, a metasurface structure is uti-
lized under a broadband slot antenna. The metasurface
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is composed of 66 units to achieve different responses to
incident waves in x and y directions. To achieve broad-
band characteristic, some new structures such as gradual
feeder line are introduced in the presented slot antenna.
The proposed antenna operates in two radiation states by
mechanical rotation, and gain of the proposed antenna
can be enhanced in both states compared with the orig-
inal slot antenna (without metasurface). The antenna in
state A provides fractional bandwidths of 52.5% at 7.45
GHz, and the antenna in state B provides fractional band-
widths of 3% at 5.92 GHz and 30.8% at 8.34 GHz. And
the maximum gain of proposed antenna can reach 9.1
dBi. All in all, the proposed antenna can achieve broad-
band, high-gain and mechanically reconfigurable charac-
teristics.

II. ANTENNA DESIGN
A. Antenna configuration

The proposed antenna consists of a new slot antenna
and a metasurface, as shown in Fig. 1. The antenna and
the metasurface are printed on a 1 mm substrate with

(a) (b)

(c) (d)

(e)

Fig. 1. (a) Feeder line of slot antenna, (b) surface of slot
antenna, (c) bottom view, (d) top view of the metasur-
face, and (e) 3D geometry of proposed structure in states
A and B.

Table 1: Dimensions of the proposed antenna (unit: mm)
Parameter Value Parameter Value

L1 60 L2 56
R1 7.5 R2 9
R3 3.5 W1 2.4
W2 6.95 W3 1.9
W4 10 D1 6
D2 3 D3 5
G1 5 H1 8

a relative permittivity of 2.2 and loss tangent of 0.001.
The antenna is on the top layer, and the metasurface is
on the bottom layer. In order to improve the impedance
bandwidth of the slot antenna, a new gradual feeder line,
which splits at the end into a two-part circular arc and cir-
cular slot are designed, as shown in Figs. 1 (a) and (b).
The metasurface is composed of 6×6 two-layer patch
units, which are etched on the both sides of one sub-
strate. The top patch layer is arranged by an inverted H-
shaped patch unit in x and y directions and the bottom
layer consists of a square patch. The units are designed
as shown in Figs. 1 (c) and (d). By rotating the metasur-
face around the center with respect to the slot antenna,
the reconfigurable characteristic of the proposed antenna
can be achieved. The detailed operation of mechanical
reconfiguration is achieved by manually adjusting the
four nylon columns on the four corners of the substrates.
When the four columns are unscrewed, the metasurface
can be manually rotated by 90 degrees around the z-axis
along the center, and then installed under the antenna,
bringing in the switching between two states. The struc-
ture of the proposed antenna in two states is shown in
Fig. 1 (e). The dimensions of the antenna are shown in
Table 1.

B. Working mechanism

The characteristics of the proposed slot antenna and
metasurface are simulated by using ANSYS HFSS. In
order to obtain broadband characteristics of the slot
antenna, the design of the feeder line is especially impor-
tant. The impedance characteristics of the slot antenna
can be greatly improved by the design of the tapering
structure and the open ring. Therefore, of all the param-
eters, R1 and W1 make great contributions to the char-
acteristics of the slot antenna. Figure 2 depicts the simu-
lated S11 of the proposed antenna with different values of
R1 and W1. From Fig. 2 (a), it can be seen that when R1
decreases, the resonance characteristics of the low fre-
quency band become worse, when R1 increases, mainly
the resonance characteristics of the high frequency part
become worse. when R1 = 7.5 mm, the impedance band-
width is the best, From Fig. 2 (b), it can be seen that
when W1 changes, there will be two frequency points



SONG, DONG, LI, ZHANG, LIN, LI, YANG: GAIN-ENHANCED AND MECHANICAL RECONFIGURABLE SLOT ANTENNA 604

(a) (b)

Fig. 2. Simulated S11 of the proposed slot antenna with
different values of the main parameters including (a) R1,
and (b) W1.

where the resonance performance becomes worse. When
W1 = 1.8 mm, the impedance bandwidth is optimal. To
obtain good matching property, it reaches a compromise
to choose the value R1 as 7.5 mm and W1 as 2.4 mm.

As mentioned above, the reconfigurability of the
antenna results from the units of the metasurface. When
the metasurface and the antenna are in two different rela-
tive positions, the metasurface can achieve transmission
and reflection performance, respectively. The units of
the metasurface are shown in Figs. 3 (a) and (b). In order
to investigate properties of the metasurface, the unit cell
is simulated by the simulation software ANSYS HFSS,
and the simulation model is shown in Fig. 3 (c). The unit
is imposed by the Master-Slaver boundary conditions
and excited by the Floquet ports. With this electromag-
netic simulation method, the response characteristics

(a) (b)

(c)

Fig. 3. (a) Top view of the unit cell, (b) bottom view of
the unit cell and (c) the simulation model of the proposed
unit cell of the metasurface.

of the matasurface with infinitely large dimensions
can be simulated and thus save computational
resources.

For different incident waves in x-polarized and y-
polarized directions, the metasurface works in a differ-
ent state. When the incident wave is x-polarized, the
metasurface is reflective, which is defined as state A;
and when the incident wave is y-polarized, the metasur-
face is transmissive, which is defined as state B. When
in state A, electromagnetic energy is reflected from the
metasurface and superimposed, which contributes to the
improvement of the maximum gain. And when in state
B, the aperture of the antenna is increased by the addi-
tion of a metasurface, which narrows the beam and raises
maximum gain.

Fig. 4. Simulated reflection and transmission coefficients
of metasurface.

The response of the metasurface from the incident x-
polarized wave and y-polarized wave is shown in Fig. 4.
It can be seen from the blue curve in Fig. 4, when
the incident electromagnetic wave is x-polarized, the
metasurface reflects the majority of the energy. From the
red curve in Fig. 4, it can be obtained that the metasur-
face transmits most of the energy when the incident elec-
tromagnetic wave is y-polarized. Due to the different per-
formances of the metasurface in two states, the proposed
antenna in this work can achieve various characteristics.

In order to investigate the influence of the metasur-
face on the original slot antenna, the proposed combined
antenna at 6.5 GHz in two states is taken as an exam-
ple. And Fig. 5 depicts the electric field intensity distri-
bution of the antenna in both states, from which it can
be determined that the electric field intensity distribution
the both sides of the slot and terminal feeder line are dif-
ferent. That is because the addition of the metasurface
changes the electromagnetic environment around the slot
antenna. When operating in state A, the slot antenna
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Fig. 5. Electric field distributions in states A and B at 6.5
GHz.

around the electromagnetic energy is scarcely affected
because the metasurface is transmissive, bringing in the
similar frequency response between the whole antenna
in state A and the original slot antenna (without metasur-
face). In state B, the metasurface reflects the energy ini-
tially radiated in the +z direction. The reflected energy
is then excited again on the terminal feeder line of the
slot antenna, which results in the difference in reflection
coefficient between the whole antenna in state B and the
original slot antenna at 6.5 GHz.

III. SIMULATED RESULTS

The simulated S11 and radiation efficiency of the
original proposed slot antenna (without metasurface) and
the whole antenna in states A and B are shown in Fig. 6.
It can be seen that the original slot antenna operates in
the band between 5.81 GHz and 9.56 GHz (48.8%). The
bandwidth of the whole antenna in state A is from 5.49

Fig. 6. Simulated S11 and radiation efficiency of the pro-
posed original slot antenna and the slot antenna with
metasurface in two states.

GHz to 9.40 GHz (52.5%). The bandwidth of the whole
antenna in state B is 5.83 GHz to 6.01 GHz (3.0%) and
7.05 GHz to 9.62 GHz (30.8%). And the radiation effi-
ciency of the proposed antenna is greater than 90% in
two states.

Figure 7 depicts the radiation patterns in xoz and yoz
plane of the original slot antenna, and the whole antenna
in state A and state B at 6 GHz, 7.5 GHz, and 9 GHz.
As shown in Fig. 7, the maximum gain of the antenna in
both state A and state B is higher than that of the original
slot antenna. Moreover, it can also be seen that the addi-
tion of the metasurface makes the original slot antenna
generate two radiation patterns, which brings in recon-
figurable achievement. Table 2 demonstrates the increase
in maximum gain of the proposed antenna at the three
frequency points. It can be found that, with the metasur-
face, the proposed slot antenna can achieve significantly

(a)

(b)

(c)

Fig. 7. The simulated radiation patterns of the proposed
slot antenna with and without metasurface at (a) 6 GHz,
(b) 7.5 GHz, and (c) 9 GHz.
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Table 2: Gain enhancement effect (unit: dBi)
Frequency

(GHz)

Only

Antenna

State

A

State

B

State A

Enhance

State B

Enhance

6 5.6 9.1 8.4 3.5 2.8
7.5 3.4 7.1 7.7 3.7 4.3
9 5.8 6.7 8.1 0.9 2.3

more gain improvement than the original slot antenna.
The maximum gain of the slot antenna with metasurface
can reach 9.1 dBi.

IV. EXPERIMENTAL RESULTS

To verify the antenna performance, a prototype of
the same size as in Table 1 is fabricated and mea-
sured. The specific appearance is shown in Fig. 8.
For easy switching between state A and state B, four
nylon columns are fixed to connect the antenna and the
metasurface. The reflection coefficient is measured by
Keysight E5063A network analyzer.

Fig. 8. Front and back sides of the prototype.

The simulated and measured S11 in state A and state
B are depicted in Fig. 9. It can be seen that the measured
results are in good accordance with the simulated ones
except for small deviations in operating frequencies,
which are mainly due to fabrication and experimental
tolerances. The operating bandwidth of the antenna in
state A is from 5.41 GHz to 9.55 GHz (55.35%). The
operating band of the antenna in state B ranges from
5.95 GHz to 6.13 GHz (3%) and from 7.03 GHz to 9.87
GHz (33.6%). The radiation patterns are measured in
the microwave lab. The simulated and measured radia-
tion patterns of the proposed antenna in state A and B in
xoz and yoz plane at 8 GHz are shown in Fig. 10. The
proposed antenna exhibits different radiation character-
istics in different states and realizes the reconfigurable
characteristics in the radiation patterns. In the xoz plane,
the cross-polarization is less than -30 dB. The cross-
polarization level in the yoz plane is small in the direction
of maximum radiation and does not affect communica-
tion. The little difference between the measured and the

Fig. 9. Simulated and measured S11 of the proposed
antenna in state A and state B.

(a)

(b)

Fig. 10. Simulated and measured radiation patterns of the
proposed antenna at 8 GHz in (a) state A and (b) state B.

simulated results is mainly due to the measure environ-
ment and manufacturing errors.

The performances of the proposed antenna com-
pared with that of antennas are illustrated by Table 3
in references. Compared with [4], [7], and [9–11], the
proposed antenna has a wider bandwidth and high gain.
Compared with [8], the dimension of the proposed
antenna is smaller and the bandwidth is wider. In conclu-
sion, the proposed antenna can achieve broadband, high-
gain, and reconfigurable characteristics.
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Table 3: Comparison of the proposed antenna and refer-
ences
ReferencesBandwidth

(%)

Gain

(dBi)

Overall size (λ0) Whether

Reconfig-

urable

[4] 23.6 8.1 0.78×0.78×0.038 no
[7] 14.6 5 0.67×0.67×0.05 yes
[8] 33.33 16.5 2.56×2.56×0.93 yes
[9] 28 8.3 1×1×0.07 yes

[10] 40 9.9 1.2×1.2×0.12 no
[11] 43.1 6.12 0.348×0.348×0.07 No

This work 52.5 9.1 1.48×1.48×0.2 yes

V. CONCLUSION

In this paper, a reconfigurable, high-gain, and wide-
band slot antenna with metasurface is designed and fab-
ricated, and two radiation states can be realized by phys-
ically rotating the metasurface. The impedance band-
width of the proposed antenna in state A is from 5.49
GHz to 9.40 GHz (52.5%), and the impedance band-
width of the proposed antenna in state B is from 5.83
GHz to 6.01 GHz (3%) and from 7.05 GHz to 9.62 GHz
(30.8%), and the maximum gain reaches 9.1 dBi. The
measured results agree well with the simulated ones,
which validates that the antenna has the advantages of
large bandwidth, high gain, and reconfigurable perfor-
mance. Therefore, the proposed antenna can be utilized
in C and X bands for high-capacity microwave commu-
nication, such as satellite communication and medical
service.
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Abstract – This paper presents a method based on the
support vector regression (SVR) model and grey wolf
optimizer (GWO) algorithm to efficiently predict the
monostatic radar cross-section (mono-RCS) of complex
objects over a wide angular range and frequency band.
Using only a small-size of the mono-RCS data as the
training set to construct the SVR model, the proposed
method can predict accurate mono-RCS of complex
objects under arbitrary incident angle over the entire
three-dimensional space. In addition, the wideband pre-
diction capability of the method is significantly enhanced
by incorporating the meta-heuristic algorithm GWO.
Numerical experiments verify the efficiency and accu-
racy of the proposed SVR-GWO model over a wide fre-
quency band.

Index Terms – Complex objects, grey wolf optimizer,
machine learning, radar cross-section, support vector
regression.

I. INTRODUCTION

Radar cross-section (RCS) is one of the most impor-
tant concepts in radar stealth technology [1], and the
traditional methods for RCS estimation can be divided
into two categories. One type is the full-wave numerical
method, which has high accuracy but is time-consuming
and computationally expensive. The other one is the
high-frequency approximate method, which is fast but
precision-limited. A common shortage of these meth-
ods is the incapability to accomplish the RCS of radar
targets in real-time, especially for the monostatic RCS
(mono-RCS) prediction of complex objects because it
usually takes long computation time for each incident

angle repeatedly. Therefore, new approaches are required
to address the problem of real-time mono-RCS compu-
tation.

Due to the regression capability of nonlinear fit-
ting and generalization ability, machine learning (ML)
has recently been applied in solving computational
electromagnetics (EM) problems. An essential benefit
of ML is that once the relationship has been estab-
lished between the input and output spaces, the results
for any other given inputs can be predicted instanta-
neously, which could save computation resources mas-
sively. Researchers have proposed ML models for EM
solver design [2], repairing damaged receivers’ data [3],
and low scattering meta-surface design [4], etc. ML has
also been applied in RCS prediction [5–10], but the exist-
ing techniques still have some limitations. For instance,
8326 samples are required for a single frequency point
in [5], which may not be applicable for computationally
expensive EM problems. The ML models in [6, 7] are
effective only when the direction of the incident wave
varies in one direction (θ or ϕ direction), which ignore
the mono-RCS variation in the entire space. The physics-
inspired model in [9] is suitable for the mono-RCS esti-
mation at a single frequency point, while its wideband
performance is not further considered. [10] discusses
the RCS prediction over a wide frequency band, but the
aspect angle variation range is only 10 degrees, and the
sampling interval is very close (0.2-degree step), which
results in massive computational costs. To the best of
our knowledge, few works have been found to solve the
problem of fast and accurate mono-RCS prediction in
real-time using ML over a wide range of incident angles
and wide frequency bands simultaneously.
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This work proposes an alternative method that com-
bines the support vector regression (SVR) model and
grey-wolf optimizer (GWO) [11] to predict the mono-
RCS of complex targets under any incident angle over
a wide frequency band. The proposed method employs
the SVR model to establish the approximate function
between mono-RCS and incident angle and frequency,
i.e., RCS (θ , ϕ , f). The metaheuristic algorithm GWO
is applied to accomplish the parameter optimization of
the SVR model and achieves better prediction ability in
comparison with other metaheuristic algorithms. Unlike
the existing deep learning (DL) algorithms that need
enormous datasets, the new SVR-GWO model achieves
high-accuracy prediction and has robust generalization to
unknown samples by using small-sized training datasets,
which is crucial for mono-RCS prediction of complex
targets that need extensive computation. With a well-
trained SVR- GWO model, for arbitrary angle of inci-
dence, the mono-RCS of complex targets over a wide fre-
quency band can be predicted with good accuracy almost
in real time.

II. SVR-GWOMETHOD

In order to achieve fast prediction of wideband
mono-RCS of complex targets under the arbitrary inci-
dent angle, the SVR model representing the nonlinear
relationship between the mono-RCS and input parame-
ters, i.e., the operating frequency f and the angle of inci-
dence (θ , ϕ), should be first constructed. Typical mono-
RCS data need to be sampled within the target frequency
band and angular range, and the approximation function
of the mono-RCS and input parameters can be repre-
sented [12] as:

f (xi) = wT φ (xi)+b, (1)
where φ(xi) is the nonlinear function of the input param-
eter vector xi that consists of f, θ , and ϕ , and f (xi) is
the output of the SVR model; i.e. the predicted value of
mono-RCS for the target. wT and b are weight and bias
vectors, respectively.

As shown in Fig. 1, the SVR model assumes that
a deviation of at most ε between the predicted value of
the mono-RCS and its true value (obtained from accurate
numerical calculations) can be tolerated, which is called
the ε-tube. The slack variable ξ is often introduced to
measure the deviation of data points beyond the ε-tube,
representing a soft margin that the SVR model allows
some samples not to satisfy the constraints [13]. Thus,
the SVR model aims to optimize the following con-
strained target function [12]:

min
w,b

1
2
‖w‖2

2 +C
n

∑
i=1

(ξ∨
i +ξ∧

i ),

s.t. − ε −ξ∨
i ≤ ∣∣yi −

(
wT φ (xi)+b

)∣∣≤ ε +ξ∧
i ,

ξ
∨
i ≥ 0,ξ

∧
i ≥ 0, i = 1, 2, 3 . . .n, (2)

Fig. 1. Diagram of the SVR model.

where yi is the true value of mono-RCS, and C is a con-
stant called the penalty parameter. When C is infinitely
large, equation (2) forces all samples to fulfill constraints
but tends to cause the model overfitting. If C has a finite
value, the model allows some samples not to fall into the
ε-tube, and the variables ξ∨

i and ξ∧
i determine the allow-

able deviation below and above the ε-tube, respectively.
The constrained optimization problem can be refor-

mulated into a pairwise problem form using the
Lagrangian multiplier approach. By doing so, the cor-
relation of the input and output of the SVR model [12]
becomes:

f (xi) =
N

∑
i=1

(αi, α∗
i )K(x, xi)+b, (3)

where αi and α∗
i are the Lagrangian multipliers. K(x, xi)

is the kernel function, representing the inner product of
xi and x j in their feature space φ(xi) and φ(x j).

In this paper, the radial basis function (RBF) [12]
is chosen as the kernel function due to its capability for
nonlinear fitting and relatively fewer parameters:

K (xi, x j)=exp
(
−γ

∥∥xi−x j
∥∥2
)
. (4)

Once the SVR model is constructed, its accuracy
should be verified by the validation set. The coefficient
of determination R2 defined in [14] is applied to measure
the goodness of the SVR model:

R2= 1−∑i (yi−ŷi)
2

∑i (yi−y)2 , (5)

where ŷi is the predicted mono-RCS, and y is the mean
of the true value of mono-RCS yi. Apparently, the range
of R2 is [0, 1], and the higher the value is, the better the
model fits.

As mentioned before, the penalty parameter C and
threshold tolerance ε are crucial for constructing a high-
precision SVR model and must be pre-determined before
applying the Lagrangian multiplier approach. Similarly,
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the parameter γ in the kernel RBF should also be pre-
determined. In this paper, the recently proposed GWO
algorithm [11] is utilized to optimize the parameters of
the SVR model for better performance, and the opti-
mal solution of the target function R2 is obtained by
parameter search within the range of values of the input
parameters C, ε , and γ .

The GWO algorithm mimics the leadership hierar-
chy and hunting mechanism of grey wolves in nature. A
wolf pack is created and is used to search for the optimal
solution. In the first iteration, each individual’s position,
i.e., the values of input parameters, are randomly allo-
cated, and the corresponding R2 is calculated and ranked.
Wolf α , β , δ are assumed to learn better about the posi-
tion of the optimal solution and keep the best three solu-
tions for the current iteration. Other individuals search
for the position of the better solution based on the posi-
tions of the best three solutions [11] by⎧⎪⎨⎪⎩

⇀
Dα=|⇀C1·

⇀
X α−

⇀
X (t)|

⇀
Dβ=|⇀C2·

⇀
X β−

⇀
X (t)|

⇀
Dδ=|⇀C3·

⇀
X δ−

⇀
X (t)|

, (6)

⎧⎪⎨⎪⎩
⇀
X 1=

⇀
X α−

⇀
A1·

⇀
Dα

⇀
X 2=

⇀
X β−

⇀
A2·

⇀
Dβ

⇀
X 3=

⇀
X δ−

⇀
A3·

⇀
Dδ

, (7)

⇀
X (t+1)=

⇀
X 1+

⇀
X 2+

⇀
X 3

3
, (8)

where t means the iteration number, and
⇀
Ai and

⇀
Ci (= 1,

2, 3) are the vectors of coefficients.
⇀
Ai is a random vec-

tor with its entry being in the range of [-2,+2] and gradu-
ally shrinks toward 0 with iterations. When

∣∣∣⇀Ai

∣∣∣< 1, the
individual approaches the target position; otherwise, the
individual is forced to search for the more suitable posi-
tion.

⇀
Ci is a random vector with its entry being between

0 and 2, and
⇀
X is each individual’s position vector, rep-

resenting the values of input parameters.
⇀
X k (k=α,β ,δ )

denotes the position of the best three solutions, and
⇀
Dk

means the distance between the individual’s position and
the position of the best three solutions. The search and
individual sorting are repeated until the error is satisfied
or the maximum number of iteration steps is reached.
The final position of the wolf α , which is the opti-
mal solution of the input parameters in their domain, is
returned.

The flowchart of the proposed SVR-GWO method
is shown in Fig. 2. It starts from the construction of the
SVR model, then hyperparameters of the SVR model
are tuned by the GWO algorithm. By evaluating the
coefficient of determination for each individual, optimal

Fig. 2. Flowchart of the SVR-GWO method.

hypermeters are selected to update the SVR model until
reaching the final convergence.

III. NUMERICAL VALIDATION

In this section, the predicted mono-RCS of complex
targets by the SVR-GWO method are compared with
the true values from full-wave numerical calculations
to evaluate the accuracy and effectiveness of the pro-
posed model. The sampling datasets are achieved by an
in-house multilevel fast multipole algorithm (MLFMA)
accelerated volume-surface integral equation (VSIE)
solver (referred to as the VSIE-MLFMA hereinafter)
[15], and the computing platform is a personal computer
with an Intel i5-10400 2.9 GHz CPU and 16 GB RAM.
The proposed method is implemented in PyCharm.

A. Mono-RCS of a missile model

The geometry of the perfect electric conductor
(PEC) missile model is shown in Fig. 3 (a), and it is
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(a) (b)

Fig. 3. The geometries of two numerical models: (a) mis-
sile and (b) SLICY.

illuminated by a vertically polarized plane wave with a
frequency varying from 0.3 to 0.7 GHz. The predicted
mono-RCS of the missile model at 0.6 GHz is first used
to demonstrate the accuracy of the SVR-GWO method
for single frequency point. Figure 4 shows good agree-
ment between predicted values and true values in a wide
angular range. The wideband performance of the pro-
posed method is verified in Fig. 5, in which the com-
parison of the mono-RCS between predicted values and
true values is shown at four different frequencies (0.325,
0.425, 0.575, and 0.675 GHz). For the training and test-
ing datasets of the model, the sampling interval of inci-
dent angle in both θ and ϕ directions is 3°, with θ vary-
ing from 0°to 90°, and ϕ varying from 0°to 360°in the
single frequency case and from 0° to 180° in the wide-
band case; the sampling interval of frequency is 0.05
GHz. In all cases, 70% of sampling data are used for
training, and 30% are used for testing. Therefore, the
sizes of sampling datasets are 3751 in the single fre-
quency case and 17,019 in the broadband prediction,
respectively.
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Fig. 4. Comparison of the predicted mono-RCS with the
true values at 0.6 GHz for fixed elevation angles (a) θ =
30°, (b) θ = 50°, (c) θ = 70°, and (d) θ = 80°.
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Fig. 5. Comparison of the predicted mono-RCS of the
missile model and the true values under different incident
angles at various frequencies: (a) θ = 75°, f = 0.325 GHz,
(b) θ = 60°, f = 0.425 GHz, (c) θ = 48°, f = 0.575 GHz,
and (d) θ = 36°, f = 0.675 GHz.

The root mean square error (RMSE) [16] is used to
evaluate the prediction performance of the SVR-GWO
model, which is defined as:

RMSE=

√
1
n

n

∑
i=1

(ŷi−yi)
2. (9)

The RMSE and the cost time of the missile model
were also calculated using following methods: The SVR
model optimized by particle swarm optimizer (PSO); the
SVR model without any optimizer; the backward prop-
agation (BP) neural network [5–7]; the Gaussian pro-
cess regression (GPR) model [8]; the polynomial chaos
expansion (PCE) [17], and the low rank approximation
(LRA) [18].

The comparison of different models is given in
Table 1. The results prove the prediction accuracy and

Table 1: Comparison of RMSE and cost time with differ-
ent models

Models RMSE

(dBsm)

Cost Time (s)

Proposed method 1.48 21,711
SVR-PSO 2.17 89,568

SVR 3.99 N/A
BP neural network 2.51 51,84

GPR 1.71 13,053
PCE 3.41 1,673
LRA 5.10 476
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the efficacy of the proposed method. The RMSE of the
SVR-GWO model is 62.9% and 31.8% lower than those
of the SVR and the SVR-PSO models, respectively, and
the training time is reduced by 75.8%. Compared with
algorithms in similar literatures or other ML bench-
mark techniques, the RMSE of the missile model is also
reduced from 13% to 71%.

To evaluate the regression performance of the SVR-
GWO model, Figs. 6 and 7 (a) show the deviation of the
predicted mono-RCS of the missile model from the accu-
rate ones by the VSIE-MLFMA solver at a single fre-
quency (0.6 GHz) and at four typical frequencies (0.325,
0.425, 0.575, and 0.675 GHz) within a wide frequency
band. Two types of validation datasets of the same size
(2024) are used in Fig. 6. One dataset is generated by
using uniform sampling, and the other one is obtained
from random sampling. The RMSEs of the uniform
and random samplings are 0.65 and 0.92 dBsm, respec-
tively, while the training time used in both sampling
schemes is almost the same (900 seconds). The results
clearly indicate that the uniform sampling scheme is bet-
ter for the proposed model. Numerical simulations also
show that once the SVR-GWO model is well trained,
it can predict the mono-RCS of over 2000 samples per
second, which means nearly real-time RCS calculation
capability.
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Fig. 6. Deviation of the predicted values from the accu-
rate mono-RCS of the missile at a single frequency: (a)
Uniform sampling and (b) random sampling.
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Fig. 7. Deviation of the predicted values from the accu-
rate mono-RCS of complex targets within a wide fre-
quency band: (a) Missile model and (b) SLICY model.

B. Mono-RCS of the SLICY model

The geometry of the second example (a PEC SLICY
[19] model), is shown in Fig. 3 (b), and a vertically polar-
ized plane wave illuminates the target with the frequency
varying from 0.6 to 1.4 GHz. To obtain the dataset used
for training and testing, the sampling interval of fre-
quency is 0.1 GHz. At each sampling frequency, the inci-
dent angles in both θ and ϕ directions vary from 0°to
90°with a 3°sampling interval. 70% of the samplings are
used for training, and 30% are used for testing. There-
fore, the size of the dataset is 8649.

Table 2: Comparison of RMSE and cost time with differ-
ent models

Models RMSE

(dBsm)

Cost Time (s)

Proposed method 1.42 7,600
SVR-PSO 1.75 16,933

SVR 2.28 N/A
BP neural network 3.26 3,167

GPR 2.24 5,573
PCE 4.19 1,254
LRA 3.33 423

The mono-RCS values at four typical working fre-
quencies (0.65, 0.75, 1.15, and 1.35 GHz) are selected
for validation. For each frequency point, the incident
angles θ and ϕ run from 0°to 90°, and the sampling inter-
val in θ and ϕ directions are 3°and 1°, respectively. So
the size of the validation dataset is 11,284. A comparison
of the results between the RCS predicted by the SVR-
GWO model and those calculated by the VSIE-MLFMA
solver is shown in Fig. 8, and the predicted results are
found in good agreement with the accurate values.

Table 2 gives the RMSE and cost time comparison
of different models. The RMSE of the SVR-GWO is
37.7% and 18.8% lower than those of the SVR and the
SVR-PSO models, respectively, and the training time is
reduced by 55.1%. It is seen that as the size of train-
ing data increases, the convergence speed of the GWO
is faster compared to the PSO. Compared with algo-
rithms in similar literatures or other ML benchmark tech-
niques, the RMSE of the SLICY model is reduced from
36.6% to 66.1%. Figure 7 (b) illustrates the regression
performance of the SVR- GWO model for the validation
datasets of the SLICY model; again, the results indicate
high prediction accuracy of the proposed method.

In Table 3, the mono-RCS prediction capability of
the proposed method for a single frequency point is
compared with the physical-optics-inspired (POI) SVR
[9], which is a physical-inspired method. As shown in
the table, for mono-RCS prediction of target at a single
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Fig. 8. Comparison of the predicted mono-RCS of the
SLICY model and the true values under different inci-
dent angles at various frequencies: (a) θ = 45°, f = 0.65
GHz, (b) θ = 51°, f = 0.95 GHz, (c) θ = 81°, f = 1.15
GHz, and (d) θ = 66°, f = 1.35 GHz.

Table 3: RMSE and cost time comparison of proposed
method with POI-SVR for SLICY model in 1 GHz

Model RMSE (dBsm) Cost Time (s)

SVR-GWO 0.59 373.8
POI-SVR 0.72 1240.5

frequency point, the proposed method achieves higher
accuracy while reducing the training time compared to
POI-SVR.

IV. CONCLUSION

In this paper, a method based on the SVR model
and GWO algorithm is proposed to predict monostatic
RCS with high accuracy and efficiency. Unlike the exist-
ing SVR models, the proposed SVR-GWO method can
predict the monostatic RCS of complex targets simulta-
neously in a wide range of incident angles and within
wide frequency bands. In addition, the new method needs
relatively small training datasets and less training time,
which is very important to realize real-time RCS predic-
tion for computationally expensive complex targets.
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Abstract – In solving the monostatic electromagnetic
scattering problem, the traditional improved primary
characteristic basis function method (IPCBFM) often
encounters difficulties in constructing the reduced matrix
due to the long computation time and low accuracy.
Therefore, a new method combining the compressed
sensing (CS) technique with IPCBFM is proposed and
applied to solve the monostatic electromagnetic scatter-
ing problem. The proposed method utilizes the charac-
teristic basis functions (CBFs) generated by the IPCBFM
to achieve a sparse transformation of the surface-induced
currents. Several rows in the impedance matrix and exci-
tation vector are selected as the observation matrix and
observation vector. The QR decomposition is adopted as
the recovery algorithm to realize the recovery of surface-
induced currents. Numerical simulations are performed
for cylinder, cube, and almond models, and the results
show that the new method has higher solution accuracy,
shorter computation time, and stronger solution stabil-
ity than the traditional IPCBFM. It is worth mentioning
that the new method reduces the recovery matrix size
and the number of CBFs quantitatively, and provides a
novel solution for solving monostatic RCS of complex
targets.

Index Terms – compressing sensing, characteristic basis
functions, monostatic electromagnetic scattering.

I. INTRODUCTION

The method of moments (MOM) [1] has been a
powerful numerical technique widely used for solving
electromagnetic scattering problems. However, as the
electrical size of the computed target increases, the com-
putational cost becomes unacceptably high. To address
this issue, several improved methods have been pro-
posed, including the fast multipole method (FMM) [2],

the characteristic basis function method (CBFM) [3–
4], the adaptive integration method (AIM) [5], and
the adaptive cross approximation (ACA) algorithm [6].
Recently, compressive sensing (CS) technology has been
applied to MOM, offering a new solution method. The
CS technique in the analysis of electromagnetic scat-
tering problems contains two traditional computational
models. The first model is used to decrease the num-
ber of incident angles, compressing only the excitation
sources [7–8]. The second model involves transform-
ing the dense matrix equation into an underdetermined
equation that satisfies the CS framework [9–10]. An
underdetermined equation is a system of linear equa-
tions with more unknowns than equations. For example,
Wang proposed two methods to efficiently analyze the
three-dimensional bistatic scattering problem [11–12].
The conventional underdetermined equation [13] com-
putation model is not suited for analyzing monostatic
electromagnetic scattering problems. The core problem
is that traditional recovery algorithms, such as gener-
alized orthogonal matching pursuit (GOMP) [14] and
orthogonal matching pursuit (OMP) [15], are not suitable
for the analysis of such problems. When using GOMP
or OMP as the recovery algorithm to analyze the monos-
tatic scattering problem, it is necessary to repeat the solu-
tion for each incident angle, which increases the com-
putation time. If we can find a suitable recovery algo-
rithm to overcome the repeated solution at each angle,
we can fully utilize the advantages of constructing an
underdetermined equation computational model, reduce
the complexity of the algorithm, and reduce the compu-
tation time by compressing the impedance matrix.

The CBFM [4] is an effective method for solv-
ing monostatic electromagnetic scattering problems. In
[16], the ACA-SVD has been adapted to efficiently gen-
erate the characteristic basis functions (CBFs), which
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reduces both the time of generating the initial CBFs
and the singular value decomposition (SVD) time of ini-
tial CBFs. In [17], high-level CBFs have been proposed
to improve the iterative solution efficiency of CBFM.
In [18], a new method of constructing reduced matrix
equations is proposed to reduce the time of constructing
CBFs. In [19], an improved primary CBFM (IPCBFM)
has been proposed to reduce the amount of memory used
for the reduced matrix by combining the secondary CBFs
with the primary CBFs. While these methods aim to
address the monostatic electromagnetic scattering prob-
lem by constructing a reduced matrix, the solution often
encounters difficulties in solving monostatic electromag-
netic scattering problems due to the long computation
time and low accuracy.

To overcome the aforementioned issues, a new
method called CS-IPCBFM is proposed in this paper.
The proposed approach utilizes IPCBFM to generate
fewer CBFs that serve as a sparse transformation matrix
[10], thereby reducing the dimension of the recovery
matrix and accelerating the solution process. Using the
QR decomposition [20] algorithm instead of the tra-
ditional GOMP algorithm, the recovery matrix equa-
tion can be decomposed once, and other incident angles
can be solved directly. Therefore, the problem that too
many incident angles cause too long solving time can
be solved. Several numerical experiments of differently
shaped targets are conducted to verify the better com-
putation accuracy and shorter computation time of the
CS-IPCBFM.

II. COMPRESSIVE SENSING THEORY

In signal processing and numerous other application
domains, signal recovery plays a pivotal role. Success-
ful signal recovery not only effectively suppresses noise
but also simplifies the data processing and transmission
workflow, and helps to extract the original information,
which has a high value in various fields.

If a signal exhibits sparsity in the transform domain,
it can be represented using an observation matrix that
is uncorrelated with the sparse transformation basis [10].
The signal recovery process primarily consists of the fol-
lowing three parts:

A. Sparse representation

Sparse representation means that the signal has very
few non-zero elements in a certain representation, which
makes it possible to accurately recover the signal with
much less data than traditional sampling, thus achieving
efficient signal acquisition and transmission.

Consider a signal X of dimension N × 1. If X is
inherently sparse, we can proceed directly to the next
phase. For non-sparse signals, it’s crucial to find an
optimal sparse transformation matrix, denoted as Ψ to

represent X in its sparse form:
XN×1 = ΨN×NαN×1, (1)

where, Ψ represents the sparse transformation matrix.
and α represents the coefficient vector.

B. Measurement matrix design

If the signal XN×1 is sparse, it can be directly
observed using the measurement matrix Φ ∈ RM×N(M <
N) to obtain a low-dimensional measurement vector
Y M×1, which can be expressed as

Y M×1 = ΦM×NXN×1. (2)
If the signal XN×1 is non-sparse, substituting equa-

tion (1) into equation (2), the following expression is
obtained:

Y M×1 = ΦM×NΨN×NαN×1 = ΘM×NαN×1 (3)
where ΘM×N is the recovery matrix.

C. Signal recovery

If the projection of the signal XN×1 onto ΨN×N has
only k non-zero elements, signal XN×1 is referred to as
k sparse. The high-dimensional original signal XN×1 is
reconstructed by utilizing a low-dimensional observa-
tion vector Y M×1. when the restricted isometry prop-
erty (RIP) [21] is satisfied and the value of M satis-
fies M � O(k log(N/k)), α can be recovered with high
probability by solving an l1-norm optimization problem
denoted as

α̂ = argmin‖α‖1 s.t Θα = Y , (4)
where ‖ · ‖1 denotes the l1 norm [22]. In this paper, the
QR decomposition is chosen as the recovery algorithm
for solving α̂ . Finally, the original signal X is obtained
by substituting α̂ into equation (1).

A simple example is provided here for illustra-
tion. Consider a signal x = [2,3,1,4,2]. Upon apply-
ing the discrete cosine transform (DCT) to x, we
obtain s=DCT [x] = [12,−1.4,0.6,−3.7,−1.5]. Assum-
ing that the threshold is 1.5, the coefficient whose
absolute value is higher than the threshold is retained,
thus ŝ = [12,0,0,−3.7,0]. Applying the inverse DCT
to these coefficients, we reconstruct the signal as x̂ =
[2.2,2.9,1.2,3.8,1.9].

III. THE APPLICATION OF CS IN THE
CONSTRUCTION OF AN UNDERMINED

EQUATION

The CBFM divides the target into M blocks, with
each block discretized into Ni units. Using Npws plane
waves as excitations to generate primary characteris-
tic basis functions (PCBFs). Let Pθ and Pϕ represent
the number of samples in the θ and ϕ directions,
respectively. The total number of plane waves is Npws =
2Pθ Pϕ . The PCBFs JP

ii for the block i is defined as
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follows:

ZiiJP
ii(θ) = ENpws

i (θ)(i = 1,2, . . . ,M), (5)

where Zii is the Ni × Ni impedance matrix of self-
interaction within the block i,ENpws

i is the matrix contain-
ing excitation vectors with size Ni ×Npws,θ is the inci-
dent angle, and JP

ii is the Ni×Npws matrix to be obtained.
The secondary characteristic basis functions JS

i j indicates
the mutual interaction component between block i and j.
The definition of JS

i j for block i is as follows:

ZiiJS
i j(θ) =−Zi jJP

i j(θ)( j = 1,2, . . . ,M) (6)

where, Zi j is the Ni ×Nj mutual impedance between the
subdomains i and j,JS

i j is the Ni ×Npws matrix. Combin-
ing equation (6) and equation (7), the IPCBFs JIP

i can be
obtained and represented as

ZiiJP
ii(θ)+

M

∑
j=1( j �=i)

ZiiJS
i j(θ)

= Zii

M

∑
j=1

JP,S
i j (θ) = ZiiJIP

i (θ),

= ENpws
i (θ)−

M

∑
j=1( j �=i)

Zi jJP
j j(θ) (7)

where JIP
i is the Ni ×Npws matrix, JP,S

i j includes both JP
ii

and JS
i j. In the IPCBFM [19], due to the selection of

a large number of incident waves Npws, the generated
matrix JIP

i contains redundant information. The singu-
lar value decomposition (SVD) technique is employed
to decompose JIP

i . After SVD processing, a set of Ĵ
IP
i is

generated that is independent of the incident angle. The
JIP

i can be represented as

JIP
i =U ∑V T , (8)

where U and V are unitary matrices, Σ is a semi-positive
definite diagonal matrix. SVD is performed on matrix
JIP

i using a threshold value ε = σM/σ1. Singular values
greater than ε are retained, while values less than that are
discarded, resulting in the matrix Ĵ

IP
i . Assuming there

are Ki retained IPCBFs in the i-th subdomain, Ĵ
IP
i can be

denoted as

Ĵ
IP
i =

Ki

∑
k=1

αk
i Jk

i ,(i = 1,2, . . . ,M), (9)

where αk
i is the undetermined coefficient of the IPCBFs.

The surface-induced current of the entire target can be
denoted as

J =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ĵ
IP
1

Ĵ
IP
2

...

Ĵ
IP
M

⎤⎥⎥⎥⎥⎥⎥⎥⎦
=

K1

∑
k=1

αk
1

⎡⎢⎢⎢⎣
Jk

1
[0]
...
[0]

⎤⎥⎥⎥⎦+ · · ·+
KM

∑
k=1

αk
M

⎡⎢⎢⎢⎣
[0]
[0]
...

Jk
M

⎤⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎣

JC
1 · · · 0 · · · 0
...

. . .
...

. . .
...

[0] · · · JC
i · · · [0]

...
. . .

...
. . .

...
[0] · · · [0] · · · JC

M

⎤⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎣

αC
1
...

αC
1
...

αC
M

⎤⎥⎥⎥⎥⎥⎥⎦= Ĵ
C

α, (10)

where αC
i =

[
α1

i α2
i · · · αKi

i

]
,JC

i =
[

J1
i J2

i · · · JKi
i

]
.

In the MOM, the surface integral equation is dis-
cretized by the Rao-Wilton-Glisson (RWG) basis func-
tion into a matrix equation as follows:

ZN×N · JN×1(θ) = EN×1(θ) (11)
where ZN×N is the impedance matrix, JN×1 is the
surface-induced currents, EN×1 is an excitation vector,
N represents the number of the RWG basis functions.
The measurement matrix Z̃L×N and measurement vector
ẼL×1 are created by randomly selecting L(L < N) rows
from matrices ZN×N and EN×1, respectively. An under-
determined equation is created as

Z̃L×NJN×1(θ) = ẼL×1(θ). (12)
By substituting equation (10) into equation (12), an

overdetermined system of equations is obtained:

Z̃L×NĴ
C
N×KaK×1 = ΘL×KaK×1 = ẼL×1(θ), (13)

where ΘL×K is the recovery matrix, Ĵ
C
N×K is the sparse

transformation matrix. K(K < L) represents the total
number of retained IPCBFs across all subdomains.

Firstly, the conventional GOMP is employed as
the recovery algorithm to solve equation (13), and this
method is referred to as CS-IPCBFM-1 in this paper.
Where the GOMP algorithm is as follows:

g
Algorithm 1 GOMP algorithm 
Input:  
          incidence angles count      
          incidence angles                
          measurements matrix        
          sensing matrix                   

 sparsity                              
          number of indices for each selection  
Initialize:  
          iteration count   
          residual vector  
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          estimated support set  
        undetermined coefficient   
Computation: 

for  to  
While   do  

        (Identification) Select indices  
corresponding to  largest entries in . 

(Augmentation)  . 
(Estimation of )  

= . 

             =  

         (Residual Update)   
     End 
         =  

End 
     Output  

However, as depicted in Algorithm 1, this method
requires repeated calculations at each incidence angle,
making the computation time increase.

Next, the least squares fitting method is employed
to solve equation (13) and this computation method
is called CSIPCBFM-2 in this paper. Where the least
squares fitting algorithm is as follows:

 
Algorithm 2 least squares fitting algorithm 
Input:  
          incidence angles count      
          incidence angles               
          measurements matrix       
          sensing matrix                  
          normal matrix                  
Initialize:  
         upper triangular matrix      
          lower triangular matrix      
          normal matrix       
        Excitation vector   
        undetermined coefficient   
LU decomposition: 

  
After LU decomposition of  , the matrix is 
and  

 
Computation: 

for =1 to n  
               
               

End 
Output      

As described in Algorithm 2, the method first per-
forms the LU decomposition of A and then performs
the solution process, avoiding repeated solutions at each
incident angle.

Finally, the QR decomposition is used as the recov-
ery algorithm to solve equation (13), and this method is
called CS-IPCBFM in this paper. Where the QR decom-
position algorithm is as follows:

Algorithm 3 QR decomposition algorithm 
Input:   
          incidence angles count      
          incidence angles               
          measurements matrix       
          sensing matrix                  
Initialize:  
         upper triangular matrix      
         orthogonal matrix      
QR decomposition of HouseHolder transform: 

  
HouseHolder transformation on  matrix.  

 
 

 
 

for i=1 to  
 

End 
Output  

As described in Algorithm 3, the QR decomposition
method is used to decompose the recovery matrix θ and
then solve it, avoiding repeated solutions at each incident
angle.

IV. COMPLEXITY ANALYSIS

To provide a clear comparison of the complexity
between IPCBFM and CS-IPCBFM, a focused analy-
sis was conducted solely on these two methods. CS-
IPCBFM-1 and CS-IPCBFM-2, on the other hand, were
validated via numerical simulations. The calculation
processes for IPCBFM and CS-IPCBFM consist of
three steps: filling the impedance matrix, constructing
IPCBFs, and solving the radar cross section (RCS).

Since both filling the impedance matrix and con-
structing IPCBFs are identical for IPCBFM and CS-
IPCBFM, this section focuses solely on comparing the
complexities of the RCS-solving steps.

The RCS solution process of IPCBFM involves
constructing and solving the reduced matrix equation,
whose combined complexity is O

(
K2N2

i +K3
)
. In

CS-IPCBFM, the RCS solution process includes the
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construction of the recovery matrix and the solu-
tion of equation (13), whose combined complexity is
O
(
NLK +K2 +LK

)
. Since NL < KN2

i , and K+L < K2,
the RCS calculation time of CS-IPCBFM will be shorter
than that of IPCBFM.

V. NUMERICAL RESULTS

To validate the effectiveness of the proposed
method, three models of cylinder, cube, and almond
are simulated. Where, the cylinder model with fewer
unknowns was used to compare IPCBFM, CS-IPCBFM-
1, and CS-IPCBFM methods. While the cube and
almond models with more unknowns were used to com-
pare IPCBFM, CS-IPCBFM-2, and CS-IPCBFM meth-
ods. The results were computed using an AMD Ryzen
75800H with Radeon Graphics 3.20 GHz and 64.0 GB
RAM, and the simulations were compiled using Visual
Studio 2022RC. Additionally, all examples utilized a
double-precision floating point. The root-meant-square
error of the target monostatic RCS is defined as

Err(%) = 100%

×
√

1
N

N

∑
i=1

∣∣RCSi −RCSMOM
i

∣∣2 / ∣∣RCSMOM
i

∣∣2. (14)

Firstly, the monostatic RCS of a perfect electrical
conductor (PEC) cylinder with a length of 2 m and radius
of 0.3 m at 800MHz is calculated. The angle of inci-
dence is set to θ = 0◦ −180◦,ϕ = 0◦. The geometry was
divided into 5046 triangular patches, resulting in 14,161
unknowns. Subsequently, the cylinder was segmented
into 12 blocks, with each block extending Δ = 0.15λ in
all directions, which increased the number of unknowns
to 25,966. When the threshold ε is set to 0.01, a total
of 755 IPCBFs are obtained. The monostatic RCS values
of MOM, IPCBFM, CSIPCBFM-1, and CS-IPCBFM are
found to be highly consistent, as depicted in Fig. 1.

Fig. 1. HH polarization monostatic RCS of cylinder.

As the number of rows L increases, the computa-
tion time of CS-IPCBFM and CS-IPCBFM-1 is shown
in Figs. 2 and 3, respectively. The computation time of
IPCBFM is 18.481 s, as depicted in Fig. 2. As can be

seen from Figs. 2 and 3, when 20L/N is less than 11,
CS-IPCBFM has the lowest computation time compared
to IPCBFM and CSIPCBFM-1. The RCS error of the
IPCBFM, CS-IPCBFM-1 and CS-IPCBFM is shown in
Fig. 4. When 20L/N is greater than 6, the CS-IPCBFM
has the highest accuracy compared to the IPCBFM and
CS-IPCBFM-1.

Fig. 2. Computation time of cylinder for different L.

Fig. 3. Computation time of cylinder for different L.

Fig. 4. RCS Err of the cylinder for different L.

Next, the monostatic RCS of a PEC cube with a
length of 1 m at 800MHz is calculated. The angle of inci-
dence is set to θ = 0◦ − 180◦,ϕ = 0◦. The cube is dis-
cretized into 13,980 triangular patches producing 25,981
unknowns. When the target is divided into 8 blocks, with
each block extending by Δ = 0.15λ in all directions, the
number of unknowns increases to 46,951. Furthermore, a
total of 789 IPCBFs are obtained when the SVD thresh-
old is set to ε = 0.02. The monostatic RCS values of
MOM, IPCBFM, CS-IPCBFM-2, and CS-IPCBFM are
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found to be highly consistent, as depicted in Fig. 5. As
the SVD threshold ε increases, the RCS error and com-
putation time of IPCBFM and CSIPCBFM is shown in
Figs. 6 and 7. From these figures, it can be seen that CS-
IPCBFM has a shorter computation time and lower RCS
error compared to IPCBFM. As the number of rows L
increases, the RCS error and computation time of the CS-
IPCBFM and CS-IPCBFM-2 are shown in Figs. 8 and 9.
While the RCS error and computation time of IPCBFM
are 2.0632% and 189.657s, as depicted in Figs. 8 and 9,
respectively. As can be seen from Figs. 8 and 9, when
20 L/N is less than 15, the CS-IPCBFM has a shorter
computation time compared to IPCBFM. When 20 L/N
is greater than 3, the accuracy of CS-IPCBFM is com-
parable to that of IPCBFM and better than that of CS-
IPCBFM-2.

Finally, the monostatic RCS of a PEC almond with
a length of 252.374 mm at a frequency of 7GHz is

Fig. 5. HH polarization monostatic RCS of the cube.

Fig. 6. RCS Err of the cube for different ε .

Fig. 7. Computation time of the cube for different ε .

Fig. 8. RCS Err of the cube for different L.

Fig. 9. Computation time of the cube for different L.

computed. The target is divided into 8 blocks, and each
block is extended by Δ = 0.15λ in all directions, increas-
ing the number of unknowns to 62,653. A total of 710
IPCBFs are obtained when the threshold ε = 0.01. The
monostatic RCS of MOM, IPCBFM, and CS-IPCBFM
under horizontal polarizations are found to be highly
consistent, and the monostatic RCS of CS-IPCBFM-2
is poor, as depicted in Fig. 10. Finally, the influence of
different incident plane wave numbers on the stability of
IPCBFM and CS-IPCBFM is investigated. The calcula-
tion time and RCS error for various numbers of incident
waves are shown in Table 1.

Table 1: Calculation time and RCS error of the almond
for various numbers of incident waves

Method
(
Pθ ,Pϕ

) Computation

Time (s)

RCS

Err (%)

IPCBFM
(5,5) 95.439 47.8028

CS-IPCBFM 48.922 26.3877
IPCBFM

(6,6) 145.945 43.1824
CS-IPCBFM 67.16 24.8070

IPCBFM
(7,7) 200.084 31.4387

CS-IPCBFM 84.298 7.9510
IPCBFM

(8,8) 255.595 7.8126
CS-IPCBFM 99.567 4.9569

IPCBFM
(9,9) 265.909 6.9566

CS-IPCBFM 107.044 3.0830
IPCBFM

(10,10) 291.401 3.7763
CS-IPCBFM 114.989 2.1990
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Table 2: Comparison of calculation time, RCS Err, and memory consumption

Model Method

Impedance

Matrix

Filling Time (s)

IPCBFs

Generation (s)

Solving

Time (s)

Total

Time (s)

RCS

Err (%)

Memory

(GB)

Cylinder IPCBFM 18.481 304.899 6.4736 4.876
CS-IPCBFM-1 23.194 263.224 2794.45 3080.868 11.5301 4.978
CS-IPCBFM 13.013 299.431 3.9032 4.473

Cube
IPCBFM 164.685 2367.29 6.6891 17.3826

CS-IPCBFM-2 72.884 2129.621 42.182 2244.33 36.0286 15.341
CS-IPCBFM 43.322 2245.93 4.7641 15.324

Almond
IPCBFM 291.401 5540.687 3.7763 39.918

CS-IPCBFM-2 153.876 5095.41 113.632 5362.918 14.8080 36.831
CS-IPCBFM 114.989 5364.275 2.1990 39.561

Fig. 10. HH polarization monostatic RCS of the almond.

It can be seen from Table 1 that the accuracy stability
of the method proposed in this paper is better than that
of IPCBFM. The computation time and RCS error of the
simulation examples in Figs. 1, 5, and 10 are shown in
Table 2. The results show that CS-IPCBFM has a shorter
computation time and the highest accuracy in calculating
the monostatic RCS.

VI. CONCLUSION

To improve the efficiency and accuracy of IPCBFM,
we integrated CS with IPCBFM and refined the con-
ventional CS recovery algorithm. In comparison to
IPCBFM, CS-IPCBFM-1 with traditional recovery algo-
rithm has some lag in speed and accuracy, CS-IPCBFM-
2 with the least square fitting achieves faster calculation,
but the accuracy is compromised, CS-IPCBFM with QR
decomposition not only excels in both speed and preci-
sion but also offers superior stability.
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Abstract – In instrumentation systems, shielding is the
main issue that judges the performance of the system.
The electromagnetic (EM) noise may affect the perfor-
mance of the instrumentation system if inadequate pro-
tection is reached. It is considered the main source of
unprotectable interference that may affect these systems
in many cases. In this paper, shielding is attained by
wrapping the source carrying signal with periodic thin
conductive strips separated by slots or openings. This
arrangement will protect the sources from the outside
EM fields. Shielding factor and shielding efficiency are
studied by extracting magnetic fields. For this purpose,
an analytical solution based on solving Laplace’s equa-
tion for the magnetic vector potential in the region of
interest is presented. A closed form of the induced eddy
current in the conductive strips is calculated based on
Fourier series expansion. Furthermore, numerical sim-
ulation using the commercial software MWS CST is
employed to validate the analytical solution. The perfor-
mance of the proposed shielding structure is studied and
analyzed in terms of shielding factor and shielding effi-
ciency. The outcomes of both methods are showing very
good agreement.

Index Terms – Eddy current, electromagnetic (EM)
shielding, quasistatic, shielding efficiency, shielding
factor.

I. INTRODUCTION

Electromagnetic Interference (EMI) resulting from
EM fields is the most effective interference that may
deviate the instrumentation system performance. The

evolved system requirements to overcome the inaccu-
racy and measurement errors through reducing EMI
and producing free-of-noise signals have all been thor-
oughly considered. EMI has been handled to make the
electronic system immune to measurement inaccuracy
and errors. Electromagnetic shielding (EMS) is typically
used to block or minimize either the emitted or reflected
electromagnetic fields, which is the most effective way
to reduce EMI. Shielding can ensure better isolation
depending on the shielding structure or shape. The per-
formance of magnetic shielding was proposed by Kim
et al. [1]. An excellent shielding factor was obtained
when double-layer shielding using inner silicon steel
layer and mu-metal outer layer. Various shielding strate-
gies have been investigated in the literature. Multilayer
shielding was proposed in [2] and [3], where numeri-
cal analysis for shielding efficiency was calculated. The
effect of material properties on the magnetic shielding
was further investigated in [4] using different electri-
cal steel panels. Park et al. [5] proposed a shielding
structure that comprises a periodic metal strip inserted
on a conventional ferrite plate. The model was stud-
ied by exploring the effect of metal strips on shield-
ing properties. This shielding technique with strips has
found many real-life applications [6]. Magnetic shield-
ing of cylindrical geometry was studied and analyzed
[7], [8]. The analysis deduced an inherent relationship
between shielding efficiency and shielding parameters
involved.

Due to the presence of a time-varying magnetic
field, the mechanism of shielding arises from the fields’
cancellation, which is determined by the induced eddy

Submitted On: January 16, 2023
Accepted On: September 22, 2023

https://doi.org/10.13052/2023.ACES.J.380810
1054-4887 © ACES



JARADAT, QANANWAH, DAGAMSEH, AL-ZOUBI: ANALYTICAL SOLUTION OF EDDY CURRENT IN PARALLEL CONDUCTING STRIPS 626

current in the shield material. Several methods have been
reported to find a general solution of eddy current in
conductors analytically and numerically. The solution
method depends on the geometry and excitation type.
Closed-form expressions for eddy current in cylindri-
cal shielding structures are obtained using second-order
vector potentials [9]. The modified Bessel and exponen-
tial functions [10] are exploited to calculate the eddy
current field excited by a probe coil near a conduc-
tive pipe [11]. Eddy current in conducting plates was
found through solving the vector potential as a series of
eigenfunctions [12]. Reduced vector potential combined
with Dirichlet-to-Neumann boundary conditions, was
proposed to predict the induced current density distri-
bution in nondestructive testing applications [13]. Com-
putational numerical techniques such as finite element
method (FEM) [14] and finite difference method (FDTD)
[15] were utilized to calculate the induced eddy currents
in thin metal sheets. These methods are complicated and
require a dense system matrix. The quasi-static approxi-
mation is applied to Ampere’s law, where the total mag-
netic field is characterized by excited and induced fields.
The resulting Laplace equation was solved analytically
for many practical geometries [16]. In this paper, a model
of periodic coplanar conductive strips is developed. Eddy
current is obtained analytically by solving the Laplace
equation combined with Fourier series expansion. The
effect of the strip’s shielding parameters is investigated
analytically and numerically.

II. EDDY CURRENT ANALYTICAL
SOLUTION

The geometry comprises very thin, infinitely long
parallel conductive strips of width 2b and thickness d
that are extending along the z-axis. The strips are placed
periodically along the x-direction on the xz-plane (i.e.,
parallel conductive strips). The slit width between the
adjacent strips is 2c. The source of the exciting field is
created using an infinite number of conductive lines sep-
arated by a distance a that are arranged periodically at
y=h plane in parallel with the strips. The currents are
distributed in an alternating fashion such that every two
lines with different polarities are positioned on the top
of each strip. Such configuration creates an alternating
magnetic field. The arrangement of the geometry is illus-
trated in Fig. 1.

According to Faraday’s law of induction, the time-
varying magnetic fields generate an induced conduction
eddy current in the conductive strips. As a response, this
current creates a magnetic field that opposes the change
in the excitation field. To find the eddy currents, the gen-
eral solution for the vector potential A should be deter-
mined. Because the system is periodic in the x-direction
with a period of 2a, the exciting vector potential due to

line currents can be presented as the sum of solutions
of the two-dimensional Laplace equation for quasistatic
fields [17].

Fig. 1. Geometry of the proposed shielding system.

∂ 2Az (x,y)
∂x2 +

∂ 2Az (x,y)
∂y2 = 0. (1)

The general solution for (1) is performed
using the separation of variables technique, i.e.,
Az (x,y)= X(x)Y(y). It is noted that the magnetic
vector potential has only the z-component. Therefore,
the vector potential of the known currents in the lines
can be written as{

Ae1=
μI
π ∑∞

n=1
1
n sin n π

2 e−n π
a (y−h)sin nπx

a , y≥h
Ae2=

μI
π ∑∞

n=1
1
n sin n π

2 en π
a (y−h)sin nπx

a , y≤h
,

(2)
where Ae1 and Ae2 are the magnetic vector potentials in
the regions above and below the lines, respectively, μ
is the magnetic permeability of the medium, and n is a
positive integer. Similarly, the vector potential due to the
eddy currents in the conducting strips can be determined
by solving the Laplace equation under symmetry condi-
tions. The vector potential solution due to the unknown
eddy currents becomes{

As1 =
μI
π ∑∞

n=1 Cn.e−nπ(y/a)sin nπx
a , y ≥ 0

As2 =
μI
π ∑∞

n=1 Cn.enπ(y/a)sin nπx
a , y ≤ 0

, (3)

where As1 and As2 are the magnetic vector potentials in
the regions above and below the conductive strips respec-
tively, Cn are unknown coefficients that are yet to be
determined. The solution is required in the two regions:
region 1, 0 ≤ y ≤ h, and region 2, y ≤ 0 as depicted in
Fig. 1. The complete solution is formulated by combin-
ing (2) and (3) [16]:

A1=As1+Ae1 , 0≤y≤h
A2=As2+Ae2 , y≤0 . (4)

Boundary conditions should be applied at both
regions with,

A1 (x,0)=A2 (x,0) , (5)
(Ht1 −Ht2) = K, (6)

where A1, A2, Ht1, and Ht2 are the magnetic vec-
tor potentials and tangential magnetic fields above and
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below the shielding surface, respectively. The magnetic
field intensity is related to the vector potential by the for-
mula H = 1/μ∇ × A. From (6), the surface current den-
sity can be written as:

K =
2I
a

∞

∑
n=1

nCnsin nπ
x
a
. (7)

The eddy current flows only inside the strips such
that the surface current density K at y = 0 can be deter-
mined using the law of induction inside the lateral con-
ducting strips:

K =

{− jωdσ (x)A1 (x,0) , |x| ≤ b
0 , b < |x| ≤ a , (8-a)

A1 (x,0) =
μI
π

∞

∑
n=1

(
1
n

sin
nπ
2

e
−nπh

a +Cn

)
sin

nπx
a

,

(8-b)

σ (x) =
{

σo , |x| ≤ b
0 , b < |x| ≤ a , (8-c)

where σ (x) is the conductivity function of the strips,
which is considered as a periodic function with a con-
stant magnitude σo and a period of 2a. Consequently, it
can be rewritten in terms of a Fourier series expansion:

σ (x) = σo

(
b
a
+

2
π

∞

∑
m=1

1
m

sinmπ
b
a

cosm
π
a

x

)
. (9)

Equating the current density expression in (7) with
(8) and conducting some mathematical manipulations,
will end up with a system of an infinite number of lin-
ear equations as in (10-a). The unknown coefficients Cn
can be calculated by constructing the matrix elements in
(10-b) and (10-c).

amn.Cn=bm, (10-a)

amn =

⎧⎨⎩
sinπ (m+n)( b

a )
(m+n) − sinπ (m−n)( b

a )
(m−n) , m �= n

−π b
a +

sin2 mπ( b
a )

2m + jmπ2δ 2

ad , m = n
,

(10-b)

bm =
1
m
.sin

mπ
2

.e−mπ( h
a )

(
π

b
a
− sin2 mπ

( b
a

)
2m

)

+∑∞
k = 1
k �= m

1
k

sin
kπ
2

.e−kπ( h
a )

×
(

sinπ (m− k)
( b

a

)
(m− k)

− sinπ (m+ k)
( b

a

)
(m+ k)

)
, (10-c)

where δ = 1/
√

πμσ f is the skin depth. For the numeri-
cal solution, the maximum value of the magnetic field is
observed at specific points labeled P1, P2, P3, and P4.
The positions of P1(0,0), and P3(a,0), are in the same
plane of the strips, while P2(0,−h), and P4(a,−h)
are located underneath the strips as indicated in Fig. 1.
Only the y-component of the magnetic field is exited at

these points, which can be calculated from (4) using the
relation By = −∂A/∂x. For instance, the flux density at
P2 and P4 can be written as

B2 = By
∣∣
P2 =−μI

a

(
∑∞

k=0 (−1)k.e−(2k+1)2π( h
a )

−∑∞
n=1 ne−nπ( h

a ).Cn

)
,

(11-a)

B4 = By
∣∣
P4 =

μI
a

(
∑∞

k=0 (−1)k.e−(2k+1)2π( h
a )

−∑∞
n=1 (−1)n.ne−nπ( h

a ).Cn

)
.

(11-b)
The magnetic flux without shielding strips, which is

only due to the source currents, can be found from (2) in
all regions. At points P2 and P4, the fields become

B2,0= By
∣∣
P2 =−μI

a

∞

∑
k=0

(−1)k.e−(2k+1)2π(h/a), (12-a)

B4,0 = By
∣∣
P4 =−B2,0. (12-b)

Based on the previous analysis, the shielding factor
S can be defined as the ratio of the induced magnetic field
without conductive strips to the induced magnetic field in
the presence of conductive strips [18]. At points P2 and
P4 the shielding factor in dB becomes

S2 = 20log
( |B2,0|

|B2|
)

, S4 = 20log
( |B4,0|

|B4|
)
. (13)

The maximum shielding occurs when there is no gap
between the strips, which means a continuous conductive
plane. The induced magnetic fields in the presence of the
plane at the two observation points P2 and P4 become

B2,pl =−μI
a

∞

∑
k=0

(−1)k.e−(2k+1)2π( h
a )

×
(

1+ j
1

π (2k+1)
.
ad
δ 2

)
=−B4,pl . (14)

The performance of the field’s isolation is character-
ized by the shielding efficiency (T ). It can be defined as
the ratio of the induced magnetic field with conductive
strips to the induced magnetic field in the presence of a
continuous conductive plane.

T2 = 20log

(
|B2|∣∣B2,pl

∣∣
)
, T4 = 20log

(
|B4|∣∣B4,pl

∣∣
)
. (15)

III. RESULTS AND DISCUSSION

The theoretical analysis conducted in the previous
section will be applied to obtain the shielding factor and
efficiency at some predefined points (P1, P2, P3, and
P4, see Fig. 1). The shielding effectiveness has been con-
sidered through the shielding factor. The effect of various
design parameters has been investigated. These design
parameters include the position of the excitation current
source relative to the width of the strip (i.e., b/a), slot
size, and excitation frequency. Moreover, the presented
analytical results are verified using numerical simula-
tions with the aid of the commercial simulation pack-
age MWS CST [19]. The simulation setup is carried
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out through a low-frequency solver. This solver is a 3D
solver used for simulating the time-harmonic behavior in
low-frequency systems. The simulated structure is com-
posed of two parallel cylindrical lines, each of which has
a diameter of 0.2 cm and a separation distance a = 10
cm. The two lines are excited using path current sources
with equal currents and 180◦ out of phase. The con-
ductive shielding strip is placed beneath and in parallel
with the line currents at a distance of h. The strip has a
width of b and thickness of d = 0.2 cm. The length of
both current lines and the strip is L = 40 cm. All con-
ductors are modeled by copper with a conductivity of
σ = 5.8 ×107 S/m. This structure has infinite periodic-
ity along the x-direction and infinite extent along the z-
direction. Therefore, to simulate this type of structure, a
unit cell of finite length 2a could be simulated by choos-
ing proper boundary conditions. Due to the symmetrical
geometry along the x-direction, periodic boundary con-
dition is chosen to mimic infinite copies of the unit cell
(i.e., Et = 0 at x = ±a). On the other hand, the structure
has infinite extent in the z-direction, which yields Et = 0
at z = ±L/2. Open boundaries are defined along ±y-
directions. Tetrahedral meshing technique is utilized to
perform the computational simulation in the frequency
range of 10 Hz to 3 kHz, which is chosen as an illus-
tration example to validate the presented analytical solu-
tion. All simulation data are calculated with the aid of
field monitors combined with a post-processing template
to process the obtained data.

In Fig. 2, the shielding factor S in dB is plotted ver-
sus the ratio ad/δ 2 at four observation points, where this
ratio maps to the operating frequency. Both analytical
solutions using (13) and simulated responses are plotted

(a) (b)

(c) (d)

Fig. 2. Shielding factor “S” at (a) b/a = 0.5, (c) b/a =
0.8, and shielding efficiency “T” at (b) b/a = 0.5 and
(d) b/a = 0.8 for different observations points as a func-
tion of ad/δ 2.

together in Fig. 2 (a) for height h = 0.5a and strip
width b = 0.5a. The improvement of the shielding fac-
tor is noticed as the frequency increases, and it reaches
a steady level at high-frequency values. This trend is
noted at all observation points. The highest shielding
level occurs at the center of the shield directly under-
neath the conducting strip at the conductor-air interface.
The thickness of the shielding strip is insignificant com-
pared to wavelength (d � λ ). Therefore, the mag-
netic field’s strength at this position is approximately
equal to the field’s strength at the center of the strip
indicated by point P1. At low frequencies, the mag-
netic field can penetrate the shielding strip, where its
thickness is smaller than the skin depth δ . Therefore,
the shielding factor S1 shows low values. This phe-
nomenon is observed from the 2D magnetic field vec-
tor maps shown in Fig. 3 (a) for ad/δ 2= 5. The mag-
netic field is transmitted through the conductive strips,
since the induced eddy current is small. Increasing the
excitation frequency, the shielding factor improves dras-
tically (see Fig. 3 (b) for ad/δ 2= 20). This is due to
the effect of surface-induced eddy current, which can-
cels out the magnetic field at the strip surface. There-
fore, the magnetic field penetration in the vicinity of
the strips decreases significantly. From (7), the real and
imaginary parts of the normalized induced current den-
sity K(x)/ Ko on the strips at t = 0 can be evaluated
using (16-a) and (16-b), which are plotted in Fig. 4 (a):

Re
(

K (x)
Ko

)
= 2∑∞

n=1 n·Re(Cn)sin
[
nπ

x
a

]
, (16-a)

Im
(

K (x)
Ko

)
= 2∑∞

n=1 n·Im(Cn)sin
[
nπ

x
a

]
, (16-b)

where the constant Ko= I/a. It can be seen from this
figure that the current density has a comparable imag-
inary part with the real part. Therefore, the induced

(a) (b)

(c) (d)

Fig. 3. 2D H-field maps for b/a = 0.5 at (a) ad/δ 2= 5,
(b) ad/δ 2= 20, and for b/a= 0.8 at (c) ad/δ 2= 5 and
(d) ad/δ 2= 20.
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magnetic field due to eddy current is not enough to can-
cel out the source’s field. When increasing the frequency,
the shielding factor S1 improves. It is maintained above
30 dB at higher frequencies; i.e., ad/δ 2 > 90.

Less shielding is observed of 15 dB at a distance h
below the strip at point P2, which is indicated by the
curve S2. As expected, poor shielding performance is
observed in the slot and the region below the slot, as
can be deduced from S3 and S4 curves at P3 and P4,
respectively. The steady-state shielding factor at these
two points is 3 and 9 dB, respectively. The 2D H-field
map shown in Fig. 3 (b) illustrates the major reduction of
the field’s strength in the region below the strip. Whereas
the field’s strength is maintained high in the slot region,
the field’s cancelation is due to the increase in an eddy
current field manifested by the increase in the current
density’s real part, as depicted in Fig. 4 (b). The shielding
efficiency T is also compared, where the analytical solu-
tion using (15) and the simulated response are both plot-
ted in Fig. 2 (b) for height h = 0.5a and strip width
b = 0.5a. Higher shielding efficiency is realized in
the region directly below the conductive strips compared
with the region below the slots, where 0 dB reference
resembles the ideal value. This can be deduced from the
curves labeled T2 and T4, which correspond to the fields
observed at positions P2 and P4, respectively.

(a) (b)

(c) (d)

Fig. 4. Normalized surface current density “K(x, t)/Ko”
at t = 0 for strip width b/a= 0.5 at (a) ad/δ 2= 5,
(b) ad/δ 2= 20 and b/a= 0.8 at (c) ad/δ 2= 5 and
(d) ad/δ 2= 20 as a function of normalized position x/a.

As expected, shielding factor S improves drastically
by increasing the strip’s width b (i.e., reducing the slot’s
size), especially at positions P2 and P4. The shielding
factor has enhanced to 26 dB and 28 dB respectively at
ad/δ 2 = 90 (see Fig. 2 (c), which shows the responses
at all observation points for strip’s width b = 0.8a

and fixed height h = 0.5a). Similarly, the shielding
efficiency T also improves as illustrated in Fig. 2 (d).
The response approaches the 0 dB level and gets closer
to the shielding performance of the continuous sheet.
The 2D map of magnetic field vector at low frequency
is shown in Fig. 3 (c), while the field map at a higher
frequency is depicted in Fig. 3 (d). The field’s reduc-
tion in the region under the strips is obvious due to the
induced field originating from an increasing eddy cur-
rent that counterparts the original field. The current den-
sity is plotted in Figs. 4 (c) and (d) at low and high fre-
quencies, respectively. Again, the real part of the sur-
face current density is reduced significantly with respect
to the real part at higher frequencies compared with
the case of low frequencies. Further inspection is con-
ducted by studying the effect of the strip’s width b on the
shielding factor and efficiency at fixed height h = 0.5a.
Figure 5 shows the calculated and simulated responses of
S and T at different observation positions for ad/δ 2= 20
and ad/δ 2= 5 respectively. The shielding factor at high
frequency shown in Fig. 5 (a) reveals the behavior of
increasing the normalized strip’s width from 0 to 1.

(a) (b)

(c) (d)

Fig. 5. Shielding factor “S” at (a) ad/δ 2= 20, (c)
ad/δ 2= 5 and shielding efficiency “T” at (b) ad/δ 2= 20
and (d) ad/δ 2= 5 for different observation points as a
function of normalized strip width b/a.

The zero-width corresponds to no shielding and the
unity value corresponds to continuous plane shielding.
The shielding factor approaches the maximum value of
15 dB when b/a exceeds 0.8. Therefore, the performance
of the shielding system behaves similarly to the con-
tinuous plane, especially in the region below and away
from the conductive strips as indicated in the curves
S1, S2, and S4. Poor shielding is expected at the gap
between the strips as indicated in the S3 curve. This is
also seen from the T curves in Fig. 5 (b), where the
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efficiency is approaching the 0 dB level for b/a > 0.8.
The low-frequency performance is depicted in Figs. 5 (c)
and (d) for S and T, respectively. The trend of increasing
b is very similar to the case of high frequency but with a
less efficient shielding level.

The excitation source of the parallel current lines
has an insignificant impact on shielding performance,
as revealed from studying the variation of the parame-
ter h/a, which is swept in the range 0.1-2. The strip’s
width is kept fixed at b/a= 0.5. Figure 6 (a) shows
the response of S at the four observations points for
ad/δ 2= 20. The shielding factor is almost constant with
the height variation. Since the excitation source position
with respect to the strips only determines the magnetic
field’s strength, the shielding factor is not affected by
increasing the source’s height. The change of the H-field
with the absence of the strips is equal to the change of
the field with the exitance of the shielding strips. There-
fore, the ratio of the fields remains steady. This can be
observed also even with different operating frequencies,
as seen in Fig. 5 (c), where the value of ad/δ 2 is 5.
The flat response of the shielding efficiency T is also
attained in Figs. 6 (b) and (d) at high and low frequen-
cies, respectively.

(a) (b)

(c) (d)

Fig. 6. Shielding factor “S” at (a) ad/δ 2= 20,
(c) ad/δ 2= 5 and shielding efficiency “T” at (b)
ad/δ 2= 20 and (d) ad/δ 2= 5 for different observation
points as a function of normalized height h/a.

IV. ELECTRIC FIELD SHIELDING

In general, EM waves propagate from one region
to another, where their associated electric and magnetic
fields are coupled in time and space as described by
Maxwell’s equations. This coupling between E and H
is produced by the magnetic induction in Faraday’s law
(∇×E = − ∂B/∂ t), and the displacement current den-
sity in Ampere’s law (∇×H = J+∂D/∂ t). In the case

where EM waves possess slow time varying fields (low
frequency) or small dimensions, quasistatic approxima-
tions can be considered such that fields become static
[20]. The quasistatic laws are attained by neglecting
either electric displacement current (∂D/∂ t ≈ 0) in
magnetoquasistatic (MQS) approximation or the mag-
netic induction (∂B/∂ t ≈ 0 ) in electroquasistatic
(EQS) approximation. In the case of current source,
MQS approximations is applied, where time derivative
of electric field vanishes. According to Faraday’s law,
the slowly varying magnetic field would induce a rela-
tively weak electric field, which is approximately static
in nature and almost independent of frequency. This is
clearly observed form the 2D E-field maps that are illus-
trated in Fig. 7. The electric field at lower and higher fre-
quencies are depicted in Figs. 7 (a) and (b), respectively
for strip width b = 0.5a. Both electric field maps are
nearly identical at the two frequencies, which reveal the
accumulation of opposite signs of charge at the strip’s
sides. Very weak E-fields exist in the region below the
shielding strips, which are mainly confined in the slit
between the adjacent strips. A smaller gap (i.e., strip’s
width b = 0.8a) yields significant reduction in the E-
fields, as seen in Figs. 7 (c) and (d) at both low and high
frequencies. As a result, E-field shielding can be attained
using this configuration.

(a) (b)

(c) (d)

Fig. 7. 2D E-field maps for b/a= 0.5 at (a) ad/δ 2= 5,
(b) ad/δ 2= 20, and for b/a= 0.8 at (c) ad/δ 2= 5 and
(d) ad/δ 2= 20.

V. CONCLUSION

In this work, an analytical solution of the Laplace
equation was presented using Fourier series expansion.
This method was used to study the shielding behav-
ior of a system comprising parallel conductive strips
separated by small slits. The performance was charac-
terized by evaluating the shielding factor in the region
below the shield. Moreover, the performance of the pre-
sented shielding system is compared with a continuous
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conductive sheet, which is manifested by the shielding
efficiency. The effect of system parameters was studied
in terms of shielding performance. The results have con-
cluded that the proposed system behaves as a full plane
when the normalized strip width is at least 0.8. This
arrangement of conductive strips with slits adds an extra
degree of flexibility compared to a continuous conduc-
tive plane shield, which could find some future appli-
cation in magnetic shielding technology. The analytical
results were also confirmed using computer simulation.
The performance of the mathematical model was in very
good agreement with the numerical simulation.
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