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Abstract ─ A simple and efficient procedure for 
EM-simulation-driven design optimization of 
microwave devices is discussed. Our approach 
exploits recently introduced adaptively adjusted 
design specifications technique that shifts the 
optimization burden into a relaxed-accuracy and 
computationally cheap (low-fidelity) model of the 
structure under consideration, evaluated using the 
same EM solver as the original (high-fidelity) 
model but with coarse discretization. The 
unavoidable misalignment between the low- and 
high-fidelity models is accounted for by suitable 
adjustments of the design specifications. The 
presented method is simple to implement and 
allows rapid design improvement as demonstrated 
through examples. 
  
Index Terms ─ Adaptive design specifications, 
computer-aided design (CAD), electromagnetic 
simulation, simulation-driven design. 
 

I. INTRODUCTION 
Simulation-driven design and design 

optimization is ubiquitous in contemporary 
microwave engineering. For many classes of 
microwave structures no systematic design 
procedures are available so that EM-based design 
becomes the only option. Examples include 
ultrawideband (UWB) antennas [1], dielectric 
resonator antennas [2] and substrate integrated 
circuits [3]. On the other hand, increasing 
complexity of microwave devices and the demand 
for high accuracy make the direct optimization 
involving numerous electromagnetic (EM) 
simulations impractical because of the 
computational cost of such a process. Co-

simulation [4-6] is only a partial solution because 
the circuit models with embedded EM components 
are still directly optimized. 

A cost-efficient design of microwave 
structures exploiting EM solvers can be realized 
using surrogate-based optimization (SBO) [7, 8]. 
In SBO, the direct optimization of the CPU-
intensive EM-evaluated structure of interest (high-
fidelity model) is replaced by iterative updating 
and re-optimization of its computationally cheap 
representation, the surrogate. The successful SBO 
approaches in microwave area are space mapping 
(SM) [9-16] and various forms of tuning [17, 18] 
as well as combinations of both [19, 20]. Other 
SBO methods used in microwave engineering 
include manifold mapping [28] as well as 
techniques exploiting variable-fidelity EM 
simulations [29, 30]. Space mapping builds the 
surrogate using a physically-based low-fidelity 
model, typically an equivalent circuit. Tuning 
approaches are based on embedding circuit-
theory-based tuning elements into the structure of 
interest using properly located internal ports [18]. 
Both approaches can be very efficient and yield 
satisfactory designs after a few full-wave EM 
simulations of the structures under consideration 
[9, 18].  

Unfortunately, implementation of both SM 
and tuning may not be straightforward. In 
particular, modification of the structure being 
optimized and engineering experience may be 
required (tuning), additional mapping and more or 
less complicated interaction between various 
auxiliary models is necessary (SM). In order to 
take advantage of space mapping, the low-fidelity 
model should be computationally much cheaper 
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than the high-fidelity model, therefore, equivalent-
circuit models are preferred [9]. Reliable 
equivalent-circuit models, however, may be 
difficult to develop for certain types of microwave 
devices (e.g., antennas). Also, an extra simulator 
must be involved in the process and linked to the 
optimization algorithm. Moreover, space mapping 
performance heavily depends on the selection of 
the SM transformations used to construct the 
surrogate. On the other hand, tuning cannot be 
directly applied to radiating structures. 

In this paper, an efficient technique for 
simulation-driven design of EM-simulated 
structures is discussed that is based on the SBO 
principle, coarsely-discretized EM low-fidelity 
models, and adaptive adjustment of the design 
specifications [21]. Original design specifications 
are modified to take into account the difference 
between the high-fidelity and low-fidelity model 
responses at the current design. The low-fidelity 
model is then optimized with respect to the 
modified specifications to produce a new design 
that—assuming sufficient quality of the low-fidelity 
model—gives a good prediction of the optimal 
high-fidelity model design with respect to the 
original specifications. The above assumption is 
typically satisfied for coarsely-discretized EM 
models. The presented method is simple to 
implement, and, as demonstrated through examples, 
it is able to yield a satisfactory design after a few 
high-fidelity EM simulations of the structure under 
considerations. 
 

II. SIMULATION-DRIVEN DESIGN 
METHODOLOGY 

In this section, we formulate the optimization 
problem (Section II. A), describe the concept of 
adaptively adjusted design specifications 
technique (Section II. B), as well as comment 
upon the use of coarse-discretization EM 
simulations as the low-fidelity model guiding the 
optimization process (Section II. C). 

 

A. Design optimization problem 
Let Rf(x) and Rc(x) denote the response vectors 

of a high- and low-fidelity models of the 
microwave structure of interest at the design 
vector x. For example, Rf(x) may consist of the 
values of |S21| evaluated at a set of frequencies. The 
high-fidelity model is evaluated using CPU-
intensive electromagnetic simulation. The low-

fidelity model is a relaxed-accuracy and 
computationally cheap representation of Rf. In 
particular, Rc may be evaluated using the same 
solver as Rf but with coarser mesh. 

We want to optimize the high-fidelity model 
with respect to a given set of design specifications. 
Figure 1(a) shows the high- and low-fidelity model 
responses at the optimal design of Rc, 
corresponding to the microstrip bandstop filter [21] 
used here as an illustration example; design 
specifications are indicated using horizontal lines. 

 

B. Optimization through adaptively adjusted 
design specifications 

The optimization procedure based on 
adaptively adjusted design specifications, originally 
introduced in [21], consists of the following two 
simple steps that can be iterated if necessary: 
1. Modify the original design specifications in 

order to take into account the difference between 
the responses of Rf and Rc at their characteristic 
points. 

2. Obtain a new design by optimizing the low-
fidelity model with respect to the modified 
specifications. 
Characteristic points of the responses should 

correspond to the design specification levels. They 
should also include local maxima/minima of the 
respective responses at which the specifications 
may not be satisfied. Figure 1(b) shows 
characteristic points of Rf and Rc for our bandstop 
filter example. The points correspond to –3 dB and 
–30 dB levels as well to the local maxima of the 
responses. As one can observe in Fig. 1(b), the 
selection of points is rather straightforward. 

In the first step of the optimization procedure, 
the design specifications are modified so that the 
level of satisfying/violating the modified 
specifications by the low-fidelity model response 
corresponds to the satisfaction/violation levels of 
the original specifications by the high-fidelity 
model response. More specifically, for each edge of 
the specification line, the edge frequency is shifted 
by the difference of the frequencies of the 
corresponding characteristic points, e.g., the left 
edge of the specification line of –30 dB is moved to 
the right by about 0.7 GHz, which is equal to the 
length of the line connecting the corresponding 
characteristic points in Fig. 1(b). Similarly, the 
specification levels are shifted by the difference 
between the local maxima/minima values for the 
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respective points, e.g., the –30 dB level is shifted 
down by about 8.5 dB because of the difference of 
the local maxima of the corresponding 
characteristic points of Rf and Rc. Modified design 
specifications are shown in Fig. 1(c). 

 

8 10 12 14 16 18

-40

-20

0

Frequency [GHz]

|S 21
| [

dB
]

 
(a) 

8 10 12 14 16 18

-40

-20

0

Frequency [GHz]

|S 21
| [

dB
]

 
(b) 

8 10 12 14 16 18

-40

-20

0

Frequency [GHz]

|S 21
| [

dB
]

 
(c) 

 

Fig. 1. Bandstop filter example (responses of Rf and 
Rc are denoted using solid and dashed line, 
respectively) [21]: (a) responses at the initial design 
(low-fidelity model optimum) as well as the 
original design specifications, (b) characteristic 
points of the responses corresponding to the 
specification levels (here, -3 dB and -30 dB) and to 
the local maxima, (c) responses at the initial design 
as well as the modified design specifications. 

 
The low-fidelity model is subsequently 

optimized with respect to the modified 
specifications and the new design obtained this way 

is treated as an approximated solution to the 
original design problem (i.e., optimization of the 
high-fidelity model with respect to the original 
specifications). Steps 1 and 2 can be repeated if 
necessary. As demonstrated in Section III, 
substantial design improvement is typically 
observed after the first iteration, however, 
additional iterations may bring further 
enhancement. In practice, the algorithm is 
terminated once the current iteration does not bring 
further improvement of the high-fidelity model 
design. 

Figure 2 shows the flow diagram of the 
optimization procedure. It should be emphasized, 
that unlike in case of other simulation-driven 
techniques popular in microwave engineering 
(particularly space mapping [9]), the low-fidelity 
model is not modified or corrected in any way. The 
discrepancy between the models is “absorbed” by 
means of modifying the design specifications. 
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Fig. 2. A flow diagram of the optimization 
procedure exploiting adaptively adjusted design 
specifications and coarse-discretization EM models.  
 

The operation of the adaptively adjusted design 
specifications technique can probably be best 
explained using the example. Figure 3 illustrates an 
iteration of the procedure used for design of a 
CBCPW-to-SIW transition [31]. One can observe 
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that the absolute matching between the low- and 
high-fidelity models is not as important as the shape 
similarity.  
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Fig. 3: Adaptively adjusted design specification 
technique applied to optimize CBCPW-to-SIW 
transitions. High- and low-fidelity model response 
denoted as solid and dashed lines, respectively. |S22| 
distinguished from |S11| using circles. Design 
specifications denoted by thick horizontal lines. (a) 
High- and low-fidelity model responses at the 
beginning of the iteration as well as original design 
specifications; (b) high- and low-fidelity model 
responses and modified design specifications that 
reflect the differences between the responses; (c) 
low-fidelity model optimized to meet the modified 
specifications; (d) high-fidelity model at the low-
fidelity model optimum shown versus original 
specifications. Thick horizontal lines indicate the 
design specifications. 

It should be stressed that the low-fidelity model 
is not modified in any way, that is, no changes are 
applied to it in order to align it with the high-
fidelity model. The discrepancy between the high- 
and low-fidelity model responses is accounted for 
by modifying the design specifications. 

C. Coarsely-discretized EM-simulation models 
While in general, the low-fidelity model can be 

any physically-based model that is available (e.g., 
equivalent circuit [9]), the coarse-discretization EM 
models are used here. This has several advantages: 
(i) coarse-discretization models using the same EM 
solvers as corresponding fine models are typically 
more accurate than any other models of a given 
structure (e.g., equivalent circuits), (ii) optimization 
procedure is easy to implement because it exploits 
one software package (in the case of circuit-based 
low-fidelity models, an extra simulator is necessary 
which complicates the algorithm implementation 
because interaction the simulators has to be 
realized), (iii) coarse-discretization EM model 
typically provides better initial design than any 
other conceivable low-fidelity model type, (iv) 
coarse-discretization model is available for any 
microwave structure; in particular, the optimization 
can performed for devices where finding equivalent 
circuit model may be problematic (e.g., antennas). 

One of the possible problems is that coarse-
discretization EM models are relatively expensive 
so that minimizing the number of low-fidelity 
model evaluations is crucial in reducing the 
computational cost of the optimization process. It 
should be emphasized, however, that the 
procedure described here is quite efficient with 
this respect. In particular, it does not have a 
parameter extraction step—typical for space 
mapping approaches [12]—that normally requires 
consumes a substantial number of low-fidelity 
model evaluations. 

 

D. Practical issues 
The adaptively adjusted design specifications 

technique is very simple to implement and quite 
efficient as demonstrated in Section III. It should be 
emphasized, however, that the quality of the low-
fidelity model is essential for the performance of 
this design procedure. More specifically, it is 
necessary that the high- and low-fidelity models are 
similar in shape (as functions of frequency) so that 
modification of the design specifications can be a 
relevant tool reflecting their misalignment. This 
requires that the discretization density for the low-
fidelity model is sufficient; otherwise, the method 
may fail to find a satisfactory design. In practice, a 
parametric study of the mesh density and visual 
comparison of the high- and low-fidelity model 
responses are necessary to select the meshing 
parameters for the latter.  
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III. EXAMPLES 
 
A. Double annular ring antenna [22] 

Consider the stacked probe-fed printed annular 
ring antenna [22] shown in Fig. 4. The antenna is 
printed on a printed circuit board (PCB) with 
electrical permittivity εr1 = 2.2, and height 
d1 = 6.096 mm for the lower substrate, and 
εr2 = 1.07, d2 = 8.0 mm for the upper substrate. The 
radius of the feed pin is r0 = 0.325 mm. The design 
parameters are x = [a1 a2 b1 b2 ρ1]T.  

The fine model is evaluated using FEKO [23]. 
Its response is the modulus of the reflection 
coefficient, |S11|, evaluated over the frequency band 
1.75 GHz to 2.15 GHz. The number of meshes for 
Rf is 1480 and its evaluation time is 2 hours and 5 
minutes. The design specifications are |S11| ≤ –
10 dB for 1.75 GHz ≤ ω ≤ 2.15 GHz. The coarse 
model Rc is also simulated in FEKO. The number 
of meshes for Rc is 300. The coarse model 
evaluation time is 6 minutes and 30 seconds. Initial 
design x(0) = [10 8 30 30 20]T mm.  

Optimization of the antenna was performed 
using the adaptively adjusted design specifications 
technique described in Section II. Figure 5 shows the 
fine and coarse model responses at the initial design 
(minimax specification error +6.0 dB), as well as  the 
fine model response at the final design x(2) = [10.81 
5.75 28.5 32.25 19.5]T mm (specification error is –
0.2 dB) obtained after two iterations of our 
procedure. The total number of evaluations of the 
coarse model in the optimization process is 87. Table 
1 shows the computational cost of the optimization: 
the total optimization time corresponds to only 6.5 
evaluations of the fine model. For comparison 
purposes, the direct optimization of the fine model 
using Matlab’s fminimax routine was performed 
using x(0) as a starting point. A slightly better design 
was obtained (with the specification error of –0.5 
dB) at much higher cost of 55 fine model evaluations 
(almost 115 hours of CPU time). 
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Fig. 4. Geometry of a stacked probe-fed printed 
double annular ring antenna [22]. 
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Fig. 5. Double annular ring antenna: High- (- - -) 
and low-fidelity (⋅ ⋅ ⋅) model responses at the 
initial design x(0), and the high-fidelity model 
response at the final design found by the adaptive 
design specifications technique (—). 
 
Table 1: Computational cost of optimizing the 
double annular ring antenna 

Algorithm 
Component 

Number  
of Model 

Evaluations 

Optimization Time  
Absolute 

[min] Relative# 

Evaluation of Rc 87 565 4.5 
Evaluation of Rf 2* 250 2.0 

Total 
optimization 

time 
N/A 815 6.5 

* Excluded evaluation of the fine model at the initial design 
# Number of high-fidelity model evaluations 
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B. Miniature dual-mode bandpass microstrip 
filter [24] 

Consider the miniature dual-mode bandpass 
filter [24] shown in Fig. 6. The design parameters are 
x = [L s p g]T; W = 1 mm, Wc = 0.5 mm. Both the 
fine and coarse models are evaluated in FEKO [23]. 
The total mesh number for the fine model is 646 
(evaluation time 20 min), the total mesh number for 
the coarse model is 68 (evaluation time 26 seconds). 
The design specifications are |S21| ≥ –1 dB for 2.35 
GHz ≤ ω ≤ 2.45 GHz, |S21| ≤ –20 dB for 1.6 GHz ≤ ω 
≤ 2.2 GHz and for 2.6 GHz ≤ ω ≤ 3.2 GHz. The 
initial design is x(0) = [12.0 2.0 2.0 0.2]T mm. 

The adaptively adjusted design specifications 
technique of Section 2 was used to optimize the 
filter. Figure 7 shows the fine model and coarse 
model responses at the initial design (minimax 
specification error +19.6 dB), as well as the fine 
model response at the final design x(3) = [12.65 1.99 
1.38 0.145]T mm (specification error is –0.2 dB) 
obtained after three iterations of the optimization 
procedure. The total number of evaluations of the 
coarse model in the optimization process is 137. 
The total cost of the design process corresponds to 
only 5.9 evaluations of the fine model (Table 2). 
For comparison purposes, the direct optimization of 
the fine model using Matlab’s fminimax routine was 
performed using x(0) as a starting point. This direct 
optimization failed to find a design satisfying the 
specifications (algorithm terminated after 120 
function evaluations, i.e., 40 hours of CPU time, 
best design found corresponds to +5.2 dB). 
Optimization of the fine model using pattern search 
algorithm [25] resulted in the satisfactory design 
(specification error –0.4 dB); however, the cost was 
quite high (97 fine model evaluations, over 32 
hours of CPU time). 

 
C. UWB monopole antenna 

The monopole is on a 0.508 mm thick Rogers 
RO3203 substrate.  Design variables are x = [h0 w0 a0 
s0 h1 w1 lgnd ws]T (Fig. 8). Other parameters: ls = 25, 
wm = 1.25, hp =0.75 (all in mm). The microstrip input 
of the monopole is fed through an edge mount SMA 
connector [26] having a hex nut. The ground of the 
monopole has a profiled edge. Both high- and low-
fidelity models are evaluated using the time-domain 
solver of CST Microwave Studio [27]. Simulation 
time of Rc (152,640 mesh cells) is 2 min, and that of 
Rf (1,151,334 mesh cells) is 45 min (both at the 
initial design). The design specifications for 

reflection are |S11| ≤ –10 dB for 3.1 GHz to 10.6 GHz. 
Additionally, the radiation pattern of the monopole is 
to be omnidirectional in the XOY plane. 

Initial design x(0) = [18 12 2 0 5 1 15 40]T mm. 
Optimization performed using the adaptively 
adjusted design specifications technique yields the 
final design x(3) = [18.27 19.41 2.02 1.34 1.95 5.83 
15.74 35.75]T mm (|S11| < –14.5 dB in the frequency 
band of interest) obtained after three iterations of 
our procedure. Figure 9 shows reflection responses 
of the high- and low-fidelity models at the initial 
design as well as the Rf response at the final design. 
The far-field response of the final design is shown 
in Fig. 10. The total number of evaluations of Rc in 
the optimization process is 252. Table 3 shows the 
computational cost of the optimization: the total 
optimization time corresponds to about 14 
evaluations of the high-fidelity model. 
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Fig. 6. Miniature dual-mode bandpass filter: 
geometry [24]. 
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Fig. 7. Miniature dual-mode bandpass filter: High- 
(- - -) and low-fidelity (⋅ ⋅ ⋅) model responses at the 
initial design x(0), and the high-fidelity model 
response at the final design found by the adaptive 
design specifications technique (—). 
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Table 2: Computational cost of optimizing the 
miniature dual-mode bandpass filter 

Algorithm 
Component 

Number  
of Model 

Evaluations 

Optimization Time  
Absolute 

[min] Relative# 

Evaluation of Rc 137 59 2.9 
Evaluation of Rf 3* 60 3.0 

Total 
optimization 

time 
N/A 119 5.9 

* Excluded evaluation of the fine model at the initial design 
# Number of high-fidelity model evaluations 
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Fig. 8. UWB monopole: top view, substrate shown 
transparent. H-symmetry wall is shown with the 
dash-dot line.  
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Fig. 9. UWB monopole antenna: High- (dashed 
line) and low-fidelity (dotted line) model 
responses at the initial design x(0), and the high-
fidelity model response at the final design found 
by the adaptive design specifications technique 
(solid line). 
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Fig. 10. Realized gain (x-pol.) of the UWB 
monopole: pattern cut in XOY plane at 3 GHz (—), 
5 GHz (▬), 7 GHz (- ⋅ - ⋅ -), and 9 GHz     (- - -). 
900 on the left, 00, and 900 on the right are for Y, X, 
and ‒Y directions, respectively. 
 
Table 3: Computational cost of optimizing the 
UWB monopole antenna 

Algorithm 
Component 

Number  
of Model 

Evaluations 

Optimization Time  
Absolute 
[hours] Relative# 

Evaluation of Rc 252 8.4 11.2 
Evaluation of Rf 3* 2.3 3.0 

Total 
optimization 

time 
N/A 10.7 14.2 

* Excluded evaluation of the fine model at the initial design 
# Number of high-fidelity model evaluations 

 
IV. CONCLUSION 

An efficient procedure for design optimization 
of EM-simulated microwave devices is discussed. 
The presented approach exploits a computationally 
cheap model of the structure under consideration, 
evaluated using the same electromagnetic solver 
but with coarse discretization. The misalignment 
between the low- and high-fidelity EM models is 
absorbed by suitable adjustments of the design 
specifications. The performance of the presented 
technique is demonstrated through the design of 
the double annular ring antenna, the microstrip 
bandpass filter, and the UWB monopole antenna. 
Satisfactory designs are obtained at the 
computational cost corresponding to a few high-
fidelity EM simulations of the respective 
structures. 
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