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# A Review and Application of the Finite-Difference Time-Domain Algorithm Applied to the Schrödinger Equation 

J. R. Nagel<br>University of Utah<br>Department of Electrical and Computer Engineering<br>Salt Lake City, Utah, USA<br>james.nagel@utah.edu


#### Abstract

This paper contains a review of the FDTD algorithm as applied to the time-dependent Schrödinger equation, and the basic update equations are derived in their standard form. A simple absorbing boundary condition is formulated and shown to be effective with narrowband wave functions. The stability criterion is derived from a simple, novel perspective and found to give better efficiency than earlier attempts. Finally, the idea of probability current is introduced for the first time and shown how it can be used to radiate new probability into a simulation domain. This removes the need to define an initial-valued wave function, and the concept is demonstrated by measuring the transmission coefficient through a potential barrier.


## I. INTRODUCTION

Most electrical engineers are already familiar with the Finite-Difference Time-Domain (FDTD) algorithm as a popular tool for simulating the progression of timedependent Maxwell equations. However, as the push for miniaturization brings us closer to the realm of nanoscale devices, Maxwell's equations can no longer be relied upon to provide useful insight. Nanoscale integrated circuits, quantum computers, and solid-state devices are just a few of the emerging electronic technologies that cannot be understood using classical electromagnetic theory. Instead, we must delve into the realm of quantum mechanics, where the laws of physics are more correctly governed by the Schrödinger equation. It will therefore be useful for electrical engineers to gain a deeper understanding of the Schrödinger equation, as well as develop a rigorous set of software tools for simulating the time-development of complex quantum systems. In particular, FDTD is a well-suited tool for this task, and can be easily modified for quantum simulation.

The first attempt to create a working FDTD algorithm for the Schrödinger equation was published by Goldberg et. al. in 1967 [1], but remained relatively obscure for many years. After 1990, the topic began to receive greater attention in the literature [2-4], most of which has been based on the Crank-Nicholson scheme.

In 2004, Soriano et. al. rigorously formulated a more efficient FDTD algorithm and dubbed it "FDTD-Q" in order to distinguish its application for quantum systems [5]. Meanwhile, quantum FDTD has already been used for many practical applications such as numerical simulation of quantum dots [6] and the time-progression of quantum logic gates [7].

Despite the recent activities surrounding FDTD-Q, the number of publications on the topic are a tiny fraction of what has been devoted to Maxwell's equations. Furthermore, many subtle nuances inherent to the Schrödinger equation tend to emerge when an FDTD-Q is applied. Thus, the goal of this paper is to review the basic FDTD-Q algorithm and to introduce new topics for future research. It is assumed that the reader is reasonably familiar with the Maxwellian FDTD, and so little time needs to be spent on the minor details and terminology. It is further assumed that the reader is at least familiar with basic quantum theory, though the more important expressions are reviewed in section II. For a more complete study of quantum mechanics, the reader is referred to [8] and [9].

The basic update equations of the FDTD-Q algorithm are derived in section III, and the information here is similar to what can be found in [5]. The issue of numerical stability is discussed in section IV, and the critical time step is derived from a unique, and hopefully more intuitive, perspective from that given by [10]. A Mur absorbing boundary condition is studied in section V , after which a simple example of quantum tunneling is simulated in section VI. Finally, we will introduce the novel concept of probability currents in section VII and show how they can be used to inject plane waves into a quantum simulation domain.

## II. BACKGROUND

Just as Maxwell's equations are fundamental to all of electromagnetics, the Schrödinger equation is fundamental to all of quantum mechanics. The three-dimensional, time-dependent Schrödinger equation is therefore given
as [8],

$$
\begin{equation*}
j \hbar \frac{\partial \psi(\mathbf{r}, t)}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi(\mathbf{r}, t)+V(\mathbf{r}) \psi(\mathbf{r}, t) \tag{1}
\end{equation*}
$$

where $\psi(\mathbf{r}, t)$ is the wave function at position $\mathbf{r}$ and time $t, V(\mathbf{r})$ is the potential function, $m$ is the particle mass, and $\hbar$ is the reduced Planck's constant. Although $\psi(\mathbf{r}, t)$ is not a physically measurable quantity, it is necessary in order to compute the function $\rho(\mathbf{r}, t)$ defined by,

$$
\begin{equation*}
\rho(\mathbf{r}, t)=\psi^{*}(\mathbf{r}, t) \psi(\mathbf{r}, t)=|\psi(\mathbf{r}, t)|^{2} . \tag{2}
\end{equation*}
$$

The interpretation of $\rho$ is that of a time-varying probability density function (pdf) for the position of the particle. Thus, the total probability $P$ of finding the particle in some volume $V$ is found by integrating $\rho$ over all points within that volume, [8]

$$
\begin{equation*}
P=\int_{V} \rho(\mathbf{r}, t) d \mathbf{r} . \tag{3}
\end{equation*}
$$

Due to this probabilistic interpretation, the wave function must be normalized so that integration of $\rho$ over all space produces a value of 1 . It also serves to emphasize how the wave-particle duality of nature is really only an expression of how the positional pdf of a particle is governed by a wave-like equation.

The wavenumber amplitude $\phi(\mathbf{k})$ is defined by the Fourier transform of $\psi$ at $t=0$. In three dimensions, this is given by, [8]

$$
\begin{equation*}
\phi(\mathbf{k})=\frac{1}{(2 \pi)^{3 / 2}} \int_{-\infty}^{+\infty} \psi(\mathbf{r}, 0) e^{-j \mathbf{k} \cdot \mathbf{r}} d \mathbf{r} \tag{4}
\end{equation*}
$$

where $\mathbf{k}$ is the wave-vector. In particular, $\mathbf{k}$ is important because it tells us the particle's momentum, which is given by $\mathbf{p}=\hbar \mathbf{k}$. The function $\phi$, like $\psi$, is not directly observable, but is only used to compute the pdf defined by $|\phi(\mathbf{k})|^{2}$. This quantity represents the probability density of detecting the wave-vector $\mathbf{k}$ after a given experiment. Thus, like before, the total probability $P_{k}$ of detecting some wave-vector (or equivalently, some momentum) within the volume $V_{k}$ (in k -space) is found by, [8]

$$
\begin{equation*}
P_{k}=\int_{V_{k}}|\phi(\mathbf{k})|^{2} d \mathbf{k} \tag{5}
\end{equation*}
$$

From this interpretation, it is clear that the Heisenberg uncertainty principle is merely a result of the Fourier relationship between probabilities in position-space and momentum-space. In other words, any restriction of variance within one domain will inevitably increase variance within the other.

## III. UPDATE EQUATIONS

This next section parallels the derivations found in [4, 5], but with more explicit detail and clarification. We begin by noting that complex-valued arithmetic can be numerically costly, so it is helpful to first break up the
wave function into real and imaginary components such that,

$$
\begin{equation*}
\psi(\mathbf{r}, t)=\psi_{R}(\mathbf{r}, t)+j \psi_{I}(\mathbf{r}, t) \tag{6}
\end{equation*}
$$

This step allows us to treat each component separately and perform only real-valued computations with each function. Plugging the real and imaginary components back into the Schrödinger equation thus produces two coupled partial differential equations of the form,

$$
\begin{align*}
\hbar \frac{\partial \psi_{R}(\mathbf{r}, t)}{\partial t} & =-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi_{I}(\mathbf{r}, t)+V(\mathbf{r}) \psi_{I}(\mathbf{r}, t)  \tag{7}\\
\hbar \frac{\partial \psi_{I}(\mathbf{r}, t)}{\partial t} & =+\frac{\hbar^{2}}{2 m} \nabla^{2} \psi_{R}(\mathbf{r}, t)-V(\mathbf{r}) \psi_{R}(\mathbf{r}, t) \tag{8}
\end{align*}
$$

The next step is to define a mesh that discretely samples grid points in space and time. Using the standard FDTD notation for grid spacings of $\Delta x, \Delta y, \Delta z$, and time spacings of $\Delta t$, this gives,

$$
\begin{align*}
x_{i} & =i \Delta x  \tag{9}\\
y_{j} & =j \Delta y,  \tag{10}\\
z_{k} & =k \Delta z,  \tag{11}\\
t_{n} & =n \Delta t . \tag{12}
\end{align*}
$$

Note that in this context, $j$ is not to be confused with the imaginary unit $\sqrt{-1}$ as implied by equation (1), nor is $k$ to be confused with the particle wavenumber. We next define a short-hand notation for the wave function evaluated at the mesh points. This is given by,

$$
\begin{align*}
\psi_{R}\left(x_{i}, y_{j}, z_{k}, t_{n}\right) & =\psi_{R}^{n}(i, j, k)  \tag{13}\\
\psi_{I}\left(x_{i}, y_{j}, z_{k}, t_{n}\right) & =\psi_{I}^{n}(i, j, k) \tag{14}
\end{align*}
$$

With the wave function sampled on a discrete grid, the derivatives will now be approximated by using finitedifferences. For convenience, it helps to define the imaginary part of the wave function to exist at half-step time intervals from the real part. This is analogous to the way E-fields and H -fields are placed at half-step intervals in conventional FDTD because it facilitates the use of the central-difference method for the time derivatives. Thus, the time derivatives on the real- and imaginary-valued wave functions are approximated by,

$$
\begin{align*}
\frac{\partial}{\partial t} \psi_{R}^{n+1 / 2}(i, j, k) & \approx \frac{\psi_{R}^{n+1}(i, j, k)-\psi_{R}^{n}(i, j, k)}{\Delta t}  \tag{15}\\
\frac{\partial}{\partial t} \psi_{I}^{n}(i, j, k) & \approx \frac{\psi_{I}^{n+1 / 2}(i, j, k)-\psi_{I}^{n-1 / 2}(i, j, k)}{\Delta t} \tag{16}
\end{align*}
$$

Similarly, we apply a central-difference on the spatial derivative to obtain the well-known approximation to the second-partial, given by,

$$
\begin{align*}
& \frac{\partial^{2}}{\partial x^{2}} \psi_{R}^{n}(i, j, k) \approx \\
& \quad \frac{\psi_{R}^{n}(i+1, j, k)-2 \psi_{R}^{n}(i, j, k)+\psi_{R}^{n}(i-1, j, k)}{\Delta x^{2}} \tag{17}
\end{align*}
$$

with a similar expression for all other spatial derivatives. Plugging these approximations back into equations (7) and (8) and solving for the update equations then gives the formulation as given by [5], which is,

$$
\begin{align*}
& \psi_{R}^{n+1}(i, j, k)=\psi_{R}^{n}(i, j, k) \\
& \quad-c_{x}\left[\psi_{I}^{n+1 / 2}(i+1, j, k)-2 \psi_{I}^{n+1 / 2}(i, j, k)\right. \\
& \\
& \left.+\psi_{I}^{n+1 / 2}(i-1, j, k)\right] \\
& -c_{y}\left[\psi_{I}^{n+1 / 2}(i, j+1, k)-2 \psi_{I}^{n+1 / 2}(i, j, k)\right. \\
& \\
& + \\
& \left.\quad \psi_{I}^{n+1 / 2}(i, j-1, k)\right]  \tag{18}\\
& -c_{z}\left[\psi_{I}^{n+1 / 2}(i, j, k+1)-2 \psi_{I}^{n+1 / 2}(i, j, k)\right. \\
& \\
& \\
& \left.+c_{v} V(i, j, k) \psi_{I}^{n+1 / 2}(i, j, k-1)\right] \\
&
\end{align*}
$$

for the real part, and

$$
\begin{align*}
& \psi_{I}^{n+1 / 2}(i, j, k)=\psi_{I}^{n-1 / 2}(i, j, k) \\
& +c_{x}\left[\psi_{R}^{n}(i+1, j, k)-2 \psi_{R}^{n}(i, j, k)+\psi_{R}^{n}(i-1, j, k)\right] \\
& +c_{y}\left[\psi_{R}^{n}(i, j+1, k)-2 \psi_{R}^{n}(i, j, k)+\psi_{R}^{n}(i, j-1, k)\right] \\
& +c_{z}\left[\psi_{R}^{n}(i, j, k+1)-2 \psi_{R}^{n}(i, j, k)+\psi_{R}^{n}(i, j, k-1)\right] \\
& -c_{v} V(i, j, k) \psi_{R}^{n}(i, j, k), \tag{19}
\end{align*}
$$

for the imaginary part. The constant coefficients are given by,

$$
\begin{align*}
c_{x} & =\frac{\hbar \Delta t}{2 m \Delta x^{2}}  \tag{20}\\
c_{y} & =\frac{\hbar \Delta t}{2 m \Delta y^{2}}  \tag{21}\\
c_{z} & =\frac{\hbar \Delta t}{2 m \Delta z^{2}}  \tag{22}\\
c_{v} & =\frac{\Delta t}{\hbar} . \tag{23}
\end{align*}
$$

From this point on, FDTD-Q is performed exactly the same as the Maxwellian FDTD. That is, an iterative loop solves for the state of the system at incremental time steps and "leap-frogs" between the real and imaginary components. Between each increment, the appropriate boundary conditions are applied.

It is interesting to compare the similarities between the Schrödinger and Maxwellian FDTD algorithms. For example, the real and imaginary wave functions are somewhat analogous to the electric and magnetic fields in the way they couple together in space and time. However, because of the second-order spatial derivatives, the real and imaginary wave functions can both exist at the same spatial grid point. Compare this with the Maxwellian FDTD, where the first-order derivatives require the electric and magnetic field stencils to be defined at half-step increments from each other in both space and time.

## IV. STABILITY

The critical time step for stable FDTD-Q simulation was first derived by Soriano et. al. in 2004 by using an argument based on the "growth factor" of the wave function eigenvalues [5]. In 2005, Dai et. al. re-derived the stability criterion from the perspective of accumulated numerical error, and arrived at a similar, but more correct, solution [10]. This next section offers a third derivation that simply preserves the natural bounds of the wave function, and provides a more complete result than either [5] or [10]. For simplicity, the derivation is limited to one dimension and then briefly extended to three.

Suppose the potential function is a constant value such that $V(x)=V_{0}$. Solutions to the Schrödinger equation then take on the form of free particles with wave functions given by,

$$
\begin{equation*}
\psi(x, t)=\alpha_{1} e^{j(k x-\omega t)}+\alpha_{2} e^{j(k x+\omega t)} \tag{24}
\end{equation*}
$$

where $k$ is the particle wavenumber and $\omega$ is the angular frequency. Without any loss of generality, consider the simple case of a free particle traveling to the right where $\alpha_{1}=1$ and $\alpha_{2}=0$. The real and imaginary components are then simply,

$$
\begin{align*}
\psi_{R}(x, t) & =\cos (k x-\omega t)  \tag{25}\\
\psi_{I}(x, t) & =\sin (k x-\omega t) \tag{26}
\end{align*}
$$

In terms of the FDTD stencil, these can be written as,

$$
\begin{align*}
\psi_{R}^{n}(i) & =\cos (k i \Delta x-\omega n \Delta t)  \tag{27}\\
\psi_{I}^{n}(i) & =\sin (k i \Delta x-\omega n \Delta t) \tag{28}
\end{align*}
$$

For convenience, let us now define $A=k i \Delta x-$ $\omega n \Delta t$ so that,

$$
\begin{align*}
\psi_{R}^{n}(i) & =\cos (A)  \tag{29}\\
\psi_{I}^{n}(i) & =\sin (A) . \tag{30}
\end{align*}
$$

Furthermore, define the constants $B=k \Delta x$ and $C=$ $\omega \Delta t$ so that,

$$
\begin{align*}
\psi_{R}^{n+1}(i) & =\cos (A-C)  \tag{31}\\
\psi_{I}^{n+1 / 2}(i) & =\sin (A-C / 2),  \tag{32}\\
\psi_{I}^{n+1 / 2}(i+1) & =\sin (A+B-C / 2),  \tag{33}\\
\psi_{I}^{n+1 / 2}(i-1) & =\sin (A-B-C / 2) . \tag{34}
\end{align*}
$$

Next, substitute equations (29) to (34) back into equation (18) to find,

$$
\begin{align*}
\cos (A-C)=-c_{x}[ & \sin (A+B-C / 2) \\
& -2 \sin (A-C / 2) \\
& +\sin (A-B-C / 2)] \\
+c_{v} V_{0} & \sin (A-C / 2)+\cos (A) . \tag{35}
\end{align*}
$$

The importance of equation (35) is that it places constraints on the available choices for $c_{x}$ and $c_{v}$. If these
constants are not properly defined, then equation (35) can not be satisfied with real values for $A, B$, or $C$. As a result, numerical error quickly accumulates and the wave function increases without bound.

In order to maintain a stable simulation, it is necessary to choose the constants $c_{x}$ and $c_{v}$ such that equation (35) is satisfied by only real values of $A, B$, and $C$. The simplest way to do this is by choosing a time step $\Delta t$ that prevents the right-hand side from ever exceeding the natural bounds of the left-hand side. In other words, we must enforce the condition that,

$$
\begin{equation*}
-1 \leq \cos (A-C) \leq 1 \tag{36}
\end{equation*}
$$

After applying this restriction to the right-hand side of equation (35), we find that $c_{x}$ and $c_{v}$ are limited by the extreme values of their multiplicative factors. For the positive bound of equation (36), this leads us to the expression,

$$
\begin{equation*}
4 c_{x}+c_{v} V_{0} \leq 2 \tag{37}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\frac{2 \hbar \Delta t}{m \Delta x^{2}}+\frac{\Delta t V_{0}}{\hbar} \leq 2 \tag{38}
\end{equation*}
$$

Finally, solve for $\Delta t$ to find,

$$
\begin{equation*}
\Delta t \leq \frac{\hbar}{\frac{\hbar^{2}}{m \Delta x^{2}}+\frac{V_{0}}{2}} \tag{39}
\end{equation*}
$$

The upper bound on $\Delta t$ is called the critical time step, $\Delta t_{c}$, and represents the maximum allowable time increment that will maintain a stable simulation [5]. It is also the same result that is found by exploring the lower bound of equation (36) instead of the upper.

In the event that $V(x)$ is not a constant value, then equation (39) is still true for sectionally constant potentials, even if those potentials are only one grid point in size. As a result, every point in the domain essentially has its own limit for $\Delta t$, and a stable simulation is guaranteed only by ensuring that equation (39) is satisfied over all points within the simulation. Thus, the maximum allowable time step over a varying potential region $V(x)$ is found by,

$$
\begin{equation*}
\Delta t_{c}=\arg \min _{x}\left[\frac{\hbar}{\frac{\hbar^{2}}{m \Delta x^{2}}+\frac{V(x)}{2}}\right] \tag{40}
\end{equation*}
$$

If one follows the above derivation in three dimensions, it is straightforward to show that equation (37) will be rewritten into,

$$
\begin{equation*}
4\left(c_{x}+c_{y}+c_{z}\right)+c_{v} V(\mathbf{r}) \leq 2 \tag{41}
\end{equation*}
$$

solving for the critical time step therefore yields,

$$
\begin{equation*}
\Delta t=\arg \min _{\mathbf{r}}\left[\frac{\hbar}{\frac{\hbar^{2}}{m}\left(\frac{1}{\Delta x^{2}}+\frac{1}{\Delta y^{2}}+\frac{1}{\Delta z^{2}}\right)+\frac{V(\mathbf{r})}{2}}\right] \tag{42}
\end{equation*}
$$

For comparison, the expression in equation (42) is nearly identical to that given by [5], except there is now a factor of $1 / 2$ which divides $V$ in the denominator. This can make a significant difference for simulations where $V$ is large in comparison to $\hbar^{2} / m \Delta x^{2}$.

The result in equation (42) is also similar to that given by Dai et. al. in [10], except for two key differences. First is the argument that the inequality of equation (42) should be limited to a less-than relation $(<)$, and that inclusion of the upper bound does not necessarily guarantee stability. Fortunately, numerical truncation within a computer's memory will always set $\Delta t$ to some value slightly smaller than its exact mathematical assignment. As a result, there is little practical difference in distinguishing between the $(<)$ and $(\leq)$ relations.

The second key difference in [10] is a replacement of $V(\mathbf{r})$ with $|V(\mathbf{r})|$, that is, all potentials are treated as positive values. For the case of a positive-definite $V$, this makes no difference and the two formulations are equivalent. However, for the case of negative potentials, $\Delta t_{c}$ actually gets larger, and therefore does not influence the minimum time step over a simulation domain. So even though the formulation in [10] is certainly guaranteed to be stable, it does not necessarily provide one with the maximum stable value.

Interestingly, the critical time step seems to approach infinity as $V / 2 \rightarrow-\hbar^{2} / m \Delta x^{2}$ and stable simulation is easily demonstrated for relatively large values of $\Delta t_{c}$. Indeed, it may even be possible to exploit this effect for faster quantum simulations. It remains unclear, however, what sort of trade-offs one incurs by pushing the limits of very large time steps in a domain of allnegative potentials. Experiments also demonstrate that for $V<-\hbar^{2} / m \Delta x^{2}$, the expression in equation (42) no longer provides stability, while the formulation in [10] still remains valid. Such behavior has yet to be fully analyzed, and a general expression for the maximum stable time step over all possible $V$ remains unknown.

## V. ABSORBING BOUNDARY CONDITIONS (ABCS)

Because of the nonlinear dispersion relation that arises from the Schrödinger equation, absorbing boundary conditions (ABCs) can be difficult to implement. The problem was first addressed by Shibata in 1991 [2], and then expanded upon by Kuska in 1992 [3]. Both solutions worked by devising a linear approximation to the dispersion relation and then formulating a corresponding partial differential equation to enforce at the boundaries. The problem was further addressed and formalized by Arnold et. al. [11], and has even been expanded by others to include the nonlinear Schrödinger equation [12]. To date, however, all of these formulations have been based on the Crank-Nicholson discritization, and none have been demonstrated in the FDTD-Q formulation of equations
(18) and (19). Therefore, this next section will introduce a simple ABC that is compatible with FDTD-Q.

The simplest ABC is the first-order Mur condition, which enforces a one-way wave equation at the boundaries. For a plane-wave traveling to the right in one dimension, this is given by, [13]

$$
\begin{equation*}
\frac{\partial}{\partial x} \psi(x, t)=-\frac{1}{v_{p}} \frac{\partial}{\partial t} \psi(x, t) \tag{43}
\end{equation*}
$$

where $v_{p}$ is the phase velocity of the wave impinging at the boundary. As an example, we will consider the rightmost boundary where $i=L$, though the end result is perfectly analogous at all other boundaries.

Solving for the update equations at the far-right grid point gives the familiar formulation, [13]

$$
\begin{equation*}
\psi_{R}^{n+1}(L)=\psi_{R}^{n}(L-1)+r\left[\psi_{R}^{n+1}(L-1)-\psi_{R}^{n}(L)\right] \tag{44}
\end{equation*}
$$

for the real part, and,

$$
\begin{align*}
\psi_{I}^{n+1 / 2}(L)= & \psi_{I}^{n-1 / 2}(L-1) \\
& +r\left[\psi_{I}^{n+1 / 2}(L-1)-\psi_{I}^{n-1 / 2}(L)\right] \tag{45}
\end{align*}
$$

for the imaginary part, with the constant $r$ given by,

$$
\begin{equation*}
r=\frac{v_{p} \Delta t-\Delta x}{v_{p} \Delta t+\Delta x} . \tag{46}
\end{equation*}
$$

By definition, the phase velocity is $v_{p}=\omega / k$, where $\omega$ is the angular frequency of the wave. The dispersion relation between $\omega$ and $k$ is given by [2]

$$
\begin{equation*}
\hbar k=\sqrt{2 m(\hbar \omega-V)} . \tag{47}
\end{equation*}
$$

Next, we note that the expression $\hbar \omega$ represents the total energy $E=K+V$ of the particle. Back substitution therefore yields,

$$
\begin{equation*}
v_{p}=\frac{\hbar \omega}{\sqrt{2 m(\hbar \omega-V)}}=\frac{K+V}{\sqrt{2 m K}} \tag{48}
\end{equation*}
$$

It is worthwhile to note how equations (44) and (45) are very similar to the classical Mur boundary of Maxwell's equations. The main difference, however, is that both $\psi_{R}$ and $\psi_{I}$ exist at the same grid point, while $E$ and $H$ typically are defined at half-step increments. As a result, the classical Mur ABC is only applied to the field that exists at the boundary, which is either $E$ or $H$, but never both. Since both $\psi_{R}$ and $\psi_{I}$ exist at the boundary, the ABC must be applied to both quantities after each iteration of FDTD-Q.

Although the Mur ABC is relatively simple to implement, it suffers from several major trade-offs. The first is that performance diminishes with steep angles of incidence, which is a well-known limitation from classical FDTD. For simple simulations in one-dimension, this is generally not a concern since all waves impinge perpendicularly to the boundaries. In two or three dimensions, however, the problem is much more significant.

A second problem arises from the fact that phase velocity $v_{p}$ of a quantum wave packet varies with $\omega$. As a result, equations (44) and (45) exhibit a band-limited response. This requires the user to manually "tune" the Mur boundary around some given center frequency. It also means that wideband wave packets will exhibit significantly greater reflection than narrowband packets. For the case where $V>0$, a local minimum actually appears in $v_{p}$ at $K=V$, and the Mur ABC performs best around this value. However, for regions where the slope of $v_{p}$ is very large, the ABC performance diminishes accordingly.

Despite its complex behavior, the simple Mur ABC can still perform reasonably well under practical conditions. To demonstrate, we generated a Gaussian wave packet with a mean kinetic energy of $K_{0}=500 \mathrm{eV}$ and a standard deviation of $2.0 \AA$. The packet was placed in a domain of $V=0$ potential and directed against a tunable boundary centered at the variable energy $K$. Figure 1 shows a demonstration of this. If we neglect the slight spectral variance that comes from using a Gaussian envelope, the total remaining probability after the packet collides with the boundary is a fair measure of the reflection coefficient. As demonstrated in Fig. 2, a properly tuned boundary still provides as much as 35 dB of return loss on a Gaussian wave packet.


Fig. 1. Four snapshots of a Gaussian wave packet as it is absorbed by the simple Mur boundary. The mean particle energy is 500 eV and the boundary is "tuned" to the same value.

Finally, a word of warning must be noted for boundaries where $V<0$. Under the condition $K<|V|$, $\omega$ takes on a negative value, thereby forcing $v_{p}$ to be negative as well. This means the Mur ABC actually requires waves to enter the simulation from the boundaries instead of leave. As a result, numerical error quickly accumulates and destabilizes the simulation.

## VI. EXAMPLE: QUANTUM TUNNELING

One of the more interesting predictions of quantum mechanics is that a particle can penetrate through a potential barrier of greater height than the particle's kinetic energy. This phenomenon, called tunneling, is easily


Fig. 2. Reflection coefficient of a one-dimensional Gaussian wave packet with mean kinetic energy $K_{0}$ as it reflects from a Mur absorbing boundary tuned for $K$.
demonstrated by FDTD-Q. It is not difficult to imagine how this could become a serious issue in the realm of modern micro-electronics. For example, the potential barrier separating the gate and source of a transistor is just such a system. If the leakage current were significantly affected by tunneling electrons, then quantum mechanics would be the only means of understanding the problem.

To begin, we define an initial value for the wave packet to represent a free particle traveling to the right, and then localize it in space by multiplying with a Gaussian envelope. For a potential barrier of thickness $2 a$, the potential function is simply defined as $V(x)=V_{0}$, where $-a \leq x \leq a$ and $V_{0}$ is some potential energy greater than $K$.

Figure 3 shows a simulated demonstration of just such a system. A particle with kinetic energy of $K=$ 500 eV is sent towards a potential barrier with $V_{0}=$ 600 eV . The grid step size is fixed at $d x=0.005 \AA$, and the barrier thickness is set to $2 a=0.25 \AA$, or 50 grid points. The simulation domain consists of 3000 grid points. The figure shows four snapshots of the simulation as it progresses in time. As the particle collides with the potential barrier, some of the wave function is able to penetrate through while the rest is reflected. In the end, there is a finite probability for the particle to be found on the right side of the barrier, even though the barrier is greater than the kinetic energy of the particle.

A useful metric for characterizing a system such as this is the transmission coefficient $T$, which is defined as the probability that an incident particle will tunnel through the barrier. This is calculated by integrating $\rho$ along all points to the right of the boundary and then dividing by the total probability of the system,

$$
\begin{equation*}
T=\frac{\int_{a}^{\infty} \rho(x) d x}{\int_{-\infty}^{\infty} \rho(x) d x} \tag{49}
\end{equation*}
$$

Note that if the wave packet is properly normalized, the denominator is identically 1 . The result of this computation is a value of $T=0.1701$, which is only $1.5 \%$


Fig. 3. Snapshots of a wave packet $\rho$ as it collides with a potential barrier. The particle has a kinetic energy of 500 eV and the potential barrier is 600 eV . The thickness of the barrier is only $0.25 \AA$ ( 50 grid points), so some of the probability penetrates to the other side.
of error from its theoretical value of 0.1676 (see equation (6.14) in [8]).

## VII. PROBABILITY CURRENT SOURCES

A useful area of research that has yet to be explored is the idea of probability sources. To date, simulations involving FDTD-Q have always required an initial-valued wave function to be pre-inserted into the domain at $t=0$. If one is willing to forgo conservation and normalization of probability, then it is possible to inject probability into a simulation domain via probability "currents." Physically, the situation is analogous to the way electric currents radiate new electric fields. The benefit of such currents would be the potential to generate a true plane wave of probability, and would greatly facilitate the measurement of scattering parameters with complex potentials.

Mathematically, the injection of probability into a simulation domain can be achieved by simply introducing a source term into the Schrödinger equation. This is analogous to the use of "soft" current sources in the classical Maxwellian FDTD. Thus, if we define the complexvalued injection current $J(\mathbf{r}, t)=J_{R}(\mathbf{r}, t)+j J_{I}(\mathbf{r}, t)$ to represent a source of new probability, then equation (1) can be modified as,
$j \hbar \frac{\partial \psi(\mathbf{r}, t)}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi(\mathbf{r}, t)+V(\mathbf{r}) \psi(\mathbf{r}, t)+J(\mathbf{r}, t)$.
After following the derivation through to the update equations, the only difference will be the addition of source terms onto the ends of equations (18) and (19), or more specifically,

$$
\begin{align*}
\psi_{R}^{n+1}(i, j, k) & =\ldots+c_{v} J_{I}^{n+1 / 2}(i, j, k)  \tag{51}\\
\psi_{I}^{n+1 / 2}(i, j, k) & =\ldots-c_{v} J_{R}^{n}(i, j, k) \tag{52}
\end{align*}
$$

Figure 4 demonstrates the injection principle by simulating a real-valued, sinusoidal current at the center of an empty domain. As can be seen, what begins as an empty region of space quickly fills with probability as the wave function propagates away from the source. Because of the high-frequency content that is inherent to any transient function, $\rho$ exhibits some natural amount of ringing after the current is suddenly introduced, and significant ripples tend to remain even long after the transients have settled down. To lessen this effect, the current source was padded with an exponential rise time, which also reduces the amount reflection at the band-limited ABCs .


Fig. 4. Snapshots of $\rho$ as it propagates away from the current source located in the center.

A very useful application of probability currents can be seen in Fig. 5, which demonstrates the same 600 eV barrier as that in Fig. 3. This time, instead of preinserting a Gaussian wave packet, a current source of the same wavenumber was inserted next to the barrier. The result is a genuine plane-wave of probability that impinges on the boundary and tunnels through. Also note the fringe pattern between the current source and the barrier. This is simply the result of interference between the forward wave and the reflected wave, and is analogous to the standing wave that develops on a transmission line with a mismatched load. The reflected wave then passes harmlessly through the current source and gets absorbed by the left boundary. The transmitted wave is likewise absorbed by the right boundary, and the steady-state result is a relatively smooth, constant amplitude to the right of the barrier.

The transmission coefficient of this system is found by first computing the average probability amplitude to the right of the boundary, and then dividing by the average amplitude that occurs in the absence of the barrier,

$$
\begin{equation*}
T=\frac{\left.\int_{a}^{\infty} \rho(x) d x\right|_{\text {barrier }}}{\left.\int_{a}^{\infty} \rho(x) d x\right|_{\text {space }}} \tag{53}
\end{equation*}
$$

Using this method, the computed value is $T=0.160$,


Fig. 5. A plane wave radiates away from the probability source at the left of the barrier. The wave collides with the potential barrier and partially transmits through. The rest of the wave reflects back towards the source and interferes with the forward-traveling wave, causing the fringes.
which is still only $4.8 \%$ error. The main benefit to this method, however, is that the full Gaussian packet does not need to be initialized into the grid, thereby reducing the necessary size of the simulation domain. Even when calculated on a domain of one-fifth the size ( 600 points), the result does not change by more than $0.1 \%$. Figure 6 shows the relative performance of this method against the analytical values for a varying barrier width. For a domain size of only 600 points, the mean error over the entire test range is only $3.43 \%$.


Fig. 6. Comparison of transmission coefficients for a potential barrier of varying size. Using the probability current source method, the mean error is $3.43 \%$.

## VIII. CONCLUSIONS

This paper contains a review of FDTD-Q as applied to the time-dependent Schrödinger equation. The basic update equations have been derived in their standard form as presented in [5]. The stability criterion was rederived from a novel perspective and found to give larger stable
time steps than that given by [10]. A simple absorbing boundary condition was also formulated and shown to be effective with narrowband wave functions. Finally, the idea of probability currents was introduced for the first time and shown how it can be used to inject probability into a simulation domain.

Most of the topic of FDTD-Q is still relatively unexplored, and many interesting avenues have yet to be researched. For example, broadband absorbing boundaries have certainly been rigorously applied to various quantum simulations [2, 3, 12, 14], but none have yet to be tailored specifically to FDTD-Q in its above formulation. The idea of probability currents is also an entirely new concept, and there is still a great deal of exploration left to be done. In particular, probability currents can be used to create genuine plane waves of probability, thereby removing the need for pre-initialized wave packets in the simulation. One can also imagine other uses for current sources, such as quantum beamforming or bistatic scattering, but these topics have yet to be researched.
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#### Abstract

Wide-angle performance of the perfectly-matched-layer absorbing boundary conditions for the finite-difference time-domain (FDTD) method is investigated for efficient modeling of electrically large structures. The original split-field, uniaxial and convolutional perfectly-matched-layer formulations are all optimized to produce near-flat absorption for incidence angles up to 87 degrees. Optimized wide-angle parameters are derived for both the standard FDTD method and a high-order finite-volumes-based variant. The investigated high-order algorithm in particular is shown to produce improved wide-angle performance over standard FDTD for all three perfectly-matched-layer variants even when they are optimized for normal wave incidence. In all cases, optimization is managed through appropriate choices of modeling parameters which can be directly and unobtrusively applied to existing FDTD codes.


Keywords: FDTD methods, PML absorbing boundary conditions, high-order methods, electrically large structures.

## I. INTRODUCTION

With the recently mounting interest in Giga-Hertz and Tera-Hertz communications systems and devices, modeling electrically large structures is fast becoming a pressing need for designers and installers of those systems. The finite-difference time-domain (FDTD) method, especially in its high-order forms [1-11], is capable of accurately and efficiently modeling such large structures provided that the various FDTD modeling tools are updated to match their high accuracy [12-14]. One of those tools is the ability to truncate unbounded spaces with efficient absorbing boundary conditions. The current state of the art in this area is Bérenger's perfectly-matched-layer (PML) which comes in several different implementations [1520]. Modeling electrically large problems presents a real challenge in this regard due to the large interface areas between the modeled structure and its surrounding absorbing layers. Such extended interfaces cause appreciably large outgoing energies to impinge on absorbing layers at steep angles where PML absorbing abilities quickly diminish [21]. This problem is exacerbated with the relatively coarse FDTD grids allowed by the high-order algorithms
and demanded by computational efficiency requirements when modeling electrically large structures.

Several works investigated approaches to optimize PML parameters for maximum wide-angle absorption [22-26]. Most of these works were concerned with achieving maximum absorption for the incidence angles range of $0 \leq \theta \leq 75^{\circ}$ (with $\theta=0$ representing normal incidence). While this operating range is reasonably unrestrictive when designing PML for electrically small FDTD models, it is not sufficient for electrically large modeling purposes. The moderately large two-dimensional building model investigated in [2], for example, had to be increased in size three-fold to insure adherence to a $75^{\circ}$ incidence angle limit on all outgoing waves impinging on the surrounding PML region. Clearly, extending the PML operating range to near grazing incidence angles is critical for efficient electrically large FDTD models. One effort that pushed PML wide-angle functionality beyond $\theta=75^{\circ}$ is the work of Kantartzis, Yioultsis, Kosmanis and Tsiboukis [26] which introduced a nondiagonally anisotropic PML where all nine dielectric tensor's elements are nonzero. This approach demonstrated good wide-angle PML performance at the expense of some mathematical complexity and added computational overhead.

It will be demonstrated in this work that the three major PML variants- the original split-field PML [15], the uniaxial PML [17, 18] and the convolutional PML [19, 20]- are all capable of near-flat absorption response for the incidence angles range of $0 \leq \theta \leq 87^{\circ}$. This very useful extended range will be realized through optimization routines that utilize complete FDTD/PML codes as functional arguments and PML parameters as optimization variables. Furthermore, this wide-angle capability will be demonstrated for both the standard FDTD method and a recently-developed finite-volumes-based algorithm [11] as a representative of high-order FDTD methods. Most critically, this wide-angle functionality does not require changes to existing FDTD/PML codes or result in added computational overhead.

## II. FDTD AND PML FORMULATIONS

The various simulations and optimization analysis in this work will be based on the following FDTD and PML
implementations, with the $E_{x}$ field update equations as representative samples.

## A. Split-Field PML Formulation

For this original PML formulation, the $E_{x}=E_{x y}+$ $E_{x z}$ update equation is given by [15],

$$
\begin{align*}
\left.E_{x y}\right|^{n+\frac{1}{2}}= & \left.e^{-\sigma_{y} \Delta t / \epsilon} E_{x y}\right|^{n-\frac{1}{2}}+ \\
& \frac{1-e^{-\sigma_{y} \Delta t / \epsilon}}{\sigma_{y}} D_{y} H_{z}  \tag{1}\\
\left.E_{x z}\right|^{n+\frac{1}{2}}= & \left.e^{-\sigma_{z} \Delta t / \epsilon} E_{x z}\right|^{n-\frac{1}{2}}- \\
& \frac{1-e^{-\sigma_{z} \Delta t / \epsilon}}{\sigma_{z}} D_{z} H_{y}, \tag{2}
\end{align*}
$$

where the PML loss profile is coded by Holland's exponential time-stepping formula [27]. For the standard FDTD method, the $D_{y} H_{z}$ and $D_{z} H_{y}$ difference operators refer to,

$$
\begin{align*}
D_{y} H_{z} & =\frac{1}{h}\left[\left.H_{z}\right|_{j+\frac{1}{2}}-\left.H_{z}\right|_{j-\frac{1}{2}}\right]  \tag{3}\\
D_{z} H_{y} & =\frac{1}{h}\left[\left.H_{y}\right|_{k+\frac{1}{2}}-\left.H_{y}\right|_{k-\frac{1}{2}}\right] \tag{4}
\end{align*}
$$

where the non-staggered $i, j, k$ and $n$ spatial and temporal indices are omitted for cleaner notation. The spatial difference operators for the high-order algorithm are represented by [11],

$$
\begin{align*}
& D_{y} H_{z}= \frac{K_{a}}{h}\left[\left.H_{z}\right|_{j+\frac{1}{2}}-\left.H_{z}\right|_{j-\frac{1}{2}}\right]+  \tag{5}\\
& \frac{K_{b}}{3 h}\left[\left.H_{z}\right|_{j+\frac{3}{2}}-\left.H_{z}\right|_{j-\frac{3}{2}}\right]+ \\
& \frac{K_{c}}{12 h}\left[\begin{array}{c}
\left.H_{z}\right|_{i+1, j+\frac{3}{2}}+\left.H_{z}\right|_{i-1, j+\frac{3}{2}} \\
+\left.H_{z}\right|_{j+\frac{3}{2}, k+1}+\left.H_{z}\right|_{j+\frac{3}{2}, k-1} \\
-\left.H_{z}\right|_{i+1, j-\frac{3}{2}}-\left.H_{z}\right|_{i-1, j-\frac{3}{2}} \\
-\left.H_{z}\right|_{j-\frac{3}{2}, k+1}-\left.H_{z}\right|_{j-\frac{3}{2}, k-1}
\end{array}\right]+ \\
& \frac{K_{d}}{12 h}\left[\begin{array}{c}
\left.H_{z}\right|_{i+1, j+\frac{3}{2}, k+1}+\left.H_{z}\right|_{i-1, j+\frac{3}{2}, k+1} \\
+\left.H_{z}\right|_{i+1, j+\frac{3}{2}, k-1}+\left.H_{z}\right|_{i-1, j+\frac{3}{2}, k-1} \\
-\left.H_{z}\right|_{i+1, j-\frac{3}{2}, k+1}-\left.H_{z}\right|_{i-1, j-\frac{3}{2}, k+1} \\
-\left.H_{z}\right|_{i+1, j-\frac{3}{2}, k-1}-\left.H_{z}\right|_{i-1, j-\frac{3}{2}, k-1}
\end{array}\right]
\end{align*}
$$

and

$$
\begin{aligned}
& D_{z} H_{y}= \frac{K_{a}}{h}\left[\left.H_{y}\right|_{k+\frac{1}{2}}-\left.H_{y}\right|_{k-\frac{1}{2}}\right]+ \\
& \frac{K_{b}}{3 h}\left[\left.H_{y}\right|_{k+\frac{3}{2}}-\left.H_{y}\right|_{k-\frac{3}{2}}\right]+ \\
& \frac{K_{c}}{12 h}\left[\begin{array}{r}
\left.H_{y}\right|_{i+1, k+\frac{3}{2}}+\left.H_{y}\right|_{i-1, k+\frac{3}{2}} \\
+\left.H_{y}\right|_{j+1, k+\frac{3}{2}}+\left.H_{y}\right|_{j-1, k+\frac{3}{2}} \\
-\left.H_{y}\right|_{i+1, k-\frac{3}{2}}-\left.H_{y}\right|_{i-1, k-\frac{3}{2}} \\
-\left.H_{y}\right|_{j+1, k-\frac{3}{2}}-\left.H_{y}\right|_{j-1, k-\frac{3}{2}}
\end{array}\right]+ \\
& \frac{K_{d}}{12 h}\left[\begin{array}{c}
\left.H_{y}\right|_{i+1, j+1, k+\frac{3}{2}}+\left.H_{y}\right|_{i-1, j+1, k+\frac{3}{2}} \\
+\left.H_{y}\right|_{i+1, j-1, k+\frac{3}{2}}+\left.H_{y}\right|_{i-1, j-1, k+\frac{3}{2}} \\
-\left.H_{y}\right|_{i+1, j+1, k-\frac{3}{2}}-\left.H_{y}\right|_{i-1, j+1, k-\frac{3}{2}} \\
-\left.H_{y}\right|_{i+1, j-1, k-\frac{3}{2}}-\left.H_{y}\right|_{i-1, j-1, k-\frac{3}{2}}
\end{array}\right] .
\end{aligned}
$$

An explanation and derivation procedure for the $K$ tuning parameters in the above equations, which play a key role in minimizing numerical dispersion errors, can be found in [11].

Due to the extended reach of the high-order update equations (up to $\pm 3 h / 2$ from the updated field node), special difference operators are required for the FDTD layers bordering the PML's perfect-electric-conductor backplanes [13]. For example, when the $E_{x}$ node is adjacent to a planar conducting boundary normal to the $x$-axis, the difference operators (5) and (6) reduce to,

$$
\begin{align*}
D_{y} H_{z}= & \frac{K_{a}^{b}}{h}\left[\left.H_{z}\right|_{j+\frac{1}{2}}-\left.H_{z}\right|_{j-\frac{1}{2}}\right]+  \tag{7}\\
& \frac{K_{b}^{b}}{3 h}\left[\left.H_{z}\right|_{j+\frac{3}{2}}-\left.H_{z}\right|_{j-\frac{3}{2}}\right]+ \\
& \frac{K_{c}^{b}}{6 h}\left[\begin{array}{r}
\left.H_{z}\right|_{j+\frac{3}{2}, k+1}+\left.H_{z}\right|_{j+\frac{3}{2}, k-1} \\
-\left.H_{z}\right|_{j-\frac{3}{2}, k+1}-\left.H_{z}\right|_{j-\frac{3}{2}, k-1}
\end{array}\right] \\
D_{z} H_{y}= & \frac{K_{a}^{b}}{h}\left[\left.H_{y}\right|_{k+\frac{1}{2}}-\left.H_{y}\right|_{k-\frac{1}{2}}\right]+  \tag{8}\\
& \frac{K_{b}^{b}}{3 h}\left[\left.H_{y}\right|_{k+\frac{3}{2}}-\left.H_{y}\right|_{k-\frac{3}{2}}\right]+ \\
& \frac{K_{c}^{b}}{6 h}\left[\begin{array}{r}
\left.H_{y}\right|_{j+1, k+\frac{3}{2}}+\left.H_{y}\right|_{j-1, k+\frac{3}{2}} \\
-\left.H_{y}\right|_{j+1, k-\frac{3}{2}}-\left.H_{y}\right|_{j-1, k-\frac{3}{2}}
\end{array}\right] .
\end{align*}
$$

Readers are referred to [13] for more difference operators adjustments that deal with other conductor proximity situations as well as explanation of the above $K$-parameters and their relations to those in equations (5) and (6). Interested readers in the two-dimensional version of this high-order algorithm [2] can find similar treatments in [12].

## B. Uniaxial and Convolutional PML Formulations

For these PML variants, Roden and Gedney's update equations will be used [20],

$$
\left.E_{x}\right|^{n+\frac{1}{2}}=\left.E_{x}\right|^{n-\frac{1}{2}}+\frac{\Delta t}{\epsilon}\left[\begin{array}{c}
D_{y} H_{z} / \kappa_{y}+\psi_{y}  \tag{9}\\
-D_{z} H_{y} / \kappa_{z}-\psi_{z}
\end{array}\right]
$$

where the difference operators for both FDTD algorithms are the same ones given in equations (3) and (6), and,

$$
\begin{align*}
\psi_{y} & =\left.b_{y} \psi_{y}\right|^{n-1}+c_{y} D_{y} H_{z}  \tag{10}\\
\psi_{z} & =\left.b_{z} \psi_{z}\right|^{n-1}+c_{z} D_{z} H_{y} \tag{11}
\end{align*}
$$

with

$$
\begin{align*}
b_{y} & =\exp \left[-\left(\frac{\sigma_{y}}{\epsilon \kappa_{y}}+\frac{a_{y}}{\epsilon}\right)\right]  \tag{12}\\
b_{z} & =\exp \left[-\left(\frac{\sigma_{z}}{\epsilon \kappa_{z}}+\frac{a_{z}}{\epsilon}\right)\right],  \tag{13}\\
c_{y} & =\frac{\left(b_{y}-1\right) \sigma_{y} / \kappa_{y}}{\sigma_{y}+\kappa_{y} a_{y}}  \tag{14}\\
c_{z} & =\frac{\left(b_{z}-1\right) \sigma_{z} / \kappa_{z}}{\sigma_{z}+\kappa_{z} a_{z}} \tag{15}
\end{align*}
$$

The above equations fully describe the convolutional PML formulation, whereas the special case uniaxial PML formulation is realized by setting $\kappa_{y, z}=1$ and $a_{y, z}=0$ [18].

## C. PML Loss Profiles

The three PML parameters, $\sigma, \kappa$ and $a$, will be coded with the polynomial profiles,

$$
\begin{align*}
\sigma(\rho) & =\sigma_{\max }\left(\frac{\rho}{d}\right)^{n_{\sigma}}  \tag{16}\\
\kappa(\rho) & =1+\left(\kappa_{\max }-1\right)\left(\frac{\rho}{d}\right)^{n_{\kappa}}  \tag{17}\\
a(\rho) & =a_{\max }\left(\frac{d-\rho}{d}\right)^{n_{a}} \tag{18}
\end{align*}
$$

where $\rho$ is the incremental PML depth measured from its interface with the scatterer region and $d$ is the PML thickness. PML optimization and performance will now be decided based on proper choices of three parameters ( $\sigma_{\max }, n_{\sigma}$ and $d$ ) for the split-field and uniaxial PML and seven parameters $\left(\sigma_{\max }, n_{\sigma}, \kappa_{\max }, n_{\kappa}, a_{\max }, n_{a}\right.$ and $d$ ) for the convolutional PML. For the following analysis, one deviation from the literature should be mentioned here. The $\kappa \geq 1$ constraint $[20,28]$ will be relaxed to $\kappa \geq 0$. This step will prove to be crucial for realizing optimum wide-angle convolutional PML profiles as will become obvious in Section IV.

## III. PML OPTIMIZATION PROCEDURE

For each of the three PML variants, optimum profiles were determined using MATLAB's FMINSEARCH optimization routine. This routine was set up to minimize an error quantity $(\Psi)$ which is the maximum difference of two $E_{z}$ surface plots from two FDTD simulations; one incorporating the PML formulation under study while the other is a large reference three dimensional space with matching FDTD parameters. The test domain is a $50 \times 50 \times 51$-cell vacuum terminated by a 10-layer PML (see Fig. 1). An $E_{z}$ hard point-source [15] is introduced at the center of the vacuum that is non-zero only for the duration $0 \leq \omega t \leq 2 \pi$,

$$
\begin{equation*}
E_{z}=\frac{1}{32}[10-15 \cos (\omega t)+6 \cos (2 \omega t)-\cos (3 \omega t)] \tag{19}
\end{equation*}
$$

The chosen first harmonic of this signal is 1 GHz and the uniform FDTD grid size in all three dimensions is set as $h=\lambda / 20$ at this frequency. The time step is set as the maximum allowed by each algorithm's stability criterion. The simulation time is chosen to be long enough to allow appropriate interaction of the outgoing wave with the PML interface, inner layers and backplanes; 100 and 110 times steps for standard and high-order FDTD, respectively. For the standard FDTD simulations, for instance, Fig. 2 shows that the lead propagating peak reaches the PML interface at time step $n=53$. It also reaches the backplane of the 10 -layer PML at $n=74$


Fig. 1. PML test domain with the PML regions removed for clarity. Observed reflections are mainly due to side walls, except when the $z$-dimension approaches one cell where steep reflections off the top and bottom walls dominate. Radiating source and observation points A and $B$ are located at $(25,25),(25,0)$ and $(0,0)$, respectively, within the observation plane.


Fig. 2. Observed field values at locations A (solid) and B (dashed) which verify sufficient wave interaction with the PML layer for parameter optimization purposes.
and what is left of it re-enters the test domain at $n=95$. Once each simulation is completed, $E_{z}$ data are collected from the central $x y$-plane (observation plane in Fig. 1) and introduced to the optimization routine.

Most PML reflection errors observed from the above experimental setup will be due to reflections corresponding to incidence angles $\theta \leq \theta_{\max }=\pi / 2$ within the observation plane. This $\theta_{\max }$ value also holds for the normal plane as all six PML interfaces are equidistant from the centrally located point source. When the $z$ dimension of the test vacuum is collapsed, however, $\theta_{\max }$ that corresponds to the top and bottom PML interfaces will start to increase beyond $\pi / 4$, reaching $86.6^{\circ}$ when the test vacuum is collapsed to $50 \times 50 \times 1$ FDTD cells. For the rest of this work, $\theta_{\max }$ will refer to this increasing maximum incidence angle as the vaccuum's $z$-dimension is collapsed as illustrated in Fig. 1. This relatively rough experimental setup is deliberately chosen as it closely mimics real-world simulation challenges, especially when modeling electrically large structures.

In the following section, two sets of optimized PML parameters will be derived for each combination of FDTD algorithms and PML formulations; one set from a $50 \times 50 \times 51$-cell setup an another from a $50 \times 50 \times 1$ cell setup that highlights the near-grazing angle wave incidence challenge. To test each set of optimized PML parameters, it will be inserted back in the test setup and the error function defined earlier will be collected from a series of simulations where the $z$-dimension is collapsed incrementally, sweeping in the process the range $\pi / 4 \leq \theta_{\max } \leq 87^{\circ}$.

## IV. OPTIMIZATION RESULTS AND COMPARATIVE ANALYSIS

Table 1 summarizes the derived PML parameters from the optimization process detailed in the previous section for the standard and high-order FDTD algorithms. Listing the PML parameters in the table to 4-5 significant digits is necessary for optimum performance. For example, the -175 dB reflection error increased by 5 dB when the corresponding parameters were implemented with only two significant digits. Furthermore, experimenting with several sets of initial guesses was necessary to achieve minimal reflection error levels, especially with convolutional PML optimization runs.

Table 1. Optimized $\underline{S} p l i t-f i e l d, \underline{U}$ niaxial and Convolutional PML profiles for conventional and wide - angle wave incidence on a 10 -layer PML. (Units: $\mathrm{S} / \mathrm{m}$ for $\sigma$ and dB for error function $\Psi$ )

|  |  | Standard FDTD |  | High-Order FDTD |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\theta_{\text {max }}$ | $45^{\circ}$ | $87^{\circ}$ | $45^{\circ}$ | $87^{\circ}$ |
| S | $\sigma_{\max }$ | 0.6108 | 0.8051 | 0.8466 | 0.6469 |
|  | $n_{\sigma}$ | 3.9849 | 5.5968 | 3.6958 | 5.4837 |
|  | $\Psi$ | -158 | -116 | -157 | -119 |
|  | $\sigma_{\max }$ | 0.3532 | 0.4413 | 0.4526 | 0.4836 |
|  | $n_{\sigma}$ | 3.1769 | 3.9540 | 3.2428 | 4.1050 |
|  | $\Psi$ | -152 | -128 | -151 | -127 |
|  | $\sigma_{\max }$ | 0.3338 | 0.3226 | 0.5132 | 0.4288 |
|  | $n_{\sigma}$ | 4.1322 | 3.2352 | 3.3551 | 2.9732 |
|  | $\kappa_{\text {max }}$ | 0.3414 | 0.3207 | 0.4196 | 0.4699 |
|  | $n_{\kappa}$ | 3.8151 | 4.7704 | 2.8402 | 3.6169 |
|  | $a_{\max }$ | 0 | 0.0980 | 0 | 0.0822 |
|  | $n_{a}$ |  | 1.0145 |  | 1.1934 |
|  | $\Psi$ | -175 | -148 | -157 | -147 |

## A. Optimized PML Parameters at $\theta_{\max }=\pi / 4$

These parameters are most suitable for electrically small problems where the bulk of outgoing energy can be made to impinge on the surrounding PML regions within the limits of $\theta_{\max }=\pi / 4$ without incurring significant
computational burden. We can deduce from tabel 1 that for standard FDTD, split-field PML performs slightly better than uniaxial PML ( 6 dB lower reflection) due to its more favorable $\sigma_{\max }$ and $n_{\sigma}$ combination. Both however are vastly outperformed by convolutional PML with a 17 dB margin over split-field PML. The performance of the optimized parameters for the high-order FDTD algorithm mimicked those of standard FDTD for both split-field and uniaxial PML formulations. Convolutional PML, on the other hand, failed to match its excellent performance with standard FDTD and managed only to match split-field PML permanence which was the same for both FDTD algorithms. It should be noted here that for all cases in Table 1, the optimization process maintained $0.3<\kappa_{\max }<0.5$ which justifies the slight deviation from previous convolutional PML implementations mentioned at the end of Section II.

Figure 3 charts the performance of the optimized PML parameters at $\theta_{\max }=\pi / 4$ when the test domain's $z$-dimension is gradually collapsed, sweeping $\theta_{\text {max }}$ from $\pi / 4$ to $87^{\circ}$. Standard FDTD curves show that as the incidence angle increases, the clear convolutional PML advantage quickly diminishes and it slightly underperfoms both split-field and uniaxial PML for the range $65^{\circ}<\theta_{\max }<85^{\circ}$. The high-order FDTD curves of Fig. 3 demonstrate that the three PML variants achieve better wide-angle performances as they stay below, say, -140 dB up to $\theta_{\max } \approx 80^{\circ}$, compared to standard FDTD's $\theta_{\max } \approx 75^{\circ}$.

## B. Optimized PML Parameters at $\theta_{\max }=87^{\circ}$

When the PML parameters were optimized at the extreme incidence angle $\theta_{\max }=87^{\circ}$ to best accommodate electrically large models, both standard and high-order FDTD algorithms produced comparable performances across each of the three PML variants as shown in Table 1. On the other hand, there were clear differences among the PML formulations, as uniaxial and convolutional PML afforded roughly 10 dB and 30 dB lower reflection errors, respectively, than split-field PML. As the incidence angle is swept though $\pi / 4<\theta_{\max }<87^{\circ}$ (see Fig. 4), all three PML variants more or less maintained flat response. The convolutional PML formulation in particular shows superior extreme angle composure as well as lower overall levels than the other two formulations for both FDTD algorithms. While the reflection error levels in this figure do not match those of Fig. 3, they do represent reliable wide-angle PML performances. Depending on the problem under study, these error levels could be controlled by varying the PML depth $d$ and re-running the optimization routine.

## C. Frequency Response of Optimized PML Parameters

To verify that the optimized PML parameters are insensitive to small frequency variations, the detailed


Fig. 3. Comparative wide-angle performance of the three PML formulations when optimized at $\theta_{\max }=\pi / 4$.


Fig. 4. Comparative wide-angle performance of the three PML formulations when optimized at $\theta_{\max }=87^{\circ}$.
experiment in Section III was repeated for convolutional PML and standard FDTD with a unit impulse source replacing equation (19) within a test domain sized $50 \times 50 \times 1$. Two sets of optimized PML parameters, at $\theta_{\max }=\pi / 4,87^{\circ}$, were tested and compared in the power spectral density plots of Fig. 5. (The 100-step time series data were collected at points A and B, marked in Fig. 1.) This comparison illustrates maintained minimal reflection errors except at the frequency range where the spatial grid becomes too coarse to support accurate FDTD simulations. (It should be remembered here that the FDTD grid was designed around 20 cells per wavelength at 1 GHz.$)$

In gerneral, however, PML parameters are frequency dependent. For example, when the 3-harmonics source of equation(19) was driven with a 60 GHz fundamental, the optimization routine produced $\sigma_{\max }=38.6781 \mathrm{~S} / \mathrm{m}$ and $n_{\sigma}=3.7181$ at $\theta_{\max }=\pi / 4$ for the split-field PML and standard FDTD, with the same -158 dB error level as in Table 1.


Fig. 5. Reflection errors' frequency response of convolutional PML with standard FDTD using normal-angle and wide-angle PML parameters optimized at $\theta_{\max }=\pi / 4$ and $87^{\circ}$, respectively.

## V. CONCLUSION

This work demonstrated that the three main PML variants, Bérenger's original split-field PML, the uniaxial PML and the convolutional PML, are all capable of good outgoing wave absorbing capabilities at near grazing angles. This capability was tested in three-dimensional simulations up to $87^{\circ}$ incidence angles. The developed optimization process provided different sets of PML parameters depending on how wide an incidence angle is anticipated. This wide-angle performance comes at the expense of reduced absorption capabilities at near normal wave incidence. However, the far more critical advantage of this extreme wide-angle capability is the elimination of the need for prohibitively large scatterer/PML buffer zones when modeling electrically large structures.

Both low-order (standard) FDTD and a high-order FDTD algorithm were tested and optimized for nearnormal and near-grazing PML performances. When both were optimized for near-normal incidence angles, the high-order FDTD algorithm demonstrated wider-angle capabilities than standard FDTD, providing flat absorption response across $0 \leq \theta \leq 80^{\circ}$ compared to standard FDTD's $0 \leq \theta \leq 75^{\circ}$. Of the three PML variants, the convolutional PML formulation demonstrated best wideangle capabilities. The optimized PML parameters in this work, though frequency dependent in general, were shown to be insensitive to small frequency variations. Optimized PML parameters could be easily implemented in existing FDTD codes with no code changes or added computational burden.
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#### Abstract

The two-dimensional CP-FDTD thin slot algorithm is extended to three-dimensions for the application to shielding analysis in electromagnetic compatibility. The accuracy and the applicability of the 3-D CP-FDTD scheme to the slot width were validated with finer mesh model and capacitive thin-slot formalism (C-TSF). The model taken by the comparison is originated from a thin slot in an enclosure wall. The numerical results indicate that the performance or accuracy will descend with the augment of the slot width. Good agreements with the results of finer mesh modeling can be expected as the slot width is on the order of the mesh dimension, and quite large discrepancies from the results of C-TSF with the slot width far less than mesh dimension. The 3D CP-FDTD algorithm will be utilized when the slot width is comparatively large and otherwise C-TSF will be used. Taking advantage of both of them will avoid finer mesh in thin slots modeling such as the shielding analysis of the electronic enclosure.


## I. INTRODUCTION

The integrity of shielding enclosures is compromised by apertures and seams required for heat dissipation, cable penetration, and modular construction, among other possibilities [1]. These perforations allow energy to be radiated to the external environment from interior electronics, or energy coupled from the exterior to interfere with interior circuits [2, 3]. An understanding of energy coupling mechanisms to and from the enclosure is essential to minimize the EMI and susceptibility risk in a new design.

Some numerical methods have been applied to solve these EMI/EMC problems such as the finite difference time domain (FDTD) method [4], finite element method (FEM) [5], method of moments (MoM) [6], etc. Among these methods, the FDTD method is one of the most effective tools for the analysis of varieties electromagnetic problems, and has previously been applied for modeling apertures in shielding enclosures. If the physical size of the aperture is on the order of, or larger than the spatial cell size, then modeling this aperture with FDTD is not a problem, however, if the aperture is narrow with respect to the spatial cell, one must either reduce the
spatial cell size down to that require to resolve the aperture, or adopt an alternative method to characterize the aperture. The reduction of the cell size is often not a feasible approach, and therefore alternative methods have been investigated [7]. Two of the more popular thin slot formalisms (TSF) have been proposed by Gilbert and Holland (C-TSF) [8] and Taflove (CP-FDTD) [9]. Utilizing these TSF, a thin slot segment can be modeled with a single cell, thereby saving computational resources while retaining accuracy. Previous results for slots in infinite or large planes show C-TSF computation results agree well with experimental data [4]. The two-dimensional (CP-FDTD) study based on contour path method by Taflove generally found superior accuracy of the TSF, but it can't be applied in solving 3D electromagnetic problems.

To implement the TSF, the two-dimensional CP-FDTD thin slot algorithm is extended to three-dimensional for the application to shielding analysis in electromagnetic compatibility. The accuracy and the applicability of the 3-D CP-FDTD scheme to the slot width were validated with finer mesh model [10] and capacitive thin slot formalism (C-TSF). Results indicate that the 3D CP-FDTD algorithm will be utilized when the slot width is comparatively large and otherwise C-TSF. Taking advantage of both of them will avoid finer mesh in thin slots modeling.

## II. C-TSF ALGORITHMS

Different subcellular thin-slot algorithms are employed for modeling thin slots in enclosures and conducting plates. The popular method introduced by Gilbert and Holland [8], denoted herein as the C-TSF, is based on a straight-forward quasi-static approximation. The Yee cells around a slot oriented along $z$-axis is shown in Fig. 1. Employing a quasi static approximation for narrow slots, and assuming the field quantities vary slowly in the $z$-direction, the slot can be viewed as a coplanar, parallel strip capacitor. The slot is then modeled by modifying the relative permittivity and relative permeability in the FDTD algorithm for the electric and magnetic field components in the slot.


Fig. 1. FDTD cells around the slot for the C-TSF algorithm.
The C-TSF time-marching equations can be obtained for the electric field and magnetic field components in the slot by defining two line integrals, one transverse to the slot, and the other across the slot. These line integrals can be employed with the integral form of Maxwell's equations to obtain modified FDTD update equations for the field components in the slot. An extra parameter results in the finite-difference equation which is the ratio of the two line integrals, and can be shown to be an effective permittivity for the slot. The relative permittivity in the slot is then written as,

$$
\begin{equation*}
\varepsilon_{\mathrm{r}}=\frac{1}{\varepsilon_{0}} \frac{\Delta y}{\Delta x} C \tag{1}
\end{equation*}
$$

where $C$ is the parallel strip per unit length capacitance. The capacitance is evaluated within only one FDTD cell, and is denoted as the in cell capacitance. In order to maintain the free space phase velocity through the slot $v=1 / \sqrt{\varepsilon_{r} \mu_{r} \varepsilon_{0} \mu_{0}}$, the relative permeability in the slot is given by $\mu_{\mathrm{r}}=1 / \mathcal{\varepsilon}_{\mathrm{r}}$. For the slot shown in Fig. 1., the tilde terms are the average values in and across the slot for the electric and magnetic field components, respectively. The slot capacitance per unit length is,

$$
\begin{equation*}
\varepsilon_{\mathrm{r}}=\frac{\Delta y}{\Delta x} \frac{K\left[\sqrt{1-w^{2} / \Delta y^{2}}\right]}{K[w / \Delta y]} \tag{2}
\end{equation*}
$$

where $K(\cdot)$ is the complete elliptic integral of the first kind, $w$ is the slot width. The relative permittivity is then related to the slot capacitance by equation (1). Therefore, the electric and magnetic field components in the slot can be updated by modifying only the permittivity and permeability in the respective equations as,

$$
\begin{align*}
& E_{y(i, j+1 / 2, k)}^{n+1}=E_{y(i, j+1 / 2, k)}^{n}+\frac{\Delta t}{\varepsilon_{r} \varepsilon_{0} \Delta s}\left[H_{x(i, j+1 / 2, k+1 / 2)}^{n+1 / 2}-\right. \\
& \left.H_{x(i, j+1 / 2, k-1 / 2)}^{n+1 / 2}-H_{z(i+1 / 2, j+1 / 2, k)}^{n+1 / 2}+H_{z(i-1 / 2, j+1 / 2, k)}^{n+1 / 2}\right] \tag{3}
\end{align*}
$$

$$
\begin{align*}
& H_{x(i, j+1 / 2, k+1 / 2)}^{n+1 / 2}=H_{x(i, j+1 / 2, k+1 / 2)}^{n-1 / 2}-\frac{\Delta t}{\mu_{r} \mu_{0} \Delta s} \\
& {\left[E_{y(i, j+1 / 2, k+1)}^{n}-E_{y(i, j+1 / 2, k)}^{n}-E_{z(i, j+1, k+1 / 2)}^{n}+E_{z(i, j, k+1 / 2)}^{n}\right]} \tag{4}
\end{align*}
$$

## III. 3-D CP-FDTD ALGORITHMS

The CP-FDTD method is not based on Maxwell's equations in differential form but in integral form using Ampère's and Faraday's laws, indicated as follows,

$$
\begin{align*}
& \frac{\partial}{\partial t} \iint_{s} \boldsymbol{H} \cdot \mathrm{~d} \boldsymbol{S}=-\frac{1}{\mu} \oint_{c} \boldsymbol{E} \cdot \mathrm{~d} \boldsymbol{L}  \tag{5}\\
& \frac{\partial}{\partial t} \iint_{s} \boldsymbol{E} \cdot \mathrm{~d} \boldsymbol{S}=-\frac{1}{\varepsilon} \oint_{c} \boldsymbol{H} \cdot \mathrm{~d} \boldsymbol{L} \tag{6}
\end{align*}
$$

Applying Faraday's law along contour $L_{1}-L_{2}-L_{3}-L_{4}$ in Fig. 2, and assuming that the field value at a midpoint of one side of the contour equals the average value of that field component along that side.


Fig. 2. Faraday's law for $H_{z}$.
Now, further assuming that $H_{z(i, j, k)}$ equals the average value of $H_{z}$ over the surface $S$, and then the time derivative of $H_{z}$ can be obtained using a central difference expression, as follows,

$$
\begin{gather*}
H_{z}^{n+1 / 2}(i, j, k)=H_{z}^{n-1 / 2}(i, j, k)-\frac{\Delta t}{S \mu(i, j, k)}\left[E_{x}^{n}(i, j-\right. \\
1 / 2, k) L_{1}+E_{y}^{n}(i+1 / 2, j, k) L_{2}-E_{x}^{n}(i, j+1 / 2, k) L_{3}- \\
\left.E_{y}^{n}(i-1 / 2, j, k) L_{4}\right] \tag{7}
\end{gather*}
$$

In the same manner, we can obtain other field components.

Figures 3 and 4 illustrate the front view and vertical view of a thin slot, respectively. Width of the slot is $g$, assuming that the cell size is $\Delta x=\Delta y=\Delta z=\Delta s$. For Fig. 3 field components $H_{z}$ is assumed to has no variation in the $z$ direction (perpendicular to the slot gap), and the electric components $E_{y}$ located within the conducting screen are
assumed to zero. For Fig. 4 field components $E_{x}$ are assumed to have no variation in the x direction (across the slot gap).


Fig. 3. Vertical view of the thin slot.


Fig. 4. Front view of the thin slot.
Subject to the foregoing algorithms, lets the contours length $L_{1}=L_{3}=g, L_{2}=L_{4}=\Delta s$ for Fig. 3, and then substituting the contours area $S=g \Delta s$ into equation (7), the $H_{z}$ in Fig. 3 becomes,

$$
\begin{align*}
& H_{z(i+1 / 2, j+1 / 2, k)}^{n+1 / 2}=H_{z(i+1 / 2, j+1 / 2, k)}^{n-1 / 2}- \\
& \quad \frac{\Delta t}{\Delta s \mu}\left[E_{x(i+1 / 2, j+1, k)}^{n}-E_{x(i+1 / 2, j, k)}^{n}\right] \tag{8}
\end{align*}
$$

The electric components $E_{x}$ in Fig. 3 and Fig. 4 can use the basic FDTD method to calculate as follows,

$$
\begin{align*}
& E_{x(i+1 / 2, j, k)}^{n+1}=E_{x(i+1 / 2, j, k)}^{n}+\frac{\Delta t}{\varepsilon \Delta s}\left[H_{z(i+1 / 2, j+1 / 2, k)}^{n+1 / 2}-\right. \\
& \left.H_{z(i+1 / 2, j-1 / 2, k)}^{n+1 / 2}-H_{y(i+1 / 2, j, k+1 / 2)}^{n+1 / 2}+H_{y(i+1 / 2, j, k-1 / 2)}^{n+1 / 2}\right] \tag{9}
\end{align*}
$$

The basic FDTD are also used to calculate electric components $E_{z}$ as follows,

$$
\begin{gather*}
E_{z(i, j, k+1 / 2)}^{n+1}=E_{z(i, j, k+1 / 2)}^{n}+\frac{\Delta t}{\varepsilon \Delta s}\left[H_{y\left(i+\frac{1}{2}, j, k+\frac{1}{2}\right)}^{n+\frac{1}{2}}-\right. \\
\left.H_{y\left(i+\frac{1}{2}, j, k-\frac{1}{2}\right)}^{n+\frac{1}{2}}-H_{x\left(i, j+\frac{1}{2}, k+\frac{1}{2}\right)}^{n+\frac{1}{2}}+H_{x\left(i, j+\frac{1}{2}, k-\frac{1}{2}\right)}^{n+\frac{1}{2}}\right] . \tag{10}
\end{gather*}
$$

Assuming that the side contour along $H_{y}$ are $\Delta s, \Delta s, \Delta s$ and $g$, the contour is $\Delta s^{2}$, then using the time-stepping
expression for $H_{y}$, and let $\omega=g / \Delta s$ we obtain,

$$
\begin{gather*}
H_{y(i+1 / 2, j, k+1 / 2)}^{n+1 / 2}=H_{y(i+1 / 2, j, k+1 / 2)}^{n-1 / 2}-\frac{\Delta t}{\mu \Delta s}\left[E_{z(i+1, j, k+1 / 2)}^{n}-\right. \\
\left.E_{z(i, j, k+1 / 2)}^{n}-\omega E_{x(i+1 / 2, j, k+1)}^{n}+E_{x(i+1 / 2, j, k)}^{n}\right] . \tag{11}
\end{gather*}
$$

The algorithm described above is the basis of the 3-D CP-FDTD method, and equations (8) to (11) are the slot algorithm for computation the field components near the slot gap region.

## IV. NUMERICAL RESULTS AND DISCUSSION

To demonstrate the accuracy and applicability of the mentioned 3-D CP-FDTD scheme for EMI issues, a model of metallic rectangular enclosure with one thin slot is presented here as shown in Fig. 5.

The inside dimension of the enclosure is $20 \mathrm{~cm} \times 40 \mathrm{~cm} \times 50 \mathrm{~cm}$, and the thin slot in an enclosure wall is 8 cm long ( $x$ direction) by $w \mathrm{~cm}$ wide ( $y$ direction), as shown in Fig. 6. In our simulation we let $w=0.6 \mathrm{~cm}, 0.1 \mathrm{~cm}, 0.01 \mathrm{~cm}$, respectively.


Fig. 5. Shielding enclosure with one slot.


Fig. 6. Thin slot in an enclosure wall.

The elemental electric dipole oriented along $x$-direction is placed in the center of the enclosure. The electric dipole moment is a Gaussian pulse with $T=0.0167 \mathrm{~ns}$ wide,

$$
\begin{equation*}
P(t)=10^{-12} \exp \left[-\left(\frac{t-3 T}{T}\right)^{2}\right] \tag{12}
\end{equation*}
$$

For the sake of comparison, numerical simulations are carried out using the 3-D CP-FDTD, C-TSF and finer grid FDTD methods. Perfectly matched layer (PML) absorbing boundary conditions are employed for the three dimensional FDTD program and choose the space increments $\Delta x=\Delta y=\Delta z=\delta$. For the 3-D CP-FDTD and the C-TSF method, we choose $\delta=1 \mathrm{~cm}$. For finer grid FDTD method we choose $\delta=0.2 \mathrm{~cm}$.

When the slot width is $w=0.6 \mathrm{~cm}$, we calculated the electric fields at the point with 10 cm far away from the center slot wall by using 3-D CP-FDTD method and finer grid FDTD methods, the time domain and frequency domain simulation results of $E_{z}$ at the point are shown in Figs. 7 and 8 , respectively.


Fig. 7. Time domain results of $E_{z}$ with 0.6 cm slot width by using CP-FDTD and finer grid method.


Fig. 8. Frequency domain results of $E_{z}$ with 0.6 cm slot width by using CP-FDTD and finer grid method.

The accurate agreements field simulation results for the slot in Figs. 7 and 8 clearly shows that the proposed 3-D CPFDTD method can successfully works for the slot width is on the order of the mesh dimension, and can be obtained considerable high computation efficiency compared to the finer grid FDTD method.

It has been demonstrated that EMI issues associated with thin slots can computation efficiency and accuracy by C-TSF method with $w / \delta \leq 0.1$, and Two-dimensional (2-D) C-TSF results for plane-wave scattering from a slot in an infinite conducting plane have been shown to agree well with method of moments (MoM) results. Typical discrepancies of less than $10 \%$ can be expected for the field quantities at locations near the slot region [10]. So, we calculated the electric field $E_{z}$ at the same point by using 3-D CP-FDTD and C-TSF methods with slot width $w=0.1 \mathrm{~cm}, w=0.01 \mathrm{~cm}$, respectively. The frequency domain simulation results are shown in Figs. 9 and 10, respectively.


Fig. 9. Frequency domain results of $E_{z}$ with 0.1 cm slot width by using CP-FDTD and C-TSF method.


Fig. 10. Frequency domain results of $E_{z}$ with 0.01 cm slot width by using CP-FDTD and C-TSF method.

Figures 9 and 10 show that when $w=0.1 \mathrm{~cm}, 0.01 \mathrm{~cm}$, the results calculated by the 3-D CP-FDTD method deviate from the results calculated by the C-TSF method significantly, especially when the frequency is high, and it is apparent that result deviation is larger for $w=0.01 \mathrm{~cm}$ than that of for $w=0.1 \mathrm{~cm}$. So, it is easy to draw a conclusion that with the slot width far less than mesh dimension, the 3-D CP-FDTD will lead to quite large discrepancies from the results of C-TSF, the reason is because the 3-D CP-FDTD based on a quasistatic approximation for narrow slots and we take for field components has no variation near the slot region, but actually field vary greatly when the slot gap is too thin, especially with the slot width far less than mesh dimension.

## V. CONCLUSION

In this paper, we extended the two-dimensional CPFDTD thin slot algorithm to three-dimensions for the application to shielding analysis in electromagnetic compatibility. The accuracy and the applicability of the 3-D CP-FDTD to the slot width were validated with finer mesh model and capacitive thin-slot formalism (C-TSF) model. The numerical results indicate that the performance or accuracy will descend with the augment of the slot width. Good agreements with the results of finer mesh modeling can be expected as the slot width is on the order of the mesh dimension, and quite large discrepancies from the results of C-TSF with the slot width far less than mesh dimension. The 3-D CP-FDTD algorithm will be utilized when the slot width is comparatively large and otherwise C-TSF. Taking advantage of both of them will avoid finer mesh in thin slots modeling such as the shielding analysis of the electronic enclosure.
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#### Abstract

This paper proposes a modification of the hybrid Taguchi-genetic algorithm (HTGA) for solving global numerical optimization problems with continuous variables. The HTGA is a method that combines a conventional genetic algorithm (CGA), which has a powerful global exploration capability, with the Taguchi method, which can exploit the optimum offspring. The Taguchi method is utilized in the HTGA to help in selecting the best genes in the crossover operations. The new implementation proposed in this paper (nHTGA) involves producing, at each generation, a single offspring by Taguchi method, one of its parents being the best individual found so far, instead of repeatedly applying Taguchi to generate several individuals with both parents selected at random as HTGA does. Moreover, the efficiency of the algorithm is enhanced by only crossing via Taguchi individuals with a high enough number of different genes. The performance of the proposed HTGA is assessed by solving several benchmark problems of global optimization with large number of dimensions and very large numbers of local minima. The computational experiments show that the new algorithm causes a reduction, sometimes drastic, in the number of function calls, i.e. in computational time, for all the benchmark problems proposed. As an example of application of this novel algorithm to a real-world problem, the optimization of an ultra-broadband zigzag log-periodic antenna is carried out and discussed.


Keywords: Genetic algorithm, numerical optimization, Taguchi method, log-periodic antenas, zig-zag antenas.

## I. INTRODUCTION

Genetic algorithms (GAs) [1] have come a long way toward solving optimization problems [2] where conventional optimization methods fail, such as system identification [3], design [4-7], scheduling [8], routing [9], control [10, 11], and others [12]. The GAs have been demonstrated to be robust stochastic search and optimization techniques. These algorithms are a type of evolutionary algorithms based on Darwin's theory of evolution.

In GA, a population of $N_{p o p}$ individuals (trial solutions) evolve in parallel by means of selection of the fittest individuals, crossover and mutation of genes. Because of its implicit parallelism [2], and a reasonable tradeoff between global and local search abilities, the GAs are considered to be robust global optimization algorithms. However, one obstacle when applying GAs to optimize complex problems where the evaluation of functions is computationally intensive is the high computational cost due to their slow convergence rate.

Many efforts have been dedicated to accelerate the convergence of GAs, such as studying optimal crossover and mutation rates or selecting appropriate genetic operators [13]. More recently, new algorithms combining GAs with local searchers have been proposed to improve the performance of GAs on global optimization problems [14-17]. In particular, Tsai et. al. presented a hybrid algorithm, called HTGA, which combines the conventional GA (CGA) [2] with the Taguchi method by inserting a Taguchi-method-based crossover between crossover and mutation operators [17]. The Taguchi method selects two random individuals from offspring already resulting from crossover and recombines them, creating a single individual via an orthogonal array experiment. The systematic reasoning ability of the Taguchi method helps to select the best genes to achieve the crossover, and consequently enhance the genetic algorithm. The process is repeated until the expected population size is met. The hybrid method was demonstrated to be more robust, statistically sound, and quickly convergent than the ones proposed previously in [14-16].

In this paper, a new implementation of the HTGA is proposed. The new hybrid method, named nHTGA, is based on the hypothesis that two low-quality parents have little chance of beating, by crossover and mutation, the best individual found so far. Therefore, the offspring of two of the worst individuals in the population resulting from an orthogonal array experiment will be, in most cases, a low-quality individual, resulting in a waste of function calls, i.e. a waste of computational time. To avoid this, we propose some modifications of the HTGA code. The main one is that, at each generation of the

GA process, only one of the new offspring is produced via Taguchi method, the best individual found so far being one of its parents. With this, we expect to save computational resources as we avoid useless matrix experiments between individuals whose offspring don't have much chance of improving the performance of the best individual in the population. Moreover, the number of experiments needed to find the optimal solution in the whole nHTGA process is further reduced by requiring a certain degree of diversity of the two chromosomes to be mated via Taguchi method.

This paper is organized as follows. Section II briefly describes the Taguchi method, the fundamentals of the nHTGA and compares the performance of the new algorithm with that of HTGA and that of other algorithms frequently used in engineering applications. As an example of application, in Section III the nHTGA is used to optimize the performance of a log-periodic thin-wire antenna.

## II. THE NHTGA

## A. The Taguchi Method

The Taguchi method is a robust design approach based on improving the quality of a product by minimizing the effect of the causes of variation without eliminating the causes [18]. Two major tools are used in the Taguchi method, orthogonal arrays (OAs) and the signal-to-noise ratio (SNR). In laboratory experimentation, OAs are used for determining which combinations of factor levels to use for each experimental run and for analyzing the data. OAs are matrixes of numbers arranged in rows and columns where a row represents the level of all factors in a given experiment, and a column represents the values assigned to a specific factor in the various experiments. The array is called orthogonal because columns can be evaluated independently of one another.

In this paper, we will work with two-level OA whose general nomenclature is $L_{n}\left(2^{n-1}\right)$ where n is the number of experimental runs, $\mathrm{n}-1$ the number of columns in the array (or number of factors involved in the experiments), and 2 the number of possible different values (or levels) that a factor can take. A simple algorithm for the construction of OAs can be found in [16]. An example of an OA is given in table 1 , where the OA indicates 8 possible experiments determined by specific combinations of two levels (values 1 or 2 ) of 7 different variables (A-G). According to OA's theory, the 8 experiments are selected so that they provide a balanced comparison of the two possible levels of any factor.

The other parameter concerning the Taguchi method is the SNR, which has been traditionally used in engineering to measure the quality of a product corresponding to a specific choice of the values taken by the variables involved in a design. The SNR, for a set of quality characteristics of a given product, is related to the mean

Table 1. Orthogonal array $L_{8}\left(2^{7}\right)$.

|  | Factors |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| experiment | A | B | C | D | E | F | G |
| number | column number |  |  |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | 1 | 1 | 1 | 2 | 2 | 2 | 2 |
| 3 | 1 | 2 | 2 | 1 | 1 | 2 | 2 |
| 4 | 1 | 2 | 2 | 2 | 2 | 1 | 1 |
| 5 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 6 | 2 | 1 | 2 | 2 | 1 | 2 | 1 |
| 7 | 2 | 2 | 1 | 1 | 2 | 2 | 1 |
| 8 | 2 | 2 | 1 | 2 | 1 | 1 | 2 |

squared deviation from the target value of those quality characteristics. Several definitions of the SNR can be found depending on the type of characteristic and on the type of problem. Taguchi has generalized the concept of SNR and applied it to the assessment of the influence of the possible values of the different factors involved in a set of experiments. SNR is usually defined so that it is large for favorable situations. For example, in the GA application described in this paper, the SNR of a given experiment (chromosome or individual) will be defined in terms of the fitness function corresponding to that experiment in such a way so that better individuals correspond to greater values of SNR.

The SNR helps on converting several repetitions of the value taken by a variable into a single number that accounts for the quality of the final product if that repeated value of the given variable is used. To this end, given a set of $N$ experiments described by a specific OA, the effect of each variable involved is defined as,

$$
\begin{gather*}
E_{i, j}=\sum_{k}^{n} \delta(\operatorname{level}(i, k)-j) S N R(k)  \tag{1}\\
i=1, \ldots, N_{v} ; j=1,2
\end{gather*}
$$

where $N_{v}$ is the number of variables; $i$ represents the $i t h$-variable; $k$ is the number of experiment; $\operatorname{level}(i, k)$ is the level ( 1 or 2 ) taken by the $i t h$-variable in the $k t h$-experiment and $j$ is either 1 or 2 (two effects are defined for each variable). The sum includes only the SNR of experiments where the level of factor $i$ is equal to $j$ as indicated by the delta of Kronecker symbol $\delta$. For example, in the two-level OA of table $1, E_{i, 1}$ and $E_{i, 2}$ can be defined for a given column $i(\mathrm{i}=1, . ., 7) ; E_{i, 1}$ corresponds to the sum of the SNR of all experiments where the value of factor $i$ is equal to 1 , and $E_{i, 2}$ corresponds to experiments where the value of the $i t h$ factor is equal to 2 . An example of application is given in the next subsection, and, for further details, the reader is refereed to [18].

## B. Generation of optimal offsprings by Taguchi method

The Taguchi method can be used to generate an optimal offspring from the mating of two parents with $N_{v}$ genes. The process starts by selecting an appropriate orthogonal array $L_{n}\left(2^{n-1}\right)$ with with $n-1 \geq N_{v}$ and by defining a fitness function that measures the quality of a given chromosome. The fitness function $F(k), k=$ $1, \ldots, n$ is evaluated for each of the n experiments in the OA and a signal-to-noise ratio, $\operatorname{SNR}(\mathrm{k})$, is defined in terms of $F(k)$. Subsequently the effect, $E_{i, j}$, of the various factors in the SNR is calculated for each factor (gene or column in the array) $\left(i=1, . ., N_{v}\right)$ and each level $(j=1,2)$ of that factor using equation (1).

To clarify the process, let us consider the problem of finding a chromosome, $k_{\text {best }}$, formed by the 7 genes, $C\left(i, k_{\text {best }}\right), i=1, \ldots, 7$, that maximize the test function,

$$
\begin{equation*}
f(k)=\sum_{i=1}^{7} \sin (C(i, k)) \tag{2}
\end{equation*}
$$

where $k$ refers to an specific chromosome whose genes take the values $C(i, k), i=1, \ldots, 7$, respectively. The values permitted for each $C(i, k)$ are discrete fractions of $\pi$, ranging from 0 to $\pi$. In this context, we would perform the mating of the two 7-gene chromosomes (7 factors) given in Table 2 via Taguchi with the aid of the $L_{8}\left(2^{7}\right)$ OA given in Table 1. Table 3 shows the eight different chromosomes corresponding to the eight different experiments. The process starts with the definition of the fitness function that evaluates the goodness of a chromosome as $F(k)=\frac{f(k)}{7}$ and the calculation of the $S N R(k)$, defined in this case as $S N R(k)=F(k)^{2}$, for each experiment, $k=1, \ldots, 8$, in the OA. The values of $F(k)$ and $S N R(k)$ are shown in the 9th and 10th columns in Table 3. Then the effects, $E_{i, 1}$ and $E_{i, 2}$, of the various genes are calculated for $i=1, \ldots, 7$ using equation (1), resulting in the values given in Table 3. As the optimal level for each factor is decided by the larger value of either $E_{i, 1}$ or $E_{i, 2}$, the process resulted in the optimal levels " 2 , $1,1,2,2,2,1$ " for each of the seven factors respectively and therefore in the optimal chromosome given in Table 3.

Table 2. The two 7-gene chromosomes.

| Chromosome 1: | $\pi / 9$ | $\pi / 2$ | $\pi / 2$ | $\pi / 3$ | $\pi / 9$ | $4 \pi / 5$ | $\pi / 2$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Chromosome 2: | $\pi / 2$ | $\pi / 3$ | $\pi / 5$ | $\pi / 2$ | $\pi / 2$ | $\pi / 2$ | $2 \pi / 3$ |

## C. The HTGA method

The HTGA is based on the insertion of the Taguchi method between the crossover and mutation operations in a CGA. The stages in the HTGA algorithm are [19]:

1) Appropriate parameters needed for the implementation of the algorithm are decided such as the
probability of crossover, $p_{\text {cross }}$, and probability of mutation, $p_{m u t}$.
2) A suitable two-level OA for matrix experiments is selected.
3) A population of $N_{p o p}$ individuals is randomly created.
4) The $N_{p o p}$ individuals performance is evaluated according to the specific objective or fitness function at hand.
5) A roulette wheel selection is applied.
6) On average, $p_{\text {cross }}$ chromosomes undergo one-point crossover as in the CGA.
7) Two chromosomes from the current population are randomly selected and mated via the Taguchi experiments, producing an optimal offspring as explained in the previous subsection. This step is repeated $\frac{1}{2} \times p_{\text {cross }} \times N_{\text {pop }}$ times.
8) Mutation with a probability of $p_{m u t}$ is applied.
9) The $N_{p o p}$ better chromosomes are selected to be the parents of the next generation.
10) Steps 5 to 9 are repeated until the stopping criterion is met.
This hybrid algorithm, which combines the powerful global exploration capabilities of GA with that of the Taguchi method for producing optimum offspring, was proven in [19] to be fast converging, robust, and statistically sound when applied to optimize several highdimension benchmark problems.

## D. The nHTGA method

In this paper we propose a new hybridization of the Taguchi and GA methods (i.e. the nHTGA) which is sketched in Figs. 1 and 2. The objective is to improve the efficiency of the Taguchi method by decreasing the total number of fitness-function evaluations (function calls) needed to find the optimal solution of the problem at hand. To this aim, as we commented in the Introduction, instead of applying Taguchi method $\frac{1}{2} \times p_{\text {cross }} \times N_{\text {pop }}$ times to mate two randomly selected individuals each time (step 7 in the previous subsection), we just produce an 'optimal' offspring per generation using the Taguchibased crossover operator. That offspring is the descendant of the best chromosome found so far and one chromosome randomly selected with the only condition of being different enough from its mate according to a criterion explained below. This means that the number of function calls per generation is reduced from $\frac{1}{2} \times p_{\text {cross }} \times N_{\text {pop }} \times n$ in the HTGA to $n$ in the nHTGA, being $n$ the number of experiments in the appropriate Taguchi OA. The idea behind the modifications is that two bad-quality individuals will not likely be candidates to produce a chromosome with a better performance than that of the best chromosome in the current population.

Aiming to reduce even more the number of function calls, we set a rule to select the second individual to be mated via Taguchi in such a way that we avoid redundant

Table 3. Generating a better chromosome from two chromosomes by using the Taguchi method.

| Experiment <br> Number(k) | Factors |  |  |  |  |  |  | $\mathrm{F}(\mathrm{k})$ | SNR(k) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C | D | E | F | G |  |  |
|  | Column number |  |  |  |  |  |  |  |  |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |  |  |
| 1 | $\frac{\pi}{9}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{3}$ | $\frac{\pi}{9}$ | $4 \frac{\pi}{5}$ | $\frac{\pi}{2}$ | 0.7340 | 0.5387 |
| 2 | $\frac{\pi}{9}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $2 \frac{\pi}{3}$ | 0.8869 | 0.7865 |
| 3 | $\frac{\pi}{9}$ | $\frac{\pi}{3}$ | $\frac{\pi}{5}$ | $\frac{\pi}{3}$ | $\frac{\pi}{9}$ | $\frac{\pi}{2}$ | $2 \frac{\pi}{3}$ | 0.6957 | 0.4840 |
| 4 | $\frac{\pi}{9}$ | $\frac{\pi}{3}$ | $\frac{\pi}{5}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $4 \frac{\pi}{5}$ | $\frac{\pi}{2}$ | 0.7691 | 0.5915 |
| 5 | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{5}$ | $\frac{\pi}{3}$ | $\frac{\pi}{2}$ | $4 \frac{\pi}{5}$ | $2 \frac{\pi}{3}$ | 0.8439 | 0.7122 |
| 6 | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{5}$ | $\frac{\pi}{2}$ | $\frac{\pi}{9}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | 0.8471 | 0.7176 |
| 7 | $\frac{\pi}{2}$ | $\frac{\pi}{3}$ | $\frac{\pi}{2}$ | $\frac{\pi}{3}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | 0.9617 | 0.9249 |
| 8 | $\stackrel{\pi}{2}$ | $\stackrel{3}{4}$ | $\stackrel{\pi}{2}$ | $\stackrel{3}{\frac{\pi}{2}}$ | $\stackrel{2}{\frac{\pi}{9}}$ | $4 \frac{2}{5}$ | $2 \frac{2}{3}$ | 0.8088 | 0.6542 |
| $E_{i 1}$ | 2.4007 | $\underline{2.7551}$ | $\underline{2.9044}$ | 2.6599 | 2.3945 | 2.4967 | $\underline{2.7727}$ |  |  |
| $E_{i 2}$ | 3.0090 | 2.6546 | 2.5053 | $\underline{2.7498}$ | 3.0152 | $\underline{2.9130}$ | 2.6370 |  |  |
| Optimal level | 2 | 1 | 1 | 2 | 2 | 2 | 1 |  |  |
| Optimal chromosome | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | $\frac{\pi}{2}$ | 1 | 1 |

experiments. Note that if, for example, we perform a matrix experiment using the OA in Table 1 with two individuals in which factors $D$ to $G$ are the same for both, experiments 1 and 2 will be the same, as also will be experiments 3 and 4,5 and 6 , and 7 and 8 . Thus in this application of the Taguchi method, we waste four function evaluations since several experiments are repeated. In Appendix A, we describe an empirical study aimed at deciding how many experiments are redundant as a function of the number of genes with repeated values of the two mating individuals. We give an example for the case of an OA $L_{32}\left(2^{31}\right)$ and $N_{v}=30$. We conclude that no matrix experiments should be made if the difference between individuals is less than $15 \%$, since nearly half of the experiments will have been already performed, resulting in a waste of computational resources. As a rule of thumb, in the present work we increase this threshold up to $25 \%$.

## E. Benchmark testing

Next we assess the performance of the nHTGA algorithm by solving several global numerical optimization problems, which fulfill the conditions to form a suitable touchstone to check the performance of evolutionary algorithms [19]. In particular, we consider the minimization of
the 30 -dimensional functions ( $N=30$ ) described in table 4 by applying the nHTGA and subsequently compare our results with the ones reported in [19].

We apply the nHTGA using a smaller population $\left(N_{\text {pop }}=20\right)$ than the one reported in [19], where HTGA was employed to solve the same problems with $N_{p o p}=$ 200. Therefore, in order to make a fair comparison, we increase the crossover and mutation rates to $p_{\text {cross }}=1$ and $p_{\text {mut }}=0.2$ so that we have the same number of fitness-function evaluations per generation due to the action of the genetic operators than in HTGA. On the other hand, as it was previously commented, we use a Taguchi-based crossover operator was used only once in each evolutionary cycle, on individuals with at least one quarter of the genes being different. Both the nHTGA and the HTGA use real encoding where each chromosome is represented by a vector of $N$ floating-point numbers, i.e, $x_{1}, \ldots, x_{N}$. The criterion for stopping the execution of the nHTGA algorithm is that the value of the fitness function of the best individual in the population should be less than or equal to the mean function value reported in [20] using HTGA. Aiming for statistically robust results, each test function minimization problem is performed 50 times.

The mean number of fitness-function evaluations, the mean function value of the optimized solution calculated

Table 4. Benchmark of test functions.

| Test Function | Feasible <br> Solution Space |
| :---: | :---: |
| $f_{1}=\sum_{i=1}^{N}\left(-x_{i} \sin \left(\sqrt{\left\|x_{i}\right\|}\right)\right)$ | $[-500,500]^{N}$ |
| $f_{2}=\sum_{i=1}^{N}\left(x_{i}^{2}-10 \cos \left(2 \pi x_{i}\right)+10\right)$ | $[-5.12,5.12]^{N}$ |
| $f_{3}=-20 \exp \left(-0.2 \sqrt{\frac{1}{N}} \sum_{i=1}^{N} x_{i}^{2}\right)$ | $[-32,32]^{N}$ |
| $-\exp \left(\frac{1}{N} \sum_{i=1}^{N} \cos \left(2 \pi x_{i}\right)\right)^{N}$ | $[-600,600]^{N}$ |
| $+20+\exp (1)^{N}$ | $[-50,50]^{N}$ |
| $f_{4}=\frac{1}{4000} \sum_{i=1}^{N} x_{i}^{2}-\prod_{i=1}^{N} \cos \left(\frac{x_{i}}{\sqrt{i}}\right)+1$ | $[-100,100]^{N}$ |
| $f_{5}=\frac{1}{10}\left\{\sin ^{2}\left(3 \pi x_{1}\right)+\sum_{i=1}^{N}-1\left(x_{i}-1\right)^{2}\left[1+\sin ^{\left(3 \pi x_{i+1}\right)}\right]\right.$ | $[-10,10]^{N}$ |
| $\left.+\left(x_{N}-1\right)^{2}\left[1+\sin ^{\left(3 \pi x_{N}\right)}\right]\right\}+\sum_{i=1}^{N} u\left(x_{i}, 5,100,4\right)$ |  |
| $f_{6}=\sum_{i=1}^{N} x_{i}^{2}$ |  |
| $f_{7}=\sum_{i=1}^{N}\left\|x_{i}\right\|+\prod_{i=1}^{N}\left\|x_{i}\right\|$ |  |

over the 50 runs, and the standard deviation of the function values were all calculated for each test function and are presented in Table 5. Note as the table reflects, the new nHTGA gives closer to optimal solutions than the HTGA and moreover uses a lower mean number of fitnessfunction evaluations, greatly improving the efficiency of the algorithm. In this table we also show these data when a CGA is used (numerical results extracted from [16]).

## III. LOG PERIODIC ANTENNA DESIGN

The Taguchi method has been applied to some electromagnetic optimization problems [21, 22] with success. In this work we employ the nHTGA hybrid GA and Taguchi method algorithm to optimize the design of a thin-wire antenna that must fulfill the following requirements throughout the operating band, which ranges from 450 MHz to 1.35 GHz :

1) Standing voltage wave ratio (SVWR) less than 2 (referenced to $75 \Omega$ )
2) Gain range (GR) less than 3 dB .
3) Gain (G) greater than 5 dB .
4) Front-to-back ratio (FTB) greater than 15 dB .
5) Beamwidth (BW) in azimuth greater than $120^{\circ}$.
6) Vertical polarization.

Moreover, as the antenna is going to be mounted on a pole, its environmental impact needs to be reduced and therefore, its greatest dimension is required to be less than or equal to half of thewavelength at the lowest frequency, i.e. $\lambda_{\text {low }} / 2=0.33 \mathrm{~m}$.

To satisfy the above requirement we have considered symmetrical log-periodic antennas (LP) as suitable starting points in our designs, because LP antennas are vertically polarized, endfire radiators, and possess good FTB ratios [23].

## A. LP antenna geometry

Log periodic antennas are radiators for which the geometry is chosen so that the electrical properties are repeated periodically with the logarithm of frequency. The first successful design of this type of antenna was proposed by DuHammel and Isbell in [24], setting a new starting point for a variety of sheet and wire LP designs [25], [26]. Among this family of antennas, the symmetrical log-periodic antennas [27] focus our interest since they provide a promising model to be optimized with the nHTGA tool in an effort to fulfil all the design specifications described above. In particular, log-periodic bent zigzag antennas (LPBZA) as the one studied in [28] were considered the starting point of our design because they do not need any phase-reversal transformers to achieve broadband performance and they are less sensitive than the bent-monopole antenna [23]. An example of a basic thin-wire LPBZA antenna is schematized in Fig. 3, where only one arm of the antenna is represented, as the antenna is symmetric with respect to the XY plane. The geometrical factor $\tau$ is the ratio of two adjacent similar dimensions of the antenna ( $\tau=R_{n+2} / R_{n}<1$ ); $\alpha_{E}$ and $\alpha_{S}$ are the angles between tip to tip on the vertical and horizontal planes of the zigzag antenna, respectively; $\xi$ is the distance between the two antenna arms and $N_{t}$

Table 5. Comparison between HTGA and nHTGA under the same evolutionary environment.

| Test | Mean number of <br> function evaluations |  | Mean function value <br> (standard deviation) |  |  | Globally <br> minimal |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |
| $f_{1}$ | 14677 | 163468 | 458653 | -12569.4655 <br> $(0.0077)$ | -12569.46 <br> $(0)$ | -8444.7583 <br> $(65.7326)$ | -12569.5 |
| $f_{2}$ | 5596 | 16267 | 335993 | 0 <br> $(0)$ | 0 <br> $(0)$ | 22.967 <br> $(0.7800)$ | 0 |
| $f_{3}$ | 7989 | 16632 | 336481 | 0 <br> $(0)$ | 0 <br> $(0)$ | 2.697 <br> $\left(5.668 \times 10^{-3}\right)$ | 0 |
| $f_{4}$ | 19282 | 20999 | 346971 | 0 <br> $(0)$ | 0 <br> $(0)$ | 1.258 <br> $\left(1.657 \times 10^{-2}\right)$ | 0 |
| $f_{5}$ | 14405 | 59003 | 348356 | $0.9 \times 10^{-4}$ <br> $\left(1 \times 10^{-5}\right)$ | $1 \times 10^{-4}$ <br> $(0)$ | 2.978 <br> $\left(7.210 \times 10^{-2}\right)$ | 0 |
| $f_{6}$ | 8917 | 20844 | 181445 | 0 <br> $(0)$ | 0 <br> $(0)$ | 4.9655 <br> $(11.3614)$ | 0 |
| $f_{7}$ | 6747 | 14285 | 170955 | 0 <br> $(0)$ | 0 <br> $(0)$ | $7.9315 \times 10^{-1}$ <br> $\left(5.5943 \times 10^{-1}\right)$ | 0 |

the number of tips in one arm (in the particular case shown in Fig. $3 N_{t}=7$ ). The antenna is excited with a voltage source at its center (see Fig. 3). In our designs, the radius of the wire, $r$, is constant, despite breaking the logperiodicity, in order to facilitate the future construction of the antenna.

Next, we modify the geometry of the LPBZA antennas in order to reduce their size so that the design specifications regarding the compact size of the antenna are fulfilled. With this aim, we have considered two alternative ways of keeping the antennas maximum dimension smaller that $\lambda_{\text {low }} / 2: 1$ ) either we reduce to $\lambda_{\text {low }} / 4$ (since the antenna is symmetrical over the XY plane) the height of the tooth that exceed the limit imposed (as in Fig. 4(b)); or, 2) following the ideas already presented in [29], we bend the antenna tooth in a quasi-fractal way until the antenna shrinks to the appropriate dimensions (see Fig. 4(c)). With the first option the number of peaks is kept invariant, while the second option maintains the total length of the wire.

Furthermore, to increase the electrical size of the antennas without increasing their physical size, we propose to use resistive loads located along the antenna geometries. The use of resistive loading is crucial to operate within the required frequency range and to broaden the bandwidth. This is due to the fact that, in LP antennas, most of the radiation takes place in the region where the dipole length ranges from $\lambda / 2$ to $3 \lambda / 2$ [23]. Then, since the maximum height of our antenna must be less than $\lambda_{\text {low }} / 2$, energy with a wavelength greater than approximately $\lambda_{\text {low }} / 3$ will not be fully radiated if the antenna is made of perfect electric conducting wires. One way to solve this is to lengthen the wires electrically by means
of loading the antenna segments with a resistive profile.

## B. Antenna optimization

In this subsection, we describe how the nHTGA approach has been applied in conjunction with the method-of-moments-based NEC code to optimize the performance of an LPBZA. The design parameters are $\alpha_{E}, \alpha_{S}, \tau, \xi$ and the value of the resistance per unit length loading the antenna structure, which, to keep the problem tractable, is chosen to be constant for each tooth of the LPBZA and ranges from $0 \Omega / m$ to $100 \Omega / m$. LPBZA, both with reduced tooth size and with bent teeth, are being considered. The radius of the wire is $\mathrm{r}=2 \mathrm{~mm}$, the number of tips $N_{t}=25$ and, for practical reasons, designs with segments shorter than 2 cm are not permitted. The variation range of the geometrical design parameters is shown in Table 6.

Table 6. Parameter design range.

| Parameter | Min. Value | Max. Value |
| :---: | :---: | :---: |
| $\alpha_{E}$ | $25(\mathrm{deg})$ | $65(\mathrm{deg})$ |
| $\alpha_{S}$ | $25(\mathrm{deg})$ | $65(\mathrm{deg})$ |
| $\tau$ | 0.8 | 0.95 |
| $\xi$ | $6(\mathrm{~mm})$ | $20(\mathrm{~mm})$ |
| $\Omega$ | $0(\Omega / m)$ | $100(\Omega / \mathrm{m})$ |

The nHTGA starts by generating an initial population of $N_{\text {pop }}=20$ LPBZA antennas which are encoded using real values. Then, to measure the goodness of a given individual, we define a fitness function as a weighted aggregation of the different objectives described at the


Fig. 1. Flowchart of the nHTGA for global numerical optimization problem.


Fig. 2. New implementation of the Taguchi method over a GA.


Fig. 3. Geometry of a single arm of the LPBZA.
beginning of this section as,
$F=\frac{1}{N_{\nu}} \sum_{i=1}^{N_{\nu}} \varpi\left(\nu_{i}\right) \times$

$$
\begin{align*}
& {\left[\frac{1}{4} \Theta\left(\frac{2}{S V W R\left(\nu_{i}\right)}\right)+\frac{1}{8} \Theta\left(\frac{3}{G R\left(\nu_{i}\right)}\right)+\right.} \\
& \left.\frac{1}{8} \Theta\left(\frac{G\left(\nu_{i}\right)}{5}\right)+\frac{1}{4} \Theta\left(\frac{F T B\left(\nu_{i}\right)}{15}\right)+\frac{1}{4} \Theta\left(\frac{B W\left(\nu_{i}\right)}{120}\right)\right] \tag{3}
\end{align*}
$$

where

$$
\Theta(x)= \begin{cases}1 & \text { if } x \geq 1  \tag{4}\\ x & \text { otherwise }\end{cases}
$$



Fig. 4. Miniaturization techniques applied to an oversized tooth (a), by decreasing the tooth height (b), and by bending the tooth on a quasi-fractal way (c).
and $\varpi(\nu)=C\left(1 / \nu^{3}+\nu^{8}\right)$ is a normalized weighting function that gives more importance to the accomplishment of the objective functions at the edges of the frequency band. $N_{\nu}$ is the number of frequency samples and $\nu$ the frequency in GHz . $F$ is defined so that its maximum value, 1 , is achieved by any antenna that fulfils all the design requirements. Thus, the application of the nHTGA operators makes the population evolve towards better antenna designs, i.e. towards individuals with higher $F$ values.

## C. Numerical results

The nHTGA code has been applied three times to ensure that the code has not been trapped in a local maximum. The best antenna found had a value of the fitness function $F$ equal to 0.9856 . Its geometry, shown in Figure 5(a), corresponds to $\tau=0.815, \alpha_{E}=44.691^{\circ}$, $\alpha_{H}=41.000^{\circ}, \xi=6.746 \mathrm{~mm}$. The 25 teeth in each arm have been miniaturized in a quasi-fractal way and the resistive profile for each teeth is shown in Fig. 5(b) (the tooth are numbered from larger to smaller sizes).

The performance of the resulting antenna has been analyzed using NEC and the results are given in Figs. 6 and 7. The input impedance, normalized to $Z_{0}=75 \Omega$, is plotted on a Smith chart in Fig. 6(a). The impedance plot lies at the center of the Smith chart, with all the points inside the $2: 1$ circle, meaning the fulfilment of objective 1 ( $S V W R \leq 2$ ). Moreover, the impedance is balanced and can be matched to a $75 \Omega$ commercial coaxial cable without using an impedance transformer. From Fig. 6(b), which represents the gain versus frequency, it can be seen


Fig. 5. Optimized LPBZA. (a) Geometry of the optimized antenna. (b) Resistive loading profile for each tooth in the optimized antenna.
that the gain ranges from 5 dB to 8 dB within the band, satisfying requirements $2(G R \leq 3 d B)$ and $3(G \geq 5 d B)$.

Figure 6(c) plots the antenna 3dB horizontal beamwidth vs. frequency, which is found to be greater than $120^{\circ}$ throughout the frequency range except for three frequency samples that, in any case, correspond to beamwidth values quite close to $120^{\circ}$. On the other hand, the front-to-back ratio, which is represented in Fig. 6(d) vs. frequency, is greater than 15 dB , except for a couple of frequencies near the low-frequency part of the band, where values are around 12 dB . Therefore, objectives $4(F T B \geq 15 d B)$ and $5\left(B W \geq 120^{\circ}\right)$ have been approximately accomplished.

Finally, Fig. 7 displays, for five different frequencies within the operating antenna bandwidth, the gain as a function of the horizontal angle $\phi$. The behavior of the gain with frequency is similar in the five cases, therefore corroborating the broadband antenna performance, and the figure also confirms that the design objectives in terms

(b)

(c)

(d)

Fig. 6. Performance of the optimized LPBZA. (a) Input impedance on the Smith chart referenced to $Z_{0}=75 \Omega$ .(b) Gain in the endfire direction. (c) Beamwidth on the horizontal plane. (d) Front-to-back ratio.
of gain, beamwidth, and front-to-back ratio, have been accomplished for the five selected frequencies.


Fig. 7. Gain in the horizontal plane $\left(\theta=90^{\circ}\right)$ versus $\phi$ for the optimized LPBZA. $\nu_{l o w}=450 \mathrm{MHz}$ is the lowest frequency of the considered band.

## IV. CONCLUSION

A new implementation of the HTGA is proposed in this paper. Hybrid techniques combining the Taguchi method with traditional GAs incorporate Taguchi orthogonal arrays between the crossover and mutation operators to produce chromosomes with the best combination of design variables or genes. After the conventional GA gene-mating process, the new HTGA proposed here produces only one individual in each generation via the Taguchi-based crossover operator. The new individual is the Taguchi children of the best individual found so far and one selected at random. This process differs from previous versions of HTGA, where a percentage of the whole population at each generation is generated via Taguchi method. The computational solution of several test cases demonstrates that the proposed hybrid algorithm outperforms the HTGA and traditional GAs in terms of evolutionary efficiency. Finally an example of application of the nHTGA is given carrying out the optimization of a log-periodic thin-wire miniature antenna.

## Appendix A

## EFFICIENCY OF MATRIX EXPERIMENTS

$$
L_{32}\left(2^{31}\right)
$$

In this appendix, we explain how to perform a numerical experiment conceived to determine how many function evaluations are redundant in a matrix experiment when two individuals with several genes in common are crossed via Taguchi method. We propose to implement the following steps:

1) Two $N_{v}$-genes chromosomes are randomly generated.
2) $N_{\text {equal }}$ genes of the two previous chromosomes are forced to be identical. The specific equal genes are selected at random.
3) The matrix of experiments that results from crossing the two chromosomes via Taguchi is built.
4) The number of different experiments is counted.

The numerical experiment is conducted one hundred times, each time varying $N_{\text {equal }}=1 \ldots N_{v}$ (instead of considering all the $\frac{N_{v}!}{\left(N_{v}-N_{\text {equal }}\right)!N_{\text {equal }}!}$ possibilities for $\left.N_{\text {equal }}\right)$. The number of different experiments found in average are plotted versus $\frac{N_{\text {equal }}}{N_{v}} \times 100$ and, from that graph, conclusions can be reached on how to select $N_{\text {equal }}$ in order to avoid a certain percentage of redundant matrix experiments. As an example, Fig. 8 shows the results for the case of $\mathrm{N}=31$ genes and the $\mathrm{OA} L_{32}\left(2^{31}\right)$. It plots the number of different matrix experiments (in average) versus the percentage of different genes in the pairs of 31 -genes mating chromosomes considered. It can be seen that if at least $25 \%$ of the genes of the individuals going to be mated through Taguchi are different, just around the $2 \%$ of the matrix experiments are repeated. Therefore it seems reasonable to require the differences in genes to be greater than at least $25 \%$. Numerical experiments with other OA lead to similar conclusions.


Fig. 8. Number of different experiments versus the percentage of different genes for the case of the OA $L_{32}\left(2^{31}\right)$.
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# Analysis of the Behavior of Sierpinski Carpet Monopole Antenna 
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#### Abstract

Three fractal monopole antennas using the Sierpinski carpet geometry is described in this paper. The idea for these designs is gotten from semi-log-periodic behavior of fractal antenna. In this paper, we noted input impedance matching of antennas throughout the passband of them. In this point of view, we will apply the wideband, broadband and multiband for these antennas. Our first wide-band design is named antenna-1. This has a good input impedance match throughout the passband $2-20 \mathrm{GHz}$. Second antenna is named antenna-2. This antenna has an interesting behavior while has a multiband behavior from $1-7 \mathrm{GHz}$ and has broad-band behavior from 7-20 GHz. However, because of two slots in ground plane of this antenna, the $6-7 \mathrm{GHz}$ band is eliminated. Third of antennas is named antenna-3. It has a multi-band behavior from $0.5-17 \mathrm{GHz}$. On average, we could match input impedance of proposed antennas, for three desired behavior. The dimension of main- square for antenna-1, antenna-2 and antenna-3 is 45,60 and 132 mm respectively. These antennas are suitable for the operating bands of GSM, ICMS, UMTS, Bluetooth, WLAN and HIPERLAN systems.


Keyword: Fractal antenna, sierpinski-carpet, semi-logperiodic behavior.

## I. INTRODUCTION

Modern telecommunication systems require antennas with wider bandwidths and smaller dimension rather than conventional ones. In recent years several fractal geometries have been introduced for antenna applications with different level of success in antenna characteristics improvement. Some of these geometries are reported recently [1, 2]. These are low profile antennas with moderate gain, and are able to be operative at multiple frequencies [3]. Generated monopolar mode polarization is interested especially for applications in ICMS, UMTS, Bluetooth, WLAN and HIPERLAN systems [4, 5].

Several fractal shapes have been introduced in recent years too. Certain fractal designs have been shown to be self-similar, small, space filling and have $\log$ periodic performances when used as antennas [6, 7]. In [8] capability of two new fractal geometries for application in antenna design is described. In [9] dual-band monopole
antenna using the concept of Sierpinski carpet shape and semi-circular geometry is introduced and has interesting property.

In this paper, the behavior of Sierpinski carpet monopole antenna is described by means of experimental and computational results and we could match input impedance of antenna, for three desired behavior.

## II. THE PROPOSED ANTENNA CONFIGURATION

The square patch was selected for initial design. Figure 1 shows the Sierpinski carpet iteration up to third repetitions.


Fig. 1. Sierpinski carpet antenna up to third iteration.
Figure 2 and table 1 show the geometrical parameters of the Sierpinski carpet antenna for three desired designs.

Table 1. The geometrical parameters of the three Sierpinski carpet antennas.

|  | $\mathrm{W}_{1}$ <br> $(\mathrm{~mm})$ | $\mathrm{W}_{2}$ <br> $(\mathrm{~mm})$ | $\mathrm{W}_{3}$ <br> $(\mathrm{~mm})$ | $\mathrm{W}_{4}$ <br> $(\mathrm{~mm})$ |
| :---: | :---: | :---: | :---: | :---: |
| Antenna-1 | 45 | 15 | 5 | 1.67 |
| Antenna-2 | 60 | 20 | 6.67 | 2.22 |
| Antenna-3 | 132 | 44 | 14.67 | 4.9 |



Fig. 2. Geometrical parameters of Sierpinski carpet antenna in proposed design.

The ground plane of this antenna is very interesting and is the same as ground plane in [8, 9]. The size of ground-plane is approximately 110 mm for all antennas [8].

The radiation elements of antenna-1 and antenna-2 are printed on Rogers RO4003 with thickness of 60 mil . For antenna-3, radiation element is printed on FR4-epoxy with thickness of 63 mil . These elements are fed at apexes. Figure 3 shows the final design and the pictures of three antennas.


Fig. 3. The pictures of proposed antennas (a) Antenna-1, (b) Antenna-2, and (c) Antenna-3.

## III. INPUT RETURN LOSS OF ANTENNAE

These antennas were simulated on Ansoft HFSS V10 using a FEM algorithm. The return loss of proposed antennas was also measured with hp8720 network analyzer from $0.5-20 \mathrm{GHz}$. Figure 4 (a), (b), and (c) show the reflection coefficient relative to $50 \Omega$ of threemonopole together. The plots corresponding to the antenna-3 antenna-2 and antenna-1 appear at the top row, middle row and bottom row respectively. Figure 5 shows all measured proposed antennas in one plot from 0.5 GHz - 20 GHz .

Antenna-1 achieved a good match with return loss about -9 dB throughout the pass-band from 2 to 20 GHz . But, antenna-2 has the multiband behavior from 1-7 GHz and has broadband behavior from 7-20 GHz. However, 67 GHz eliminated for this antenna. Because, two slots is made in ground plane of this antenna. These slots aren't simulated in HFSS and it can be seen for this band simulation and measurement results and they don't resemble together. Multi-band behavior for antenna-3 is very obvious. The obtained results for this antenna shows this antenna can operate in most commercial bands, such as: GSM900, ICMS, DECT, WLAN and HIPERLAN.

Of course, we used tiny absorber in back of antenna-1 which is shown in Fig. 6. This absorber has imaginary part of permittivity and permeability, and we couldn't simulate effect of this in our design. Because of this, there is noticeable difference between simulation and measurement results in higher frequencies.


Fig. 4. Input reflection coefficient of three monopole Sierpinski carpet antenna (a) Antenna-3, (b) Antenna-2, and (c) Antenna-1.


Fig. 5. Compare the measured reflection coefficient of the proposed antennas.


Fig. 6. Absorber is used in antenna-1 (a) simulation, (b) implementation.

To get better insight on the log-periodic behavior of these antennas, in Fig. 7 the measured input impedance frequency is shown in logarithmic scale to emphasize the semi-log-periodic behavior of the proposed antennas.



Fig. 7. Measured input resistance (top) and input reactance (bottom) of three monopole antennas.

## IV. RADIATION PATTERNS

Figure 8 (a) and (b) show radiation patterns of antenna-1 and antenna-2 correspond to operating bands of $1.89,2.4$ and 5.2 GHz representing DECT, WLAN and HIPERLAN bands respectively. Figure 8 (c) shows
radiation patterns of antenna-3, correspond to operating bands of $0.9,2.4$ and 5.2 GHz representing GSM900, WLAN and HIPERLAN bands. In all plots, the black-line is Co-polarization pattern and the gray-line shows Crosspolarization pattern. The top row of each plot shows the E-plane radiations while the bottom row shows the H plane radiations. Because of symmetry and flatness, good radiation patterns are obtained for these bands. However, it should be noticed that the effect of the finite size of the ground-plane must be taken into account when analyzing the patterns on these figures [10]. For instance, those at upper bands show characteristic ripple, which is due to diffraction at the edges of the plane. The variations on the ripple are faster when frequency is increased since the squared plane is not self-scalable and edges are spaced a longer distance in terms of corresponding wavelength. Also, the expected null in the z-axis direction is hidden by the contribution of the anti-symmetrical mode of the ground plane overall radiated power [10].

(a) Antenna-1

(b) Antenna-2

(c) Antenna-3
$=\begin{aligned} & \text { Co-polarization } \\ & \text { Cross polarization }\end{aligned}$
Fig. 8. Radiation pattern of proposed antennas (Top row of each plot is E-plane, Bottom row is H-plane).

## V. MEASURED GAIN

The peak gain of the proposed antennas was measured (in dB ) for some of frequencies in operating bands of each one. These are shown in Table 2. Minimum gain is 3.23 dB in measurement frequencies. In results, these antennas have moderate gain. Increase in peak antenna gain is expected when operating frequency is increased. But the minimum gain is in higher frequencies. The reason of this event is back-scattering from edge of ground plan. It forms ripples and nulls in radiation pattern of antennas. That cause reduction in gain of proposed antennas and the gain doesn't depend on frequency and geometry of antenna, exactly.

Table 2. Gain of proposed antenna, measured at various frequencies in operating bands.

|  | Antennas Gain (dB) |  |  |
| :---: | :---: | :---: | :---: |
| Frequency <br> $(\mathrm{GHz})$ | Antenna- <br> 1 | Antenna- <br> 2 | Antenna-3 |
| 0.9 | 3.69 | 3.23 | 4.43 |
| 1 | 4.03 | 5.46 | 4.97 |
| 1.89 | 6.6 | 6.3 | 9 |
| 2.4 | 5.47 | 7.62 |  |
| 5.2 | 6.05 | 9.74 |  |
| 8 | 5.48 | 9.4 |  |
| 11 | 4.91 | 8.57 |  |
| 14 | 6.98 | 9.64 |  |
| 17 |  |  |  |
| 20 |  |  |  |

## VI. THE PHISICAL INSIGHT FOR THESE DESIGNS

The idea for these designs is gotten from semi-logperiodic behavior of fractal antenna. In each conventional fractal structure and each repetition, many resonance edges are made. The edges of the each square are subtracted from the original square contribute to make resonance behavior with other edges of fractal shape. However, the resonance behavior of each edge in relation with other edges in Sierpinski carpet is very complicated and requires further study about the resonance behavior of this shape. For the antenna-1, the resonance edges of each repetition have balanced resonance frequency and with small increase in frequency in smaller wavelength, cause the majority of edges contributes to produce resonance behavior. However, we observed small mismatch in lower operating frequencies (between $2 \mathrm{GHz}-3.5 \mathrm{GHz}$ ) obviously, because of unbalancing resonance frequency of each iteration edges from other iteration edges. In antenna-2, the same phenomenon occurs. But mismatches cause multi-band behavior from $1 \mathrm{GHz}-7 \mathrm{GHz}$. Because of balanced resonance frequencies of iteration edges, broad-band behavior is observed from $7-20 \mathrm{GHz}$. In antenna-3, this reason (unbalancing resonance frequencies edges) cause multi-band behavior in all operating frequencies.

## VII. CONCLUSION

The three fractal monopole antennas are designed using Sierpinski carpet geometry. For antenna-1 designs achieved an approximate $10: 1$ match for $50 \Omega$ feeding port. Antenna-2 has multi-band behavior from 1-7 GHz and has broadband behavior for $7 \mathrm{GHz}-20 \mathrm{GHz}$. For this antenna, band from 6-7 GHz is eliminated. Antenna-3 has multi-band behavior and can apply for most of commercial bands. On average, the radiation patterns are suitable for current application in the GSM900, ICMS, UMTS, Bluetooth, WLAN and HIPERLAN bands. The results obtained for the antennas show capabilities of fractal geometry for wireless communications considering multi-band and wideband operations.

Furthermore, with such an antenna design, a wide range of wireless communication systems, considering frequency selective channel characteristics with multimedia transmission would become possible [8, 9].
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#### Abstract

In this paper, a specialized genetic algorithm (GA) combined with Rayleigh-Ritz method is used to obtain the dimensions of elliptical dielectric resonators (EDRs) for dual-band, wide-band, or circular polarization (CP) operation. Slot-coupled elliptical dielectric resonator antennas (EDRA's) and their characteristics are investigated. Parametric studies are presented to study the dependence of the return loss on the slot parameters. These parametric studies are used to optimize the slot dimensions and its position to excite given desired modes.


## I. INTRODUCTION

Dielectric Resonators (DR's) have traditionally been used in many applications, such as microwave devices and antennas. Open dielectric resonators are potentially useful antenna elements [1]. Indeed, they offer several attractive features such as small size, high radiation efficiency [1-3], compatibility with MIC's, intrinsic mechanical simplicity, and the ability to obtain different radiation patterns using different modes. Many of the concepts used in the design of microstrip antennas can also be used in the design of dielectric resonator antennas. Dielectric resonator antennas (DRA's) have many similarities with microstrip antennas, such as small size, many possible shapes, lightweight, and ease of feeding with different excitation mechanisms. In addition, several modes can be excited, and each mode has different radiation characteristics. Dielectric resonator antennas have also some advantages over microstrip antennas, such as a wider bandwidth, higher radiation efficiency, wider range of dielectric materials, more geometrical parameters, and higher power capabilities. Systematic experimental investigations on dielectric resonator antennas (DRA's) have first been carried out by Long et al. [4-6]. Since then, theoretical and experimental investigations have been reported by many investigators on DRA's of various shapes such as spherical, cylindrical (or cylindrical ring), rectangular, etc. [7-14].

Generating dual-band operation, wide-band operation, and circular polarization (CP) using DRA's are other reasons of their attractiveness for antenna designers.

Recently more attention has focused on the circularly polarized DRA's [10] since it allows a more flexible orientation for both the transmitter and receiver. Generation of CP requires two orthogonal modes in a phase-quadrature signal. Circular polarizations can be obtained using multiple feeds or by alternating the shape of conventional DRA's. The main advantage of singlefeed circularly polarized DRA's is their simple structures that do not require an external polarizer.

The application of genetic algorithms (GA) has recently attracted the attention of researchers in the field of artificial intelligence. From the literature, it is clearly seen that genetic algorithms can provide powerful tools for optimization [15-19]. Genetic algorithms are used as parameter search techniques, which utilize genetic operators to find near optimal solutions. The advantage of a GA technique is that it is independent of the complexity of the performance index considered. It suffices to specify the objective function and to place finite bounds on the optimized parameters.

In this paper, we apply the Rayleigh-Ritz method [21], [22] combined with GA optimization to design EDRA's with desired characteristics and study the effect of different feed design parameters on their input impedance. A GA is used as a parameter search technique which utilizes the genetic operators to arrive at a design for a dual-band, wide-band, or CP EDRA. To this end, we combine the Rayleigh-Ritz method with GA optimization to reach appropriate dimensions of EDR's. To validate this technique, some examples are given and discussed in the following sections.

## II. ANALYSIS OF EDR

In this section, the three-dimensional wave equation in elliptic cylinder coordinates is first expressed, and its solution for an EDR is then investigated. The geometry of EDR is shown in Fig. 1. The EDR is mounted on a ground plane with a and b are the semi-major and semiminor axes, respectively, and $h$ is the height of the EDR. Image theory can be immediately applied where the ground plane is replaced by an image portion of the cylinder extending to $\mathrm{z}=-\mathrm{h}$. For a DR with very large
dielectric permittivity, the dielectric air interface can be approximated by a hypothetical perfect magnetic conductor (PMC), which requires that the tangential components of the magnetic field vanish on that surface. Rayleigh-Ritz procedure [21] is used in this section to find cut off frequencies of the structure elliptical crosssection field patterns of the DRA. In elliptical coordinates, the scalar Helmholtz equation can be written as,

$$
\frac{2}{f_{o}^{2}(\cosh 2 \xi-\cos 2 \eta)}\left(\frac{\partial^{2}}{\partial \xi^{2}}+\frac{\partial^{2}}{\partial \eta^{2}}\right) \cdot\left\{\begin{array}{l}
E_{z}  \tag{1}\\
H_{z}
\end{array}\right\}+\left(k^{2}-k_{z}^{2}\right)\left\{\begin{array}{l}
E_{z} \\
H_{z}
\end{array}\right\}=0
$$



Fig. 1. Schematic diagrams of an EDR.
where $f_{o}$ is the semi-focal distance of the ellipse. In order to find $k_{c}\left(\sqrt{k^{2}-k_{z}^{2}}\right)$ and fields' modes, the Rayleigh-Ritz procedure [21] is employed by minimizing the energy functional of $X$,

$$
\begin{equation*}
W(X)=\frac{1}{2} \iint_{S}\left[\left(\frac{\partial X}{\partial x}\right)^{2}+\left(\frac{\partial X}{\partial y}\right)^{2}\right] d x d y-\frac{k_{c}^{2}}{2} \iint_{S} X^{2} d x d y \tag{2}
\end{equation*}
$$

with

$$
E_{z} \text { or } H_{z}=X \cdot\left[\begin{array}{l}
\operatorname{Sin}\left(k_{z} z\right) \\
\operatorname{Cos}\left(k_{z} z\right)
\end{array}\right]
$$

where S is the EDRA cross section area. The twodimensional field, $X$, may be expanded as a series of polynomials $\phi_{i}$,

$$
\begin{equation*}
X(x, y)=\sum_{i=1}^{m} C_{i} \phi_{i} \tag{3}
\end{equation*}
$$

where $C_{i}$ is constant and $\phi_{i}$ is polynomial to be determined later in this section. Therefore, the energy functional of $X$ is,

$$
\begin{align*}
& W(X)= \\
& \frac{1}{2} \iint_{S}[C]^{T} {\left[\left(\frac{\partial \phi}{\partial x}\right)\left(\frac{\partial \phi}{\partial x}\right)^{T}+\left(\frac{\partial \phi}{\partial y}\right)\left(\frac{\partial \phi}{\partial y}\right)^{T}\right][C] d x d y } \\
&-\frac{k_{c}^{2}}{2} \iint_{S}[C]^{T}[\phi][\phi]^{T}[C] d x d y \tag{4}
\end{align*}
$$

where $[C]=\left[C_{1} C_{2} C_{3} \ldots C_{m}\right]$ and $[\phi]=\left[\phi_{1} \phi_{2} \phi_{3} \ldots \phi_{m}\right]$.
Minimizing the energy functional, we obtain

$$
\begin{equation*}
[K][C]=k_{c}^{2}[M][C] \tag{5}
\end{equation*}
$$

where the elements in the matrices K and M are given by

$$
\begin{equation*}
k_{i, j}=\iint_{S}\left(\frac{\partial \phi_{i}}{\partial x} \frac{\partial \phi_{j}}{\partial x}+\frac{\partial \phi_{i}}{\partial y} \frac{\partial \phi_{j}}{\partial y}\right) d x d y \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{i, j}=\iint_{S} \phi_{i} \phi_{j} d x d y \tag{7}
\end{equation*}
$$

The i-th polynomial, $\phi_{i}$, is defined in terms of a new polynomial $z_{i}(x, y)$. It is generated by the following procedure. Let $r=\lfloor\sqrt{(i-1)}\rfloor$, where the square brackets represent the integer portion of $t=(i-1)-r^{2}$. We define a parameter $v$ such that,
$v=t / 2 ; 0 \leq v \leq r ; z_{i}(x, y)=x^{r} y^{v} \quad$ when t is even (8) and

$$
\begin{gather*}
v=(t-1) / 2 ; 0 \leq v \leq r-1 ; \\
z_{i}(x, y)=x^{v} y^{r} \tag{9}
\end{gather*}
$$

when $t$ is odd
The polynomial $z_{i}(x, y)$ has a degree of $\mathrm{r}+\mathrm{v}$ and $\phi_{i}$ is defined as,
TM Case : $\quad \varphi_{i}(x, y)=z_{i}(x, y)$

TE Case : $\quad \varphi_{i}(x, y)=\psi(x, y) z_{i}(x, y)$.
where $\psi$ is a constraint function for the elliptical crosssection and given by,

$$
\begin{equation*}
\psi=\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}-1 \tag{12}
\end{equation*}
$$

$\psi$ is added to satisfy the geometrical boundary conditions [21]. In equation (3), m depends on the order of $X(x, y)$ and determines the overall accuracy and efficiency of the optimization process. By solving equation (5) for $k_{c}$ and
[C], we obtain solutions for $E_{z}$ and $H_{z}$ and hence other field components at any point in the resonator. Table 1 shows some resonant frequencies of an EDR and a circular cylindrical dielectric resonator (CDR) with the same height and same cross section area and for different eccentricity $\left(e=f_{o} / a\right)$. As shown in the table 1 , for the same range of frequency the number of resonant frequencies of EDR is more than the number of resonant frequencies of CDR with the same volume.

Table 1. Resonant frequencies of EDR and CDR with cross section area of $157 \mathrm{~mm}^{2}$ and height of 20 mm (same volume) and permittivity $\varepsilon_{\mathrm{r}}=12$.

| Mode | $\mathrm{e}=\mathrm{f}_{0} / \mathbf{a}$ | Resonant Frequency (GHz) |
| :---: | :---: | :---: |
| TM110 | 0 (Circle) | 3.748 |
| TM111 |  | 4.840 |
| TE010 |  | 6.051 |
| TM210 |  | 6.494 |
| TE011 |  | 6.781 |
| TM112 |  | 7.547 |
| TM211 |  | 8.046 |
| TE012 |  | 8.144 |
| TM113 |  | 8.260 |
| TE013 |  | 8.809 |
| Even TM110 | 0.866 | 3.371 |
| Even TM210 |  | 5.188 |
| Odd TM110 |  | 5.334 |
| Even TE010 |  | 5.636 |
| Odd TM210 |  | 6.756 |
| Even TM111 |  | 6.990 |
| Even TM310 |  | 7.132 |
| Even TE110 |  | 7.234 |
| Even TM211 |  | 8.026 |
| Odd TM111 |  | 8.121 |
| Even TE011 |  | 8.323 |
| Odd TM310 |  | 8.339 |
| Even TE020 |  | 8.990 |
| Odd TM211 |  | 9.118 |
| Even TM410 |  | 9.245 |
| Even TM311 |  | 9.400 |
| Even TE111 |  | 9.478 |
| Even TM010 |  | 9.572 |
| Odd TE110 |  | 9.684 |
| Odd TM311 |  | 10.346 |

Figures 2 and 3 show field contours of the four lowest TM and TE modes for $\mathrm{b} / \mathrm{a}=0.75$, which are calculated using Rayleigh-Ritz method [21]. It is clear that we can obtain more excitation modes for an EDR case compared to a circular one, and also we can control priority order of modes frequencies by changing the axial ratio of the ellipse $(\mathrm{a} / \mathrm{b})$. Such field distribution patterns may be used to determine the feed location for a special
modes excitation. Mode contour patterns can also be used to recognize paths on which electric or magnetic fields are zero. This allows the study of different EDR portions for different modes. For example, in Fig. 2© there are 2 paths with $H_{z}=0$ with 3 portions of EDR for even $\mathrm{TE}_{02 \mathrm{P}}$ mode. If wavenumbers of several modes are less than the cutoff wavenumber, then a feeding system can be design such that more than one mode are excited to potentially generate dual-band, circular polarized, or wide-band EDRAs.


Fig. 2. $H_{z}$ Field contour plot of TE modes.


Fig. 3. $E_{z}$ Field contour plot of TM modes.

## III. SYNTHESIS OF EDR FOR DESIRED MODES AT A GIVEN FREQUENCY

In short, Genetic Algorithms are search methods based on the principles and concepts of natural selection and evolution [22-25]. These optimization methods operate on a group of trial solutions in parallel, and they operate on the coding of the function parameters rather than the parameters directly. In a Genetic Algorithm, four operators are usually used: cross over, mutation, elitism and selection to make a new population from previous one. The single-point crossover, which is the simplest form and also the best in our case, was used in our
algorithm. In this combination form, genetic information (bits) of two parent chromosomes which are chosen with probability $P_{x}$ from the current population are exchanged from a random bit through their ends to form two new children. In order to perform a mutation operator, a chromosome is randomly chosen with probability $P_{m}$ and one of its genes (bits) changes. Mutation is generally considered to be a background operator that ensures the probability of searching a particular subspace of the problem space, which is never zero. This has the effect of tending to inhibit the possibility of converging to a local optimum, rather than the global one. After crossover and mutation, the individual strings are selected according to their fitness to form a new generation. To ensure that the best individual of each population survives, we use elitism operator and transfer the fittest chromosome to the next generation. This process continues through subsequent generations and the average performance of individuals in a population is expected to increase, as good individuals are preserved and bred with one another and the less fit individuals die out. The GA used in this paper is terminated either when the fitness function of the best chromosome meets a predefined desired threshold or the number of generations exceeds a predefined maximum.

Resonant modes and frequencies of an EDRA are dependent on EDR dimensions, therefore dimensions of elliptical cross-section are the most important parameters to control resonant frequencies of an EDRA. In this study, the problem is defined in terms of choosing the geometric parameters $a$ and $b$ in such a way that the two elements of the eigenvector, obtained using Rayleigh-Ritz technique, have the desired values. To do this, first we define an appropriate encoding scheme that maps each set of feasible parameters to a bit stream. The encoding scheme is very simple: all parameters change to binary values. Using this encoding scheme, we randomly produce bit streams or chromosomes that make the first generation. In other words, each chromosome of this first population has the information of the parameters to be found. The next step is to apply the fitness function to each chromosome of the population. The fitness function for each chromosome is defined as the MSE difference between the eigenvector elements related to parameters obtained from that chromosome and the desired values of those eigenvector elements. Better individuals who have the higher fitness value have higher chances to survive according to the selection operator applied to the population. By applying cross over, mutation, elitism and selection operators to the population, the next generations are produced successively. The optimization process is shown step by step in Fig. 4. The seed chromosome is used to formulate a population of random chromosomes (parents) for simulation in the Rayleigh-Ritz procedure. The priority of primary modes can be approximately determined by the following formulas,


Fig. 4. Flowchart of Genetic Algorithm.

$$
\begin{align*}
& T E: \quad\left[\frac{(2 m+1)}{2 a}\right]^{2}+\left[\frac{(2 n+1)}{2 b}\right]^{2} \rightarrow P_{m n}^{T E}  \tag{13}\\
& T M: \quad\left[\frac{m}{a}\right]^{2}+\left[\frac{n}{b}\right]^{2} \rightarrow P_{m n}^{T M} \tag{14}
\end{align*}
$$

where $P_{m n}^{T E}$ and $P_{m n}^{T M}$ are notations for the priority of the

TE and $\mathrm{TM} \mathrm{mn}^{\text {th }}$ modes, respectively. If the resonant frequency of one mode is smaller than the resonant frequency of another mode, then the priority of that mode is also smaller. For TE and TM modes, $m$ and $n$, respectively, denote the number of contour lines valued zero in the contour plot in $\mathrm{a}(\mathrm{x})$ and $\mathrm{b}(\mathrm{y})$ directions (Figs. 2 and 3). The resulting mode frequencies for each geometry are obtained by the Rayleigh-Ritz procedure. If the GA converges on the target, the GA process is terminated. The selection operation determines the number of trials for which a particular chromosome (parent) is chosen for reproduction from the created population. The GA keeps looping by creating new generations until it converges to an optimum solution.

A population is created with a group of individuals created randomly in a define range. It can be seen from equations (13) and (14) for different values of $a$ and $b$, the priority of primary modes changes. But this priority does not change for ranges of $a$ and $b$ which can be obtained by equations (13) and (14). If two best fitness of the population stock for 100 successive iterations and the objective function was not satisfied then we switch to another ranges of $a$ and $b$ with different priority of primary modes. The evaluation function (fitness) gives the individuals a score based on how well they perform at the given task. For the given ranges of $a$ and $b$ the objective vector and fitness function are defined as follow,

$$
\begin{gather*}
k_{m}=f_{1} \text { and } k_{n}=f_{2} \Rightarrow \text { Objective Vector }=\left[\begin{array}{c}
k_{1} \\
\vdots \\
k_{m}=f_{1} \\
\vdots \\
k_{n}=f_{2} \\
\vdots
\end{array}\right] \\
\text { EigenVector of an Individual }=\left[\begin{array}{c}
k_{10} \\
\vdots \\
k_{m 0} \\
\vdots \\
k_{n 0} \\
\vdots
\end{array}\right] \\
\Downarrow  \tag{16}\\
\text { Fitness }=\left(f_{1}-k_{m 0}\right)^{2}+\left(f_{2}-k_{n 0}\right)^{2}
\end{gather*}
$$

This continues until a suitable solution has been found or a certain number of generations have passed. In roulette wheel selection, individuals are given a probability of being selected that is directly proportionate to their fitness.

## IV. APPLICATION OF GA TO DESIGN EDRA WITH GIVEN CHARACTERISTICS

Having control over excitation modes' frequencies gives us a flexibility to achieve certain design requirements or given characteristics. For example, an EDRA can be designed such that it has two desired resonant modes close to given frequencies to generate CP wave at those frequencies, and so on. Designing multiband, wide-band or circularly polarized antennas is remarkably simple using this method. The previously described hybrid technique, i.e. GA and Rayleigh-Ritz procedure, is applied to EDRs. Figure 5 shows the geometry of an offset slot-coupled EDRA fed by microstrip line. The finite ground plane with an etched slot is located on the top of the surface of a substrate. To examine this issue, some examples to show different slotcoupled EDRAs are presented and discussed in the following sub-sections. Mode patterns presented in Figs. 2 and 3 lead us to locate the feeding system to excite two desired modes.


Fig. 5. Schematic diagrams of the proposed EDRA. (a) Top view. (b) Side view.

## A. Dual-Band EDRA

Dual band operation of DRAs may be obtained by proper excitation of the DR. Consider an EDRA with a required dual-band operation at 2.5 and 4 GHz . The GA is applied in order to obtain $a$ and $b$.

We set two different modes (for example here we chose odd $\mathrm{TM}_{210}$ and even $\mathrm{TM}_{310}$ ) at 2.5 GHz and 4 GHz . To compensate for the PEC approximation to calculate
fields of the EDRA, the size of the slot and its position with respect to the EDR can be tuned. We fixed the values of $\mathrm{h}=26 \mathrm{~mm}, 1_{\mathrm{m}}=22 \mathrm{~mm} \quad \mathrm{l}_{\mathrm{s}}=24 \mathrm{~mm}, \mathrm{w}_{\mathrm{s}}=1.2 \mathrm{~mm}$, $\alpha=23^{0}, g_{x}=g_{y}=80 \mathrm{~mm}, \mathrm{t}=1.5 \mathrm{~mm}$ and obtained suitable DR dimensions based on GA: $a=13.37 \mathrm{~mm}$, and $\mathrm{b}=16.49 \mathrm{~mm}$. Figure 6 illustrates the magnitude of the return loss of the offset slot-coupled EDRA. By applying GA, the simulated center frequencies are 2.48 GHz and 4.03 GHz . Ansoft-HFSS [27] simulations with optimizing size and position of slot, give mode resonant frequencies 2.51 and 4.00 GHz , respectively. Figures 7 and 8 plot the simulated radiation patterns at 2.5 and 4 GHz in the $y-z$ and $x-z$ planes. From these results, the patterns are similar to those radiated by a horizontal magnetic dipole at these two frequencies.


Fig. 6. Return Loss of the Designed Dual-Band EDRA.


Fig. 7. Far Field Pattern of the EDRA at 2.5 GHz .


Fig. 8. Far Field Pattern of the EDRA at 4 GHz.

## B. Wide-Band EDRA

In this example, we discuss the design of a wideband slot-fed EDRA at 2.9 GHz . Using the proposed GA, the second and eighth modes were set at 2.7 and 3.1 GHz , respectively. Varying the slot offset has some effect on the resonant frequencies of the excited modes. Figure 9 shows the simulated return loss as a function of frequency for an EDRA after GA and feed tuning were used. A bandwidth of $21.7 \%$ around 2.9 GHz is achieved. The optimized parameters are $\mathrm{h}=30 \mathrm{~mm}, 1_{\mathrm{m}}=25 \mathrm{~mm} 1_{\mathrm{s}}=18 \mathrm{~mm}$, $\mathrm{w}_{\mathrm{s}}=1.5 \mathrm{~mm}, \quad \alpha=17^{0}, \quad \mathrm{a}=15.02 \mathrm{~mm}, \quad \mathrm{~b}=19.53 \mathrm{~mm}$, $\mathrm{g}_{\mathrm{x}}=\mathrm{g}_{\mathrm{y}}=80 \mathrm{~mm}$, and $\mathrm{t}=1.5 \mathrm{~mm}$. The radiation patterns of the proposed antenna in both $\mathrm{x}-\mathrm{z}$ and $\mathrm{y}-\mathrm{z}$ planes were simulated at $2.70,2.90$, and 3.10 GHz , and are shown in Figs. 10 to 12. As shown in Figs. 10 to 12, variation of far field patterns is not too much over the band.


Fig. 9. Return Loss of the Designed Wide-Band EDRA


Fig. 10. Far Field Pattern of the EDRA at 2.7 GHz .


Fig. 11. Far Field Pattern of the EDRA at 2.9 GHz .


Fig. 12. Far Field Pattern of the EDRA at 3.1 GHz

## C. Circularly Polarized EDRA

Recently, the circularly polarized (CP) DRA has received increasing attention because of its insensitivity to antenna orientation between the transmitter and receiver, which is very useful in satellite communications. Quadrature feeds and special DRAs have often been used for CP DRA design. However, the former increases the size and complexity of the feed network, whereas the latter is not easily available on the commercial market. Recently, most CP DRA work has concentrated on a single feed using normal DRAs. In this third example, we focus on the design of a CP DRA at 3 GHz . Applying GA, we set even $\mathrm{TE}_{020}$ mode at 2.95 GHz and odd $\mathrm{TE}_{110}$ mode at 3.05 GHz . Similar to the two previous sections, by tuning the slot size and its position, good results are obtained for an EDRA with $\mathrm{h}=29 \mathrm{~mm}$, $1_{\mathrm{m}}=25 \mathrm{~mm}^{\prime} \quad \mathrm{l}_{\mathrm{s}}=18 \mathrm{~mm}, \quad \mathrm{w}_{\mathrm{s}}=1.5 \mathrm{~mm}, \quad \alpha=15^{0}, \quad \mathrm{a}=14.97 \mathrm{~mm}$, $\mathrm{b}=20.96 \mathrm{~mm}, \mathrm{~g}_{\mathrm{x}}=\mathrm{g}_{\mathrm{y}}=80 \mathrm{~mm}$, and $\mathrm{t}=1.5 \mathrm{~mm}$. Figure 13 shows the return loss versus frequency. Figure 14 shows the corresponding axial ratio (AR). From these results, it is observed that the -3 dB AR bandwidth is $2.7 \%$, which is reasonable for a single-fed CP EDRA. The simulated $x-z$ and $y-z$ plane radiation patterns at 3.03 GHz are displayed in Fig. 15, where broadside field patterns are observed, as expected.


Fig. 13. Return Loss of the Designed Circular polarized EDRA.


Fig. 14. Axial Ratio of The EDRA at $\theta=0^{0}$.


Fig. 15. Far Field Pattern of the EDRA at 3.03 GHz .

## V. CONCLUSION

In this paper, a genetic algorithm has been introduced and presented for numerical optimization to obtain suitable dimensions of an EDRA with resonant modes at specified frequencies. The Rayleigh-Ritz method together with GA is used to calculate minor and major radii of the ellipse. Since each element of the calculated eigenvector using the Rayleigh-Ritz technique related to a mode frequency, we can require that a particular mode become excited at a certain frequency. Therefore, this technique is used to design EDRAs with desired characteristics. Examples are given to demonstrate the design of a dual band EDRA at two desired frequencies, and a wide band EDRA with 21.7\% bandwidth at a given centered frequency. Also, an example is presented to show a single fed EDRA with two resonant modes close to each other to generate CP with $2.7 \%$ CP bandwidth. This paper illustrates that EDRA is a good candidate for a small antenna with wide range of given antenna characteristics including circular polarization, wide-band and dual-band operation.
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#### Abstract

The analytical characterization of coupled composite righ/left-handed ladder networks is presented. Relying on closed-form polynomials, the two-port representation of the composite right/left-handed ladder network is obtained in a rational form, leading to identify its poles and residues and, thus, the state-space macromodel of the network. The proposed macromodel is successfully validated by comparing the numerical results with those obtained using conventional frequency domain techniques of finite periodic structures.
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## I. INTRODUCTION

Over 30 years ago Veselago [1] theoretically investigated materials with simultaneously negative permittivity and permeability, or left-handed (LH) materials. Recently a transmission line approach of left-handed (LH) materials has been presented in $[2,3]$ where an equivalent circuit for a left-handed transmission line (LH-TL) is proposed. Such equivalent circuit has been also extended to composite right/left handed (CRLH) metamaterials in [4].

The low insertion loss and broad bandwidth of the LH-TL make it an efficient candidate for microwave frequencies. Due to their negative propagation constant, LH-TLs exhibit phase advance instead of a phase delay as the conventional right-handed transmission lines. This characteristic leads to new designs for many microwave circuits, antennas and couplers.

Artificial CRLH structures are periodic networks whose unit cell consists of a conventional transmission line which is electrically short and loaded with series and shunt elements such that it exhibits a CRLH behavior. Typically the transmission line is loaded by longitudinal (interdigital) capacitances and transverse (short-stub) inductances. As a consequence, the analysis of such type of structures requires modeling either the continuous nature of the transmission line or the discrete behavior of lumped elements. In [5] this task is carried out by solving the

Telegrapher's equations for a continuous transmission line problem.

As long as the spatial period of loading lumped elements is electrically short, the resulting structure can be regarded as a finite periodic half-T ladder network (HTLN) which is the best candidate to model composite right/left handed structures.

HTLNs have been widely used in transmission lines modeling [6] under the hypothesis that electrically small sections of length $\Delta \ell$ are assumed $\left(\Delta \ell \ll \lambda_{g}, \lambda_{g}\right.$ being the guided wavelength [3]). In the case of artificial CRLH structures obtained by periodically loading transmission lines or by cascading lumped elements, half-T ladder networks represent their exact model [7, 8].

While a great attention has been devoted to frequency-domain analysis of composite right/left handed structures [3, 9], their time-domain analysis is a relatively new issue. The fact that transient analysis provides information about the system response over many frequencies, makes it attractive to investigate metamaterials properties in a fast and efficient way. In addition, non-linear terminations call for time-domain macromodels.

Time-domain transmission line matrix (TLM) modeling of metamaterials with negative refractive index has been derived in [10]. A composite right/left-handed equivalent circuit FDTD method is presented in [11] and applied to investigate several transient and refractive phenomena occurring at the interface between a CRLH metamaterial and a purely right-handed (PRH) structure. More recently, a stability analysis of 1-D double negative transmission lines is presented in [5] where a method of moments (MOM) [12] approach is employed to perform time-domain computations.

In [13] a systematic approach to composite righ/lefthanded ladder networks (CRLH-LNs) has been presented. The aim of this work is to extend such a methodology to coupled composite righ/left-handed ladder networks. Metamaterial coupled-line couplers have the advantage of providing arbitrary coupling level in addition to the broad bandwidth of conventional coupled-line couplers. A comprehensive frequency-domain analysis of this type of structures is presented in [14] where mechanisms of
coupling are derived in the framework of generalized transmission lines.

Based on the ladder structure of the system, a rigorous analysis of coupled CRLH-LNs is developed, which is based on closed-form polynomials, leading to a rational macromodel of the transfer functions of the system. In the recent years new and effective techniques have been developed to generate macromodels from frequency-domain response of electromagnetic systems [15-17]. CRLH-LN structures can be regarded as periodic and finite; as a consequence, any electrical quantities of the CRLH-LNs, such as voltages and currents, can always be expressed in a rational form due to the RLCG nature of the network. This target is achieved by using closed-form polynomials depending on the cell matrix $\boldsymbol{K}(s)=\boldsymbol{Y}_{2}(s) \boldsymbol{Z}_{1}(s)$ of the ladder network. Polynomial coefficients are a-priori analytically computed and stored. The resulting rational macromodel is the exact representation of the CRLHLN and can be used for both time and frequency-domain analysis of coupled CRLH-LNs.

The paper is organized as follows: Section II presents the polynomial model of CRLH ladder networks leading to a rational multiport representations of coupled CRLHLNs, described in Section III, which is suitable for an efficient computation of poles/residues and, thus, for a timedomain macromodel. Section IV presents the computation of the dispersion diagram and a comparison with that of CRLH-TLs. Numerical tests are carried out and reported in Section V. The conclusions are drawn in Section VI.

## II. POLYNOMIAL MODEL OF CRLH-LNS

Composite right/left handed transmission lines can be modeled as the cascade of $n$ elementary identical half-T cells, as shown in Fig. 1, characterized by both longitudinal and transversal inductances and capacitances [4]. In addition, longitudinal resistances and transverse conductances are added to take the ever existing losses into account.


Fig. 1. Half-T ladder network.

The resulting structure is a high-pass filter mimicking a composite right/left handed transmission line. The equivalent circuit shown in Fig. 2 represents a possible model of a cell although other topologies can be considered [2].

The transmission line model can still be adopted under the hypothesis that the unit cell is electrically small [ 2,18 ], but a rigorous analysis of practical realizations of

CRLH structures is desirable and useful to designers. The main difference with respect to the continuous transmission line model relies on the fact that the half-T ladder network is a periodic structure which is characterized by having any transfer function to be written as rational function. Obviously, standard multiport network theory can be used to analyze the ladder network in the frequency domain [19] but such an approach is not suitable to provide a time-domain macromodel.


Fig. 2. Elementary half-T cell for a composite right/left handed ladder network (CRLH-LN).

To the aim to develop the closed-form macromodel of a CRLH-LN, is useful to define the unit cell impedance and admittance in the Laplace domain,

$$
\begin{align*}
& Z_{1}(s)=R+s L_{R}+\frac{1}{s C_{L}}=\frac{s^{2} L_{R} C_{L}+s R C_{L}+1}{s C_{L}} \\
& Y_{2}(s)=G+s C_{R}+\frac{1}{s L_{L}}=\frac{s^{2} L_{L} C_{R}+s G L_{L}+1}{s L_{L}} \tag{1a}
\end{align*}
$$

which are rational functions.
In [20] it is shown that, in the hypothesis of a uniform, linear and time invariant HTLN, the voltage at the generic node $\beta$ in the Laplace-domain can be expressed as,

$$
\begin{equation*}
V_{\beta}(s)=\frac{P_{b}^{n-\beta}(K(s))}{P_{b}^{n}(K(s))} V_{i n}(s) \tag{2}
\end{equation*}
$$

where the cell factor $K(s)$ is,

$$
\begin{equation*}
K(s)=Y_{2}(s) Z_{1}(s) \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{b}^{n-\beta}(K(s))=\sum_{j=0}^{n-\beta} b_{j, n-\beta} K^{j}(s) \tag{4}
\end{equation*}
$$

is a polynomial in $K(s)$, of order $n-\beta$ with $0 \leq \beta \leq n$. Polynomial coefficients $b$ are generated as [21],

$$
\begin{equation*}
b_{i, j}=\binom{i+j}{j-i}=\binom{i+j}{2 j} \tag{5}
\end{equation*}
$$

which leads to the generation of the following triangle known as DFF triangle [20], shown in Table II.

The general expression of the longitudinal branch current $I_{\beta 1}(s)$ is,

$$
\begin{equation*}
I_{\beta 1}(s)=\frac{1}{Z_{1}(s)} \frac{P_{c}^{n-\beta+1}(K(s))}{P_{b}^{n}(K(s))} V_{i n}(s) \tag{6}
\end{equation*}
$$

Table 1. DFF triangle.

| $i^{j}$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | ---: | :--- | :--- |
| 0 | 1 |  |  |  |  |
| 1 | 1 | 1 |  |  |  |
| 2 | 1 | 3 | 1 |  |  |
| 3 | 1 | 6 | 5 | 1 |  |
| 4 | 1 | 10 | 15 | 7 | 1 |
| $\ldots$ | $\ldots \ldots \ldots$ |  |  |  |  |

where the corresponding roots are,

$$
\begin{equation*}
P_{c}^{n-\beta+1}(K(s))=\sum_{j=0}^{n-\beta+1} c_{j, n-\beta+1} K^{j+1}(s) \tag{7}
\end{equation*}
$$

is a polynomial in $K(s)$ of order $n-\beta+1$ and the coefficients $c$ are obtained as [21],

$$
\begin{equation*}
c_{i, j}=\binom{i+j+1}{j-i}=\binom{i+j+1}{2 j+1} \tag{8}
\end{equation*}
$$

leading to the triangle known as DFFz triangle [20], shown in Table II.

Table 2. DFFz triangle.

| $i^{j}$ | 0 | 1 | 2 | 3 | 4 |
| :--- | :--- | :--- | ---: | :--- | :--- |
| 0 | 1 |  |  |  |  |
| 1 | 1 | 1 |  |  |  |
| 2 | 1 | 3 | 1 |  |  |
| 3 | 1 | 6 | 5 | 1 |  |
| 4 | 1 | 10 | 15 | 7 | 1 |
| $\ldots$ | $\ldots \ldots \ldots$ |  |  |  |  |

It is worth noticing that polynomials $P_{b}^{n}(K(s))$ and $P_{c}^{n}(K(s))$ allow to describe any kind of finite periodic structure, provided the cell factor $K(s)$ is given. In particular it can be used to model CRLN-LNs.

## III. COUPLED CRLN-LNS

As stated before, no assumption is done either on the cell factor $K(s)$ as for the nature of longitudinal impedance $\boldsymbol{Z}_{1}(s)$ and transverse admittance $\boldsymbol{Y}_{2}(s)$ or its dimension; hence, the extension to the multidimensional case is straightforward. To this aim, let us consider $N$ coupled CRLH-LNs (Fig. 3 shows an example with $N=$ 2 ) and define the longitudinal impedance and transverse admittance matrices as,

$$
\begin{align*}
& \boldsymbol{Z}_{1}(s)=\boldsymbol{R}+s \boldsymbol{L}_{R}+\frac{1}{s} \boldsymbol{C}_{L}^{-1}  \tag{9a}\\
& \boldsymbol{Y}_{2}(s)=\boldsymbol{G}+s \boldsymbol{C}_{\boldsymbol{R}}+\frac{1}{s} \boldsymbol{L}_{L}^{-1}, \tag{9b}
\end{align*}
$$

where $\boldsymbol{R}$ and $\boldsymbol{G}$ are diagonal matrices containing the resistance and conductance of each half-T cell, $\boldsymbol{L}_{R}$ and $\boldsymbol{C}_{R}$ are the right-handed inductance and capacitance matrices and $\boldsymbol{L}_{L}$ and $\boldsymbol{C}_{L}$ are the left-handed inductance


Fig. 3. Elementary half-T cell for a coupled composite right/left handed ladder network (CRLH-LN).
and capacitance matrices, respectively. These latter are diagonal matrices.

In the multidimensional case, the cell factor $\boldsymbol{K}(s)$ becomes a matrix and can be defined as,

$$
\begin{equation*}
\boldsymbol{K}(s)=\boldsymbol{Y}_{2}(s) \boldsymbol{Z}_{1}(s) \tag{10}
\end{equation*}
$$

The polynomials $P_{b}^{n}(K(s))$ and $P_{c}^{n}(K(s))$ become polynomial matrices,

$$
\begin{align*}
P_{b}^{n}(\boldsymbol{K}(s)) & =\sum_{j=0}^{n} b_{j, n} \boldsymbol{K}^{j}(s)  \tag{11a}\\
P_{c}^{n}(\boldsymbol{K}(s)) & =\sum_{j=0}^{n} c_{j, n} \boldsymbol{K}^{j+1}(s) . \tag{11b}
\end{align*}
$$

When general terminal conditions need to be considered, the chain parameters [6] of the half-T ladder network can be obtained as,

$$
\begin{align*}
\mathbf{\Phi}_{11}(s) & =\sum_{j=0}^{n-1} b_{j, n-1} \boldsymbol{K}^{j}(s)=P_{b}^{n-1}(\boldsymbol{K}(s)),  \tag{12a}\\
\boldsymbol{\Phi}_{12}(s) & =-\left(\sum_{j=0}^{n} c_{j, n} \boldsymbol{K}^{j+1}(s)\right) \cdot \boldsymbol{Y}_{2}^{-1}(s)  \tag{12b}\\
& =-P_{c}^{n}(\boldsymbol{K}(s)) \cdot \boldsymbol{Y}_{2}^{-1}(s), \\
\mathbf{\Phi}_{21}(s) & =-\left(\sum_{j=0}^{n} c_{j, n} \boldsymbol{K}^{j+1}(s)\right) \cdot \boldsymbol{Z}_{1}^{-1}(s)  \tag{12c}\\
& =-P_{c}^{n}(\boldsymbol{K}(s)) \cdot \boldsymbol{Z}_{1}^{-1}(s) \\
\mathbf{\Phi}_{22}(s) & =\sum_{j=0}^{n} b_{j, n} \boldsymbol{K}^{j}(s)=P_{b}^{n}(\boldsymbol{K}(s)) . \tag{12d}
\end{align*}
$$

Polynomials $P_{b}^{n-1}(\boldsymbol{K}(s))$ and $P_{c}^{n}(\boldsymbol{K}(s))$ can be factored into zero-pole pairs. Their factorization is accomplished by using the poles given by the expressions
presented in [21],

$$
\begin{array}{r}
P_{b}^{n-1}(\boldsymbol{K}(s))=\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-u_{j, n-1} \boldsymbol{U}_{N}\right) \\
P_{c}^{n}(\boldsymbol{K}(s))=\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{N}\right) \cdot \boldsymbol{K}(s), \tag{13b}
\end{array}
$$

where $\boldsymbol{U}_{N}$ is the identity matrix of order $N$ and polynomial roots $u_{j, n}$ and $v_{j, n}$ can be computed analytically as,

$$
\begin{align*}
& u_{j, n}=-4 \sin ^{2}\left[\frac{(2 j-1)}{(2 n+1)} \frac{\pi}{2}\right]  \tag{14a}\\
& v_{j, n}=-4 \sin ^{2}\left[\frac{j}{(n+1)} \frac{\pi}{2}\right], \tag{14b}
\end{align*}
$$

for $j=1 \cdots n$.
The knowledge of the chain parameters $\Phi$ allows to obtain the rational form of any other two port matrix representation. The $\boldsymbol{Z}(s)$ matrix entries can be evaluated in terms of $P_{b}^{n}(\boldsymbol{K}(s))$ and $P_{c}^{n}(\boldsymbol{K}(s))$ polynomials as,

$$
\begin{align*}
& \boldsymbol{Z}_{11}(s)=P_{b}^{n}(\boldsymbol{K}(s)) \cdot\left(P_{c}^{n}(\boldsymbol{K}(s)) \cdot \boldsymbol{Z}_{1}^{-1}(s)\right]^{-1}(15 \mathrm{a}) \\
& \boldsymbol{Z}_{12}(s)=-\left(P_{c}^{n}(\boldsymbol{K}(s)) \cdot \boldsymbol{Z}_{1}^{-1}(s)\right)^{-1},  \tag{15b}\\
& \boldsymbol{Z}_{21}(s)=-\left(P_{c}^{n}(\boldsymbol{K}(s)) \cdot \boldsymbol{Z}_{1}^{-1}(s)\right)^{-1}, \\
& \boldsymbol{Z}_{22}(s)=P_{b}^{n-1}(\boldsymbol{K}(s)) \cdot\left(P_{c}^{n}(\boldsymbol{K}(s)) \boldsymbol{Z}_{1}(s)^{-1} \cdot\right]^{-1} . \tag{15d}
\end{align*}
$$

The previous expressions (15a)- (15d), taking into account that $\boldsymbol{K}(s) \cdot \boldsymbol{Y}_{2}^{-1}(s)=\boldsymbol{Z}_{1}(s)$, can be factored in the following way,

$$
\begin{aligned}
\boldsymbol{Z}_{11}(s)= & \prod_{j=1}^{n}\left(\boldsymbol{K}(s)-u_{j, n-1} \boldsymbol{U}_{N}\right) \\
\cdot & {\left[\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{N}\right) \cdot \boldsymbol{Y}_{2}(s)\right]^{-1} } \\
\boldsymbol{Z}_{21}(s)= & \boldsymbol{Z}_{12} \\
= & -\left[\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1}\right) \cdot \boldsymbol{Y}_{2}(s)\right]^{-1} \\
\boldsymbol{Z}_{22}(s)= & \prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-u_{j, n-1} \boldsymbol{U}_{N}\right) \\
& {\left[\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{N}\right) \cdot \boldsymbol{Y}_{2}(s)\right]_{(16 \mathrm{c})}^{-1} }
\end{aligned}
$$

The poles of the open-ended CRLH-LN are obtained as the zeros of the following equation,

$$
\begin{equation*}
\mathcal{P}(s)=\operatorname{det}\left[\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{N}\right) \cdot \boldsymbol{Y}_{2}(s)\right]=0 \tag{17}
\end{equation*}
$$

which can be rewritten as,

$$
\begin{equation*}
\prod_{j=1}^{n-1} \operatorname{det}\left[\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{N}\right] \cdot \operatorname{det}\left[\boldsymbol{Y}_{2}(s)\right]=0 \tag{18}
\end{equation*}
$$

The poles of the CRLH-LN can be identified as,

1) the roots of polynomial,

$$
\begin{equation*}
\operatorname{det}\left[\boldsymbol{Y}_{2}(s)\right] \tag{19}
\end{equation*}
$$

2) the roots of polynomials,

$$
\begin{equation*}
\operatorname{det}\left[\boldsymbol{Y}_{2}(s) \boldsymbol{Z}_{1}(s)-v_{j, n-1} \boldsymbol{U}_{N}\right], \quad j=1 \cdots n-1 \tag{20}
\end{equation*}
$$

Residues of the $i$-th pole can be obtained as,

$$
\begin{align*}
& \boldsymbol{R}_{11, i}=  \tag{21}\\
& \left.\prod_{j=1}^{n}\left(\boldsymbol{K}(s)-u_{j, n-1} \boldsymbol{U}_{\boldsymbol{N}}\right) \cdot\left(s-p_{i}\right)\right|_{s=p_{i}} \\
& \cdot \operatorname{adj}\left[\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{\boldsymbol{N}}\right) \boldsymbol{Y}_{2}(s)\right] / \mathcal{P}(s) \\
& \boldsymbol{R}_{12, i}= \\
& -\operatorname{adj}\left[\left(\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}\right)\right) \boldsymbol{Y}_{2}(s)\right] / \mathcal{P}(s) \\
& \left.\cdot\left(s-p_{i}\right)\right|_{s=p_{i}},  \tag{22}\\
& \boldsymbol{R}_{21, i} \\
& \operatorname{adj}\left[\left(\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}\right)\right) \boldsymbol{Y}_{2}(s)\right] / \mathcal{P}(s) \\
& \left.\cdot\left(s-p_{i}\right)\right|_{s=p_{i}},  \tag{23}\\
& \boldsymbol{R}_{22, i} \\
& n-1 \\
& \left.\prod_{j=1}^{n}\left(\boldsymbol{K}(s)-u_{j, n-1} \boldsymbol{U}_{\boldsymbol{N}}\right) \cdot\left(s-p_{i}\right)\right|_{s=p_{i}}  \tag{24}\\
& \cdot \operatorname{adj}\left[\prod_{j=1}^{n-1}\left(\boldsymbol{K}(s)-v_{j, n-1} \boldsymbol{U}_{\boldsymbol{N}}\right) \boldsymbol{Y}_{2}(s)\right] / \mathcal{P}(s),(24
\end{align*}
$$

for $i=1 \cdots P_{Z}$, being $P_{Z}$ the total number of poles of the $Z$ matrix entries and adj indicates the adjugate operator. The reciprocity of the LN guarantees that matrices $\boldsymbol{R}_{21, i}=\boldsymbol{R}_{12, i}$.

## A. Remarks

If we consider two identical coupled HTLNs some observations can be addressed when computing poles of equation (20). In fact, in this case, the diagonal elements of all matrices are identical and exists a unique nonsingular transformation which diagonalizes both matrices $\boldsymbol{L}_{R}$ and $\boldsymbol{C}_{R}$. As stated before, matrices $\boldsymbol{R}, \boldsymbol{G}, \boldsymbol{C}_{L}$ and $\boldsymbol{L}_{L}$ are already diagonal. The transformation is,

$$
\boldsymbol{T}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1  \tag{25}\\
1 & -1
\end{array}\right]
$$

Hence, multiplying the original matrix $\boldsymbol{Y}_{2}(s) \boldsymbol{Z}_{1}(s)$ in equation (20) on the left by $\boldsymbol{T}^{-1}$ and on the right by $\boldsymbol{T}$, the determinant remains the same since $\boldsymbol{T}$ is nonsingular and can be written as,

$$
\begin{align*}
& \operatorname{det}\left[\boldsymbol{T}^{-1} \boldsymbol{Y}_{2}(s) \boldsymbol{Z}_{1}(s) \boldsymbol{T}-v_{j, n-1} \boldsymbol{U}_{2}\right]=  \tag{26}\\
& \operatorname{det}\left[\left(\boldsymbol{R}+\boldsymbol{T}^{-1} \boldsymbol{L}_{R} \boldsymbol{T}+\frac{1}{s} \boldsymbol{C}_{L}^{-1}\right)\right.  \tag{27}\\
& \left.\cdot\left(\boldsymbol{G}+\boldsymbol{T}^{-1} \boldsymbol{C}_{R} \boldsymbol{T}+\frac{1}{s} \boldsymbol{L}_{L}^{-1}\right)-v_{j, n-1} \boldsymbol{U}_{2}\right] .
\end{align*}
$$

From equation (26), it is worth noticing that poles of equation (20) can be computed as the roots of two quartic equations,

$$
\begin{align*}
\operatorname{det}\left[\tilde{Z}_{1 c} \tilde{Y}_{2 c}-v_{j, n-1}\right] & =0  \tag{28a}\\
\operatorname{det}\left[\tilde{Z}_{1 d} \tilde{Y}_{2 d}-v_{j, n-1}\right] & =0 \tag{28b}
\end{align*}
$$

where

$$
\begin{align*}
& \tilde{Z}_{1 c}=R+s\left(L_{R}+L_{M}\right)+\frac{1}{s} C_{L}^{-1}  \tag{29a}\\
& \tilde{Y}_{2 c}=G+s\left(C_{R}+C_{M}\right)+\frac{1}{s} L_{L}^{-1}  \tag{29b}\\
& \tilde{Z}_{1 d}=R+s\left(L_{R}-L_{M}\right)+\frac{1}{s} C_{L}^{-1}  \tag{29c}\\
& \tilde{Y}_{2 d}=G+s\left(C_{R}-C_{M}\right)+\frac{1}{s} L_{L}^{-1} \tag{29d}
\end{align*}
$$

and $L_{R}, L_{M}$ represents the self and mutual inductance of the lines, $C_{R}, C_{M}$ represents the self and mutual capacitance of the lines, respectively.

Hence, the poles of the coupled CRLH-LN can be computed by solving two quartic algebraic equations corresponding to two separate CRLH-LNs, characterized by common and differential mode right-handed parameters. The quartic equations (28) can be analytically solved using the method described in [22]. Since the system is physically stable, the exact solution of equations (28) ensures the stability of both the decoupled and coupled CRLH-LNs because the transformation (25) is purely real.

It is also to be pointed out that the proposed method is general as far as the topology and nature of impedance $\boldsymbol{Z}_{1}$ and admittance $\boldsymbol{Y}_{2}$ which can be eventually dispersive.

In [8] an equivalent circuit is used to model doublenegative metamaterial lenses; recursive relations are provided giving the node voltages and branch currents and the link with the Fibonacci problem is pointed out. The proposed method completely exploits the polynomial nature of the problem, leading to closed-form models of CRLH-LNs. The polynomial coefficients reduce to Fibonacci's numbers when $\boldsymbol{Z}_{1}(s)=\boldsymbol{Y}_{2}(s)^{-1}$ so that $\boldsymbol{K}(s)=\boldsymbol{I}_{N}$ [20].

## B. Rational macromodel

The explicit knowledge of poles and residues allow to select the dominant poles according to the frequency range of interest; among the selected poles, only those
whose residues significantly impact the frequency response are retained. This two-step process leads to generate a reduced order model of the CRLH-LN.

The poles-residues representation of the impedance matrix $\boldsymbol{Z}$ allows to generate a macromodel in the statespace form, leading to a set of first order differential equations which reads,

$$
\begin{align*}
\frac{d}{d t} \mathbf{x}(t) & =\mathcal{A} \mathbf{x}(t)+\mathcal{B} \mathbf{u}(t) \\
\mathbf{y}(t) & =\mathcal{C} \mathbf{x}(t)+\mathcal{D} \mathbf{u}(t) \tag{30}
\end{align*}
$$

where $\mathcal{A} \in \mathrm{R}^{p \times p}, \mathcal{B} \in \mathrm{R}^{p \times q}, \mathcal{C} \in \mathrm{R}^{q \times p}, \mathcal{D} \in \mathrm{R}^{q \times q}, p$ is the number of states and $q$ is the number of ports. Since the impedance matrix representation is used, the input and the output vectors, $\mathbf{u}(t)$ and $\mathbf{y}(t)$ respectively, correspond to port currents $\boldsymbol{i}(t)$ and voltages $\boldsymbol{v}(t)$, respectively. The set of first order differential equations (30) are completed with the terminal conditions and solved numerically.

It is to be remarked that the proposed macromodeling methodology can be used for longitudinal impedance $\boldsymbol{Z}_{1}(s)$ and transverse admittance $\boldsymbol{Y}_{2}(s)$ different from the series ones of equations (9a) and (9b) (e.g. see [2]).

## IV. DISPERSION RELATION OF THE PERIODIC CRLH-LN

The dispersion relation of a CRLH-LN is obtained by applying periodic boundary conditions to the unit cell represented by its $A B C D$ matrix. As a consequence, the output voltages and currents are related to the input voltages and currents by the propagation term $e^{-\gamma \ell}$, being $\ell$ the length of each cell. Hence, in the multidimensional case, according to the Bloch-Floquet theorem, the following relations hold,

$$
\left[\begin{array}{ll}
\boldsymbol{A} & \boldsymbol{B}  \tag{31}\\
\boldsymbol{C} & \boldsymbol{D}
\end{array}\right] \cdot\left[\begin{array}{l}
\boldsymbol{V}_{i n} \\
\boldsymbol{I}_{i n}
\end{array}\right]=\boldsymbol{\psi}\left[\begin{array}{c}
\boldsymbol{V}_{i n} \\
\boldsymbol{I}_{i n}
\end{array}\right]
$$

which is an eigensystem with eigenvalues $\psi_{n}=e^{-\gamma_{n} \ell}$. For a half-T unit cell, $A B C D$ parameters are,

$$
\begin{align*}
\boldsymbol{A} & =\boldsymbol{I}_{N}+\boldsymbol{Z}_{1} \boldsymbol{Y}_{2}  \tag{32a}\\
\boldsymbol{B} & =\boldsymbol{Z}_{1}  \tag{32b}\\
\boldsymbol{C} & =\boldsymbol{Y}_{2}  \tag{32c}\\
\boldsymbol{D} & =\boldsymbol{I}_{N} \tag{32d}
\end{align*}
$$

The computation of the eigenvalues $\psi_{n}$ leads to determine the dispersion relations. The eigensystem (31) can be rewritten as a homogeneous linear system which must have a zero determinant to provide non trivial solution [3]. For coupled CRLH-LNs, the eigenvalues $\psi_{n}$ are computed as the solution of the following equation,

$$
\operatorname{det}\left[\begin{array}{cc}
\boldsymbol{A}-\boldsymbol{\psi}_{n} & \boldsymbol{B}  \tag{33}\\
\boldsymbol{C} & \boldsymbol{D}-\boldsymbol{\psi}_{n}
\end{array}\right]=0
$$

From its solutions $\psi_{n}$, the propagation constants are obtained as,

$$
\begin{align*}
\gamma_{n} & =-\frac{1}{\ell} \log \psi_{n}  \tag{34a}\\
\alpha_{n} & =\operatorname{Re}\left(\gamma_{n}\right),  \tag{34b}\\
\beta_{n} & =\operatorname{Im}\left(\gamma_{n}\right) . \tag{34c}
\end{align*}
$$

For a single CRLH-LN with a half-T unit cell, it is trivial finding,

$$
\begin{equation*}
\gamma=-\frac{1}{\ell} \log \left(1+\frac{Z_{1} Y_{2}}{2} \pm \sqrt{\left(1+\frac{Z_{1} Y_{2}}{2}\right)^{2}-1}\right) \tag{35}
\end{equation*}
$$

where $\ell$ is the length of each section.
In [4] it is shown that CRLH-LN is equivalent to the homogenous CRLH-TL for small electrical lengths and the dispersion relation obtained applying periodic boundary conditions reduces to the homogenous dispersion relation. Since such a condition holds only within a limited frequency range, the transmission line model cannot be used for accurate broadband time-domain analysis of CRLH-LN structures. In fact, due to the left-handed lumped elements $C_{L}$ and $L_{L}$, for a fixed length $\ell$, the imaginary part of the propagation constant greatly differs, at low frequencies, from that of the transmission line, as confirmed by the numerical results in the next section.

## V. NUMERICAL RESULTS

## A. Dispersion diagram analysis

To the aim of investigating the difference between the continuous and the periodic structures, the CRLH-LN described in [4] has been considered. It is characterized by global parameters $R=10^{-3} \Omega, L_{R}=2.45 \mathrm{nH}, C_{L}=$ $0.68 \mathrm{pF}, G=10^{-3} \mathrm{~S}, C_{R}=0.5 \mathrm{pF}$ and $L_{L}=3.38 \mathrm{nH}$; 10 unit cells have been considered of length $\ell=6.1 \mathrm{~mm}$.

Figure 4 shows the dispersion diagram of the CRLHLN described in ( [4], page 41) using the Bloch-Floquet theorem [3], the approximated one under the hypothesis of electrically small sections and that of a homogeneous CRLH-TL. It is seen that the hypothesis of electrically small network leads to significantly different results from the Bloch-Floquet theorem in the gigahertz range.

This result is expected since the wavelength is inversely proportional to the phase constant $\beta$. At frequencies below 1 GHz the phase constant of the CRLN-LN is larger than that of the CRLH-TL, leading to smaller wavelengths. Figure 5 shows the phase velocity diagram. Again, a significant difference is observed, below 1 GHz , between the result of the Bloch-Floquet theorem and those obtained assuming the hypothesis of electrically small sections.

Figure 6 shows the attenuation constant as evaluated using the homogeneous CRLH-TL and the discrete


Fig. 4. Dispersion diagram. The solid line refers to the Bloch-Floquet theorem, the dashed line refers to the approximation under the hypothesis of electrically small network, the dashdot line refers to the homogeneous CRLN-TL (example V-A).


Fig. 5. Phase velocity diagram. The solid line refers to the Bloch-Floquet theorem, the dashed line refers to the approximation under the hypothesis of electrically small sections, the dashdot line refers to the homogeneous CRLN-TL (example V-A).

CRLH-LN models. A significant difference is observed up to few gigahertz.

The previous results point out that the homogeneous CRLH-TL may be not accurate at low frequencies and may generate inaccuracies when adopted for broadband macromodeling of CRLH-LN structures.

Figure 7 shows the poles in the complex plane. A large number of poles is clustered close to zero and determine the left handed low frequency oscillatory behavior of the response. The selection of dominant poles may be a
difficult task due to the presence of many clustered poles which leads to ill-conditioning.


Fig. 6. Attenuation constant (example V-A).


Fig. 7. Location of poles in the complex plane (example V-A).

The chain parameters of the CRLH-LN of order 10 have been computed using the proposed polynomial method and compared with those obtained by inversion of the global transmission matrix computed as cascade of ten identical sections and those of the equivalent CRLHTL. Figure 8 shows the magnitude spectrum of $\Phi_{11}$ up to 0.5 GHz . It is clearly seen that the polynomial approach is in a very good agreement with the result of the CRLHLN while, again, the equivalent CRLH-TL exhibits a significant difference.

The CRLH-LN has been excited by a pulse with 100 ps rise and fall times and width 5 ns . The input is terminated on $50 \Omega$ resistance, the output port is left open. Figure 9 shows a sample of the output voltage as evaluated
using the equivalent CRLH-TL model via IFFT, the halfT ladder network via IFFT and the proposed time-domain macromodel.


Fig. 8. Chain parameter $\Phi_{11}$. The solid line refers to the equivalent CRLH-TL, the dashed line refers to the result obtained by inversion of the global transmission matrix, the dashdot line refers to the proposed polynomial approach (example V-A).


Fig. 9. Output voltage. The solid line refers to the equivalent CRLH-TL via IFFT, the dashed line refers to the result obtained by inversion of the CRLH-LN model via IFFT, the dashdot line refers to the proposed timedomain macromodel (example V-A).

As before, the polynomial-based macromodeling approach is in perfect agreement with the analysis of the global ladder network while the equivalent CRLH-TL exhibits a significant difference. In particular, the CRLHLN is characterized by a larger attenuation than the CRLH-TL, as expected from Fig. 6. Furthermore, the use
of the IFFT, combined with a underestimated attenuation, causes a not accurate $d c$ value of the CRLH-TL results.

## B. Two coupled CRLH-LNs

In the second example a coupled CRLH-LN is considered. It is constituted by 40 half-T cells with parameters $L_{R 1}=L_{R 2}=1.938 \mathrm{nH}, C_{R 1}=C_{R 2}=0.841$ $\mathrm{pF}, L_{L 1}=L_{L 2}=0.749 \mathrm{nH}, C_{L 1}=C_{L 2}=0.416 \mathrm{pF}$, $L_{M}=0.361 \mathrm{nH}, C_{M}=-0.189 \mathrm{pF}, R_{1}=R_{2}=10 \mathrm{~m} \Omega$, $G_{1}=G_{2}=1 \mathrm{~m} \Omega$. The coupled ladder networks are terminated on $50 \Omega$ resistances at the input ports and 1.5 pF capacitances at the output ports. The rational macromodel has been generated leading to 316 poles; among them only 172 have been selected as dominant in the $0-20 \mathrm{GHz}$ range. Figure 10 shows the location of poles in the complex plane: the circles refer to the set of poles of the CRLH-LN, the stars to those selected as dominant.


Fig. 10. Location of poles in the complex plane (example V-B).

Figure 11 reports the magnitude of the corresponding residues: circles refer to the set of poles computed by equations (19) and (20), stars indicate those selected as dominant in the frequency range of interest.

A sample of the magnitude and phase spectra of the impedances $Z_{11}$ and $Z_{12}$ is presented in Figs. 12 and 13. For the sake of comparison impedances are computed using both the polynomial (HTLN-pol) and the pole/residue (HTLN-RP) forms; as seen, a perfect agreement is obtained.

The knowledge of poles and residues of the HTLN has allowed to generate a rational macromodel in a statespace form. Figure 14 shows the transient voltage at the input port of the second line as evaluated by using the standard frequency-domain model combined with the IFFT to obtain the time-domain results and the proposed reduced macromodel; as seen, no significant difference is observed.


Fig. 11. Magnitude of residues of impedance $Z_{13}$ (example V-B).


Fig. 12. Magnitude and phase spectra of $Z_{11}$ (example V-B).



Fig. 13. Magnitude and phase spectra of $Z_{12}$ (example V-B).


Fig. 14. Port voltage $V_{2}$ (example V-B).

## C. Four coupled CRLH-LNs

In the third test the CRLH-LN is obtained using four equally spaced coplanar microstrips $(\ell=0.1 \mathrm{~m}, \sigma=$
$\left.5.8 \cdot 10^{7} \mathrm{~S} / \mathrm{m}\right)$ on a alumina substrate $\left(\varepsilon_{r}=9.8\right)$. The cross section of the CRLH-LN structure is sketched in Fig. 15. The width of the strips is $w=241 \mu \mathrm{~m}$, the spacing is $s=800 \mu \mathrm{~m}$, the thickness of the dielectric and conductors are $h=254$ and $t=34.8 \mu \mathrm{~m}$, respectively, the shoulder $d=2021.6 \mu \mathrm{~m}$. The computation of the per-unit-length parameters has been performed using the method of moments [23], yielding,
$\boldsymbol{L}_{r}=\left[\begin{array}{cccc}0.3982 & 0.01369 & 0.00387 & 0.00203 \\ 0.01369 & 0.3979 & 0.01357 & 0.00387 \\ 0.00387 & 0.01357 & 0-3979 & 0.01369 \\ 0.002037 & 0.00387 & 0.01369 & 0.3982\end{array}\right]_{\text {(36a) }} \quad \mu \mathrm{H} / \mathrm{m}$

$$
\boldsymbol{C}_{r}=\left[\begin{array}{cccc}
172 & -0.5501 & -0.1206 & -0.0616  \tag{36b}\\
-0.5501 & 172 & -0.5462 & -0.1206 \\
-0.1206 & -0.5462 & 172 & -0.5501 \\
-0.0616 & -0.1206 & -0.5501 & 172
\end{array}\right] \mathrm{pF} / \mathrm{m},
$$

$\boldsymbol{R}=\left[\begin{array}{cccc}80.83 & 2.399 & 0.7926 & 0.4507 \\ 2.399 & 80.80 & 2.381 & 0.7926 \\ 0.7926 & 2.381 & 80.80 & 2.399 \\ 0.4507 & 0.7926 & 2.399 & 80.83\end{array}\right] \Omega / \mathrm{m}, \quad$ (36c)

$$
G=\left[\begin{array}{llll}
0 & 0 & 0 & 0  \tag{36d}\\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \mathrm{S} / \mathrm{m} .
$$



Fig. 15. Coplanar microstrips cross section (example V-C).

The microstrips are loaded with 15 longitudinal capacitances $C_{L}=0.15 \mathrm{nF}$ and transverse inductances $L_{L}=0.2 \mu \mathrm{H}$.

The presence of the longitudinal capacitance $C_{L}$ and the transverse inductance $L_{L}$ causes a complex resonant behavior even at low frequency. Figure 16 shows an example of the magnitude spectrum of the input impedance $Z_{11}$ evaluated using both the polynomial approach and the residue-pole form. The spectrum exhibits several resonances from 0 to 500 MHz while the inductive nature dominates at higher frequencies.

This fact is confirmed by the location of the poles in the complex plane, shown in Fig. 17. It is easy to recognize four families of poles, corresponding to four decoupled CRLH-LN and a cluster of poles close to zero determining the highly oscillating behavior at low frequency.


Fig. 16. Magnitude spectrum of impedance $Z_{11}$ (example V-C).


Fig. 17. Location of poles in the complex plane (example V-C).

The rational macromodel has been generated in the state-space form. The four CRLH-LNs are terminated on $50 \Omega$ at the input ports and 2 pF capacitances at the output ports. Figure 18 shows the transient voltages at the output of the first and fourth CRLH-LN as evaluated using the frequency-domain approach via inverse fast Fourier transform (HTLN-IFFT) and the proposed macromodel (HTLN-macromodel). Again, a very good agreement is obtained.

## VI. CONCLUSIONS

In this work a systematic approach to coupled CRLHLNs is presented. The closed-form two-port representation of CRLH-LNs is obtained relying on analytical polynomials which allow to exactly represent voltages



Fig. 18. Transient voltages at the output port of the first (top) and forth (bottom) CRLH-LNs (example V-C).
and currents along the network. The rational form of the impedance matrix $Z$ allows an easy identification of the true poles and the corresponding residues of the CRLHLN and, thus, the generation of a rigorous state-space macromodel which is proved to be accurate from $d c$ to daylight. Hence, the proposed method is well suited to represent $N$-coupled CRLH-LNs with general topology of longitudinal impedance $\boldsymbol{Z}_{1}$ and transverse admittance $\boldsymbol{Y}_{2}$. The presented numerical results have validated the method and confirmed its accuracy when compared with standard frequency-domain techniques.
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#### Abstract

A new method, based on the complex images technique is presented for solving the electromagnetic scattering from the infinite metallic and dielectric gratings. The main idea of this method lies in representing the infinite summation of the structure period Green's functions in terms of finite summations of complex images. The method of moments ( MoM ) is then employed to find the current distribution, reflection and transmission coefficients of the gratings. The validity of the presented method is shown through various examples for different grating geometries and incident wave polarizations. Fast convergence, simple formulations and flexibility of the method in analyzing different structures are the main advantages of the proposed method.


Keywords: Integral equation, grating, Green's function, complex image.

## I. INTRODUCTION

Theoretical studies of electromagnetic scattering from periodic metallic or dielectric structures or gratings go back to more than a hundred years ago [1, 2]. Since then various analytical or numerical techniques have been developed to formulate the electromagnetic scattering from the periodic scatterers [3, 4].

The interesting feature of these structures as frequency and polarization selective devices and their extra degree of freedom in controlling the scattered fields, have made them an important choice in design and fabrication of various devices especially at microwave and optical frequencies. In fact they have been used extensively in the fabrication of devices such as filters, waveguides, couplers, sensors, antenna substrates and reflectors [5, 6].

In recent years the emergence of photonic bandgap devices in discrete periodic dielectric and metallic structures and their potentials in realizing narrow-band filters, high-quality resonators, linear waveguides and mirrors have attracted much attention toward the topic of periodic structures. Beside photonics, plasmonic phenomena dealing with periodic metallic structures in optical frequencies further improved this topic. The
observation of enhanced transmission phenomena in subwavelength perforated metallic screens has directed lots of studies to the investigation of transmittance and reflectance behavior of the metallic gratings in those devices $[7,8]$.

A one-dimensional periodic array of cylindrical objects made of metal or dielectric is a typical geometry of periodic structures. The frequency response of the array is determined by the scattering characteristics of each cylinder and the multiple scattering under the presence of the periodic scatterers. A two-dimensional photonic bandgap structure can be obtained with multilayered one-dimensional arrays. The multiple interaction of the scattered space harmonics from these layers modifies the electromagnetic properties of the final structure [9]. Various frequency responses can be obtained by using different types of scatterers and arranging them in different geometries. During the past decade, a vast amount of investigation on the electromagnetic scattering by layered periodic arrays of cylindrical objects has been done. In these investigations various techniques such as mode matching method, homogenization method, Fourier modal method, finite difference method and time domain techniques have been applied to the periodic structures [9-17]. Integral equation methods are among the most accurate and flexible semianalytical approaches that have been used in analyzing such structures [18]. Efficient computation of the slowly convergent series of periodic Green's functions encountered in these methods is still the main challenge of their applications in this domain.

In this paper, we will present an accurate integral equation method for dealing with a two-dimensional electromagnetic scattering from periodic arrays of cylindrical objects based on the complex images Green's function, for the first time. The approach is quite general with the capability to be applied on various configurations of periodic arrays of two-dimensional metallic or dielectric cylindrical objects. In the proposed method the periodic Green's function has been efficiently approximated with a finite series of complex images and a closed form can be obtained through this approximation. This approximated Green's function has
been used afterward in the analysis of the onedimensional periodic cylindrical objects. The reflectance and transmittance behavior of metallic and dielectric gratings with circular and rectangular cross-sectioned rods for different polarizations have been computed and compared as a representation of the method versatility.

This paper is organized as follows. In section II, the complex images representation of the Green's function for one-dimensional periodic structures is developed. Section III is devoted to the MoM formulation of the problem based on the developed complex images Green's function. As E and H -modes are two independent solutions of the 2D case, the formulation has been done for these two cases, separately. The diffraction properties of a general polarization can be obtained through its decomposition to these two fundamental modes.

In section IV numerical results will be presented. At first the validity of the complex images Green's function is shown through an example. Then the grating simulation results will be presented showing the behavior of different gratings against various polarizations. The validity of these results has been investigated by checking the energy balance and edge conditions. Concluding remarks with be given in section V.

## II. COMPLEX IMAGES REPRESENTATION OF A 1-D PERIODIC GREEN'S FUNCTION

According to Floquet-Bloch theorem Eigen modes in a periodic lattice can be expressed as $G(\vec{r}) \exp (-j \vec{k} \cdot \vec{r})$ where $G$ is the distribution in a unit cell and $\vec{k}$ is the lattice wavevector [19]. This simply means that the propagation of a mode in a periodic lattice leads to a phase change without any variations in the form of its distribution. Using this concept, it is quite straight forward to show that the Green's function of a one-dimensional periodic structure, as shown in Fig. 1 can be expressed as,

$$
\begin{equation*}
G^{\operatorname{per}}\left(\vec{r} \mid \overrightarrow{r^{\prime}}\right)=\sum_{m=-\infty}^{\infty} G\left(\vec{r} \mid x^{\prime}+m d, y^{\prime}, z^{\prime}\right) e^{-j m d k_{x}} \tag{1}
\end{equation*}
$$

where $G$ is the Green's function of a source of the array and $d$ is the period of the lattice (Fig. 1). As the gratings are composed of two-dimensional cylindrical objects, one-dimensional array of line sources should be considered here. Therefore $G\left(r, r^{\prime}\right)$ can be written as,

$$
\begin{equation*}
G=\frac{1}{4 j} H_{0}^{(2)}\left(k_{0} \sqrt{\left(x-x^{\prime}-m d\right)^{2}+\left(y-y^{\prime}\right)^{2}}\right) . \tag{2}
\end{equation*}
$$

The series in equation (1) converges very slowly especially when the observation point is far from the field point. It is also known that applying Poisson's transform to that series leads to its corresponding modal series
which suffers from slow convergence for near fields. In order to accelerate the convergence of these kind of series different methods such as Kummer's transform, Ewald transform and Shank's transform have been proposed in the literature [20, 21]. Although these methods can be successfully applied to the periodic Green's functions in the form of equation (1), it must be kept in mind that these Green's functions are used in the kernel of the integral equations. Therefore the employed integral equation methods will suffer from numerical deficiency as the Green's functions would have no closed form representation. In the complex images representation developed below however, the periodic Green's function of equation (1) is given in a closed form which is valid for all the sources and field points. This will bring numerical efficiency to the relevant integral equation techniques.


Fig. 1. One-dimensional array of line sources.
In order to derive the complex images representation of equation (1) while $G\left(r, r^{\prime}\right)$ has been replaced with equation (2), we can use the following identity,

$$
\begin{align*}
& \frac{1}{4 j} H_{0}^{(2)}\left(k_{0} \sqrt{(x-m d)^{2}+y^{2}}\right)  \tag{3}\\
&=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-j \beta_{x}|x-m d|}}{j 2 \beta_{x}} e^{-j k_{y} y} d k_{y}
\end{align*}
$$

where $\beta_{x}=\sqrt{k_{0}^{2}-k_{y}^{2}}$.
By substituting equation (3) in equation (1) and changing the order of summation and integration operators, a geometric series will be obtained. For field points in a unit cell i.e. $0<x<d$ ( $x^{\prime}=0$ is assumed) after some simple manipulations the following equation can be obtained,

$$
\begin{align*}
G^{p e r}\left(\vec{r} \mid \overrightarrow{r^{\prime}}\right)= & \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-j k_{y} y}}{j 2 \beta_{x}} \frac{e^{-j \beta_{x} x}}{1-e^{j\left(k_{x}-\beta_{x}\right) d}} d k_{y}+  \tag{4}\\
& \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{e^{-j k_{y} y}}{j 2 \beta_{x}} \frac{e^{-j \beta_{x}|x-d|}}{1-e^{-j\left(k_{x}+\beta_{x}\right) d}} d k_{y} .
\end{align*}
$$

As the name of complex images technique implies the main goal is to preserve the form of the original sources and find an approximation that its terms resemble the ones in the first series [22]. Obviously this aim can be fulfilled if the fractions in the kernel of inverse Fourier

Transform integral of equation (4) can be approximated by a finite series of exponential. That is,

$$
\begin{align*}
\frac{e^{-j \beta_{x} x}}{1-e^{j\left(k_{x}-\beta_{x}\right) d}} & =e^{-j \beta_{x} x}+\frac{e^{j\left(k_{x}-\beta_{x}\right) d}}{1-e^{j\left(k_{x}-\beta_{x}\right) d}} e^{-j \beta_{x} x}  \tag{5a}\\
& =e^{-j \beta_{x} x}+\sum_{m=1}^{M_{1}} a_{m} e^{-j\left(x+j b_{m}\right) \beta_{x}}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{e^{-j \beta_{x}|x-d|}}{1-e^{-j\left(k_{x}+\beta_{x}\right) d}} \\
& \quad=e^{-j \beta_{x}|x-d|}+\frac{e^{-j\left(k_{x}+\beta_{x}\right) d}}{1-e^{-j\left(k_{x}+\beta_{x}\right) d}} e^{-j \beta_{x}|x-d|}  \tag{5b}\\
& \quad=e^{-j \beta_{x}|x-d|}+\sum_{m=1}^{M_{2}} c_{m} e^{-j\left(|x-d|+j d_{m}\right) \beta_{x}}
\end{align*}
$$

Prony's method [22], GPOF [23] or least square methods can be used to realize these approximations accurately. The approximation path of Fig. 2 in the $\beta_{x}$ plane has been found to be appropriate to perform the above approximations. In this path $T_{0}$ is determined according to the relative distance between field and source points [22]. It may be mentioned that the existence of poles which may occur near the approximation path (Fig. 2) can deteriorate the above mentioned approximation. In that case one can extract the poles from the approximating function and include its effects manually [22].
Substituting the above approximations in equation (4) and using the identity equation (3) leads to,

$$
\begin{gather*}
G^{p e r}\left(r, r^{\prime}\right)=\frac{1}{4 j} H_{0}^{(2)}\left(k_{0} \sqrt{x^{2}+y^{2}}\right)+ \\
e^{-j d k_{x}} \frac{1}{4 j} H_{0}^{(2)}\left(k_{0} \sqrt{(x-d)^{2}+y^{2}}\right)+ \\
\sum_{m=1}^{M_{1}} a_{m} \frac{1}{4 j} H_{0}^{(2)}\left(k_{0} \sqrt{\left(x+j b_{m}\right)^{2}+y^{2}}\right)+  \tag{6}\\
\sum_{m=1}^{M_{2}} c_{m} e^{-j d k_{x}} \frac{1}{4 j} H_{0}^{(2)}\left(k_{0} \sqrt{\left(|x-d|+j d_{m}\right)^{2}+y^{2}}\right) .
\end{gather*}
$$

This completes the derivation of complex images representation of the periodic Green's function of equation (1). It can be seen that the first two terms in equation (6) correspond to the two of sources in the array that have the most effects on the field points located in a unit cell. The presence of these two terms in the final representation guarantees satisfactory results for the near fields especially in the vicinity of the boundaries. The two finite summations in equation (6) correspond to the complex images which have the same forms as real
sources in the array except that they are located in complex positions and have complex values. They are more important when the field point is located away from the boundaries within a unit cell. It is clear that equation (6) offers a closed form representation of the Green's functions in terms of two finite summations; so the issue of convergence for infinite series does not exist anymore. It is clear that the same procedure can be applied to an array of point sources. Moreover it can be easily extended to 2-D periodic Green's functions of line sources, and to the 2-D and 3-D periodic Green's functions of point sources.


Fig. 2. The approximation path in the $\beta_{x}$ plane.
Examination of the accuracy of the developed complex images Green's function will be deferred until section V.

## III. MOM FORMULATION OF THE PROBLEM

Figure 3 shows a grating of typical cylindrical objects studied in this paper illuminated by a plane wave with wavevector $\vec{k}$. Since there is no variation along the z-axis, TE and TM polarizations can exist independently.

In TM polarization $\left(H_{x}, H_{y}, E_{z}\right)$ are the only existing components of the EM fields. For PEC rods in the array, by applying the proper boundary condition on the rod located in the unit cell, the following electric field integral equation (EFIE) determines the current flowing on the rod.


Fig. 3. Cross section of a grating of typical cylindrical objects.

$$
\begin{equation*}
E_{z}^{i n c}(l)=j \omega \mu_{0} \oint_{b o d y} G^{p e r}\left(l, l^{\prime}\right) J_{z}\left(l^{\prime}\right) d l^{\prime} \tag{7}
\end{equation*}
$$

In TE polarization $\left(E_{x}, E_{y}, H_{z}\right)$ are the only existing components of the EM fields. Considering the same PEC rods and formulating the problem for magnetic field after applying the proper boundary condition on the rod, the following magnetic field integral equation (MFIE) gives the current distribution.

$$
\begin{equation*}
J_{l}(l)=H_{z}^{i n c}(l)+\oint_{b o d y} \frac{\partial G^{p e r}\left(l, l^{\prime}\right)}{\partial n^{\prime}} J_{l}\left(l^{\prime}\right) d l^{\prime} . \tag{8}
\end{equation*}
$$

In the above integral equations $G^{p e r}$ is given by equation (6) while $l$ represents the transverse coordinate on a rod [24].

For a grating made of dielectric rods instead of PEC (Fig. 3), one can derive the integral equations by using the equivalent surface electric and magnetic currents and boundary integral equations (BIE). The equivalent surface currents are given by,

$$
\begin{align*}
& \overrightarrow{J_{s}}(l)=\alpha \hat{n} \times \vec{H}_{t}(l)  \tag{9}\\
& \overrightarrow{M_{s}}(l)=-\alpha \hat{n} \times \overrightarrow{E_{t}}(l)
\end{align*}
$$

Where subscript $t$ represents the total field on the boundary of the rod and $\alpha$ is a factor equal to 1 and -1 for exterior and interior problems, respectively. Using these equivalent currents the following equations can be written for exterior and interior regions in TM polarization, respectively,

$$
\begin{align*}
& \overrightarrow{E^{i n c}}(l)+\overrightarrow{E^{s c a}}(l)=0 \quad l \in \text { interior region }  \tag{10}\\
& \overrightarrow{E^{s c a}}(l)=0 \quad l \in \text { exterior region } .
\end{align*}
$$

Similarly the above equations can be written for $H$ in a TE polarized illumination.

To solve for the unknown current distribution in the above integral equations, the method of moments has been employed by using pulse basis functions and applying the point matching technique [24]. When the current distribution has been determined all the diffraction characteristics of the grating can be obtained using the scattered fields.

Because of the periodic nature of the structure the reflected and transmitted electromagnetic waves contain infinite diffraction orders. The parallel component of the diffraction orders can be obtained from the following formula,

$$
\begin{equation*}
k_{\|}=k_{x}+\frac{2 m \pi}{d}=k_{0} \sin \theta+\frac{2 m \pi}{d} m \in \mathrm{Z} \tag{11}
\end{equation*}
$$

The reflectance and transmittance of a grating order have been defined as the ratio of the power carried in that order to the incident power. For a diffracted plane wave to carry energy away from the grating, the following condition must be satisfied,

$$
\begin{equation*}
k_{0} \geq\left|k_{0} \sin \theta+\frac{2 m \pi}{d}\right| \tag{12}
\end{equation*}
$$

In the above relation $m$ is an algebraic integer representing the order of diffraction. The above formula explicitly shows that the number of propagating waves that carry energy away from the grating depends on the incident angle and the normalized frequency as well. The power transmitted to each diffraction order can be controlled by the geometry of the grating and the type of elements composing the array. Using multilayer gratings with various elements one can control the diffraction characteristics of the gratings as well.

Applying different optimization algorithms on the structure it can be optimized to carry power in a determined diffraction order or to obtain a desired frequency response.

In the next section the simulation results of plane wave scattering by different gratings in both polarizations will be presented.

## IV. NUMERICAL RESULTS

In this section, first the numerical accuracy of the developed complex images Green's function is examined by using an example. In this example $\mathrm{d}=4, \lambda=5$ and $k_{x}=0$ are assumed in the array of line sources (Fig. 1). Table 1 gives the values of exponential coefficients in the complex images representation (5) for $M_{1}=M_{2}=5$ found through the GPOF algorithm when the path truncation parameter $\mathrm{T}_{0}=15$ is assumed (Fig. 2).

Table 1. Exponential coefficients for $\mathrm{d}=4, \lambda=5$ and $k_{\mathrm{x}}=0$.

| $\boldsymbol{a}_{\boldsymbol{m}}$ | $\boldsymbol{b}_{\boldsymbol{m}}$ |
| :---: | :---: |
| $(-0.1416-\mathrm{j} 0.2625) \times 10^{-10}$ | $17.7235-\mathrm{j} 17.9114$ |
| $(-0.1226-\mathrm{j} 0.9336) \times 10^{-4}$ | $7.6704-\mathrm{j} 13.2827$ |
| $0.0554-0.0106$ | $2.0320-\mathrm{j} 9.5251$ |
| $0.7973-\mathrm{j} 0.6096$ | $-0.04528-\mathrm{j} 7.6087$ |
| $1.00425+\mathrm{j} 0.00564$ | $0.00123-\mathrm{j} 4.0030$ |

Figure 4 shows the magnitude of the error between the exact spectral function (5a) and its finite summation approximation found through the GPOF technique. The error has been computed along the approximation path of Fig. 2 for different number of exponentials used in the summation. It can be seen that for just 3 terms in the exponential summation an accurate approximation of the spectral function is achieved almost along the whole path.

This demonstrated the efficiency of the proposed approximation.

Figure 5 compares the magnitude and phase of $G^{p r e}(r, r$ ') found by complex images representation of equation (6) with the values of the Green's function in the form of infinite images and modal series accelerated with the Shanks' transform. It can be seen that the results obtained by the complex images method are in excellent agreements with those obtained from image and modal series. Also it can be observed that the complex images results show the singularity of the source near the boundary while the modal series has difficulty in showing this behavior as its convergence deteriorates in the near fields.

Figure 6 shows the convergence of the approximate complex images Green's function versus number of terms in the summation by evaluating the errors between the results obtained form the infinite modal series and the finite summation of complex images. It is clear that even for small number of terms, i.e., for $\mathrm{M}=6$ negligible errors occur in the proposed complex images representation.


Fig. 6. The magnitude of error at different field points in complex images Green's function for different exponential terms.

The proposed approach has been used in the analysis of various metallic and dielectric gratings. All gratings have been investigated for their reflectance behavior in subwavelength regime where $\mathrm{d} / \lambda<1$. In order to study the frequency and polarization selectivity of these structures their responses for different normalized frequencies and polarizations have been obtained. Since, as a filter, the sensitivity of the response to the incident angle is an important factor, this factor has been studied by considering the arrays in a fixed normalized frequency for various incident angles. Finally the effect of the shape on the responses has been studied with comparison of the results of the circular cross sectioned cylinders with square ones. The reflected and transmitted EM fields in
each order have been evaluated on a constant line above and below the grating.


Fig. 4. The magnitude of error between the spectral function and its corresponding finite summation approximation for different number of exponential terms.


Fig. 5. (a) Magnitude, (b) phase of the periodic Green's function of 1-D line sources with $\mathrm{d}=4, \lambda=5$ and $k_{\mathrm{x}}=0$ for field points on the $x$-axis.

The first example (Fig. 7) compares the zeroth order reflection coefficient, $R_{0}$, of a metallic grating composed of PEC rods with $r=0.15 d$ with one of a dielectric grating with $r=0.3 d$ and $\varepsilon_{r}=2$ for TM polarization. In this case, since the zeroth order is the only propagating component that carries power away from the grating, the figure contains that diffraction order only. Good agreements can be observed between these results and those reported in [25]. In the above figure there is a resonance frequency in the dielectric case while PEC array does not show this behavior.


Fig. 7. $\mathrm{R}_{0}$ versus normalized frequency for gratings composed of PEC rods with $\mathrm{r}=0.15 \mathrm{~d}$ and dielectric rods with $\mathrm{r}=0.3 \mathrm{~d}$.

Figure 8 shows the frequency response of a grating composed of PEC rods with $\mathrm{r} / \lambda=0.08$ located in a medium with $\varepsilon_{\mathrm{rl}}=2.33$ when a TM polarized plane wave illuminates the array at $\theta=45^{\circ}$. Variations of the reflection coefficients $\mathrm{R}_{0}, \mathrm{R}_{-1}, \mathrm{R}_{-2}$ are given versus the normalized frequency $N F=d / \lambda$.

In this case the metallic grating reflects all the power in a wide range of frequencies and behaves as a reflector. At $N F=0.39$ the $-1^{\text {st }}$ diffraction order gains the power and decreases the power carried by the zeroth order. At $N F=0.77$ the $-2^{\text {nd }}$ order carries power as well. Figure 9 shows the response of the same array at $N F=0.5$ when the TM polarized incident plane wave illuminates the grating at different angles.

The last example compares the effect of the rods geometry on the diffraction characteristics of the grating. Figure 10 compares the frequency response of the zeroth order reflection coefficient of two metallic gratings, one made of rods with circular cross-section (with $\mathrm{r} / \lambda=0.08$ ) and the other made of rods with square cross-section (with $\mathrm{a} / \lambda=0.16$, where $a$ denotes the square side). Both gratings are located in a medium with $\varepsilon_{\mathrm{r} 1}=2.33$ and are illuminated with a TE-polarized plane wave at $\theta=45^{\circ}$.


Fig. 8. $\mathrm{R}_{0}, \mathrm{R}_{-1}$ and $\mathrm{R}_{-2}$ versus normalized frequency for a metallic grating with $\varepsilon_{\mathrm{r} 1}=2.33, \mathrm{r}=0.08 \lambda$ and $\theta=45^{\circ}$ for TM polarization.


Fig. 9. $\mathrm{R}_{0}$ and $\mathrm{R}_{-1}$ vs. incident angle for a metallic grating with $\varepsilon_{\mathrm{r} 1}=2.33, \mathrm{r}=0.08 \lambda$ and $\mathrm{NF}=0.5$ for TM polarization.


Fig. 10. Comparison of $\mathrm{R}_{0}$ versus incident angle for two metallic gratings made of rods with circular cross-section with $\mathrm{r}=0.08 \lambda$, and square cross-section with $\mathrm{a} / \lambda=0.16$ at $\mathrm{NF}=0.5$ for TE polarization.

Comparing these results with those presented in Fig. 9 reveals that the response of a metallic grating varies drastically as the polarization changes. While most of the power is reflected by the grating in TM polarization, in the TE case considerable amount of power is transmitted except for an anomalous increase observed at $\theta=18^{\circ}$ angle. Also it can be observed that the rods geometry affects the diffraction characteristics of the grating significantly.

## V. CONCLUSION

In this paper a novel complex images representation of the free-space periodic Green's function has been presented. Using this closed form representation, fast and accurate computation of the Green's function is possible for all the field points. Moreover each term in this representation has the same form as the sources forming the periodic array, i.e. a line source for 2-D sources and a point source for 3-D sources. This will facilitate the application of integral equation techniques for analyzing the periodic structures under study significantly.

Using the developed complex images Green's functions in the integral equations, 1-D periodic structures made of PEC or dielectric rods have been investigated and their diffraction characteristics in TE and TM polarizations have been studied.

Although single-row 1-D periodic arrays were considered here, the method can be easily applied to multi-row gratings with different periods and various elements in each row.
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# Functional Imaging of Compressed Breast by Microwave Radiometry 
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#### Abstract

A tumor is visible by a passive microwave radiometer scanning the breast surface if it changes the radiometer output of a healthy breast to an extent that overcomes the radiometric resolution for the given sensing antenna and integration time. In this paper the breast is intentionally squeezed between the radiometric antenna and the chest wall and the temperature is evaluated for the deformed breast together with the generated radiometric signal. To be compared with the radiometric resolution, the difference signal between the outputs in the presence of a lesion and in its absence has to be evaluated. To achieve this, a mechanical, thermal and electromagnetic model of the breast has been developed. A finite-element code has been used to solve for the mechanical and thermal problems, while FDTD has been exploited for electromagnetic computations. We show that compressing the breast improves the radiometric visibility depending on tumor depth and deformation.


## I. INTRODUCTION

In principle microwave radiometry, i.e. passive detection of spontaneous thermal radiation from a body in the microwave frequency band can provide information on the thermal status of tissues to a depth of some centimeters [1]. In clinics, microwave radiometry has been considered in the attempt to cope with two major challenges, i. e. non-invasive temperature monitoring during thermal treatment of extended regions of tissue, and early detection of tumor malignancies. First-type applications have been proposed in $[2,3]$ and, recently, revived in connection with a curtain of radiofrequency radiators for antitumoral hyperthermia treatment of chest wall recurrences [4]. The diagnostic application has been investigated also in connection with the problem of retrieving a temperature profile from a set of radiometric data [5-8]. In spite of some positive evidence, however, microwave radiometry has not yet reached a general consensus as a screening modality for early detection of cancer although recent results seem encouraging [9]. A renewed interest in clinical microwave radiometry can be explained on the basis of the improved performance of
both microwave instrumentation and computer modeling of complex systems.

During a typical session a contacting antenna scans the surface of a breast. When a thermal anomaly is located within the radiation solid of the antenna, i. e. the volume of breast that contributes almost all the net real power entering the antenna from the breast, the receiver output increases to some amount. The anomaly is radiometrically visible if such amount is larger than the instrumental resolution. In spite of the simplicity of the underlying rationale, measurements on patients may fail because inadequacies of the instruments and presence of artifacts due to spurious radiation. When the antenna explores the breast, in fact, the data may vary because any change in the antenna match causes a variation in the back reflection of thermal noise from the receiver. An ideal radiation-balance radiometer [10] prevents this drawback. Moreover, the increment in received power due to a visible thermal anomaly must overcome the floor power due to thermal emission from normal tissue. A parametric study on the radiometric visibility of thermal anomalies has been presented in [11] for an elementary antenna consisting of a circular aperture in a perfectly conducting screen. An improved model of breast, which includes a portion of chest and a skin layer, has been considered in [12]. The results of these investigations show that a 10 mm spherical lesion is radiometrically visible by a system with $0.1 \mathrm{C}^{\circ}$ resolution if it is not deeper than 2.5 cm . When a contacting sensor is scanned on the breast a pressure is normally exercised. The breast is deformed so that the distance of a lesion from the contacted surface is lowered while its visibility is changed. While breast flattening has been treated as a negligible effect in the modeling by previous authors, in this paper the breast is intentionally squeezed between antenna and thorax and we estimate the thermal behavior and the corresponding radiometric signal for the deformed breast. Breast compression is routinely performed during compression mammography to an extent that is indicated by regulatory agencies [13].

For the signal $S$ in output to a radiation balance microwave radiometer we shall use,

$$
\begin{equation*}
S=\int_{\Omega} W(\underline{r}) T(\underline{r}) d V \tag{1}
\end{equation*}
$$

where $W$ is called weighting function, $T$ is the physical temperature and $\Omega$ is the overall volume that is sensed by the antenna. Due to reciprocity in antenna theory $W$ can be obtained as,

$$
\begin{equation*}
W(\underline{r})=\frac{P_{d}(\underline{r})}{\int_{\Omega} P_{d}(\underline{r}) d V} \tag{2}
\end{equation*}
$$

where $P_{d}(\underline{r})$ is microwave power deposition at point $\underline{r} \in \Omega$ when the antenna radiates onto the body in active modality [14]. The presence of a malignancy may result in an excess of temperature $\Delta T$ as well as in a change $\Delta P_{d}$ within $\Omega$, due to a change in permittivity of tumor tissue with respect to normal tissue. The radiometric resolution (sensitivity) will be denoted by $\delta S$. In the next Section the breast deformation due to a compression exercised normally to the chest wall will be studied, while the thermal and electromagnetic models that are necessary to estimate $S$ will be presented in Section III. The mechanical and thermal problems have been solved in a finite-element frame using the commercial tool COMSOL Multiphysics [15]. The electromagnetic problems have been solved by FDTD using a proprietary code. Preliminary results will be presented showing the increase in visibility that are consequent to breast compression.

## II. BIOMECHANICAL MODEL

To evaluate the radiometric signal the mechanical, thermal and electromagnetic properties of the breast must be specified for each tissue component. The normal breast consists of a tree-like structure of glandular tissue supported by connective tissue, immersed in fat and surrounded by skin. However, to simplify the problem, we model the breast as a homogeneous hemisphere supported by a square box of muscle (Fig. 1). Assuming that the breast is made of an equal amount of fat and glandular tissue, the homogeneous model results from averaged mechanical properties.

To model the breast deformation under compression, a simulation model, which can handle large deformations and nonlinear, nearly incompressible materials, must be implemented. In literature breastdeformation modeling is receiving attention due to the need of data fusion from X-ray mammography in different views and Magnetic Resonance Imaging in early cancer diagnostics as well as to achieve suitable information for surgery or needle insertion during a biopsy [16-20]. Biological tissues have been shown to exhibit non-linear stress-strain laws [21, 22] and this is
the case for the range of strains involved during mammographic screens. Different material models for breast tissues are proposed in the literature. A review of strain-stress relationships can be found in [17]. The resulting stress for a given strain is largely dependent on the model, while a criterion for model validation can be the plausibility of the achieved deformation in the comparison with experimental outcomes. E.g. in [23] the displacement of a set of landmarks positioned on a patient has been measured for increasing net deformation. The exponential models are more accurate than linear and neo-hookean ones in retrieving large breast deformation. However, as a drawback, they originate non-realistic compression forces [23,24].


Fig. 1. Hemispherical model of undeformed breast on a muscle box.

The kinematic problem is to find the coordinates $\underline{x}$ of the deformed body, given the coordinates $\underline{X}$ of the undeformed body. The displacement vector and the Green-Lagrange strain tensor are respectively defined as,

$$
\begin{gather*}
\underline{U}=\underline{x}-\underline{X}  \tag{3}\\
E_{i j}=\frac{1}{2}\left(\frac{\partial U_{i}}{\partial X_{j}}+\frac{\partial U_{j}}{\partial X_{i}}+\frac{\partial U_{k}}{\partial X_{i}} \frac{\partial U_{k}}{\partial X_{j}}\right) \tag{4}
\end{gather*}
$$

where summation over repeated indices is intended. The deformation gradient tensor $F_{i j}=\partial x_{i} / \partial X_{j}$ is introduced. The Second Piola-Kirchoff tensor, $T_{m n}$, is generally used as stress definition in large deformation problems. $T_{m n}$ is defined as the force acting on the undeformed body measured per unit undeformed area. In an equilibrium deformed state, all forces must balance, and it can be shown that this leads to,

$$
\begin{equation*}
\frac{\partial}{\partial X_{m}}\left(T_{m n} \frac{\partial x_{i}}{\partial X_{n}}\right)+f_{i}=0, \quad(i=1,2,3) \tag{5}
\end{equation*}
$$

where $f_{i}$ is volume external force component per unit volume. To relate stress to strain, a strain energy function $W\left(E_{i j}\right)$ is assumed to exist. The principle of virtual works allows the equilibrium problem (5) to be reformulated as an energy minimization problem. We have made the assumption that the tissue is isotropic. If a material is isotropic, the strain-energy density function $W$ can be in general expressed as a function of the strain invariants $I_{1}, \quad I_{2}, \quad I_{3}$ where $I_{1}=\operatorname{tr}\left(F_{i j}^{T} F_{i j}\right)$ and ${ }^{T}$ is for transposed. $I_{3}=J^{2}$, with $J$ volume ratio. $J=1$ for a perfectly incompressible material. Practically, tissues have a Poisson's ratio that ranges from 0.49 to 0.5 . The Poisson's ratio for the tissue used in this study is 0.498 . We assumed an exponential constitutive law [18],

$$
\begin{equation*}
W=a\left(e^{b\left(I_{1}-3\right)}-1\right)-\frac{p}{2}\left(I_{3}-1\right) \tag{6}
\end{equation*}
$$

where $a$ and $b$ are average fit parameters between fat and glandular tissue calculated from uniaxial stress-strain experiments using a tissue sample [25], $p$ is the internal pressure that represents a Lagrangian multiplier introduced to impose the constraint $I_{3}-1=0$.

Finally, the mechanical boundary conditions must be specified to obtain the solution. We admit that the radiometric antenna is frontally pressed against the breast, which is squeezed between the planar antenna and the thorax plane, coincident with the pectoral muscle wall. The two planes are parallel. The muscle wall is fixed. Zero displacement on the muscle wall in contact with the breast and zero pressure on the free skin surface are suitable boundary conditions. The antenna itself has been modeled as a compression plate with the mechanical coefficients of aluminum. At the interface between antenna and breast a non-penetration condition holds [18]. Owing to this condition the breast modeling under compression is not a standard elasticity problem. Let $D$ be the distance of the antenna plate from the chest wall. The compression plate is supposed to move in the direction of the $z$-axis, towards the chest. $D$ equals the hemisphere radius $R$ in the undeformed configuration, when the plane is contacting the breast at a single point (Fig. 2(a)). During compression $D$ is reduced while the plate/breast contact area increases (Fig. 2(b)). If the total displacement of the plate is $C$, then the relative net deformation is $C / R=(R-D) / R$. The following numerical analysis will be performed for a net deformation of $35 \%$, which is between the limit values of mammography (20$50 \%$ ). In order to model such a large deformation we divided $C$ into $N$ small displacements. Then we solved $N$ linear deformation problems as a sequence of steps. At the end of each step, we know the flattened breast surface in contact with the antenna. However, we don't know 'a
priori' which additional surface the antenna will contact as a consequence of the deformation at the next step. The problem of determining the additional contact surface of a deformable body under compression is known as a contact analysis problem. It has been formulated and solved as an Augmented Lagrangian optimization [26].


Fig. 2. a) Geometry of the undeformed breast, sagittal view. b) Geometry of the deformed breast. c) Undeformed breast. Partition into triangular elements.

Due to axial symmetry a quarter of the structure has been modeled, therefore the further condition of zero displacement normally to the symmetry walls has been introduced. The finite-element mesh consists of 15150 tetrahedral elements, 14620 for the breast and 530 for the compression plate. A view of the partition into elements is shown in Fig. 2(c). Mesh density is higher near the initial point of contact between the breast and the antenna while an element size of 2.5 mm is specified on the breast external surface. To solve for the non-linear mechanical behavior, after a small displacement increment of the compression plate, the internal pressure is computed together with the displacement at each point.

In mammography breast deformation studies, the relative reduction of a breast diameter is imposed, while the net force between the plates is computed from the resulting stress. The diagram in Fig. 2(b) refers to a breast deformation of about $35 \%$ for frontal compression. The compression force results in about 1750 N . As expected, this value is larger than the net force experienced in X-ray mammography, which ranges between 49 and $186 N$ [24]. In Fig. 3 the displacement is shown versus particle depth in the undeformed state on a sagittal plane. The displacement is practically linear with depth, with $35 \%$ slope.

We modeled a tumor as a sphere. In this preliminary work the sphere is located on the symmetry axis ( $z$-axis) perpendicular to the chest wall. Tumor-center distance from the antenna contact point in the undeformed state is referred to as tumor depth. For simplicity the mechanical properties of the tumor have been taken coincident with those of the host tissue. After frontal compression the sphere is deformed into an ellipsoid whose axes can be estimated using the diagram in Fig. 3 for the
displacements of the tumor-diameter end-points along the $z$-axis, while the two other axes are found by tumor volume conservation.


Fig. 3. Particle displacement vs. depth on $z$-axis.

## III. THERMALAND ELECTROMAGNETIC MODELS

We assume the temperature satisfies the steady-state bio-heat equation,

$$
\begin{equation*}
\nabla \cdot \kappa \nabla T+q_{m}-\rho_{b} c_{b} w_{b}\left(T-T_{b}\right)=0 \tag{7}
\end{equation*}
$$

where $\kappa$ is the effective thermal conductivity which includes the enhancement in conductivity due to blood perfusion, qm is the metabolic heat generation rate, $c_{b}$ is the specific heat, $\rho b w b$ is the blood perfusion rate per unit mass of tissue and $T_{b}$ is the arterial blood temperature. The boundary condition at the interface $S_{a}$ between breast and air is,

$$
\begin{equation*}
\kappa \nabla T \cdot \hat{n}_{a}+b_{a}\left(T-T_{a}\right)=0 \tag{8}
\end{equation*}
$$

with $\hat{n}_{a}$ the unit vector normal to the boundary, $h_{a}$ a heat transfer coefficient, and $T_{a}$ the air temperature. $T$ is continuous at the interface between breast and pectoral muscle. We assume an adiabatic condition $\partial T / \partial n=0$ at the boundary $S_{b}$ with the main body. The solution $T(\underline{r})$ to equations (7) and (8) is diagrammed in Fig. 4(a) on a sagittal plane for the geometry of Fig. 2.

In previous work $[11,12]$ the contact between antenna and breast was ideally confined to a small area and to a very short time interval, in such a way to neglect temperature variations in the breast due to the soft contact with the antenna. Two limiting cases can be envisaged in the presence of large deformations. In a first case the antenna is instantaneously compressed against the breast,
while the radiometer takes the data in that instant. No heat exchanges are allowed, so that the temperature of a particle at a point $\underline{\boldsymbol{x}}$ in the compressed state coincides with its temperature at the initial location $\underline{X}$ in the undeformed state (Fig. 4(b)). We shall refer to this temperature as adiabatic temperature. In a second case, the radiometric data acquisition takes enough time (about 15 minutes as shown in Fig. 5) to let the temperature reach the steady state within the deformed breast in the presence of a larger contact surface between antenna and breast (Fig. 4(c)). We shall refer to this temperature as steady-state temperature. We expect that the temperature that is sensed by the antenna during a realistic measurement be between these limiting cases. The heat transfer coefficient is assumed $h_{a}=13.5 \mathrm{~W} /\left(\mathrm{m}^{2} \cdot \mathrm{~K}\right)$ [27], at the breast/air interface. At the boundary between antenna and breast, equation (8) still holds, with a heat transfer coefficient $h_{a}=135 \mathrm{~W} /\left(\mathrm{m}^{2} \cdot \mathrm{~K}\right)$, i.e., ten times the coefficient for the air/breast interface. The antenna is supposed to be kept at a reference temperature $T_{a}$, by circulating de-ionized water.


Fig. 4. a) Isotherms (step $1^{\circ} \mathrm{C}$ ) on a sagittal plane for undeformed normal breast. b) Isotherms (step $1{ }^{\circ} \mathrm{C}$ ) for deformed normal breast in the adiabatic case. c) Isotherms (step $3^{\circ} \mathrm{C}$ ) for deformed normal breast in the steady-state case. For normal breast: $\kappa=0.48 \mathrm{~W} / \mathrm{m}^{\circ}{ }^{\circ} \mathrm{C}$, $q_{m}=700 \mathrm{~W} / \mathrm{m}^{3}, \quad \rho_{b}=1060 \mathrm{Kg} / \mathrm{m}^{3}, \quad c_{b}=2600 \mathrm{~J} / \mathrm{Kg}^{\circ}{ }^{\circ} \mathrm{C}$, $w_{b}=0.00054 \mathrm{~s}^{-1}$. For muscle: $\kappa=0.48 \mathrm{~W} / \mathrm{m} \cdot{ }^{\circ} \mathrm{C}, q_{m}=700$ $\mathrm{W} / \mathrm{m}^{3}, w_{b}=0.0008 \mathrm{~s}^{-1} . T_{a}=20^{\circ} \mathrm{C}, T_{A}=20^{\circ} \mathrm{C}, T_{b}=37^{\circ} \mathrm{C}$.


Fig. 5. Temperature T vs. time at the points labeled as in Fig. 2(b). The curves start for $t=0$ from the adiabatic values.

A tumor may change $T(r)$ into a new temperature $T^{\prime}(r)$ differing by $\Delta T(r)$ from the normal breast temperature mainly in the tumor volume and in the surrounding tissue. Thermogenesis and angiogenesis are considered responsible for this change [28]. Thermogenesis is accounted for by a value qm that is related to the tumor doubling time by a hyperbolic law, while the tumor size is exponentially related to the doubling time [29]. Diagrams of $\Delta T$ vs. lesion depth are shown in Fig. 6 along a line through the lesion center, for a 10 mm tumor centered at $1 \mathrm{~cm}, 2 \mathrm{~cm}, 3 \mathrm{~cm}$ and 4 cm from the surface, in the adiabatic and steady-state cases. The tumor depth is the tumor-center distance from the surface before compression.


Fig. 6. Temperature difference (unhealthy-normal) $\Delta T$ for a 10 mm lesion and compressed breast. Steady-state (gray line) and adiabatic (bold line) temperatures. Tumor parameters: $\kappa_{t}=0.511 \mathrm{~W} / \mathrm{m}^{\circ} \mathrm{C}, q_{m t}=65400 \mathrm{~W} / \mathrm{m}^{3}, w_{t b}=0.01$ $\mathrm{s}^{-1}$ [27].

From the diagrams in Fig. 4 we observe that the breast peripheral temperature is lower for steady-state because of the more effective superficial cooling forced by the contacting antenna. Therefore the tumor steadystate over temperature $\Delta T$ is higher than the adiabatic one as shown in Fig. 6.

For the sake of generality we shall not specify any particular radiometric antenna letting the size be its only characteristic feature. The electromagnetic model consists of a circular aperture of diameter $2 a$, center at $\boldsymbol{z}=0$, in an infinite conducting plane. We assume the half-space in front of the aperture is filled by breast tissue. Accounting for the heterogeneity of breast tissue is a difficult task since the adipose tissue is inseparably intermixed with fibroglandular parenchyma (except in the subcutaneous region) [30,31]. For simplicity we assume a homogeneous medium with dielectric properties as in [11,32]. We refer to [33] for tumor dielectric properties. Recently, the dielectric properties of normal and malignant breast tissues have been experimentally characterized in the microwave frequency range by Lazebnik et al. [34,35]. Basing on the percentage of adipose tissue content, they classified samples of normal breast into three groups. The dielectric properties we adopted for normal breast are similar to those in the third group in [34] (85-100\% adipose tissue content).

The field is radiated by a uniform linearly-polarized electric field $E_{a}$ on the aperture. The center-band frequency is 2.6 GHz , which is close to widely used frequencies in medical application of microwave radiometry [4], [36-39]. Electromagnetic field computations have been performed by a proprietary FDTD code using Mur absorbing boundary conditions at the walls. The FDTD computation has been repeated in the presence of the spherical lesion with its center at various depths. Contour-level plots of $P_{d}$ are shown on two orthogonal principal planes in Fig. 7.

## IV. RESULTS

The radiometric signal $S$ has been computed by equation (1) after the temperature and power $\boldsymbol{P}_{d}$ delivered to tissue have been determined within both normal and unhealthy breast. Denote the difference between unhealthy and normal breast signals by $\Delta S$,

$$
\begin{equation*}
\Delta S=\int_{\Omega} W^{\prime}(\underline{r}) T^{\prime}(\underline{r}) d V-\int_{\Omega} W(\underline{r}) T(\underline{r}) d V \tag{9}
\end{equation*}
$$

where the prime is used for the unhealthy breast. Therefore $\Delta S$ is a useful parameter in breast tumor detection by microwave radiometry. Diagrams of $\Delta S$ are shown in Fig. 8 as a function of tumor depth and refer to
non-compressed breast. The two curves have been obtained from two different sets of dielectric parameters for comparison. Significant differences cannot be appreciated between the two diagrams. This is due to the fact that $\Delta S$ is slightly dependent on the dielectric contrast between malignant and normal tissue, which is lower for the second group of dielectric properties, while it mainly depends on the over-temperature localized in the tumor volume [11].


Fig. 7. Contour-level diagrams of $P_{d}=1 / 2 \sigma /\left.E\right|^{2}$ on the principal plane perpendicular a) and parallel b) to the aperture field, respectively. For normal breast: $\varepsilon_{r b}=10$, $\sigma_{b}=0.2 \mathrm{~S} / m$, for muscle : $\varepsilon_{r m}=50, \sigma_{m}=1.5 \mathrm{~S} / m$ [32].

The diagrams in Fig. 9(a) refer to the compressed breast and to the adiabatic (bold line) and steady-state (gray line) temperatures. A realistic curve for $\Delta S$ lies between these diagrams. A tumor is radiometrically visible if the difference signal overcomes the resolution, i.e. $\Delta S>\delta S$ is the condition for a tumor to be visible. A reference value can be $\delta S=0.1^{\circ} \mathrm{C}$ with 1 s integration time. We conclude that the visibility of a 10 mm tumor increases passing from about 25 mm (Fig. 8) in the undeformed breast to a value between 30 mm and 38 mm in the deformed breast and $35 \%$ net deformation if the dielectric parameters are chosen as in [11] (between 30 and 45 mm with parameters in [34, 35], Fig. 9 (b)). $\Delta S$ is greater when the second group of parameters is
considered due to the shift of the maximum of $P_{d}$, as shown in Fig. 10.


Fig. 8. Difference radiometric signal (unhealthy-normal) of a 10 mm lesion vs. depth and a 3 cm aperture antenna for non-compressed breast. The line with circles refers to $\varepsilon_{r b}=10, \sigma_{b}=0.2 \mathrm{~S} / \mathrm{m}$ for normal breast and $\varepsilon_{r b}=50, \sigma_{b}=1.5$ $S / m$ for malignant breast, as in [11], while the line with diamonds refers to $\varepsilon_{r b}=39, \sigma_{b}=1.18 \mathrm{~S} / \mathrm{m}$ for normal breast [34] and $\varepsilon_{r b}=55, \sigma_{b}=2 S / m$ for malignant breast [35].


Fig. 9. Difference radiometric signal $\Delta S$ (unhealthynormal) of a 10 mm lesion vs. depth and a 3 cm aperture antenna for compressed breast: adiabatic temperature (bold line), steady-state temperature (gray line). Dielectric parameters a) as in [11], b) as in [34,35]. $35 \%$ net deformation.


Fig. 10. Normalized $P_{d}$ along the $z$-axis passing through the center of a 3 cm aperture for undeformed breast. Dielectric parameters (bold line) as in [11], (gray line) as in [34].

## V. CONCLUSION

The problem of estimating the visibility of a breast tumor by a passive radiometric device has been addressed when the sensing antenna is pressed against the breast. A mechanical and thermal model of the breast under compression by the contacting antenna has been developed, based on the data available in the literature. The mechanical behavior has been modeled by a nonlinear constitutive equation, while the temperature satisfies the classical bio-heat equation. Both problems have been solved in a finite-element frame. The thermal radiation that is received by an ideal radiation-balance radiometer has been estimated solving the electromagnetic problem of antenna radiation onto the breast. According to the results of the numerical analysis, the excess in radiometric signal due to a 10 mm tumor overcomes a typical radiometric resolution to a depth between 3 and 4 cm in the case of $35 \%$ compression. The above analysis has assumed that the tissue mechanical, thermal and electric properties are uniform within the normal breast.
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#### Abstract

Different mathematical formulas and analytical values of surge impedance of communication tower including high voltage transmission and distribution tower are presented. Those values and formulas have been utilized since 1934. Recently, the surge impedance of communication tower under the influence of direct and indirect lightning hit has drawn a lot of attention. Such value of lightning surge impedance and its associated parameters are becoming important factors for the protection system design in substation as well as low voltage communication equipments including home appliances.


## I. INTRODUCTION

Several models have been proposed to estimate the surge impedance of vertical structures (tower), following either a transmission line [1-6], a numerical electromagnetic [7, 8], or an experimental approach [912], though in some cases, more than one approach is used [13-16]. Jordan, in 1934, published one of the precursor works in this field [1]. Jordan's formula to calculate the surge impedance of vertical conductors remained as the main reference to estimate the transient behavior of transmission towers subjected to lightning currents until the proposition of new theories in the 1960s (e.g.,[2,3]). It was later found that Jordan's derivation contained a mistake and a correction was proposed [17].

Recently, the interaction of lightning with elevated strike objects has been attracting a lot of attention in the scientific community (e.g.,[18-24]). As a consequence, the development of simplified models to simulate transients in vertical metallic structures has gained importance. In this context, the equations and values of surge impedance derived theoretically or measured experimentally appear to be very promising, because they give insightful information for the designing and installing protection system against lightning surge.

This paper presents investigation on surge impedance of an elevated structure with simple approximation to the shape of structure. Different expressions for the timedomain surge impedance that are usually adopted for characterization of the transient behavior of towers are dependent on the excitation waveshape. This paper also
summarizes the methods of excitation that have been considering in a lightning surge analysis by the technical community.

## II. JORDAN'S ORIGINAL FORMULA FOR TOWER SURGE IMPEDANCE

The surge impedance of a tower can be approximated by considering the tower as a vertical cylinder having a length equal to the height above the ground plane of the actual tower, and a radius equal to the mean equivalent radius of the actual tower [1]. This equivalent cylinder should also be regarded as having its base located at the same elevation above the true ground plane as the ground-line base of the actual tower. In accordance with the theory of images, there should be conceived as associated with the equivalent cylinder an identical image cylinder located symmetrically with respect to the true ground plane. For such a system, it can be shown that the inductance of an element $d y$ of the tower equivalent cylinder as shown in Fig. 1(b), at an elevation $y$ above the true ground plane is,

$$
\begin{align*}
d L=[ & \log _{e} \frac{\sqrt{(h+a-y)^{2}+r^{2}}+(h+a-y)}{\sqrt{(h+a+y)^{2}+r^{2}}+(h+a+y)}  \tag{1}\\
& \left.+\log _{e} \frac{\sqrt{(a+y)^{2}+r^{2}}+(a+y)}{\sqrt{(a-y)^{2}+r^{2}}+(a-y)}\right] d y
\end{align*}
$$

where $h=$ length of tower equivalent cylinder (height of tower above ground plane).
$r=$ radius of tower equivalent cylinder (mean equivalent radius of tower).
$a=$ depth of true ground plane below earth's surface.
Integrating equation (1) between the limits $y=h+a$ and $y=a$, dividing by $h$, multiplying by the speed of light to convert from inductance to impedance (as $Z=L c \Omega, c=1 / \sqrt{L C}=$ speed of light), and finally simplifying, the mean value of surge impedance over the cylinder equivalent to tower is, [1]

$$
\begin{align*}
Z_{s}=1382 & {\left[\log _{0} \frac{h(h+2 a)}{r(h+a)}+\frac{a}{h} \log _{0} \frac{(h+2 a)^{2}}{(h+a)\left(2 a+\sqrt{4 a^{2}+r^{2}}\right)}\right] } \\
+ & \frac{30}{h}\left[\sqrt{4 a^{2}+r^{2}}-2(h+a-r)\right] \Omega . \tag{2}
\end{align*}
$$



Fig. 1. Vertical conductor system. (a) Original system. (b) Equivalent representation.

For the special case where the depth of true ground plane below the earth's surface (e.g. $a$ as in Fig. 1(b)) is close to zero, then equation (2) reduces to the comparatively simple expression, [1]

$$
\begin{align*}
Z_{s} & =138.2 \log _{10} \frac{h}{r}+90 \frac{r}{h}-60 \Omega  \tag{3}\\
& =60 \ln \frac{h}{r}+90 \frac{r}{h}-60 \Omega .
\end{align*}
$$

The equivalent radius for a complex structure such as GSM tower, high voltage transmission tower etc. is difficult to compute precisely. At the outset, it is necessary to disregard the cross arms, and confine attention to the tower mast and hence, the expression, $r=$ perimeter of section $/ 2 \pi$ offers one method of approximating the equivalent radius [1]. Thus for square tower sections having a face width $A$, the equivalent radius would be $r=4 A / 2 \pi=0.637 A$; for triangular sections with face width $A$, the equivalent radius would be $r=3 A / 2 \pi=0.478 A$; and for rectangular sections
with face widths A and B , the equivalent radius of the structure would be $r=2(A+B) / 2 \pi=0.318(A+B)$.

## III. IEEE/CIGRE FORMULA OF TOWER SURGE IMPEDANCE

A number of tower models have been proposed, but most of them are not general, i.e., a tower model shows a good agreement with a specific case explained in the paper where the model is proposed.

The following IEEE/CIGRE formula of the tower surge impedance is well known and is widely adopted in a lightning surge simulation [25-26] (Fig. 2),

$$
\begin{equation*}
Z_{t}=60 \ln \left[\cot \left\{0.5 \tan ^{-1}\left(\frac{R}{h}\right)\right\}\right] \Omega, \tag{4}
\end{equation*}
$$



Fig. 2. Tower model proposed by IEEE/CIGRE.
where $R=\left(r_{1} h_{1}+r_{2} h+r_{3} h_{2}\right) / h$ is the equivalent radius of the tower represented by a truncated cone, $h=h_{1}+h_{2}$, and $r_{1}, r_{2}, r_{3}$ tower top, midsection and base radii [m],
$h_{1} \quad$ height from the midsection to top [m], $h_{2}$ height from base to midsection [m].

When the tower is not a cone but a cylinder, then the above equation is rewritten by,

$$
\begin{equation*}
Z_{t}=60 \ln \left(\frac{h}{r}\right) \Omega \tag{5}
\end{equation*}
$$

where $r$ is the radius of a cylinder representing a tower.

## IV. JORDAN'S REVISED FORMULA

In [1], Jordan introduced the expression given by equation (3) to represent the surge impedance of a vertical conductor. Although the derivation of equation (3) is not entirely available in [1], one can suppose that Jordan applied the magnetic vector potential to calculate the inductance of a vertical cylinder. The system of Fig. 1(a) was equivalently represented as that in Fig. 1(b), where $i$ is the current in the real conductor, $i$ is the current in the image conductor, and $P_{0}$ is a generic point with coordinates $\left(x_{0}, y_{0}\right)$ where one wish to calculate magnetic vector potential $\vec{A}$. The parameter $a$ is defined by Jordan [1] as the depth of true ground below the earth's surface, which is assumed to be, as in [5], conceptually equivalent to the complex skin depth $p$ introduced by Deri et al. [27] to represent losses due to finite ground conductivity.

According to the method of images, $i$ and $i$ must have the same direction and sign, as illustrated in Fig. 1(b) [28]. Consequently, $\vec{A}=\overrightarrow{A_{r}}+\overrightarrow{A_{i}}$, where $\overrightarrow{A_{r}}$ is the magnetic vector potential associated with the real conductor, and $\overrightarrow{A_{i}}$ is the magnetic vector potential associated with the image conductor. Nevertheless, in the derivation of equation (3), Jordan considered the opposite sign for the current in the image conductor, and therefore, its contribution to the total magnetic vector potential became subtractive and not additive, as it should be. Consequently, the surge impedance given by equation (3) is underestimated. To evaluate the correct value of surge impedance of a vertical conductor following Jordan's approach, a new expression is then required.

Based on the system of coordinates of Fig. 1(b) and disregarding propagation effects, one can write the total magnetic vector potential at the generic point $P_{0}$ as,

$$
\begin{equation*}
\vec{A}=\frac{\mu_{0} i}{4 \pi}\left[\int_{a}^{a+h} \frac{d y}{\sqrt{\left(y_{0}-y\right)^{2}+x_{0}^{2}}}+\int_{a}^{a+h} \frac{d y}{\sqrt{\left(y_{0}+y\right)^{2}+x_{0}^{2}}}\right] \hat{y} \tag{6}
\end{equation*}
$$

where the first integral in the right-hand side term corresponds to $\overrightarrow{A_{r}}$, the second integral corresponds to $\overrightarrow{A_{i}}$, and $\hat{y}$ is the unit vector in the $y$-axis direction. After solving the integrals in equation (6) and knowing that $d L=A d y / i$, one can write,

$$
\begin{align*}
d L= & \frac{\mu_{0}}{4 \pi}\left[\log _{e} \frac{\sqrt{\left(h+a-y_{0}\right)^{2}+x_{0}^{2}}+\left(h+a-y_{0}\right)}{\sqrt{\left(a-y_{0}\right)^{2}+x_{0}^{2}}+\left(a-y_{0}\right)}\right.  \tag{7}\\
& \left.+\log _{e} \frac{\sqrt{\left(h+a+y_{0}\right)^{2}+x_{0}^{2}}+\left(h+a+y_{0}\right)}{\sqrt{\left(a+y_{0}\right)^{2}+{x_{0}}^{2}}+\left(a+y_{0}\right)}\right] d y_{0},
\end{align*}
$$

where $d L$ is the differential inductance element. Note that if $\vec{A}=\overrightarrow{A_{r}}-\overrightarrow{A_{i}}$ is incorrectly assumed, equation (7) becomes equal to the expression obtained by Jordan to represent $d L$ [1].

To calculate the external inductance $L$ per unit length of the vertical conductor, it is necessary to integrate equation (7) in the interval $a \leq y_{0} \leq a+h$, at $x_{0}=r$, and then to divide the result by $h$. To simplify, as in [1], an infinite ground conductivity is now assumed, making $a=0$ in equation (7). As a result,

$$
\begin{equation*}
L=\frac{\mu_{0}}{4 \pi}\left\{2 \log _{e} \frac{2 h+\sqrt{4 h^{2}+r^{2}}}{r}+\frac{r}{h}-\frac{\sqrt{4 h^{2}+r^{2}}}{h}\right\} \tag{8}
\end{equation*}
$$

Equation (8) can be further simplified if $h \gg r$. Also if losses are neglected and a transverse electromagnetic (TEM) field structure is assumed, the surge impedance $Z_{s}$ of the vertical conductor can be obtained by multiplying equation (8) by the speed of light, resulting in,

$$
\begin{equation*}
Z_{s}=60 \ln \frac{4 h}{r}-60 \Omega \tag{9}
\end{equation*}
$$

which is the same expression obtained by Takahashi [17] but in a slightly different derivation. The theoretical formula of surge impedance with vertical wave incidence derived from Takahashi [17] and validated by Goni et al. [29] is,

$$
\begin{align*}
Z_{s} & =60\left(\ln \sqrt{2} \frac{2 h}{r}\right)-92.4 \Omega  \tag{10}\\
& =60 \cdot\left\{\left(\ln \sqrt{2} \frac{2 h}{r}\right)-1.54\right\} \Omega
\end{align*}
$$

And with horizontal wave incidence,

$$
\begin{equation*}
Z_{s}=60 \cdot\left\{\left(\ln \sqrt{2} \frac{2 h}{r}\right)-1.832\right\} \Omega \tag{11}
\end{equation*}
$$

which is very close to the empirical formula of Hara et al. [9],

$$
\begin{equation*}
Z_{s}=60 \cdot\left\{\left(\ln \sqrt{2} \frac{2 h}{r}\right)-2\right\} \Omega \tag{12}
\end{equation*}
$$

Also, equation (9) is similar to the expression independently derived by Wagner and Hileman [2] to calculate the average surge impedance of a vertical cylinder that was later modified by Sargent and Darveniza [3], reaching the final form,

$$
Z_{W H}=60 \ln \left(\sqrt{2} \frac{2 h}{r}\right)-60 \Omega=60 \ln \left(\sqrt{2} \frac{c t}{r}\right)-60 \Omega
$$

In the derivation of Wagner and Hileman [2], a step or rectangular current was assumed to be injected at the top of vertical cylinder, and as a consequence, only the first term in the right-hand side of the above equation was obtained.

## V. APPROXIMATION OF LATTICE TOWER

As an alternative to the frequently used cylindrical approximation of a steel tower, a conical representation has also been used. The use of a cone as a simplification of the tower element is not an unrealistic approximation as is shown in Fig. 3, where the cylindrical and conical representations are compared with the actual tower structure. Analyses of the response of these structures were performed using field theory concepts and will be mentioned in the succeeding sections.

## VI. ANALYSIS OF THE SURGE RESPONSE OF A CYLINDRICAL TOWER TO A RECTANGULAR WAVE OF CURRENT

If $\boldsymbol{E}_{\boldsymbol{i}}$ is the electric field due to currents at a point at any instant, and $\boldsymbol{s}$ is the distance along a curve through the point, then,

$$
\oint \bar{E}_{i} \cdot \overline{d s}=-\oint \frac{\partial \bar{A}}{\partial t} \cdot \overline{d s}
$$

where $\boldsymbol{A}$ is the vector magnetic potential at the point.
Consider an isolated cylindrical tower of height $h$ and radius $r$ normal to a perfectly conducting horizontal earth plane as shown in Fig. 4. Consider a rectangular wave of current $I$ impressed on the tower at $x=0$ at time $t$ $=0$. Then the surface current density is,

$$
J_{s}=\frac{I}{2 \pi r} .
$$

Consider an element $d x$ of the tower as shown in Fig. 4 , then the vector magnetic potential at a point $(d, r)$ is,

$$
\bar{A}=\frac{\mu_{0}}{4 \pi} \oint \oint \frac{\overline{J_{s}}\left(x, \beta, t-r^{\prime} / c\right)}{r^{\prime}} d S
$$

where $d S$ is the element of surface $(d x \cdot r \cdot d \beta)$ and $r^{\prime}$ is the distance from $d S$ to the point $(d, r)$.
Hence,

$$
\vec{A}=\frac{\mu_{0}}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{y} \frac{I}{2 \pi r} \cdot \frac{r d x \cdot d \beta}{\sqrt{(x-d)^{2}+r^{2}}} \hat{a}_{d}
$$

Therefore,

$$
\int_{d=0}^{d=p} \vec{E}_{i} \cdot d \vec{s}=-\frac{\mu_{0} I c}{4 \pi} \ln \frac{c t}{c t-p}=-I \cdot\left[60 \cdot \ln \left(\sqrt{2} \frac{c t}{r}\right)\right] .
$$

Note that the expression in brackets is of the form of a surge impedance, for $c t \gg r$. Thus, following Wagner and Hileman, the transient surge impedance,

$$
\begin{equation*}
Z=60 \ln \left(\sqrt{2} \frac{c t}{r}\right)=60 \ln \left(\sqrt{2} \frac{2 h}{r}\right) . \tag{13}
\end{equation*}
$$



Fig. 3. Comparison of conical and cylindrical approximations of steel lattice communication tower.


Fig. 4. Cylindrical tower used in field theory analyses.

## VII. ANALYSIS OF THE SURGE RESPONSE OF A CYLINDRICAL TOWER TO A RAMP WAVE OF CURRENT, $I=K T$

Consider the cylindrical tower of Fig. 4, with a ramp current wave impressed at $x=0$ at time $t=0$. Then the time retarded, surface current density is,

$$
J_{s}\left(x, t-\frac{r^{\prime}}{c}\right)=\frac{K}{2 \pi r}\left(t-\frac{x}{c}-\frac{r^{\prime}}{c}\right)
$$

Using the nomenclature defined in Fig. 4 the vector magnetic potential at a point ( $\mathrm{d}, \mathrm{r}$ ) is,

$$
\vec{A}=\frac{\mu_{0}}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{y} \frac{K}{2 \pi r}\left(t-\frac{x}{c}-\frac{r^{\prime}}{c}\right) \cdot \frac{r \cdot d x \cdot d \beta}{r^{\prime}} \widehat{a}_{d}
$$

Integrating the electric field due to currents over the height of the cylinder, and for $c t \gg r$

$$
\int_{0}^{p} \vec{E}_{i} \cdot d \vec{s}=-K t\left[60 \cdot\left\{\ln \left(\sqrt{2} \frac{c t}{r}\right)-1+\frac{r}{2 c t}+\left(\frac{r}{2 c t}\right)^{2}\right\}\right]
$$

Again the term in brackets is of the form of a surge impedance. Hence the transient surge impedance of a cylindrical tower, derived by Sargent and Darveniza for a ramp current wave impressed, may be defined as,

$$
\begin{align*}
Z & =60 \ln \left(\sqrt{2} \frac{c t}{r}\right)-60=60 \ln \left(\sqrt{2} \frac{2 h}{r}\right)-60  \tag{14}\\
& =60 \cdot\left\{\ln \left(\sqrt{2} \frac{2 h}{r}\right)-1\right\} .
\end{align*}
$$

## VIII. ANALYSIS OF THE SURGE RESPONSE OF A CONICAL TOWER

The conventional double-circuit steel lattice tower can be conveniently approximated by a right cone of appropriate half-angle.

Consider a conical tower of height $h$ and half-angle $\theta$, as shown in Fig. 5. A rectangular wave of current is impressed at the tower top $(x=0)$ at time $t=0$, and consider an element of the tower at x (measured in a vertical direction) from the tower top. It is necessary to determine the vector magnetic potential at a general point $(d, r)$ on the cone.

Consider the contribution $|\delta A|$ to the vector magnetic potential at $(d, r)$ of an element $(d u, d \beta)$ as shown in Fig. 5. Then,

$$
\begin{aligned}
|\delta A| & =\frac{\mu_{0}}{4 \pi} \frac{|J[x, t-(r / c)]|}{r^{\prime}} d u \cdot \alpha \cdot d \beta \\
& =\frac{\mu_{0}}{4 \pi} \cdot \frac{I}{2 \pi} \cdot \frac{d u \cdot d \beta}{r^{\prime}} .
\end{aligned}
$$

Therefore the vector magnetic potential at $(d, r)$, in the direction of the unit vector $\hat{\boldsymbol{u}}$ is,

$$
\overrightarrow{A_{u}}=\frac{\mu_{0}}{4 \pi} \cdot \frac{I}{2 \pi} \int_{0}^{2 \pi} \int_{0}^{y} \cdot \frac{K \cdot b \cdot d u \cdot d \beta}{\sqrt{x^{2}+d^{2}-2 b \cdot d \cdot x}} \widehat{u}
$$

Hence, $\frac{\partial \overrightarrow{A_{u}}}{\partial t}=-\vec{E}_{i u}=\frac{\mu_{0}}{4 \pi} \cdot \frac{I}{2 \pi} \int_{0}^{2 \pi} \frac{K c b}{K c t-b d} d \beta$.
Therefore


Fig. 5. Conical tower used in field theory analyses.

The expression in above braces is of the form of a surge impedance. Hence the transient surge impedance of a cone is defined as,

$$
\begin{equation*}
Z=60 \ln (\sqrt{2} / S) \tag{15}
\end{equation*}
$$

where $\boldsymbol{S}$ is the sine of the half-angle of the cone. This equation provides realistic estimates of the surge impedance of a steel lattice tower because it is in excellent agreement, both in magnitude and timeinvariance characteristics, with values measured experimentally using geometric model technique [3].

## IX. CONCLUSION

Different equations to calculate the surge impedance of vertical conductors including lattice tower are analyzed starting with Jordan's original formula. The performed analyses indicate that Jordan's revised formula is more than adequate to simulate electromagnetic transients in vertical conductors than the Jordan's original formula. Furthermore, the value of surge impedance depends on the shape of triggered lightning current pulse. The validity of the Jordan's equation has been tested by the well-known recent experimental and other analytical results mentioned in Table 1.
The investigation reported here several ways to evaluate and compare the surge impedance of complex structure which is of greater interests for practical applications and future developments for insulation coordination and protection system designing.

Table 1. Comparison of analytical values of surge impedance of steel lattice communication tower.

| Source | Technique <br> or <br> Equation | Tower <br> Representati <br> on | Current <br> Waveshape | Surge <br> Impedance |
| :---: | :---: | :---: | :---: | :---: |
| Jordan | equation <br> $(3)$ | cylinder | any | 125 |
| IEEE/CIGRE | equation <br> $(5)$ | cylinder | ramp | 179 |
| Revised <br> Jordan's <br> Formula | equation <br> $(9)$ | cylinder | step | 201 |
| Takahashi | equation <br> $(10)$ | cylinder | step( vertical <br> injection) | 148 |
| Takahashi | equation <br> $(11)$ | cylinder | Step <br> (horizontal <br> injection) | 122 |
| Hara et al. | equation <br> $(12)$ | cylinder | Step(horizont <br> al injection) | 121 |
| Wagner and | equation <br> (13) | cylinder | Step | 240 |
| Sargent and |  |  |  |  |
| Darveniza | equation <br> $(14)$ | cylinder | ramp and <br> double <br> exponential | 180 |
| Sargent and |  |  |  |  |
| Darveniza | equation <br> $(15)$ | cone | any | $130-150$ |
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