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Abstract- In order to efficiently analyze the large 
dense complex linear system arising from electric 
field integral equations (EFIE) formulation of 
electromagnetic scattering problems, the adaptive 
cross approximation (ACA) is applied to 
accelerate the matrix-vector multiplication 
operations. Although the ACA is already efficient 
compared with the direct method, this paper 
utilizes a novel technique to further reduce the 
setup time and storage memory. This method 
applies the predetermined interaction list 
supported oct tree (PILOT) to form a new far field 
interaction list. Using the new far field interaction 
list, less setup time representation of the far field 
matrix is obtained. The numerical results of 
complex objects are used to demonstrate that the 
memory requirement of the modified ACA is also 
less than that of the traditional ACA. An efficient 
preconditioning technique is combined into the 
inner-outer flexible generalized minimal residual 
(FGMRES) solver to further speed up the 
matrix-vector multiplication. 
 
Index Terms- Adaptive cross approximation 
(ACA), flexible generalized minimal residual 
(FGMRES), predetermined interaction list 
supported oct tree (PILOT).  
 

I. INTRODUCTION 
Different electromagnetic scattering problems 

have been studied in recent years. They include, 
but not limited to, radar cross section (RCS) 
computations, antenna analysis, remote sensing, 
biomedicine, electromagnetic interference (EMI), 
and electromagnetic compatibility (EMC). In this 
paper, the scattering of the complex objects in free 

space are analyzed. Simulating these problems is 
very time demanding, and good numerical 
methods are required to compute their solutions 
quickly and efficiently. The method of moments 
(MoM) [1-6] is one of the most widely used 
techniques for solving electromagnetic problems. 
For a large electromagnetic problem, the number 
of unknowns, N, will be large and it would be 
difficult to solve the matrix equation. This is 
because the memory requirement and 
computational complexity are proportional to 
O(N2) and O(N3), respectively. This difficulty can 
be circumvented by using the Krylov iterative 
method, which can reduce the operation count to 
O(N2). 

To alleviate this problem, many fast solution 
algorithms have been developed. The most 
popular fast solution include the multilevel fast 
multipole algorithm (MLFMA) [7-10], has 
O(NlogN) complexity for a given accuracy. 
Though efficient and accurate, this algorithm is 
highly technical. It utilizes a large number of tools, 
such as partial wave expansion, exponential 
expansion, filtering, and interpolation of spherical 
harmonics. For the MLFMA, however, a priori 
knowledge of the Green’s function is needed for 
the formulation and implementation. As a result, it 
cannot be easily applied to analyze the layered 
media problems. ACA is another popular 
technique used to analyze the scattering/radiation 
[11], which exploits the well known fact that for 
well separated sub-scatterers, the corresponding 
sub-matrices are low rank and can be compressed. 
In contrast with MLFMA, the ACA is purely 
algebraic and, therefore, don’t depend on the 
problem Green’s function. However, the setup 
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time of the ACA is much more than that of 
MLFMA. Because of that, the MLFMA reuses 
multipole and local expansion information across 
levels, while the ACA does not.  

The aim of this paper is to present a modified 
ACA for solving the electromagnetic problems. It 
utilizes the predetermined interaction list 
supported oct tree (PILOT) [12-13] to reduce the 
setup time and the memory consumption of ACA. 
An efficient preconditioning technique is 
combined into the inner-outer flexible generalized 
minimal residual (FGMRES) solver to speed up 
the convergence rate of the electric field integral 
equation (EFIE) [14-17]. Simulation results show 
that the modified ACA is computationally more 
efficient than the traditional ACA. 

The remainder of this paper is organized as 
follows. Section II demonstrates the formulation 
of EFIE. Section III describes the theory and 
implementation of the modified ACA in more 
details and gives a brief introduction to the 
inner-outer flexible generalized minimal residual 
(FGMRES) method. Numerical experiments are 
presented to demonstrate the efficiency of this 
proposed method in Section IV. Conclusions are 
provided in Section V.  
 

II. Formulation 
In this paper, the electric field integral equation 

(EFIE) is used to analyze electromagnetic 
scattering problems. The EFIE formulation of 
electromagnetic wave scattering problems using 
planar Rao-Wilton-Glisson (RWG) basis functions 
for surface modeling is presented in [3]. The 
resulting linear systems from EFIE formulation 
after Galerkin’s testing are briefly outlined as 
follows 
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Here, G(r,r’) refers to the Green’s function in free 
space and {In} is the column vector containing the 

unknown coefficients of the surface current 
expansion with RWG basis functions. Also, as 
usual, r and r’ denote the observation and source 
point locations. Ei(r) is the incident excitation 
plane wave, and   and k denote the free space 
impendence and wave number, respectively. N is 
the number of unknowns used to discretize the 
object. 

Once the matrix equation (1) is solved, the 
expansion coefficients {In} can be used to 
calculate the scattered field and RCS. In the 
following, we use Z to denote the coefficient 
matrix in equation (1), I = {In} and V = {Vn} for 
simplicity. Then, the EFIE matrix equation (1) can 
be symbolically rewritten as 

.Z I V                 (3) 
To solve the above matrix equation by an 

iterative method, the matrix-vector products are 
needed at each iteration. Traditionally, a 
matrix-vector production requires the operation 
cost O(N2). 
 

III. Modified ACA 
A. The oct tree structure 

Take three dimensional problems into account; 
ACA is based on the data structure of the oct tree 
[8]. In Fig. 1, the box enclosing the object is 
subdivided into smaller boxes at multiple levels, 
in the form of an octal tree. The largest boxes not 
touching each other are at level 2, while the 
smallest boxes are at level L. The subdivision 
process runs recursively until the finest level L. 

 
 
 

s

Level 0 

s 

Level 1 

Level 2 Level 3 
 

Fig. 1. The sketch of the octree structure. 
 
With reference to Fig. 1, the box has its far 
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interaction box at level 2 or higher. The far 
interaction boxes can be analyzed using the ACA. 

 

B. Predetermined interaction list supported oct 
tree (PILOT) 

The form of possible far interaction boxes for 
an observation box in the two dimensional case is 
shown in the Fig. 2. 

 

 

YX

 
Fig. 2. The form of possible far interaction boxes 
for an observation box in the two dimensional 
case. 
 
  Where Y is the observation box, X indicates the 
far interaction part of Y. For each observation box 
in Fig. 2, there are 27 possible boxes of the far 
interaction part of the impedance matrix in the 
two dimensional problems (there are 189 possible 
boxes in the far interaction part for the three 
dimensional case). The interaction matrix between 
the observation box and the box in the far 
interaction part is filled by ACA [11]. Therefore, 
the setup time of the traditional ACA is very long. 
In order to improve the setup time of the 
traditional ACA, a new far field interaction list 
called the PILOT algorithm is used in this paper. 

According to [13], the PILOT algorithm utilizes 
the idea that higher compression is achieved when 
the dimension of the matrix is large. It utilizes that 
the far field interaction lists of siblings share 
many common cubes to regroup a new far field 
interaction list, while further compression is 
achieved by using the PILOT algorithm. It must 
be noted that the common interaction list does not 
directly translate into a merged interaction 
because the rank of such an interaction submatrix 
will not in general be low. The common 
interaction list is decomposed into disjointed parts 
such that the overall compression is optimized. 

Each of these disjointed parts is an interaction 
between grouped source cubes and observer cubes. 
For simplicity, the two dimensional common 
interaction list of sibling combination is illustrated 
in Fig. 3. 
 

 
(a) 

 
 

 
(b) 

Fig. 3. (a) Far interaction part of each cube. (b) 
The common interaction list of sibling 
combination. 

 
The decomposition of the common interaction 

list of Fig. 3 (b) into merged interactions is shown 
in Fig. 4. 

 
 

Fig. 4. The decomposition of the common 
interaction list. 
 

Further compression is possible considering 
common interaction lists for each pair’s siblings. 
Thus, the regular interaction list is replaced by the 
new interaction list. The types of the new 
interaction for the two dimensional case are 
shown in Fig. 5.  
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In [11], there are 108 possible far interaction 
boxes for each sibling of the traditional ACA in 
the two dimensional case which is shown in Fig. 3 
(a) (there are 1512 possible far interaction boxes 
for three dimensional case). However, there are 
only 16 entries with four distinct types (4 entries 
for the type 1, 4 entries for the type 2, 4 entries for 
the type 3, and 4 entries for the type 4) of the far 
interaction for each sibling of the modified ACA 
which are shown in Fig. 5. The types of the new 
interaction in the three dimensional case are 
shown in Fig. 6. 

 

Type 3 

Type 1 Type 2 

Type 4  
Fig. 5. The types of the interaction in two 
dimensional case. 
 

Type 1 Type 2 

Type 3 Type 4 Type 5 

Fig. 6. The types of the interaction in the three 
dimensional case. 
 

There are 40 entries with five distinct types (6 
entries for the type 1 and type 3, 8 entries for the 
type 2 and type 5, 12 entries for the type 4) of the 

far interaction for each sibling of the modified 
ACA. The pattern of the new far field interaction 
list for a given sibling combination is invariant 
from that of a different sibling combination at the 
same level. It is the same for sibling combinations 
across levels. A higher-level far field interaction 
list is just a magnified version of that at the lower 
level. 

 

C. ACA compression of the new interaction list 
For the far interaction part of the impedance 

matrix, its elements are not explicitly computed 
and stored. Two domains are considered. The first 
one is an observation domain i that contains 1m  
basis functions, whereas the second one is a 
source domain j that contains 2m  test functions. 
When the two domains are sufficiently separated, 
the impedance matrix associated with them can be 
expressed using low rank representations [18-20]. 
This feature is utilized in the ACA. In the ACA 
implementation, the impedance matrix which is 
gotten through the EFIE of the two sufficiently 
separated boxes can be expressed in terms of two 
small matrices [11] 

1 2 1 2
[ ] [ ] [ ] ,ij m m ij m r ij rmZ U V          (4) 

where 
1 2

[ ]ij m mZ is the interaction matrix between 
the observation and source domains. The index r 
denotes the rank of the matrix 

1 2
[ ]ij m mZ and is much 

smaller than 1m  and 2m . Therefore, evaluating 
the matrix-vector product of the three matrices is 
much easier than for the direct multiplication. 
 

D. Flexible generalized minimal residual 
(FGMRES) 

In this paper, the FGMRES is used as the 
iterative solver for the EFIE to further accelerate 
the convergence [14-17]. Consider the iterative 
solution of equations of the form Ax=b. The 
GMRES algorithm with the right preconditioning 
solves the modified system AM-1(Mx)=b, where 
the preconditioner M is constant. However, in 
FGMRES, the preconditioner is allowed to vary 
from one step to another in the outer iteration. We 
have GMRES for the inner iterations whose 
preconditioner is chosen as the near interaction of 
the modified ACA. 
 

163JIANG, ET. AL: MODIFIED ADAPTIVE CROSS APPROXIMATION ALGORITHM FOR ANALYSIS OF ELECTROMAGNETIC PROBLEMS



IV. NUMERICAL RESULTS 
In this section, a number of numerical examples 

are presented to demonstrate the efficiency of the 
modified ACA in solving linear systems of 
electromagnetic scattering problems. The 
truncating tolerance of the ACA is 10-3 (relative to 
the largest singular value). All numerical 
experiments were performed in single precision 
on a Core-2 6300 with 1.86 GHz CPU and 
1.96GB RAM. The restart number of the 
generalized minimal residual (GMRES) is set to 
be 30 and the stop precision for restarted GMRES 
is denoted to be 10-3. Both the inner and outer 
restart numbers of FGMRES are 30. The stop 
precision for the inner and outer iteration in the 
FGMRES algorithm is 10-2 and 10-3, respectively. 

 

A. Cylinder geometry 

  First, we consider the scattering of a perfectly 
electrically conducting (PEC) cylinder at 300 
MHz. The height and radius of the cylinder 
geometry are 1 m and 0.5 m, respectively. The 
z-axis is used as the rotation axis. It consists of the 
cylinder geometry with 12990 unknowns. The 
numerical result of monostatic RCS in theta 
direction when   is fixed at 0  is depicted in 
Fig. 7. It can be found that there is an excellent 
agreement between the result of the modified 
ACA and that of FEKO. The result validates the 
accuracy of the modified ACA.  
 

B. The plane-cylinder geometry 
The bistatic RCS for the plane-cylinder 

geometry is shown in Fig. 8. The edge length of 
the square plane is 4 m, the radius of the small 
column is 0.1 m, and the height of the small 
column is 2 m. The rotation axis is the z-axis. The 
frequency is 300 MHz. It can be observed that the 
result of the proposed method agrees very well 
with the FEKO. Figures 9 and 10 show the setup 
time and the memory requirement for the 
plane-cylinder geometry as a function of the 
number of unknowns. With reference to Fig. 9, the 
setup time of the modified ACA is much less than 
that of the traditional ACA. With reference to Fig. 
10, the memory requirement of the modified ACA 
is also much less than that of the traditional ACA. 
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Fig. 7. The monostatic RCS for the cylinder 
geometry. 
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Fig. 8. The bistatic RCS for the plane-cylinder 
geometry. 
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Fig. 9. The setup time for the plane-cylinder 
geometry. 
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Figure 11 gives the convergence history curves 
of the modified ACA solved with GMRES and 
FGMRES. The geometry is discretized with 29411 
unknowns at 300 MHz. In this numerical 
experiment, GMRES requires 4884 s with 5182 
iterative steps, while FGMRES requires only 567 
s with 320 outer iterative steps. The solving time 
of GMRES is 8 times longer than that of 
FGMRES in this example. 
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Fig. 10. The memory requirement for the 
plane-cylinder geometry. 
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Fig. 11. Convergence histories of the proposed 
method for the plane-cylinder geometry solved 
with GMRES and FGMRES. 
 

C. The VIAS geometry 
The third example is the VIAS geometry [21]. 

The geometry fits within a cuboid with an aspect 
ratio 6 :5 : 0.5 , and the maximum dimension is 
4  at 200 MHz.  Figure 12 shows that the 

result of the proposed method agrees very well 
with the FEKO. The setup time and the memory 
requirement for the VIAS geometry as a function 
of the number of unknowns are shown in Figs. 13 
and 14, respectively. With reference to Fig. 13, the 
setup time of the modified ACA is much less than 
that of the traditional ACA. It can be observed that 
the memory requirement of the modified ACA is 
also much less than that of the traditional ACA 
according to Fig. 14.  

In order to compare the efficiency of the 
FGMRES with that of GMRES, the plots for the 
convergence steps and the solve times of the 
proposed method are provided in Fig. 15 and Fig. 
16. It can be found that the solving time of 
GMRES is 6 times longer than that of FGMRES 
in this example. 

-30

-20

-10

0

10

20

30

40

0 30 60 90 120 150 180

Bi
st

at
ic

 R
CS

 (
dB

)

Theta (degree)

Proposed method
ACA
FEKO

 

Fig. 12. The bistatic RCS for the VIAS geometry. 
 

V. CONCLUSIONS 
In this paper, a modified ACA is proposed for 

the electromagnetic problems. The proposed 
method utilizes the PILOT algorithm to reduce the 
setup time of the ACA, while it does not increase 
the memory consumption of the ACA. The 
numerical results demonstrate that setup time of 
the modified ACA is much less than that of the 
traditional ACA, while the memory consumption 
of the modified ACA is also less than that of the  
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Fig. 13. The setup time for the VIAS geometry. 
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Fig. 14. The memory requirement for the VIAS 
geometry. 
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Fig. 15. The convergence steps for the VIAS 
geometry. 
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Fig. 16. The solving times for the VIAS geometry. 
 
traditional ACA. With the application of the new 
far field interaction lists, an efficient version of 
ACA is obtained in this paper, while the accuracy 
of the modified ACA is controllable. It is observed 
that the convergence rate of GMRES is 
remarkably accelerated by the application of 
FGMRES algorithm. The proposed method is very 
efficient for analyzing the electromagnetic 
scattering problems. 
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