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	In the case of out-of-core direct solution, Gaussian elimination or LU decomposition is performed using two by two blocks from the disk. The size of the blocks is limited so that two of them can be stored in RAM. Since the total number of readings of ...
	In the case of an out-of-core iterative solution, the matrix must be read at least once during each iteration. The number of iterations needed to obtain a sufficiently accurate solution is usually much larger than the number of blocks into which the m...
	Modern CPUs contain more than one core, usually 4 cores. Using OpenMP, the calculation can be performed in parallel at an arbitrary number of threads, but an efficient parallelization uses a number of threads approximately equal to the number of cores...
	In the case of the matrix solution, the MKL [25] library enables almost 100% efficiency for 4 (8) cores.
	In cases when the calculation consists of many repetitions of the same operation, graphical processing units (GPU) can perform the calculation up to 10 times faster than a quad-core CPU. However, the code that is executed in parallel mode using OpenMP...
	For example, in the case of an out-of-core solver on a CPU, there are two critical operations: (1) storing/reading the matrix to/from disk, and (2) calculations performed in LU decomposition. So, for significant acceleration, it is not enough to paral...

	V. OPTIMAL COMBINATION OF TECHNIQUES FOR EFFICIENT AND ACCURATE EM MODELING
	The basic combination for efficient and accurate modelling on PCs is that based on higher-order basis functions, incore/out-of-core direct solvers and combined CPU/GPU parallelization. In particular, the simulation can be accelerated by exploiting geo...

	VI. NUMERICAL RESULTS
	Figure 1 shows the monostatic RCS of a cube, of side 80 λ, illuminated by a vertically polarized plane wave in the xOy-plane from 3,552 directions. Using expansions of 5th order and one symmetry plane, as shown in the left inset, the problem is reduce...
	The second problem considered is a phased array consisting of n by n probe-fed microstrip patch antennas, where n = 10, 20, 30, and 40. (The array for n = 10 is shown in Fig. 2.) The task is to determine the gain for a set of directions of the main be...
	It is also required that the finite size and finite thickness of the substrate, as well as the finite thickness of the metallization, are taken into account, as shown in Fig. 3. The size of a square metallic patch is 10 mm by 10 mm, while the distance...
	The original problem for n = 30 has about 450,000 unknowns. Two symmetry planes are used to facilitate the analysis, so that the original problem is decomposed into four sub-problems, each requiring about 112,500 unknowns. The simulation is performed ...
	The last problem considered is the radiation of a 4 by 4 microstrip patch antenna array placed at the bottom of a helicopter fuselage, as shown in Fig. 5. The array is adjusted to operate at a frequency of 5 GHz. Total length of helicopter is 19 m, so...
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	The plasmon resonances of nanoparticles have been investigated in the literature to understand the effects of various parameters [26] and to engineer the spectral response [27-29]. Until recently, the interaction of nanoparticles with a focused beam o...
	Fig. 3. Ex(x, 0, z) on the x-z plane for various [ (nm)]: (a) Ex(x, 0, z) for [5, 400],             (b) Ex(x, 0, z) for [60, 400], (c) Ex(x, 0, z) for         [5, 500], (d) Ex(x, 0, z) for [60, 500], (e) Ex(x, 0, z) for [5, 600], and (f) Ex(x,...
	In Fig. 3, the electric field is computed at various wavelengths on the x-z plane for a silver sphere with a 250 nm radius. The field distribution Ex(x, 0, z) is plotted for =5  and =60 . A comparison of Figs. 3(a) and (b) suggests that the field di...
	Fig. 4. Ez(x, 0, z) on the x-z plane for various [ (nm)]: (a) Ez(x, 0, z) for [5, 400],              (b) Ez(x, 0, z) for [60, 400], (c) Ez(x, 0, z) for         [5, 500], (d) Ez(x, 0, z) for [60, 500], (e) Ez(x, 0, z) for [5, 600], and (f) Ez(x,...
	The results in Figs. 3 and 4 demonstrate that suppressing strong lobes and enhancing weaker lobes is possible by altering the angular spectrum. These results have important implications for plasmonic applications. Some plasmonic applications require s...
	Fig. 5. Ex(x, 0, z) on the x-z plane for various    [  r (nm)]: (a) [5, 200], (b) [60, 200],              (c) [5, 50], and (d) [60, 50].
	Fig. 6. Ez(x, 0, z) on the x-z plane for various   [  r (nm)]: (a) [5, 200], (b) [60, 200],              (c) [5, 50], and (d) [60, 50].
	Fig. 7. Ez(x, 0, z) on the x-z plane: (a) plane wave at 0 , (b) focused beam with  0 , (c) focused beam with  45 , (d) focused beam with  60 , (e) plane wave at 30 , and (f) plane wave at 60 .
	Fig. 8. Intensity  distributions for a prolate spheroid. The distributions are given for various half-beam angles: (a) 15 , (b) 30 , (c) 45 , and (d) 60 .
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	We use these last two expressions inside the optimization algorithm.
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	II. CUDA-OPENGL INTEROPERABILITY IN FDTD
	The FDTD method is an iterative method in which the progressions of electromagnetic fields in time are simulated in a time marching loop. The time marching loop typically consists of functions to update sources, update electric and magnetic fields, ap...
	Both CUDA and OpenGL can be programmed in C language. There are methods to integrate OpenGL in a program developed for an event driven operating system such as Microsoft Windows or Linux. One of the methods is to use GLUT. GLUT is the OpenGL Utility T...
	GLUT makes OpenGL programming simple yet platform independent, however, GLUT implements its own event loop. Therefore, mixing GLUT with an algorithm that demands its own event handling structure may be difficult. In order to integrate the FDTD algorit...
	CUDA is GPU programming platform developed and introduced by Nvidia. Nvidia provides extensive support to CUDA programmers. An article titled as "What Every CUDA Programmer Should Know about OpenGL" [14] is a good reference for beginners who want to l...
	Listing 1 shows a function in which several functions are called to initialize FDTD, CUDA, and OpenGL and then FDTD simulations are started through GLUT. The first step is to initialize CUDA: the GPU device with maximum Gflops is set as the active dev...
	The next step is initialization of OpenGL and GLUT and creation of a window to display captured electromagnetic fields. GL initialization is performed in the function initializeGL() shown in Listing 2. The first part of Listing 2 initializes the GLUT....
	CUDA and OpenGL will use common resources on GPU for interoperability. Basically, these resources are buffers on the GPU's memory space. These buffers shall be created and initialized. In Listing 1, initializeGLBuffers() function, shown in Listing 3, ...
	The texture as well needs to be initialized. The createTextureDestination(), shown in Listing 5, is used to initialize the texture.
	The last step in initialization of the pixel buffer object is to register the created buffer for CUDA. This is done in the last line of Listing 4 by calling the cudaGraphicsGLRegisterBuffer(). This command simply informs the OpenGL and CUDA drivers th...
	After OpenGL and CUDA initializations are completed in Listing 1, a colormap is constructed on the GPU constant memory in createColormapOnGpu(). The colormap is basically a one dimensional array of 4 bytes integer including RGB values of colors that b...
	It is possible to display an outline of objects that exist in the problem space as polygons together with the field distribution. An OpenGL display list is created in the function createDisplayListForObjects(). This display list is drawn on the field ...
	A CUDA program is a hybrid code which mainly runs on CPU, while parallel processing sections run on GPU. Therefore, the FDTD problem space, i.e. coefficient arrays, and field arrays, are initially constructed and allocated on the CPU RAM. These arrays...
	As discussed before, whenever the display event (glutDisplayFunc()) is triggered in the GLUT loop, the associated function runIterationAndDisplay() is executed. Implementation of this function is shown in Listing 6. In Listing 6, a check is performed ...
	After the field calculations, the new field distribution can be displayed on the created window, however, the field data cannot be displayed directly; data needs to be converted to an image first and the image needs to be stored in a texture in a form...
	Once the image is created in the buffer, the buffer is unmapped and released from CUDA. Then a texture is created from this buffer as shown in Listing 6. Once the texture is created, it is ready to get displayed by OpenGL. The function displayTextureI...
	Figure 3 shows a snapshot from an animation of a two-dimensional FDTD simulation. The image is generated through the CUDA-OpenGL interoperability.

	III. PERFORMANCE OF CUDA-OPENGL INTEROPERABILITY
	Two parametric sweep tests are performed by running the presented FDTD code in different modes to assess the performance improvement provided by CUDA-OpenGL interoperability. The following four modes are considered:
	1. program is run on CPU only without field visualization
	2. program is run on GPU using CUDA without field visualization
	3. program is run on GPU using CUDA with field visualization and with CUDA-OpenGL interoperability
	4. program is run on GPU using CUDA with field visualization, but without CUDA-OpenGL interoperability (the image data is transferred from device memory to host memory and displayed using OpenGL)

	IV. CONCLUSION
	REFERENCES

	Blank Page



