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Abstract─ In the present work, a circular 

conformal array with wideband printed dipole 

antennas and wideband feeding network has 

been designed to obtain a fully constrained 

cosecant squared radiation pattern using particle 

swarm optimization (PSO) algorithm and mutual 

coupling compensation. Using the circular 

conformal design leads to a decrease of around 

33% of the length of the array antenna compared 

with that of the vertical linear array. Moreover, a 

better performance of the coverage region and 

side lobe fall after this area obtains by using this 

configuration. 

 

Index Terms - Conformal array antenna, mutual 

coupling, particle swarm optimization, shaped 

beam, and wideband feeding network. 

 

I. INTRODUCTION 

Conformal antennas were first introduced in 

avionics to be integrated with the curve shape of 

the aircrafts in order to overcome aerodynamic 

limitations. Nowadays, in order to decrease the 

physical size of the array antenna or fit it with 

different shapes, conformal arrays are widely 

used in various vehicles, high speed trains, 

satellites, and military surveillance radars. The 

implementation of some radiation patterns is 

more accessible using the conformal arrays and 

they can overcome both physical and radiation 

patterns restrictions. Different microstrip 

conformal arrays have been introduced in the 

literature [1-3]. Shaped beam array antennas are 

of a great interest in the wireless community. 

The key aspect in the design of this type of array 

antennas is to set the elements excitations 

including phase and amplitude and the position 

of array elements to obtain a desired radiation 

pattern. To this end different analytical and 

numerical methods have been proposed until 

now [4]. However, in recent years, with the 

emergence of evolutionary optimization methods 

like genetic algorithms, differential evolution, 

and particle swarm optimization lots of 

researches have been carried out for the design 

of array antennas [5-7]. The design and synthesis 

of an array antenna for a desired radiation 

pattern is often affected by the mutual coupling 

effect between its elements. In fact, this effect 

will cause in a difference between the theoretical 

synthesis and the practical implementation [8]. 

In order to consider the far field mutual coupling 

of the elements in the synthesis process, the 

complex active radiation pattern of each element 

in the presence of the other elements must be 

used [9-11]. The particle swarm optimization 

(PSO) is a well-known evolutionary search 

method that has been used in different 

electromagnetic applications including array 

antennas throughout the last decade. In contrast 

with other stochastic algorithms, the PSO is 

proven to be easier to implement, adjust, and 

realize. Moreover, with a good choice of the 

initial values, the PSO can be guided in order to 

reach a more applicable result with a better 

timing efficiency [12-16]. 

In this paper, a new method of synthesis and 

design of the conformal array antenna has been 

proposed. Because of the variation of elements 

orientation and mutual coupling effect, the 

radiated fields of elements are different from 

each other and it must be considered in the array 

factor equation, which is used by the PSO. 

Independent from the shape of the conformal 

array, this method can be developed for the 

design of various shapes of the conformal array 

in which only the active complex patterns of 

each elements vary in the array factor. This 

method is fast, easy to implement, and avoids 

complicated calculations. The conformal array, 

which is synthesized and designed in this 

research is a circular array for surveillance 
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radars applications.  

The feeding network has an important role 

in the array antenna design because the resulting 

radiation pattern and bandwidth of the whole 

system is highly dependent on it. Various 

methods have been used to design and 

implement the feeding network [1]. However, 

for a shaped radiation pattern, the feeding 

network design includes more challenges as it 

includes various phase shifters and power 

dividers. The usage of Wilkinson power dividers 

and delay line phase shifters has the advantage 

of delivering the exact decimal powers and 

phase shifts. However, they suffer from isolation 

issues and highly dependency with the frequency 

[29]. In this paper, we use a novel approach to 

design a feeding network that can deliver non-

symmetric accurate powers and phase shifts with 

Wilkinson power dividers and wideband delay 

line phase shifters in the whole desired 

frequency band. The structure of this article is as 

follows: section II consists of an introduction to 

the development of the PSO for current project. 

In section III, the element that is used in the 

array and the conformal array configuration are 

presented and detailed. Section IV presents the 

simulation results with an investigation in 

mutual coupling compensation using complex 

active element patterns and the PSO. The fifth 

section is dedicated to the design of the 

wideband feeding network, which provides a 

stable phase shift and power splitting over the 

whole bandwidth.  

 

II. USING THE PSO TO SYNTHESIZE 

OF CONFORMAL ARRAY ANTENNA 
Generally, the parameters to control the 

radiation pattern of an array antenna are the 

amplitude and phase of excitation current of 

array elements [1]. The far-field array factor for 

a linear phased array of isotropic elements with 

inter-element distance of d and the wave number 

of � = 2�� �⁄ , which is placed on the z-axis, is  

AF(θ) = ∑ A�e��� ��� ������
��� , where λ is the 

free space wavelength, n is the element number. 

An and φn are the amplitude and phase excitation 

of the nth element, respectively. The goal is to 

define these amplitudes and phases using the 

PSO algorithm. Because of the mutual coupling 

effect and the changing the elements’ direction 

in the conformal array, the active pattern of each 

element is different from the other elements. For 

this matter we have to consider the amplitude 

and phase of the pattern of each element in the 

presence of other elements, which is named, 

 ��(�, !) where θ and φ are the angular 

coordinates of a point in far field. In the 

following simulations θ changes from 0
o
 to 180

o 

while φ is 0
o
 and -180

o
. The radiation pattern 

equation [7-8] is, 
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"�and !� represent the amplitude phase of the 

n
th
 element excitation, respectively. In the above 

formulation the information related to the 

positioning of the elements is stored in ��(�, !).  

In 1995, Eberhart and Kenedy introduced 

the particle swarm optimization algorithm, 

which was an imitation of swarms of fish, bees, 

and birds when exploring the space to find the 

maximum amount of food. The importance of 

this algorithm is due to its fast and precise 

convergence, simple calculation steps, and easy 

implementation, which are the result of the 

Newtonian law of motion, which is the 

foundation of this algorithm [17-18]. The PSO is 

used to optimize continuous and discrete 

functions and is widely used in electromagnetic. 

It has been implemented in different applications 

like pattern synthesis of array antennas, reflector 

antennas optimization, corrugated horns 

optimization, patch antennas design, frequency 

selective surfaces, and microwave absorbers [19-

22]. Tedious works in the field of array antenna 

synthesis using the PSO have been carried out 

until now [11-15, 19-24]. In the following 

section the PSO is developed for conformal 

array optimization. 

  

A. Development of the PSO  
In the original PSO, particles (amplitude and 

phase of the elements) are generated randomly 

and they can displace freely within the imposed 

boundary values of the solution space [17]. 

Although this will reduce the probability of 

immature convergence and increases the 

preciseness of the method, it usually leads to 

non-realistic amplitudes and phases and 

sometimes makes the implementation of the 

feeding network impossible. If the relative 

amplitude of two adjacent elements is too much, 

the fabrication of the related power splitter will 

be practically impossible as it will need too thick 

arms. Moreover, in the point of view of phases, 

high inter-element phase difference will make 

the construction of the wideband phase shifters 

more difficult. 
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The original PSO algorithm is developed to 

control massive changes of inter-elements 

amplitudes and phases of the excitations. To this 

end, the domain of input random variables is 

divided between elements to control the relative 

amplitudes and phase differences between 

adjacent elements. This means that X1 is no 

longer a matrix of a completely random numbers 

between Xmax and Xmin, but it is guided in such a 

way that each number is allowed to be chosen 

randomly in restricted domain, which is defined 

as follows, 
 

n
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In the above formulation µn={1,2,...,N} 

according to the n
th
 element of the array, and γ is 

a random number between [0, 1]. Xmax and Xmin 

are, respectively the maximum and the minimum 

of acceptable values for amplitudes and phases. 
Then, the position of the particles through the 

algorithm is updated using equations (5) and (6), 
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where #$
%

 is the velocity of the ith particle in the 

k
th iteration, &$

%
 is the position of the ith particle 

in the k
th
 iteration. wk is the weighting coefficient 

of the kth iteration, r1 and r2 are random matrices, 

and c1=c2=2 are called the acceleration 

coefficients. Pb
i
 is the best position of the 

particle i
th during its exploration and Gb is the 

global best of the whole group. The weighting 

coefficient, w, is set to change linearly with 

equation (7), 
 

,
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minmax )1()(
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kww
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where k is the iteration number with the 

maximum of kmax=150, wmin=0.2 is the minimum 

of the weighting factor, and wmax=0.9 is its 

maximum. As a result of applying such 

procedure for obtaining the initial values, the 

relative amplitude and inter-element phase 

difference is controlled and massive changes, 

which lead to the complexity of the feeding 

network are avoided. In order to increase the 

efficiency of the algorithm the desired pattern is 

divided to different parts and the error for each 

part is calculated with different weights. As 

shown in Fig. 1, the desired pattern is a cosecant 

squared pattern, which is divided into 4 regions 

with different weights. 

 

 
 

Fig. 1. Desired pattern with different weighting 

parts. 

 

The error for this desired pattern is calculated as 

presented in equation (8), 
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where Fd is the desired pattern and FN is the 

normalized calculated array factor, which is 

given in each iteration using the amplitudes and 

phases delivered by the algorithm. w1, w2, w3, 

and w4 are the weights. In the above illustration, 

the region between 0o and 50o is called the 

coverage region of the radiation pattern, and 

consequently, 50
o
 to 60

o
 is the quick fall region 

and 60o to 90ois the side lobe region. Aside from 

the physical length of the array antenna, another 

advantage of using the conformal shape of the 

array is that it can deliver a better performance 

in the coverage and quick fall regions, which 

will be shown in next sections. This shape has 

been used in military surveillance radars and 

includes various imposed constraints such as 

different side lobe levels and horizon angles. 

 

III. ANTENNA ARRAY 

CONFIGURATION 
 

A. Wideband microstrip dipole antenna  
The designed array consists of 8 elements of 

wideband microstrip dipole array (MDA) with 

balun working at the centre frequency of 1.1 

GHz. It has been generally proved that MDA 

needs a balanced feed that could be a λ/4 coaxial 

balun. For a printed dipole this could be replaced 

by an integrated balun, which delivers 

broadband performance [25] and has been used 

in antenna array applications [26]. To achieve a 

better impedance matching with 50 Ω with 

wideband performance, instead of using a 
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quarter wavelength transformers, the feed point 

of the integrated balun is adjusted as described 

in [27]. The schematic of the single element 

reflection coefficient of the MDA is shown in 

Fig. 2 (a). Also the normalized E-field radiation 

amplitude and phase of this antenna are depicted 

in Fig. 2 (b) and (c). 

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 2. Single printed dipole antenna with H1 = 

52 mm, H2 = 23 mm, H3 = 40 mm, H4 = 15.3 

mm, 1 = 30 mm, L1 = 110 mm: (a) reflection 

coefficient, (b) phase of radiated E-fields, and 

(c) amplitude of radiated E-fields. 

 
B. Conformal array configuration 

In this section, three different array 

configurations are presented, simulated, and 

synthesised to derive the desired radiation 

pattern. The first configuration is a linear array 

of 8 MDA elements. The schematic view of the 

array is shown in Fig. 3 (a). As it is seen it has a 

height of 1200 mm. In order to decrease the 

height and obtain a low profile configuration, 

another configuration (Fig. 3 (b)), which consists 

of a diagonal array with an angle of 45
o
 related 

to the horizontal plane is presented. The height 

of this configuration is 860 mm, which is 28.3 % 

smaller than the vertical configuration. However, 

to obtain a smaller array the third array structure, 

which is a circular conformal array is presented 

that has a height of 800 mm, thus providing a 

physical size of around 33 % smaller than the 

first linear structure. For this array the MDA 

elements are implemented on the outer surface 

of a sphere with the radius of 800 mm. Figure 3 

(c) depicts the circular array antenna. The inter-

element distance for these three arrays is 0.8 λ at 

the centre frequency of 1.1 GHz.  

The antennas are printed on an Ro4003 

substrate with a relative dielectric constant of εr 

= 3.38 and a thickness of 32 mil. Moreover, a 

ground plane is designed in the array structure in 

order to increase the array directivity. The 

simulation and analysis has been performed by 

Ansoft HFSS [30] software based on the finite 

element method. 

 

 

 

 

 

 

 

 

 
 

           (a)                     (b)                       (c) 
 

Fig. 3. Array configurations, (a) the linear array, 

(b) the diagonal array, and (c) the circular 

conformal array. 

 

IV. OPTIMIZATION AND 

SIMULATION PROCEDURE 
 

A. Array synthesis with an investigation of 

the array structure 

As mentioned in the previous section, due to 

the presence of mutual coupling between the 

array elements, the radiation patterns of the array 

elements are different from each other. 

Therefore, we have to use the complex active 

radiation fields to calculate the radiation pattern 

of the array. The active radiation patterns of 

some elements of the conformal circular array 

are shown in the Fig. 4 (a) and (b) as terms of 

amplitude and phase. It is clearly observed that 

the far-field pattern of each element is different 

from that of others. 

40 ACES JOURNAL, VOL. 29, No. 1, JANUARY 2014



 

 

 
(a) 

 
(b) 

 

Fig. 4. (a) The normalized E-fields of elements 

1, 3, 5, and 7 in the array and (b) the phase of E-

field of elements 1, 3, 5, and 7 in the array. 

 

B. Simulation and optimization results 
First, using the three mentioned array 

structures in Fig. 3, we have performed the PSO 

in Matlab to synthesize a cosecant squared 

radiation pattern with a coverage region of 50o. 

Figure 5 (a) represents the convergence rate of 

the applied developed PSO and Fig. 5 (b) depicts 

the resulted radiations patterns. 

 

 
(a) 

 
(b) 

 

Fig. 5. (a) Convergence diagram of the PSO and 

(b) optimized E-field radiation pattern of three 

array antennas for coverage area of 50o. 

The algorithm converges in less than 50 

iterations. As it is seen in Fig. 5 (b), all these 

three arrays can produce the desired coverage, 

however, the circular and the diagonal arrays 

have a better performance right after 50
o
. In 

other situation, for wider coverage region, the 

desired radiation pattern has been changed in 

such a way to produce a coverage region of 60
o
. 

We have performed the PSO method to 

synthesize and compare the resulting radiation 

patterns of these three arrays. The result has 

been shown in Fig. 6. 

 

 
 

Fig. 6. Optimization resulted E-field radiation 

pattern of three arrays for coverage area of 60
o
. 

 

As it is observed in Fig. 6, the diagonal and 

the circular array can produce the wider 

coverage region with respect to linear array. As a 

result, we conclude that the circular conformal 

array is more advantageous than the diagonal 

and the linear array because: 
 

1- It has a smaller physical height than the 

diagonal and the linear array. 

2- It has a better side lobe level fall than the 

linear array. 

3- Its resulted coverage region is wider than 

the linear array. 

 

C. Simulation of the final synthesized array 
As was mentioned, the conformal circular 

array can produce the wider coverage region and 

better side lobe level fall with smaller physical 

height. Hence, this structure has been used in the 

following section to synthesize the desired 

radiation pattern of Fig. 1. In order to show that 

the mutual coupling effects on the radiation 

pattern have been fully considered and 

compensated, the resulted amplitudes and phases 

from the PSO process have been used as the 

element excitations of the simulated array in the 

Ansoft HFSS software. The resulted E-field 

radiation patterns from the PSO and the 

simulation have been compared in Fig. 7. As it is 

seen, these two radiation patterns have good 

agreement because the mutual coupling is fully 

RAHMANI, PIRHADI: OPTIMUM DESIGN OF CONFORMAL ARRAY ANTENNA 41



 

 

considered in the optimization process. The 

derived amplitudes and phases are shown in Fig. 

8. It is seen that, by using the developed PSO 

method, the relative amplitude between the 

adjacent elements are between 0.5 and 1. 

Moreover, the phase differences between the 

adjacent elements are between 0o and 150o. 

These ease the complexity of making the feeding 

network. 

 

 
 

Fig. 7. Radiation pattern of normalized E-field of 

8 elements MDA with far field mutual coupling 

compensation. 

 

 
 

Fig. 8. Amplitudes and phases excitation of the 

array. 

 

V. DESIGN OF THE FEEDING 

STRUCTURE 

After determining the optimum amplitudes 

and phases of the array elements, to obtain the 

desired radiation pattern, it is necessary to 

design a suitable feeding network. In this case, 

as a result of using the developed PSO, the inter-

element phase shift is linear and limited so that 

the phase shifters are easier to design. Moreover, 

the inter element relative amplitudes are limited 

and easily possible to implement. 

The feeding network consists of some non-

symmetrical and symmetrical power dividers. 

The optimum tapering of amplitudes of the array 

elements is obtained by adjusting the ratio of 

power dividers. As mentioned before, embedded 

active element patterns combined with the PSO 

are used to compensate the far-field mutual 

coupling. However, the inter-port coupling is an 

important issue that affects greatly the 

performance of the designed array. To minimize 

this effect, the Wilkinson power dividers that 

provide two isolated ports are used to isolate the 

output ports and minimize the inter-port 

coupling [28]. In addition, to obtain the optimum 

phase distribution in the operating frequency, the 

delay line phase shifters are used to adjust the 

phases of the elements. The most challenge in 

the design of the feeding network is the 

narrowband behaviour of the delay line phase 

shifters. For this application, the desired band 

width is about 30% in the centre frequency of 

1.1 GHz and it requires designing the wideband 

phase shifters.  

 

A. Designing the feed network at the centre 

frequency 

The schematic view of the feeding network 

before phase shift correction is shown in Fig. 9. 

 

 
 

Fig. 9. Schematic view of the feeding network 

before phase shift correction. 

 
In Fig. 9 the values of the power dividers are 

described based on the splitting ratio of each 

arm. For example, 1:2 means that the right arm 

takes twice the power than the left arm. Each 

power divider has its own power splitting ratio 

based on the optimization results. 

To design the feed network, at first, each 

equal and non-equal Wilkinson power divider is 

separately designed according to the desired 

power splitting ratio and desired phase shift at 

the centre frequency. The dimensions of the 

Wilkinson power dividers that have been used in 

this feeding network have been shown in Fig. 

10. Then the whole feed network is made by 

uniting these separate power dividers. At this 

step, the feeding network delivers the proper 

power to each element with the desired phase 

shift at the centre frequency. The simulation of 

the power dividers, phase shifters, and the whole 

feeding network has been done in HFSS 

software. The output powers of this feeding 

network over the desired frequency band are 

shown in Fig. 11. 
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Fig. 10.Wilkinson power divider dimensions. 

  

 
 

Fig. 11. Resulted output power of each port. 

 

The results show that the output power 

produced by each port is nearly stable over the 

whole frequency band and does not need 

correction. Figure 12 shows the resulted phase 

shift of each port. 

 

 
 

Fig. 12. Resulted output phase shift of each port. 

 

As it is seen in Fig. 12, due to the different 

lengths of paths, the phase difference between 

the ports are not stable over the whole frequency 

band and the slope of the phase shifts is different 

for each output port. This will result in the 

degradation of the resulted pattern thus making 

the need for phase shift correction indispensable. 

 

B. Output phase difference correction within 

the desired bandwidth 

To correct the resulted phase differences in 

such a way that they become stable over the 

whole frequency band the following steps should 

be performed. First, we have to find the port 

with the maximum slope and consider it as 

reference. Here the reference port is port No. 8 

as it has the longest length. Then, by increasing 

the length of the microstrip lines in other routes 

and also using wideband phase shifters we have 

to increase the phase slope of other ports to 

reach the reference slope. All this procedure 

should be executed in such a way that the phase 

shift does not change at the center frequency. 

The wideband phase shifter consists of a wilds 

phase shifter, which is fully described in [29]. It 

consists of two open and short circuited λ/8 

stubs or one λ/4 circuited open stub. By 

changing the ratio of W1/W2 it is possible to 

obtain different phase shifts with increasing the 

slope of the phase shift of the line. Figure 12 

shows the phase shift slope correction of the 

above phase shifters. Table 1 summarizes the 

wideband phase shifters that are used in this 

paper along with their dimensions. 

 

 
 

Fig. 13. Wilds phase shifters and their phase 

difference corrections. 

 

Table 1: Wideband wilds phase shifters used in 

this project with their dimensions. 

  W1/W2 Resulted Phase Shift 

Double Stub 18 54
o 

Double Stub 3 25o 

Double Stub 0.36 150
o 

Single Stub 1 33o 

 

C. Final wideband feeding network 

By executing the previously described phase 

shift correction procedure, a wideband feeding 

network with stable phase shift and power split 

ratio is achieved. The schematic view of the final 

feeding network is shown in Fig. 13. Figure 15 

shows the resulted output phase shifts after the 

phase correction procedure over the whole 

frequency band. 
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Fig. 14. Final feeding network and array antenna 

structure after phase shift correction. 

 

 
 

Fig. 15. Output phase shift of each port after 

correction. 

 

As seen in this figure, after the phase shift 

correction procedure, the slope of the output 

phase shift for all ports is finally equal, and 

consequently, the phase difference between ports 

is stable within the whole frequency band. 

Figure 16 shows the output power of the final 

feeding network. 

 

 
 

Fig. 16. Output power of each port after 

correction. 

 

The resulted output power is almost stable in 

desired bandwidth and no correction is needed 

for this case. To finalize the design of the MDA 

array, the designed array and the wideband 

feeding network are united and simulated all 

together. The final results are shown in Fig. 17. 

In this figure, the resulted radiation pattern of the 

optimization algorithm, which had been 

performed in the center frequency has been 

compared with the feeding network output 

results at 0.95 GHz, 1.1 GHz, and 1.25 GHz. It 

is well depicted that the resulted patterns by the 

feeding network have good agreement with that 

of the optimization results of the center and the 

end of the desired frequency band.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 17. Final E-field radiation pattern (a) f = 

0.95 GHz, (b) f = 1.1 GHz, (c) f =1.25 GHz, and 

(d) the input reflection coefficient of the array 

antenna. 

 

VI. CONCLUSION 
In this article, a circular conformal array has 

been designed, analyzed and simulated to obtain 
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a fully constrained cosecant squared pattern 

using a modified PSO algorithm. The designed 

array consists of an 8 elements printed dipole 

with the inter-element distance of d = 0.8 λ 

working at the central frequency of 1.1 GHz and 

placed on the outer surface of a sphere with the 

radius of 800 mm. The comparison between a 

vertical linear array, diagonal linear array and 

the circular conformal array with the same inter-

element distance depicted that the height of the 

former array is 33% less than that of the vertical 

linear array and near 7% less than that of the 

diagonal array, thus producing a lower profile 

array antenna. Moreover, the performance of 

these three arrays on the coverage area and side 

lobe fall after this area has been investigated and 

it has been observed that the circular and the 

diagonal arrays have a quicker fall right after the 

coverage area and can produce a wider coverage 

region. The PSO algorithm, along with the 

method of the active element patterns has been 

used to synthesize the array with the 

consideration of the far field mutual coupling. 

Finally, a wideband and isolated feeding 

network, which is able to produce desired 

excitations for a consistent cosecant squared 

pattern over the desired frequency band has been 

designed using equal and non-equal Wilkinson 

power splitters and wideband phase shifters. 
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