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Abstract ─ To accelerate the simulation of the 
parallel FDTD method, this paper proposes an 
effective hardware acceleration technique based 
on the SSE instruction sets, and puts forward a 
three-level data parallel algorithm based on MPI, 
OpenMP and SSE instructions. To demonstrate the 
acceleration effect of this technique, this paper 
develops two types of codes using C language: one 
is based on MPI + OpenMP, another is based on 
MPI + OpenMP + SSE, and then draws a 
comparison between the computing time of the 
two types of codes in the numerical experiments 
for the same electromagnetic radiation problems. 
The experimental results show that this 
acceleration technique can achieve an acceleration 
rate of 2.44 for the ideal case on a PC cluster and 
2.37 for the practical problem on a 2-CPU 
workstation without requiring any extra hardware 
investment, and provide an efficient and 
economical technique for the electromagnetic 
simulations. 
 
Index Terms ─ CPML, FDTD, MPI, OpenMP, 
and SSE.  
 

I. INTRODUCTION 
Finite difference time domain (FDTD) method 

is firstly proposed by Yee in 1966 [1], and has 
grown into a relatively complete method system 
after development through decades. In the FDTD 

method, the electric (magnetic) field somewhere in 
space can be calculated by the explicit way 
through its previous value at the same location and 
the four magnetic (electric) fields around it at the 
half time step earlier. The updating equation of 
magnetic field component along the z-axis is given 
in (1) [2]. The updating equations of the other two 
components are similar to (1).  
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Compared with other numerical methods, the 

FDTD method becomes more and more popular 
for the practical and complex problems because of 
its simplicity and flexibility. Moreover, the main 
advantage of the FDTD method is that it is parallel 
in nature and it can be parallelized more efficiently 
than finite element method (FEM) or method of 
moments (MoM) [3]. Therefore, a variety of 
parallel algorithms have been proposed to reduce 
the computation time of FDTD electromagnetic 
simulation[4-5], such as parallel techniques based 
on message passing interface (MPI) [6] and 
OpenMP [7]. Recently, a large number of 
publications have been on the graphic processing 
unit (GPU) acceleration [8-13].   

In this paper, we propose an effective 
hardware acceleration technique of parallel FDTD 
simulation using streaming SIMD (single 
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instruction multiple data) extensions (SSE) 
instruction sets [14] and develop a 3D parallel 
FDTD procedure based on C language, MPI 
library, OpenMP, and SSE instruction sets. The 
procedure has been validated through an ideal case 
and a practical problem.  
 

II. SSE INSTRUCTION SETS 
Each core in the multi-core processor has its 

own cache, floating point unit (FPU) and vector 
arithmetic logic unit (VALU), as shown in Fig. 1. 
Unlike the FPU, the VALU allows us to operate 
on four data at the same time. We use the VALU 
that includes a 128-bit vector unit through the SSE 
instruction sets to accelerate the parallel conformal 
FDTD code, as shown in Fig. 2[15].   

 
Fig. 1. CPU architecture including FPU and 
VALU.  
 

SIMD was introduced into the Intel 
architecture with the MultiMedia eXtensions 
(MMX) technology. MMX technology allows 
SIMD computations to be performed on the 
packed byte, word, and double word integers. The 
Pentium III processor extended the SIMD 
computation model with the introduction of the 
SSE. SSE allows the SIMD computations to be 
performed on operands that contain four packed 
single-precision floating-point data elements. The 
operands can be in memory or in a set of eight 
128-bit registers [14]. Figure 3 is a typical SIMD 
computation procedure.  

 
Fig. 2. Concept flowchart in VALU.  

 
Fig. 3. Flowchart of the SIMD computation.  
 

Recently, Intel Corporation extends previous 
SIMD offerings (MMX instructions and Intel 
streaming SIMD extensions) to advanced vector 
extensions (AVX). The 128-bit SIMD registers for 
SSE have been expanded to 256 bits. By this mean, 
SIMD computation procedure works as shown in 
Fig. 4[16]. Intel AVX is designed to support 512 
or 1024 bits in the future.  

 
 
Fig. 4. SIMD computation for AVX.  
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III. FDTD CODE IMPLEMENTATION 

 
A. FDTD memory allocation 

A 3-D array in the FDTD code is allocated 
using the malloc function in C language, and 
_aligned_malloc(size, alignment) function in this 
paper. The parameter size in this function is the size 
of the requested memory allocation; the parameter 
aligment is the alignment value and is equal to 16 
because that the SSE instruction sets require their 
memory operands to be aligned to 16-byte (16B) 
boundaries. For example, if we need a 3-D array 
array_name[x_size, y_size, z_size], we can first 
define a 1D array array_name_tmp[N] whose size 
is N=x_size*y_size*z_size, and then map the 1-D 
memory address to 3-D array array_name. The 
pseudo-code segment is demonstrated as below: 

 
// allocate the 1-D memory 
array_name_tmp = (float*)_aligned_malloc( 

sizeof ( float ) * x_size * y_size * z_size, 16 ); 
array_name =  ( float *** )_aligned_malloc ( 

 sizeof ( float** ) * x_size, 16 );  
for( i = 0; i < x_size; i++){ 

array_name[i] = ( float ** )_aligned_malloc 
( sizeof ( float* ) * y_size, 16 );  

 for( j = 0; j < y_size; j++){ 
   // map the 1-D memory address to 3-D array 

map_address = i * y_size * z_size + j * z_size; 
           array_name[i][j] = 

&array_name_tmp[map_address]; 
} 

} 
 
In the C programming language, the data inside 

the memory is contiguous in y-z plane. Suppose that 
the y_size and z_size are equal to 8, the data 
structure of the array array_name in the y-z plane is 
shown in Fig. 5. The memory addresses of the data 
elements (0,0,0), (0,0,1)…(0,0,7) is contiguous, 
likewise, the addresses of (0,1,0), (0,1,1)…(0,1,7) is 
contiguous too. The address of (0,0,7) is contiguous 
with the element (0,1,0). When we calculate the 
electric and magnetic fields in the y-z plane, we 
only need to know the address of the first element 
(supposed to be (0,0,0)) and the total number of 
elements (supposed to be 64), and then the 64 
elements (0,0,0), (0,0,1), (0,0,2)…(0,7,7) are 
sequentially read in memory. In this case, the 
memory access is contiguous and therefore the 
cache hit ratio is relatively high.  
 

 
Fig. 5. Data structure in the y-z plane.  
 
B. The partition of CPML boundary 

The updating equation given in (1) is used to 
calculate the fields in the computational domain. 
However, the updating equation inside the PML 
layers should include two more extra terms, as 
shown in (2) [2]. The Κ value inside the 
computational domain equals to 1, and two Ψ  
terms in (2) are related to the PML material. Firstly, 
we update the electric and magnetic fields in the 
entire domain. We use the SSE instruction sets to 
load 4 float data into a SSE register at the same 
time. Secondly, we compute two Ψ  terms and 
update the electric and magnetic fields only in the 
PML layers. The data division inside the PML 
layers is shown in Fig. 6.  
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C. Three-level parallel architecture 

The ordinary parallel FDTD code based on the 
MPI library or OpenMP is the one-level or the two-
level parallel technique. In this paper, the FDTD 
code is the three-level parallel in which SSE is 
involved.  

The first level parallelism is based on MPI in 
which the computational domain is broken into 
small sub-domains according to the number of 
available CPUs or nodes. The field update on the 
interface of each sub-domain is not independent, 
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namely, the field update on the interface requires 
the information from its neighbours through the 
MPI functions. However, the internal field update is 
independent which results in the high efficient 
parallel performance. 

 
Fig. 6. Division of different regions inside the 
entire domain. 

 
The second level parallelism is based on 

OpenMP. In the first place, several threads are 
generated by OpenMP based on the number of 
available cores; in the second place, the each thread 
is assigned to each core for the simulation. The 
framework of the algorithm is described as follows 
(In this paper, the parameters imin and imax are the 
lowest suffix and largest suffix respectively  along 
x-axis of a computational domain; jmin and jmax 
are the lowest suffix and largest suffix respectively  
along y-axis; likewise, kmin and kmax are the 
lowest suffix and largest suffix respectively  along 
z-axis. These six parameters define a cuboid 
computational domain which will be assigned to 
core, CPU or node.):  

 
#pragma omp parallel private( num_threads, thread_num) { 
 thread_num = omp_get_thread_num(); 
 num_threads = omp_get_num_threads(); 
 float imaxf = (float)imax / (float)num_threads; 

 for ( i = imin + (int)((float)thread_num * imaxf); 
 i <= (int)((float)(thread_num + 1) * imaxf); 
 i ++) { 

  for( j = jmin; j <= jmax; j++){ 
    for( k = kmin; k <= kmax; k ++ ){ 
        //Calculation 
    } 

 } 
  }   

} 
 

The third level parallelism is based on the SSE 
instruction sets. As mentioned earlier, ordinary 
arithmetic operations get one result but the SIMD 
computations get four results at the same time. This 
paper will concentrate on the SSE acceleration 
technique and code implementation.  

 
D. SSE acceleration implementation 

We here implement the SSE instruction sets to 
field update in the FDTD method and the field 
update inside the PML layers. Due to the data 
discontinuity inside the memory as shown in Fig. 6, 
the implementation of SSE inside the PML layer 
will degrade the performance of SSE. Firstly, we 
compute the magnetic components in the z-axis 
inside the entire computational domain following 
steps described below [17-18]:  
(1) Define some __m128 variables that SSE 
requires and assign values to them (as operands of 
SSE computations); 
(2) Load the coefficient into the SSE registers; 
(3) Convert the float pointer to the SSE 128 bit 
pointer; 
(4) Unroll the inner loop and reduce the cycle index 
to one-fourth of original numbers; 
(5) Calculate the magnetic fields. The code 
implementation is described below: 
 
 
// define __m128 variables 
__m128 *vhz; 
__m128 *vex, *vex_max, *vey, *vey_max; 
__m128 vpHi, vpHj; 
__m128 vDA = _mm_load1_ps( &DA ); 
for ( i = imin; i <= imax; i ++){ 

// Load coefficient 
vpHi = _mm_load1_ps( &pHi [i] ); 
for( j = jmin; j <= jmax; j++){ 

// Load coefficient 
vpHj = _mm_load1_ps( &pHj [j] ); 
// Convert float pointer to SSE 128 bit pointer 
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vhz = ( __m128 * )hz[i][j]; 
 vex = ( __m128 * )ex[i][j]; 
 vex_max = ( __m128 * )ex[i][j+1]; 
 vey = ( __m128 * )ey[i][j]; 
 vey_max = ( __m128 * )ey[i+1][j]; 
 // reduce the cycle index 

for( k = 0, vk = 0; k <= kmax / 4; k += 4, vk++){ 
 // calculate the magnetic field 

vhz[vk]=_mm_sub_ps(_mm_mul_ps(vDA,vhz[vk]), 
_mm_sub_ps(_mm_mul_ps(vpHi,_mm_sub_ps(vey_max 

[vk],vey[vk])),_mm_mul_ps(vpHj,_mm_sub_ps(vex_max 
[vk], vex[vk])))); 
}  

} 
} 

 
The update processing of the electric and 

magnetic fields inside the PML region is similar to 
those inside the entire computational domain. For 
example, when we calculate the magnetic field 
component along y-axis in the PML region, we 
can reference to the steps earlier and the pseudo-
code is shown as follows: 

 
__m128 *vhx; 
__m128 *vez, *vez_max; 
__m128 vBeta_PML, vpHj_PML; 
__m128 vDB = _mm_load1_ps( &DB ); 
__m128 *vpusai_hxz; 
for ( i = imin; i <= imax; i ++) { 

for( j = jmin_pml; j <= jmax_pml; j++){ 
vBeta_PML = _mm_load1_ps(&Beta_PML [j]); 
vpHj_PML = _mm_load1_ps(&pHj_PML [j]); 

 vhx = (__m128 *)hx[i][j]; 
 vez = (__m128 *)ez[i][j]; 
 vez_max = (__m128 *)ez[i][j+1]; 
 vpusai_hxz = (__m128 *)pusai_hxz[i][j-jshift]; 
 for( k = 0, vk = 0; k <= kmax / 4; k += 4, vk++){ 

// Calculate Ψ 
vpusai_hxz[vk]=_mm_add_ps(_mm_mul_ps(vBeta_PML

,  
vpusai_hxz[vk]),_mm_mul_ps(vpHj_PML,mm_sub_ps(vez 

_max [vk], vez[vk]))); 
 // Update the magnetic field in PML domain 

vhx[vk]=_mm_sub_ps(vhx[vk],_mm_mul_ps(vDB,  
vpusai_hxz[vk])); 
} 

} 
 } 

 
To optimize the procedure and to improve the 

cache hit ratio, we can combine the calculation of 

electric and magnetic fields with the treatment of 
the PML boundary in the following scheme. 

 
for ( i = imin; i <= imax; i ++) { 

for( j = jmin; j <= jmax; j++){ 
 while (vk < vkmax) { 

// calculate the electric or magnetic field 
} 
if ( the value of  j belongs to CPML domain){ 
 // add the PML boundary  
} 

 }    
} 

 
IV. EXPERIMENTAL RESULTS 

To demonstrate the acceleration efficiency by 
using the SSE instruction sets, we use the FDTD 
code enhanced with the SSE instruction sets to 
simulate the simple example that includes only 
one point source and field distribution output in 
one surface. The computational domain is 
separately divided into 40×40×40, 80×80×80, 
120×120×120, 160×160×160, and 200×200×200 
uniform cells, respectively, and is truncated by a 
6-layer CPML. The excitation pulse is taken to be 
a pure Gaussian pulse and the excitation source is 
located at the center of the computational domain, 
as shown in Fig. 6. The numerical experiments 
were carried out on a PC cluster with Gigabit 
Ethernet. Every PC of the PC cluster is installed 
with an Intel Core 2 Duo CPU E7500, 2.93GHz. 
The experimental results for 600 time steps are 
summarized in Table 1. We observe from Table 1 
that the SSE instruction sets can reduce the 
computing time of the FDTD simulation. The 
acceleration factor increases with the growth of 
the number of cells since the PML region will 
have less relative contribution to the simulation 
time when the problem size becomes larger if we 
fix the number of PML layers to be 6.  

The ideal acceleration factor should be 4 since 
the vector unit based on the SSE instruction sets is 
four times faster than the floating point unit. 
However, due to the discontinuous data in the 
PML boundary, communication between 
processes and so on, the performance of the code 
will be reduced. That is to say, without MPI and 
OpenMP, the performance of the code only based 
on SSE instruction sets will increase to some 
extent. In this paper we achieve an acceleration 
factor of 2.44 when the number of cells is 8 
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million and a 6-layer PML is applied to truncate 
the computational domain.  
 
Table 1: Acceleration factor by using SSE 
instruction sets (Time: Second) 

Number 
Of 
cells 

Coed 
Based 
on 

Compu-
ting 
time 

Accele-
ration 
factor 

0.064 
Mcells 

MPI+ 
OpenMP 3.59 

1.65 MPI+ 
OpenMp 

+SSE 
2.18 

0.512 
Mcells 

MPI+ 
OpenMP 18.21 

1.93 MPI+ 
OpenMp 

+SSE 
9.45 

1.728 
Mcells 

MPI+ 
OpenMP 50.27 

2.17 MPI+ 
OpenMp 

+SSE 
23.20 

4.096 
Mcells 

MPI+ 
OpenMP 110.89 

2.36 MPI+ 
OpenMp 

+SSE 
46.92 

8 
Mcells 

MPI+ 
OpenMP 196.86 

2.44 MPI+ 
OpenMp 

+SSE 
80.84 

 
In the practical problems, the simulation 

factors such as outputs, dispersive media, and 
near-to-far field transformation will influence the 
SSE performance due to the discontiguous data 
structure inside memory. However, it can be 
improved by optimizing the cache hit ratio.  

 
V. ENGINEERING APPLICATION 
In this part, we use the parallel FDTD code 

accelerated by using the SSE acceleration to 
simulate a waveguide (WR75) filter problem [19]. 
The filter includes five cavities and is excited by 
TE10 mode at one end, as shown in Fig. 7. The 
output parameter transmission coefficient for the 
TE10 mode measured at another end. The purpose 
is to investigate the performance of SSE 

acceleration on the 2-CPU (16 threads) 
workstation for the practical problem.  

For the sake of comparison, we use the FEM 
method [20] to simulate the same problem and plot 
the results in the Fig. 8. It is evident from Fig. 8 to 
observe the good agreement. It is worthwhile to 
mention that the results are the same with and 
without the SSE acceleration. 

The parallel FDTD performance with the SSE 
acceleration is summarized in Table 2. It is 
observed from Table 2 that the SSE can accelerate 
the FDTD code 2.37 times for this practical 
problem. 

 
Fig. 7. Configuration of waveguide filter. 
 
 

VI. CONCLUSION 
In this paper, we propose a new hardware 

acceleration technique based on the SSE 
instruction sets and gives an implementation on 
both the PC cluster and workstation platforms. The 
result shows that this technique can improve the 
computing efficiency without any extra hardware 
investment, and provide an efficient and 
economical technique for the electromagnetic 
simulations. The further work will be to optimize 
the data structure inside the memory to further 
improve the SSE performance and to accelerate 
the FDTD simulation using AVX. 
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Fig. 8. Transmission coefficient of waveguide 
filter. 
 
Table 2: Parallel FDTD performance with the SSE 
acceleration 

 
FDTD with 
SSE 
Acceleration 

FDTD 
without SSE 
Acceleration 

Workstation 2×AMD Opteron 6128 2.0GHz 
Memory 
Usage 37 MB 37 MB 

Simulation 
time 145 sec. 345 sec. 
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Abstract—This paper introduced a meshless method 
based on radial basis function (RBF) interpolation to 
solve Hallen’s integral equation (HIE) of the thin wire. 
The unknown current Iz(z) is interpolated by RBF at the 
center nodes and point matching method is applied to 
HIE at the collocation nodes. To validate the present 
method, the input impedance and induced current of 
dipole antenna are computed with the r5-RBF and Wu’s 
RBF, respectively. The results show that the present 
method is a steady numerical approach for solving HIE.  
  
Index Terms—Hallen’s integral equation, meshless 
method, point matching method, radial basis functions. 

I. INTRODUCTION 
In the past several decades, various numerical 

techniques have been used to solve Hallen’s integral 
equation (HIE) and evaluate electromagnetic field, 
induced current distribution, and input impedance of thin 
linear antenna. Mei firstly proposed classical moment 
method (MOM) to solve HIE [1]. Now, various 
advanced numerical approaches were applied to HIE, 
such as high accurate computation[2], hybrid 
procedure[4], Galerkin’s methods [5], high-order 
numerical solution [6], entire-domain basis functions in 
Galerkin’s methods [7], and some combined algorithm 
with MOM[3].  

The techniques mentioned above are grid-based or 
mesh-based ones. In recent years, meshfree or meshless 
methods (MLMs) based on a set of nodes scattering 
within the problem domain have gained much attention 
in the engineering communities [8] and significantly 
developed in the electromagnetic engineering area 
[9]-[11]. Nicomedes proposed the improve Moving 
Least Square to solve the combined field integral 
equation [12]. Galerkin-Bubnov Integral Equation 
Method [13] was used to solve time-domain HIE. In this 
paper, we introduce a meshless method based on radial 
basis function interpolation (MLM-RBF) to solve HIE. 
RBF interpolation is a powerful technique that was first 
proposed by Kansa in 1990 to solve partial difference 
equations (PDEs) [14]. MLM-RBF is a numerical 
method by which unknown functions of PDEs or integral 
equations  are  interpolated  at   the  scattered  nodes  and  

 
point matching method is applied to the equations at the 
collocation nodes. 

Section II describes the MLM-RBF formulation of 
HIE. It also presents the process of impedance matrix 
calculation. In Section III, the numerical results using 
two different RBFs are discussed in detail. Conclusion is 
given in Section IV. 

II. FORMULATION 
Figure 1 shows a perfectly conducting long and ẑ

-oriented thin wire of L in length whose radius R0 is 
much less than L and wavelength λ . The HIE of the 
thin and straight wire can be expressed as [15]  

 ( ) ( )
/22

2 /2
' '

4

jkRLi
z zL

j eE z k I z dz
z Rωε π

−

−

∂ = + ∂  ∫  (1) 

where 2 2( ')R z z a= − +  and k represents propagation 
constant. Through a series of processing steps [15], the 
above equation can be simplified as 

 

/2

1 2/2

/2 '

/2

( ') '
4

1                        ( ') '
2

jkRL jkz jkz
zL

L jk z z i
zL

eI z dz D e D e
R

e E z dz

π

η

−
−

−

− −

−

= +

+

∫

∫
 (2) 

whereη is wave impedance, D1 and D2 are unknown 
constants.  
 

 

z2a

L z∆V

( ')i
zE z

       

z

o

center nodes
collocation nodes

Iz

h

 
             (a)                      (b) 
Fig. 1. Model of thin wire (a) and node distribution (b). 

The unknown function zI  in (2) can be interpolated 
approximately by a series of RBF:  

Meshless Radial Basis Functions Method for Solving Hallen’s 
Integral Equation 
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 ( ) ( ) ( ) [ ]
1 1

,   / 2, / 2
N N

z I I I I
I I

I z z a z z a z L Lφ φ
= =

≈ = − ∈ −∑ ∑  (3) 

where ( )Iφ r is the radial basis function centered at a set 
of independent points 1, , , ,I N ∈Ω r r r (also called 
center nodes, see Fig.1 (b)); Ia  are unknown coefficients 
to be computed. 
  Substituting (3) into (2), we get 

 
1 2

1

/2 '

/2

( ') '
4

1                        ( ') '
2

I

jkRN
jkz jkz

I IL
I

L jk z z i
zL

ea z dz D e D e
R

e E z dz

φ
π

η

−
−

=

− −

−

= +

+

∑ ∫

∫
 (4) 

where IL  is the integral domain at the center node Iz  
and ( ') ( ' )I Iz z zφ φ= − . Then, point-matching method 
(PMM) is applied to the above equation at a set of 
collocation nodes 1, , , ,J Mz z z  ( M N≥ ) (see Fig.1 (b)) 
which distribute on the wire surface. Thus, we get 

 
1 2

1

/2 '

/2

( ' ) '
4
1                        ( ') '

2

J
J J

I

J

jkRN
jkz jkz

I IL
I J

L jk z z i
zL

ea z z dz D e D e
R

e E z dz

φ
π

η

−
−

=

− −

−

− = +

+

∑ ∫

∫
 (5) 

where ' 2 2( )J JR z z a= − + . The resulting matrix of the 
above equation is of the form 
 [ ][ ]1 2 1 2, , ,TD D= +Za s s b  (6) 
where the elements of impedance matrix Z are 

 ( ' ) ',
4

J

I

jkR

IJ IL
J

ez z z dz
R

φ
π

−

= −∫  (7) 

and the vector elements of right-hand side of (6) 

 
1 2

/2 '

/2

,
1 ( ') '

2

J J

J

jkz jkz
J J

L jk z z i
J zL

s e s e

b e E z dz
η

−

− −

−

= =

= ∫
 (8) 

A. Calculation of unknown constant D1 and D2 
To obtain the unknown vector a in (6), the constant D1 

and D2 should be determined first. This can be done by 
using the current boundary condition at the ends of the 
wire, i.e., Iz(-L/2)=Iz(L/2)=0. From(6), we have 
 [ ][ ]1 1

1 2 1 2, , TD D− −= +a Z s s Z b  (9) 
Defining 1 2[ ] [ , ]T T=U u u , where 1

Tu =[1,0,...,0] and 2
Tu

=[0,...,0,1] and multiplying both sides of (9) by [U]T, we 
get 
 [ ] [ ] [ ][ ] [ ]1 1

1 2 1 2, , 0,T T T TD D− −= + =U a U Z s s U Z b  
   (10) 

Solving (10), we get 

 [ ] [ ] [ ] [ ]
1

1 1
1 2 1 2, ,T T TD D

−
− − = −  U Z s s U Z b  (11) 

B. Calculation of matrix element 
When the collocation node zJ does not locate in the 

range of the supported domain centered at zI, the matrix 
elements of (7) can be computed via an Q-point 
numerical quadrature [15]: 

 
_

_1
( ) ,     

4

J IqjkRQ

IJ q I Iq I
q J Iq

ez w z z I J
R

φ
π

−

=

= − ≠∑  (12) 

where 
_ _

2 2( )J Iq J J IqR z z a= − + .   
When zJ locates in the range of the supported domain 

centered at zI, as shown in Fig. 2, there exists the quasi- 
singular integral in (7). To improve the integral accuracy, 
a very small domain ∆z centered at zJ is extracted from LI 
of (7). Thus, there exist three integral domains in IL : 
[zI–dmI, zJ–∆z/2], [zJ–∆z/2, zJ+∆z/2], and [zJ+∆z/2, 
zI+dmI] (see Fig.2), where mId  is the radius of supported 
domain of RBF centered at zI. In ∆z, the integral item 

( ' )Iz zφ − in (7) is treated as a constant value ( )J Iz zφ −
and the Green’s function item is expanded by the 
small-argument approximation [15]. Thus, (7) in the 
integral domain ∆z can be rewritten as： 

 

/2

/2

2 2

2 2

1( ' ) '
4

1 4 / 11( ) ln ,
4 41 4 / 1

z

z

J
I

J

z z
J I

z

jkRz z dz
R

a jkz z I J
a

φ
π

φ
π π

∆

−∆

−
−

  + ∆ + ∆  = − − =
  + ∆ −  

∫ (13) 

In other two domains, (7) is also computed by the 
Q-point numerical quadrature (12).  

Each element in (7) needs to be calculated with the 
Q-point numerical quadrature, not a simple expression in 
MOM [15]. Thus, the amount of calculation of 
MLM-RBF is more than that of MOM in solving HIE.  

zzI dmIzJ

z∆
LI

( )J Izϕ −z

( )Iϕ z

zI'

 
Fig. 2. Collocation node zJ located in the range of 
the supported domain centered at zI 

From (6), the unknown coefficient vector a can be 
solved. Then substituting a into(3), we can get the 
current distribution of the thin wire. 

III. NUMERICAL RESULTS 
In order to validate the present method, the input 

impedance and induced current distribution of a thin 
wire are calculated by MLM-RBF. Here, a delta-gap 
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source ( ') ( ')i
zE z zδ=  at the center of the wire is adopted, 

as shown in Fig. 1(a). The length and radius of the wire 
are set as L=λ/2 and a=10-3λ, respectively. Uniform node 
distribution is adopted on the wire axis and the distance 
between nodes is h. To analyze the accuracy of the 
present numerical algorithm, the results of MLM-RBF 
are compared with those of mesh-based MOM on the 
condition that the node distribution (grid distribution) is 
the same. In this work, two different kinds of MOM are 
taken as referenced methods, which are PMM with pulse 
basis function and Galerkin’s method with triangle basis 
function. The former is directly used to solve HIE and 
this process is called Hallen/Pulse approach. The later is 
used to solve electric field integral equation (EFIE) of 
arbitrarily shaped thin wired (ATW) model [15] and this 
process is called ATW/Triangle approach. 

There are many different types of RBFs. Here, two 
typical RBFs are chosen. One is the quintic RBF:  
 5( )I rφ =r  (14) 
which is a globally supported RBF without shape 
parameter. Another is the compactly supported RBF 
given by Wu [16]: 
 ( ) ( )6 2 3 4 5( ) 1 6 36 82 72 30 5I r r r r r rφ

+
= − + + + + +r (15) 

where /I mIr d= −r r ,  and 

 ( )
1      0 1

1
0           

r r
r

other+

− ≤ ≤
− = 


 (16) 

First, we compare the rates of convergence of the 
input impedance versus the node number by MLM-RBF 
with those by referenced methods. Figure 3 (a) shows 
the results of r5 RBF-based MLM (MLM-r5-RBF). We 
can see that, like ATW/Triangle approach, the input 
impedance of MLM-RBF converges fast to a stable 
value when the node number is only 12 (i.e. 24 nodes 
per wavelength). In sharp contrast to r5-RBF case, the 
input impedance of the Hallen/Pulse approach converges 
slowly: more than 200 segments are needed to obtain a 
good convergence. However, the results of 
MLM-r5-RBF could be inaccurate when node number 
exceeds 90. This is because the condition number of 
impedance matrix constructed by r5 RBF is too large 
(more than 1410 ) when node number exceeds 90. The r5 
RBF is a power function, its value at the center point is 
zero. Its conforming impedance matrix is not strictly 
diagonally dominant matrices that condition number is 
very large. 

In Wu’s RBF case (dmI=2.4*h), it can be seen that the 
input impedance converges more slowly than in r5 RBF 
case, but still faster than Hallen/Pulse approach, as 
shown in Fig. 3 (b). The input resistance computed by 
Wu’s RBF-based MLM (MLM-Wu-RBF) is in good 
agreement with that by ATW/Triangle approach when 
node number exceeds 50. For the input reactance of 

MLM-Wu-RBF, 100 nodes are needed to obtain good 
convergence results. However, 300 segments are needed 
for Hallen/Pulse approach. Due to the compactly 
supported property of Wu’s RBF, the generated 
impedance matrix is strip and sparse. The condition 
number of the impedance matrix is only 58 when node 
number reaches 250, which is far less than that of the 
impedance matrix of r5 RBF case.  

In Wu’s RBF case, besides the node number N, there 
is another parameter dmI to influence the calculation 
accuracy.  Figure 4 shows the input impedance versus 
dmI of Wu’s RBF. From the figure, we can see that the 
input impedance increases quickly to the peak-value and 
then decreases slowly as dmI increases. In addition, there 
exists a range of steady dmI within which the relative 
errors of peak-value are small. For example, when 
N=101, the relative error of the peak-value of input 
resistance is under 1.6% when dmI ranges from 1.8*h to 
6*h. From the figure, we can also see that the range of 
steady dmI widens as the node number increases. General, 
the dmI parameter of Wu’s RBF in HIE is set the 2*h to 
5*h that the calculation accuracy is good.  

 
(a) r5-RBF 

 
(b) Wu’s RBF (dmI=2.4*h) 

Fig. 3. Input impedance of a / 2λ dipole for (a) r5 RBF 
and (b) Wu’s RBF. 
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Fig. 4. Input impedance versus supported domain dmI of 
Wu’s RBF.  

Then, we compare the induced current distributions 
between MLM-RBF and reference methods. Figure 5 
shows the induced current in r5 RBF case and induced 
current versus the dmI in Wu’s RBF case when N=41. In 
r5 RBF case, the maximum error relative to ATW/ 
Triangle approach at the center node is 4%. In Wu’s 
RBF case, the maximum error at the center node is 8% 
when dmI ranges from 1.8*h to 6*h. When dmI= 2.7*h, 
4.2*h, and 5.7*h, the current curves are close to those of 
ATW/Triangle approach. However, when dmI is not 
within the steady range (from 1.8*h to 6*h), there exist 
great errors. For example, when dmI= 1.2*h, the 
maximum error is 36% at the center node. 

 
Fig. 5. Induced current distribution on a / 2λ dipole 

(node number is 41).  
 
Finally, we consider the generalization of the present 

method. Taking Wu’s RBF for example, we suppose that 
the dmI is set 2.4*h and a node number per wavelength is 
at approximately 15, and then the input impedance 
versus the dipole length ranging from 0.2 λ to 3.5λ  is 
computed; the results are shown in Fig. 6. The results of 
MLM-Wu-RBF are in good agreement with those of 
ATW/Triangle approach almost at every data point, 
which seems to show that MLM-Wu-RBF is a feasible 
and stable algorithm to solving HIE when dmI is in the 
steady range. 

 

 
(a) Input Resistance 

 
(b) Input Reactance 

Fig. 6. Input impedance versus dipole length in Wu’s 
RBF case. 

IV. CONCLUSION 
In this letter, MLM-RBF is applied to solve HIE of 

thin wire. The results show that the convergent rates of 
MLM-RBF are faster than those of MOM. In addition, 
there exists a steady range of dmI for Wu’s RBF within 
which the results reach certain accuracy. And the steady 
range of parameter dmI widens as the node number 
increases. The induced current distributions of r5 RBF 
and Wu’s RBF within the steady-range parameter dmI are 
in agreement with the referenced methods. For the r5 
RBF case, the condition number of impedance matrix is 
too large that some problems cannot be solved. For the 
Wu’s RBF case, when the sample nodes and dmI are set 
as certain values, the impedances varying with the length 
of wire are also in agreement with the referenced results, 
which seems that MLM-RBF can be a general algorithm 
to computing HIE. But the calculation burden of filling 
its matrix is somewhat heavier than that of MOM.  
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Abstract ─ In order to efficiently solve the dense 
complex linear systems arising from electric field 
integral equations (EFIE) formulation of electro-
magnetic scattering problems, the multilevel 
simple sparse method (MLSSM) is used to 
accelerate the matrix-vector product operations. 
Because of the nature of EFIE, the resulting linear 
systems from EFIE formulation are challenging to 
solve by iterative methods. In this paper, the two-
step preconditioner is used to alleviate the low 
convergence of Krylov subspace solvers, which 
combine the modified complex shifted precondi-
tioner and sparse approximate inversion (SAI) 
preconditioner. Numerical examples demonstrate 
that the two-step preconditioner can greatly 
improve the convergence of the generalized 
minimal residual method (GMRES) for the dense 
complex linear systems and reduce the compu-
tationnal time significantly.  
  
Index Terms ─ Electromagnetic (EM), 
generalized minimal residual method (GMRES), 
multilevel simple sparse method (MLSSM), 
preconditioner. 
 

I. INTRODUCTION 
The method of moments (MoM) [1-4] has 

found widespread application in a variety of 
electromagnetic problems. The resulting linear 
systems associated with the discretization of the 
electric field integral equation (EFIE) are large 
and dense for electrically large objects in electro-
magnetic scattering problems. It is basically 
impractical to solve the EFIE matrix equation 
using the direct method due to the memory usages 
of O(N2) and computational complexity of O(N3), 
where N is the number of unknowns. Making such 
solutions prohibitively expensive for large-scale 

problems, this difficulty can be circumvented by 
use of iterative solvers. One of the most popular 
techniques is the multilevel fast multipole 
algorithm (MLFMA) [5-6], which has complexity 
for a given accuracy. The MLFMA has been 
widely used in recent years to deal with 
electrically large problems due to its excellent 
computational efficiency. The multilevel fast far-
field algorithm [7] was proposed by L. Rossi in 
2000. The adaptive cross approximation method 
(ACA) is another fast iterative solution algorithm, 
which was proposed in 2000 by Bebendorf [8]. 
Similarly, the multilevel UV method has been 
successfully used to analyze the scattering from 
rough surfaces [9], propagation over terrain and 
urban environments, volume scattering from 
discrete scatterers. As opposed to MLFMA, the 
ACA and multilevel UV algorithm are purely 
algebraic and, therefore, do not depend on the 
Green’s function. 

The multilevel simple sparse method 
(MLSSM) was proposed by Canning and Adams 
[10-11]. Initially, the MLSSM is used to represent 
the impedance matrix sparsely in fast direct 
solution [12-14]. Based on the MLSSM, the 
iterative solution is introduced in [15] for EFIE 
formulation. It is well-known that EFIE provides a 
first-kind integral equation, which is ill-
conditioned and gives rise to linear systems that 
are challenging to solve by iterative methods. 
Although using combined field integral equation 
(CFIE) can alleviate this difficulty [16], it is not 
suitable for an object with opened structure. 
Therefore, it is natural to use preconditioning 
techniques to improve the condition number of the 
system and accelerate the convergence rate of 
iterative solvers before iteration.  

There are some simple preconditioners such as 
the diagonal or diagonal blocks of the coefficient 
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matrix, which can be effective only when the 
matrix has some degrees of diagonal dominance. 
Preconditioners based on incomplete LU 
factorizations have been successfully used on 
hybrid integral formulations [17], but they are 
sensitive to indefiniteness in the EFIE matrix, 
which leads to unstable triangular solvers and very 
poor preconditioners. Based on the hierarchical 
matrix, the H-LU preconditioner has been 
proposed in [18]. The SAI preconditioners are 
generally less prone to instabilities on indefinite 
systems [19-21], and outperform more classical 
approaches such as incomplete LU factorizations. 
The spectral multigrid and two-step preconditioner 
are proposed in [22-25], which seem to be 
efficient to electromagnetic problems. 

In order to accelerate the convergence rate of 
fast iterative solvers of MLSSM, the two-step 
preconditioner is used in this paper. Firstly, the 
SAI preconditioner is adopted in the two-step 
preconditioner. Secondly, the modified complex 
shifted preconditioner is used to shift the smallest 
eigenvalues close to one. Numerical experiments 
demonstrate that the two-step preconditioner of 
MLSSM is more efficient than SAI preconditioner. 
Especially, the two-step preconditioner is suitable 
for multiple right hand vectors problem. 

This paper is structured as follows: In Section 
II, the theory of the MLSSM is outlined. Then, the 
two-step preconditioner is presented in detail for 
the efficient solution of the dense linear system in 
Section III. In Section IV, some numerical results 
are presented to demonstrate the performance of 
the two-step preconditioner. Finally, conclusions 
are presented in Section V. 

 
II. MULTILEVEL SIMPLE SPARSE 

METHOD OF EFIE 
Consider a 3-D arbitrarily shaped perfectly 

electrically conducting (PEC) object immersed in 
a medium characterized by permittivity ε and 
permeability μ. The object is illuminated by an 
incident wave Ei that induces current Js on the 
surface S. The current Js satisfies the electric field 
integral equation: 

 ,       (1)  
where 

  .      (2)  

The discretization of EFIE with MoM using planar 
Rao-Wilton-Glisson (RWG) basis functions for 
surface modeling is presented in [1]. The surface 
of the object is usually meshed with one-tenth of 
the wavelength for accuracy. The resulting linear 
systems from EFIE formulation after Galerkin’s 
testing are briefly outlined as follows: 

 ,       (3)  

where 

 , 

(4)  
and 

 .              (5)  

For simplicity, let Z denote the coefficient matrix 
in (3), and in following. Then, 
the EFIE matrix equation (3) can be symbolically 
rewritten as: 

 ,                      (6)  
where is the column vector containing the 
unknown coefficients of the surface current 
expansion with RWG basis functions. The 
impedance matrix Z is dense in the sense that all 
entries are nonzero. 

The impedance matrix Z resulting from the 
discretization of EFIE formulation can be 
represented by the multilevel simply sparse 
method [14-15] based on a multilevel oc-tree as 
shown in Fig. 1. In [15], the structure of the 
MLSSM representation of the impedance matrix Z 
is given in a multilevel recursive manner 

 ,                      (7)  
where  is the reduced order impedance matrix 
and consists of only far-field interactions at level 

, which will be compressed in the coarser 
levels recursively up to level-3. There is no level 

 near-field interaction at the finest level . 
Thus, is the impedance matrix Z. In (7), is 
the sparse matrix containing all near-neighbour 
interactions at level of the oct-tree which were 
not represented at the finer level of the tree,  
are block diagonal unitary matrices that compress 
interaction between sources in non-touching 
groups at level . The pictorial representation of 
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impedance matrix of EFIE in MLSSM is shown in 
Fig. 2. 
 

 
Fig. 1. Construction of an oc-tree. 
 

   
Fig. 2. The pictorial representations of impedance 
matrix of EFIE in MLSSM. 
 

Based on the MLSSM representation of the 
impedance matrix Z, the efficient matrix vector 
product (MVP) is implemented as follows: 
 
Subroutine MVP (x, y, ) 
Begin = L: 3: -1 
      ; 
      ; 
      Call MVP ( , , -1); 

 
End 
 
 

III. TWO-STEP PRECONDITIONER 
The linear system resulting from 

EFIE with electromagnetic scattering MLSSM is 
often an ill-conditioned matrix and results in the 
low convergence of the Krylov subspace solvers, 
such as generalized minimal residual method 
(GMRES) [26]. In linear algebra, the convergence 
of the Krylov subspace solver is closely related to 
the condition number of impedance matrix Z. 
Denote the spectrum of Z in magnitude by 

 .              (8)  

Generally speaking, the condition number can be 
evaluated as follows: 

 .                  (9)  
In order to improve the convergence, the 

preconditioners are usually incorporated. 
According to (9), one can conclude that the 
smallest eigenvalues are responsible for slow 
convergence. The convergence of Krylov subspace 
solvers can be accelerated if by any means 
components in the residuals which correspond to 
the small eigenvalues can be removed during the 
iterations.  

The SAI preconditioner can improve matrix 
condition number by clustering most of the large 
eigenvalues close to one, but leaving a few close 
to the origin. In [24], the modified complex shifted 
preconditioner was proposed, which can shift the 
smallest eigenvalues of impedance matrix Z close 
to a priori fixed constant. Therefore, we adopt the 
preconditioner in a two-step manner in order to 
accelerate the convergence of Krylov subspace 
solvers of MLSSM. Firstly, the SAI preconditioner 
is used to cluster most large eigenvalues close to 
one. The EFIE matrix equation (6) is transformed 
into an equivalent form as follows 

  ,                         (10)  
where  is the corresponding SAI preconditioner 
matrix. Secondly, the modified complex shifted 
preconditioner is utilized to shift some eigenvalues 
to one. Then, we obtain the equivalent form as 
follows 

 ,                     (11)  
where  is the corresponding modified complex 
shifted preconditioner matrix. For simplicity, the 
above combining preconditioner is referred to as 
two-step preconditioner.  

In this paper, the construction of SAI precondi-
tioner matrix  is referred to [21-22]. For the 
modified complex shifted preconditioner matrix , 
we have constructed in efficient manners as in [25] 

 ,                     (12)  
where , , and are 
rectangular matrices with rank , which contain  
smallest eigenvalues of impedance matrix Z.  
 

IV. NUMERICAL RESULTS 
In this section, some numerical examples are 

simulated to demonstrate the efficiency of the two-
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step preconditioner. All computations are perform-
ed on Intel(R) Core(TM) 4 Quad CPU at 2.83 GHz 
and 8 GB of RAM in single precision. The 
restarted version of GMRES(m) is applied to solve 
linear systems, where m is the dimension size of 
Krylov subspace for GMRES and is set to be 30 in 
this paper. The iteration process is terminated 
when the normalized backward error is reduced by 
10-3 for all examples, and the limit of the 
maximum number of iterations is set as 10000. 

First, we consider the scattering of a perfectly 
electrically conducting (PEC) sphere with radius 
1m at 300 MHz. The incident angles of plane 
wave are . The sets of angles of 
interest for the bistatic RCS vary from 0 to 180 
degree. As shown in Fig. 3, comparison with 
analytical solution from Mie series is made for the 
bistatic RCS of the sphere. It can be found that 
there is an excellent agreement between them and 
this demonstrates the validation of our MLSSM 
and the two-step preconditioner. 

 

Fig. 3. Calculation results for bistatic RCS of the 
sphere with radius 1 m at 300 MHz. 
 

Second, we consider a PEC plane as shown in 
Fig. 4. The length of the plane is 2.04 m in the x-
axis direction, and width is 2.02 m in the y-axis 
direction. The frequency of the incident wave is 
1GHz and the incident direction is  

. The surface of the plane is meshed with 
one-tenth of the wavelength. The unknown of the 
PEC plane is 18264. The third example considers 
a VIAS geometry [27] as shown in Fig. 5. The 
frequency of the incident wave is 100 MHz and 

the incident direction is . The 
unknown of the VIAS geometry is 15377.  

 

Fig. 4. Convergence history of the GMRES(m) for 
solving system on the plane. 
 

 
Fig. 5. Convergence history of the GMRES(m) for 
solving system on the VIAS geometry. 
 
Table 1: Total number of iterations and solution 
time (in second) for the plane and VIAS geometry 

Object Unknown 

Iteration 
Number  Solution Time 

SAI Two-
step SAI Two-

step 

Plane 18264 442 44 
195 

s 22 s 

VIAS 15377 215 107 63 s 31 s 

 
The convergence histories of the GMRES 

algorithms with a two-step preconditioner and SAI 
preconditioner are displayed in Figs. 4-5 for the 
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above examples. It can be observed that when 
compared with the SAI preconditioned GMRES 
(m), the two-step preconditioner can decrease the 
number of iterations by a factor of 10.0 on the 
plane case, 2.0 on the VIAS case. The solution 
times are given in Table 1 for the above examples. 
It can be seen from Table 1 that a two-step 
preconditioner can reduce the solution time and 
iteration number greatly. 

In order to illustrate the performance of the 
two-step preconditioner further, the monostatic 
RCS of the above PEC sphere is calculated firstly. 
The interest angles vary from to in  
direction when  is fixed at . The error of 
monostatic RCS of the two-step preconditioner 
and Mie series is displayed in Fig. 6 for the 
metallic sphere. It can be seen that the maximum 
error of the monostatic RCS is less than 0.06 db 
and this demonstrates the validation of our 
MLSSM and the two-step preconditioner. 

Then, the above plane and VIAS examples are 
calculated. The interest angles vary from to 
in  direction when  is fixed at . The 
monostatic RCS of the two-step preconditioner 
and the SAI preconditioner are displayed in Figs. 
7-8 for the above examples. The number of 
iterations is reported for the monostatic RCS 
calculation in Figs. 9-10. 

 

Fig. 6. The error of monostatic RCS of two-step 
preconditioner and Mie series for the PEC sphere. 

 
Fig. 7. The monostatic RCS of the PEC plane for 

, . 

 
Fig. 8. The monostatic RCS of the PEC VIAS 
geometry for , . 

Fig. 9. Number of GMRES iterations for solving 
monostatic RCS on the plane. 
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Fig. 10. Number of GMRES iterations for solving 
monostatic RCS on the VIAS geometry. 
 

From Figs. 9-10, it can be seen that the number 
of iterations of the SAI preconditioner varies 
largely with respect to incident angles (i.e. RHS-
vectors), while that of the two-step preconditioner 
is more similar and almost constant for each 
example. This is the advantage of the two-step 
preconditioner. Therefore, the two-step precondi-
tioner is suitable for the multiple right hand 
vectors problem, such as the calculation of the 
monostatic RCS. 

 
V. CONCLUSION 

Because of the nature of the EFIE formulation, 
the linear system resulting from the 
electromagnetic scattering MLSSM is often an ill-
conditioned matrix and results in the low 
convergence of the Krylov subspace solvers. In 
this paper, the two-step preconditioner is used to 
accelerate the convergence of the Krylov subspace 
solvers in MLSSM. The numerical examples 
demonstrate that the two-step preconditioner is 
more effective than SAI preconditioner in terms of 
the CPU time in iterative procedure. Especially, 
the two-step preconditioner is suitable for the 
multiple right hand vectors problem. 
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Abstract ─ The crosstalk phenomenon on the 
suspension assembly interconnecting trace (SAIT) 
in hard disk drives (HDD) causes the signal to 
deform and/or degrade the recording head. For the 
purpose of analyzing the crosstalk contributions 
from SAIT using the 3D electromagnetic 
simulation tool, SAIT is divided into 4 sections 
which are bend section (BS), far-end section (FS), 
straight section (SS), and near-end section (NS). 
The length of each section is selected based on the 
physical shape of the trace and characteristic 
impedance. From the results, it was observed that 
the lowest crosstalk occurs at the BS and the 
highest crosstalk occurs at the NS. NS is necessary 
during a HDD quality evaluation and is removed 
before the SAIT installed in the HDD. With such 
high crosstalk, the test results can indicate poor 
head performance even when the head is working 
properly. Moreover, the crosstalk can be 
suppressed up to 14 dB and 33 dB for the near-end 
side and the far-end side, respectively when the 
NS with a 100% filled stainless steel backing layer 
is applied to the SAIT. Hence, to improve the 
accuracy of the recording head test performance, 
the designer should put more effort to design the 
SAIT near-end section to minimize crosstalk. 

 
 
Index Terms ─ Crosstalk, hard disk drive, head 
gimbal assembly, scattering parameters, 
suspension assembly interconnecting trace. 

 
I. INTRODUCTION 

In the recording head based on tunneling 
magneto-resistive (TMR) technology, SAIT is 
used to transfer the data signal between the 
read/write (R/W) and the recording head, as shown 
in Fig. 1. To improve the R/W performance in the 
ultra-high capacity hard disk drive [1], a heating 
circuit is integrated in the present design. As the 
result, the space between the traces is made even 
closer to each other to accommodate the heating 
lines. Unfortunately, the crosstalk which is an 
unintended signal from one circuit coupled to the 
adjacent circuit will increase [2]. The crosstalk 

 
 
Fig. 1. A diagram of the interconnect links 
between the recording head and the read/write 
driver. 
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on the SAIT is reported in [3-10] and the 
mechanisms are explained in [3 and 11]. Due to 
the narrow spacing and the TMR recorder’s 
extreme sensitivity, the crosstalk posts more 
challenges to the SAIT designer. 

Before a better SAIT design can be sought, a 
crosstalk contribution along the trace must be 
understood. In this paper, a methodology to 
identify a dominated generating crosstalk portion 
along the SAIT is proposed. Since the traces along 
the SAIT structure are non-uniform, one approach 
is to divide the SAIT according to the physical 
shape and the characteristic impedance. By using a 
3D electromagnetic simulation tool, the scattering 
parameters (S-parameters) are calculated and the 
parameters are used to be the crosstalk indicator.  
 

II. THE SUSPENSION ASSEMBLY 
INTERCONNECTING TRACE 

STRUCTURE 
The 3D model of SAIT, commercially used in 

the HDD industrial, and the cross section are 
shown in Fig. 2. It is composed of 3 layers, i.e. the 
insulator layer, conductor line layer, and backing 
layer which included polyimide, copper, and 
stainless steel. The 6 conductive traces consist of a 
write pair, a read pair, and a heating circuit line 
(H). The trace width (W), the distance of edge-to-
edge between traces (D), and the distance of edge-
to-edge between the read trace and the heater trace 
(S), are 30.5, 30.5, and 535 µm, respectively. The 
thicknesses of the stainless steel, polyimide, and 
copper are 20, 10, and 18 µm, respectively. The 
relative permittivity of polyimide is 3.2, while the 
conductivity of stainless steel and copper are 
1.1×106 S/m and 5.8×107 S/m, respectively [12].  

 
 
Although the length of SAIT in the 3.5″ HDDs 

is only 5 cm, the structure and shape of 
interconnect is complex and non-uniform, as 
shown in Fig. 2. Therefore, in order to analyze the 
write-to-read coupling sensitivity of this structure, 
the SAIT is divided into 4 sections according to 
the physical structure, that is the near-end section 
(NS), straight section (SS), bend section (BS), and 
far-end section (FS), as shown in Fig. 3. 

NS includes two read pads, two write pads, 
and the heating pads. The pads are used during the 
electrical test of the head gimbal assembly 
process. It is edged in the hard drive assembly 
process. For SS, the conductor lines on this section 
are straight and the write and read pair spacing is 
kept constant. Around BS, the conductor lines on 
this section are bent and the write-read pair 
spacing are varied. FS consists of the read pads, 
the write pads, and the heating pads connected 
with the pads on the recording head whereas the 
spacing between the write-read pair is not 
constant. 

In the cases of a differential line pair, it is 
characterized by the differential impedance (Zdiff). 
In the SAIT segmentation length, Zdiff is selected 
as the criteria to locate the section-to-section 

demarcation. The Zdiff is the calculating impedance 
viewing from the left side of each section with a 
50-Ω load at the other end. The segment length is 
determined such that the change of Zdiff is less than 
only 3% hence, the terminal location between two 
sections has no effect on the crosstalk levels of 
each section as reported by Hentges [10]. 

 
III. THE CROSSTALK PHENOMENON 

ON THE INTERCONNECT 
The electromagnetic coupling mechanisms on 

the SAIT are reported in [3]. It is the transport of 

 
 
Fig. 2. A 6-trace SAIT 3D model and a cross 
sectional view along P-P′ plane.  

 
 

Fig. 3. The 4 sections: (a) NS, (b) SS, (c) BS, and 
(d) FS. 
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energy from one line to another line via capacitive 
and inductive couplings which can be expressed 
by equations (1)-(2). 

dt
dvCi m= ,               (1) 

dt
diLv m= ,               (2) 

where Cm and Lm are mutual capacitance and 
mutual inductance, v and i are induced voltage and 
current on the adjacent read line. 

In the event of the coupling between the 
differential line pairs, such as the write-to-read 
coupling, mutual- capacitance, and inductance of 
two differential line pairs are represented by the 
mutual capacitance Cmd and mutual inductance 
Lmd, respectively [13]. 

The S-parameters are calculated and are 
utilized as the indicator of energy coupled from 
the write pair to the read pair due to the crosstalk 
phenomenon. It has been reported that S-
parameters given in (3) give more accurate results 
at high frequency than other parameters [14]. 

( )
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where Sij is the transmission coefficient from port j 
to port i and all remaining ports are terminated in 
the matched load (Vk = 0 for k ≠ j). The −

iV is a 
reflected voltage and +

jV is an incident voltage. 
Generally, the coupling on the victim line (the 

read line) is represented by two parameters, i.e. the 
near-end crosstalk (NEXT) and the far-end 
crosstalk (FEXT), which is the write-to-read signal 
coupling observed at the near-end side and the far-
end head side of the read lines, respectively. 
Figure 4 shows the 4-port network diagram. 
Therefore, NEXT in terms of S31 is the ratio 
between an incident voltage applied at port 1 to a 
reflected voltage from port 3. Similarly, FEXT in 

 
 
Terms of the S parameters is the ratio between an 
incident voltage applied at port 1 to a reflected 
voltage from port 4, S41. 
 

IV. THE SIMULATION SETTING 
The signal source in the simulation is a 

Gaussian pulse and it is fed into port 1 of each 
section. The crosstalk amplitudes based on the S-
parameters are both NEXT and FEXT on the read 
pair and are obtained from CST Microwave Studio 
[15], which is based on the finite integral 
technique. The number of cuboids is about 106 
cells. The operating frequency in this study is 
0.01-1.0 GHz, which is compatible with the test 
procedure in industrial. The boundary condition is 
set as the magnetic wall for all directions which is 
recommended for the signal integrity problem 
[15]. 

 
V. RESULTS AND DISCUSSIONS 

 

A. The crosstalk on each SAIT section 
The crosstalk levels of 4 portions of SAIT are 

shown in Fig. 5. It is found that the crosstalk at NE 
of BS is calculated to be -96 dB, in a frequency 
range of 10-560 MHz. Also, a very low FEXT of -
124 dB is observed in a range of 10-400 MHz. For 
FS, the crosstalk trace indicates a sharp null of -
146 dB at the FE side and occurs around 550 
MHz, It might be contributed from the FS acts like 
the LC resonator of the defected ground structure 
due to the aperture in the backing layer [16]. 
While at the NE side, it is almost constant at a 
level of -99 dB. For BS at NE and FS at FE, it is 
shown that the crosstalk is in an acceptable range. 

 
 

Fig. 4. The 4-port network diagram representing 
the write and read pairs. 

 
 

Fig. 5. The NEXT and FEXT of 4-SAIT sections. 
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The crosstalk at the NE side of SS is increased 
with the increasing of frequency and is calculated 
to be -81.1 dB at 1 GHz, while the crosstalk at FE 
side is observed as constant at -89.6 dB. For NS, it 
processes the highest crosstalk of -64.3 dB at NE 
and -63.9 dB at FE. This can be explained in terms 
of the spacing between the write and read pair that 
the narrowing space between the write and read 
pair possess a stronger coupling and this is in 
agreement with the result in [13]. 

This spacing can be represented by Cmd and 
the corresponding parameters obtained from the 
CST are shown in Table 1. NS has the largest Cmd, 
and hence, the crosstalk levels are the highest. In 
addition, it is observed that the crosstalk levels of 
the portions are correlating to Cmd/Csd ratio of the 
induced voltage [17]. The Lmd/Lsd ratio is very 
small in every section analyzed when compared 
against the Cmd/Csd ratio and hence Lmd/Lsd can be 
neglected. The Cmd/Csd ratio correlates with the 
crosstalk level depicted in Fig. 5. In summary, the 
highest to the smallest crosstalk levels are NS, SS, 
FS, and BS, respectively. 

 
B. SAIT with and without the near-end section 

In industrial practice, NS is removed from 
SAIT before it is installed in the HDD. However, 
NS is necessary during the recording head testing 
processes. There are many test steps where the 
write-to-read coupling level from the crosstalk can 
be ascertained. The crosstalk levels with and 
without NS are compared and are shown in Fig. 6. 

From Fig. 6, NEXT and FEXT voltages with 
NS are higher than SAIT with NS being removed 
by about 5 dB and 16 dB at 1 GHz, respectively. 
This is due to the fact that NS is the first section 
connected to the source in the testing process. The 
crosstalk levels are higher than SAIT without NS. 
Hence, a strong crosstalk effect occurred on the 
SAIT used in the testing process may cause 
inaccurate test results or totally misinterpreting a 
recording head performance before being installed 
in a HDD. 

 

 
Fig. 6. The crosstalk levels on SAIT in case with 
and remove NS. 

 
 

 
Fig. 7. The crosstalk levels of (a) NS with filled 
and conventional backing layer and (b) SAIT with 
filled and conventional NS backing layer. 

Table 1: The self- and mutual- crosstalk 
parameters of 4 sections at 0.12 GHz 

Parameter Section 
NS SS BS FS 

Cmd (µF) 0.47700 0.06110 0.00120 0.00923 

Lmd (µH) 0.0256 0.0461 0.1580 0.1030 

Csd (pF) 1.360 4.420 1.410 0.871 

Lsd (µH) 1.290 0.398 1.240 2.580 

Cmd/Csd 351,917.40 13,826.99 7,892.50 10,604.38 

Lmd/Lsd 1.99×10-5 1.16×10-4 1.27×10-4 4.01×10-5 
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C. The effect of stainless steel filled backing 
layer of the near-end section 

Instead of analyzing using a conventional 
windowed backing layer at NS, the percentage of 
stainless steel of backing layer is also used. The 
crosstalk of the filled percentage and conventional 
backing layer is compared and is shown in Fig. 7a. 
The crosstalk levels of the conventional NS are in 
the range of -64 - -65 dB, while 50% filled and 
100% filled are about -74 dB and -77 dB, 
respectively. This is in agreement with the results 
described in [10]. 

The crosstalk levels of the entire SAIT with 
the filled and conventional backing layer of NS 
with the conventional, 50% filled with stainless 
steel, and 100% filled with stainless steel backing 
layer are shown in Fig. 7b. It can be noticed that at 
10 MHz, the NEXT and FEXT of the entire SAIT 
with 100% filled with stainless steel are 
suppressed 14 dB and 33 dB, respectively, when 
compared with the conventional SAIT. In addition, 
the crosstalk levels of SAIT decreased when the 
crosstalk levels of NS are also low. Therefore, to 
avoid the recording head degradation and to 
improve the performance, the designer must 
suppress the NS crosstalk. 

 
VI. CONCLUSIONS 

The methodology to identify the crosstalk 
effect on the 6-trace SAIT is proposed. Since the 
SAIT structure is complex and non-uniform, it is 
divided into 4 sections according to the physical 
shape and Zdiff. The crosstalk levels represented by 
S-parameters obtained from the commercial 
software of all sections are enumerated. It is 
determined that the BS has the lowest crosstalk 
levels whereas the NS has the highest crosstalk 
levels. This strong coupling exists at the NS which 
elevates the crosstalk level of the entire SAIT. 
Consequently, the presence of the NS may lead to 
the wrong test results and/or the interpretation of 
recording head performance. Finally, in order to 
minimize the crosstalk, the designer should put 
effort to mitigate crosstalk at the NS. 
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Abstract ─ A mushroom-structure reflectarray can 
be designed by setting the values of inductance L 
and capacitance C based on LC resonant circuit 
theory. Since the capacitance value is determined 
by the gap size of mushroom patches and the 
range of the gap size is limited by the 
manufacturing process, it is difficult to adjust the 
capacitance value to achieve the desired reflection 
phase for the reflectarray design. To address this 
issue, this paper proposes introducing multi-layer 
parasitic patches on the mushroom structure and 
controlling the capacitance values using the 
number of parasitic layers based on the parallel 
resonant circuit theory. This paper also proposes a 
novel design method for mushroom reflectarrays 
when the incident electric field and beam control 
direction of the scattered waves are set parallel by 
focusing on the capacitance value. We measure 
reflected and scattered waves in an anechoic 
chamber. The measurement results of the direction 
of the reflected wave are shown compared to the 
results of the theoretical and simulation analyses. 
 
Index Terms ─ Artificial magnetic conductors 
(AMC), high impedance surface (HIS), LC 
resonant circuit model, metamaterial, multi-layer 
mushroom, mushroom-like structure, reflectarray. 
 

I. INTRODUCTION 
Recently, the study and standardization of 

very high-speed (beyond 2 Gbps) wireless 
communication systems [1] have progressed. By 
using high frequency radio waves, we can allocate 
a sufficient bandwidth to achieve high data 
transmission rates in these systems. The coverage 
area however, becomes smaller when using a high 
frequency because the propagation loss increases 

due to diffraction, and this leads to difficulty in 
using high frequencies in mobile communications. 
In order to address this issue, we proposed using 
reflectarrays placed on the top of buildings to 
eliminate blind zones in the valleys between 
buildings by controlling the direction of the 
scattered waves using the reflectarrays [2-6]. One 
of these reflectarrays is constructed using an 
approximate half wavelength cross dipole element 
array and an approximate one wavelength loop 
array for the ground plane that can simultaneously 
achieve dual polarization and frequency selective 
characteristics [2,4,6]. On the other hand, there are 
some reports of metamaterial reflectarrays that 
employ a mushroom structure, the elements for 
which are very short compared to the wavelength 
[3,7-10]. The metamaterial structure reflectarray is 
regarded as an artificial material that can control 
reflected waves in directions other than a mirror 
image, and the reflection phase can be calculated 
using a parallel resonant circuit model with 
inductance L and capacitance C [7]. The reflection 
phase is equal to zero at the LC resonant frequency 
and the reflection phase varies from +𝜋 to –𝜋 as 
the frequency changes. The resonant frequency 
can be controlled by changing the values of L and 
C, and there are typically three control methods 
[3,7-10]. The first method employs varactor diodes 
and changes in the voltage [7], the second method 
changes the via position of the mushroom 
structure [10], and the third involves changing the 
patch length of the mushroom structure to achieve 
a difference in capacitance [3,8,9]. There are 
mainly two problems with these conventional 
methods [3,7-10] when we focus on controlling 
the capacitance value in the design of mushroom 
reflectarrays based on the LC resonant frequency.  
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The first problem is the limitation caused by 
the manufacturing process. Although, it is 
necessary to achieve a reflection phase range from 
+𝜋 to –𝜋 at the desired frequency in the design of 
a reflectarray, it is difficult to achieve this. For 
example in the case of the third method [8, 9], it is 
necessary to close the distance between the 
mushroom patches to achieve a high capacitance; 
however, the degree to which the interval between 
the patches can be reduced is limited by the 
manufacturing process. 

The other problem is the design method. In the 
conventional reflectarray design method [12, 8, 9], 
the element length is considered to determine the 
resonant frequency. However, in the mushroom 
reflectarray design, the resonant frequency is 
considered to be the LC resonant frequency, which 
is determined by L and C. Since the capacitance 
value depends on the size of the gap between 
elements, the size of the gap is more important 
than the element length. Therefore, in designing 
when the incident electric field and beam control 
direction of the scattered waves are set parallel, it 
is difficult to adjust the capacitance value using 
the conventional design method.  

To address these issues, this paper proposes a 
novel multi-layer mushroom reflectarray in which 
the structure is decided not by the size of the 
element but by the size of the gap between the 
elements. In order to adjust the capacitance value, 
we apply the circuit theory such that the n-parallel 
arranged capacitances generate n-times 
capacitance and set parasitic patch layers on the 
mushroom structure to form a parallel capacitance 
arrangement.     

A multi-layered mushroom structure is used to 
increase the capacitance in order to achieve low 
frequency resonance [11]. However, the patch 
arrangement in [11] is different from that proposed 
in this paper. The performance of the proposed 
multi-layer mushroom reflectarray is shown by 
using the finite element method analysis, 
theoretical calculation based on parallel circuit 
theory, and measurement. For this purpose, we 
constructed systems to measure the reflection and 
transmission scattering waves in a chamber. The 
actual measurement results of the scattering 
pattern are shown compared with theoretical 
results using a radar equation and radar cross 
section (RCS) calculated using the high frequency 
structure simulator (HFSS). The pattern 

configurations of both measurement and 
theoretical results are very similar and the 
difference of desired main beam direction at -70 
deg. is less than 3 dB. 

A “homogenization model” was proposed 
recently for the analysis of a mushroom structure 
[15, 16, 17]. In this paper, we use both 
homogenization and LC resonant models for 1 
layer mushroom. We show the homogenization 
model has advantage for accuracy. For the multi-
layer mushroom calculation, we focus more on the 
qualitative behavior concerning parasitic patches 
for a mushroom structure than the quantitative 
accuracy, and choose Sievenpiper’s model [13]. 

 
II. EFFECT AND ANALYSIS OF 

PARALLEL SET CAPACITANCES 
The LC resonant frequency of the mushroom 

structure can be changed as shown in (1) using 
variations in capacitance “C” and inductance “L” 
as reported in [13]. In formula (1), “𝜔” is the 
angular frequency. 

2 1 .f LCω π= =  (1) 
 
Table 1: Design parameters 

Parameter Symbol 
Element space of mushroom 
structure for x axis direction ∆𝑥 

Element space of mushroom 
structure for y axis direction ∆𝑦 

Mushroom patch size for x axis 
direction 𝑊𝑚𝑥 
Mushroom patch size for y axis 
direction 𝑊𝑚𝑦 
Parasitic patch size for x axis 
direction 𝑊𝑝𝑥 
Parasitic patch size for y axis 
direction 𝑊𝑝𝑦 
Gap size between mushroom 
patches: ∆𝑦 −𝑊𝑚𝑦 𝑔𝑦 

Gap size between parasitic 
patches: ∆𝑦 −𝑊𝑝𝑦 𝑔𝑦𝑝 

Mushroom height t 
Interval between parasitic 
patches t1,..,tn-1 

Metallic ground layer L0 
Mushroom patch layer L1 
Parasitic patch layers L2,…,Ln 
Dielectric substrate layers D0,…,Dn 

29MARUYAMA, ET. AL.: CAPACITANCE VALUE CONTROL FOR METAMATERIAL REFLECTARRAY 



This paper proposes a multi-layer mushroom 
structure for a reflectarray, which is shown in Fig. 
1, that uses parasitic patches to obtain a wider 
variation in the capacitance value. Figure 1(a) 
shows a n layer mushroom structure consisting of 
a mushroom structure and n-1 parasitic patch 
layers set on the mushroom structure. We use 
these parasitic patches to achieve n set parallel 
capacitance. A resonant circuit model and analysis 
model for the reflection phase calculation of the 
multi-layer mushroom structure are shown in Fig. 
1(b) and 1(c), respectively. Table 1 gives the 
symbols and names of the parameters for the 
proposed structure. In terms of a non-parasitic 
layer mushroom structure, (2) - (5) are introduced 
based on a parallel resonant model as described in 
[13] using the parameters shown in Fig. 1 and 

Table 1. Inductance L in Fig. 1 is approximated by 
the product of permeability and the mushroom 
thickness, t, shown in (2). The gap between 
patches is expressed as (3). Capacitance C is 
determined by the gap between the adjacent 
mushroom elements expressed in (4) [13]. The 
direction of the electric field of the incident plane 
wave is assumed to be parallel to the Y-axis.  

 
 𝐿 = 𝜇𝑡. (2) 
 𝑔𝑦 = �∆y −Wy�. (3) 

 𝐶 = 𝜀0(1+𝜀𝑟)𝑊x
𝜋

arccosh �∆𝑦
𝑔𝑦
�. (4) 

 𝑍𝑠 = 𝑗𝜔𝐿 (1 −𝜔2𝐿𝐶).⁄  (5) 
 𝛤 = (𝑍𝑠 − 𝜂) (𝑍𝑠 + 𝜂)⁄ = |𝛤|exp(𝑗𝜙). (6) 
 

 
Fig. 1. Multi-layer mushroom structure with parasitic element layers. 
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Fig. 2. Relationship between reflection phase 𝜙 
and capacitance C when inductance 𝐿  is a 
parameter. 
 

The surface impedance of this array, Zs, is 
expressed as (5). The reflection coefficient Γ and 
reflection phase Φ are shown in (6). In (6), η is 
equal to the impedance in free space. Figure 2 
shows the theoretical calculation results using the 
above formulas of the relationship between 
reflection phase 𝜙  and 𝐶  when L is a parameter. 
The frequency is set to 8.8 GHz, and the 
mushroom spacings, ∆𝑥 and ∆𝑦, are set to 2.4 mm. 
When 𝐿 is small and 𝑡 is thin, the reflection phase 
range is wide at a high capacitance value and 
varies rapidly with the variation in the capacitance 
value.  

Next, we describe the multi-layer mushroom 
structure. When the size of the parasitic patch, 𝑊𝑝𝑥 
(or 𝑊𝑝𝑦  ), is set to the same size as that of the 
mushroom patch, 𝑊𝑚𝑥 (or 𝑊𝑚𝑦 ), and both the gap 
between mushroom patches, 𝑔𝑦 , and that between 
parasitic patches, 𝑔𝑦𝑝, are the same, the multilayer 
mushroom structure shown in Fig. 1(a) is regarded 
to have the capacitance of 𝑛  , set parallel in an 
equivalent circuit model. Therefore, the total 
capacitance is approximated as 𝑛  by 𝐶 . The 
surface impedance of this array is introduced in (7) 
by changing capacitance “𝐶” of (5) to 𝑛 times the 
capacitance, “𝑛𝐶.” 

𝑍𝑠 = 𝑗𝜔𝐿 (1 −𝜔2𝐿𝑛𝐶).⁄  (7) 
In the paper, we call the calculation using (1)-(7) 
as “LC resonant model”.  

According to [16, 17], surface impedance is 
introduced using the other analysis model.  We 
call the model “Theory II” and briefly introduced 
as follows. In the Theory II, TM- and TE- 
impedance are shown as (8) and (9), respectively, 
where θ is the angle of incidence and θ2 is 
expressed as formula (10).  

𝑍𝑇𝑀 =
𝑗𝜔𝜇tan(𝛽𝑡)

𝛽 cos2(𝜃2)

1−2𝑘𝑒𝑓𝑓𝑎
tan(𝛽𝑡)

𝛽 cos2(𝜃2)
. (8) 

𝑍𝑇𝐸 =
𝑗𝜔𝜇tan(𝛽𝑡)

𝛽

1−2𝑘𝑒𝑓𝑓𝑎
tan(𝛽𝑡)

𝛽 �1− 2
εr+1

� sin2(𝜃)
. (9) 

𝜃2 = arcsin �sin(𝜃)

√𝜀𝑟
�. (10) 

This paper set θ equal to 0 when we calculate 
reflection phase and then equation (8) and 
equation (9) are the same. In formula (9),  𝑘𝑒𝑓𝑓 is 
the wave number of the incident wave vector in 
the effective host medium [17].  𝜀𝑒𝑓𝑓  is the 
effective relative permittivity shown as (12) [16]. 
In formula (8),(9) 𝑎  is expressed as equation 
(13)[17]. 
 𝑘𝑒𝑓𝑓 = 𝑘0�𝜀𝑒𝑓𝑓 . (11) 

𝜀𝑒𝑓𝑓 = 𝜀𝑟+1
2

. (12) 

 𝑎 = 𝑘𝑒𝑓𝑓∆𝑦
𝜋

ln� 1

sin
𝜋𝑔𝑦
2∆𝑦

�. (13) 

 

 
Fig. 3. Reflection phase vs. gap 𝑔𝑦 when number 
of layers is a parameter. 
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Figure 3 shows the reflection phase versus the 
gap size 𝑔𝑦 at 8.8 GHz for a mushroom structure 
comprising 1 to 4 layers. In this paper, we use 
HFSS for the simulation because it is popular for 
the mushroom structure analysis. HFSS is 
commercial software based on the finite element 
method (FEM) and uses the weighted residual 
method. In the HFSS simulation, we use the first 
order tangential element basis function. An 
incident plane wave is assumed coming from the 
Z-axis positive direction to the reflectarray as 
shown in Fig. 1(c). The electric field vector of the 
incident plane wave is set parallel to the Y-axis. 
We use periodic boundary conditions for the side 
surface of the element cell and the perfect electric 
conductor (PEC) boundary condition for the 
ground plane. The periodic spacing of the 
mushroom structure, ∆𝑥 and ∆𝑦, are given as 2.4 
mm. The thickness of the mushroom structure, 𝑡, 
is set equal to 1.6 mm and the parasitic patch 
intervals 𝑡1 , .. , 𝑡3  are set equal to 0.8 mm. The 
relative permittivity of the dielectric substrate, 𝜀𝑟, 
is 4.4. In Figs. 3, 4, and 5, the solid lines represent 
the theoretical results using 𝐿𝐶  resonant model 
from (1)-(7) and the symbols represent the 
simulation results using the finite element method. 

In Fig. 3, the theoretical results using Theory II 
from (8)-(13) are represented by gray solid circles 
for 1 Layer. The Theory II results pretty well 
match the FEM simulated result at 1 Layer. 
Although theoretical results using the 𝐿𝐶 resonant 
model and simulated results do not completely 
match and the difference increases when gap size 
𝑔𝑦 is larger than 1 mm and as the number of layers 
increases, the graph curves of the theoretical and 
simulated results have a similar tendency for each 
of the 1 to 4 layers. Therefore, we can confirm that 
the proposed approximation shown in (7) is useful 
in considering qualitatively the role of parasitic 
layers in a multi-layer mushroom structure and in 
investigating the physical phenomenon based on 
theory. We can control the capacitance value by 
changing the number of parasitic layers. Figure 3 
also shows that when we increase the number of 
parasitic patch layers, we can reduce the reflection 
phase gradient versus the gap size. This is useful 
for a highly accurate design. The variation range 
of the reflection phase when we use parasitic 
layers is also wider than the case for a non-
parasitic layer. 
 

 

 
 
Fig. 4. Reflection phase 𝜙  vs. gap 𝑔𝑦  of one 
parasitic layer mushroom (2 Layers) and without 
parasitic layer (1 Layer) when distance t1 between 
parasitic patch and mushroom patch is a parameter. 

Fig. 5. Reflection phase 𝜙  vs. gap 𝑔𝑦  for one 
parasitic layer (2 Layers) when parasitic patch size 
𝑊𝑝𝑦 is a parameter. 
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Next, we investigate the characteristics of the 
parasitic patch given by the parasitic size “𝑊𝑝𝑦” 
and distance 𝑡1 between the parasitic patches and 
mushroom patches. Figure 4 shows the reflection 
phase 𝜙  versus 𝑔𝑦  of one parasitic layer 
mushroom (2 layers) and without a parasitic layer 
(1 layer) when distance 𝑡1  between the parasitic 
patch and mushroom patch is a parameter. We 
consider that the proposed multi-layer mushroom 
structure using parasitic layers has two kinds of 
capacitance. One capacitance “𝐶” exists in gaps 
between patches, and the other capacitance “𝐶𝐿” 
exists between layers. In Fig. 4, when interval “e 
𝑡1” between layers is small, e.g., 0.4 mm, “𝐶𝐿” is 
considered to be large and it prevents the effect of 
the parallel arrangement of capacitance 𝐶  to 
increase the value of the capacitance. We adopt 
0.8 mm for the value of 𝑡1 in the paper because the 
difference between the theoretical results using the 
above formula and the simulated results using the 
HFSS is minimum. When we use different size 
patches the capacitance value also changes. Figure 
5 shows reflection phase 𝜙  versus 𝑔𝑦  for one 
parasitic layer mushroom patch (2 layer mushroom 
patches) when parasitic patch size 𝑊𝑝𝑦  is a 
parameter. The conventional reflectarray using a 
microstrip patch generally uses a smaller size 
parasitic patch than the microstrip patch to achieve 
a broadband reflectarray [14]. In the case of the 
proposed multi-layer mushroom patches using 
parasitic patches, when we set mushroom patch 
size 𝑊𝑚𝑦   and parasitic patch size  𝑊𝑝𝑦  to the 
same value, i.e., 𝑊𝑚𝑦:𝑊𝑝𝑦 = 1: 1, the reflection 
phase range is wider than when we set 
𝑊𝑚𝑦:𝑊𝑝𝑦 = 1: 0.8 or 1: 0.9  as shown in Fig. 5. 
This is because the effect of the parallel 
arrangement in this structure to achieve a higher 
capacitance is weakened by using small patches 
that enlarge the gap between the patches and 
reduce the capacitance of each gap. On the other 
hand, when we set 𝑊𝑚𝑦:𝑊𝑝𝑦 = 1: 1.1, the 𝐶 yield 
in the gap between parasitic patches can be large. 
However, when we adopt a larger parasitic patch 
than the mushroom patch, the adjacent parasitic 
patches touch each other. Consequently, when we 
choose the same size for each mushroom patch 
and parasitic patch, we can gain an advantage by 
setting the capacitances parallel to obtain a high 
capacitance and to increase the reflection phase 
range. The reflection phase versus the frequency 

for one parasitic layer (2 layers) and without a 
parasitic layer (1 layer) is shown in Fig. 6. In 2 
layers, both the theoretical results and HFSS 
calculation results of the reflection phase versus 
frequency exhibit similar curves and we confirm 
that the proposed approximation is effective for 
frequency dependency. A comparison of the 1-
layer and 2-layer mushroom structures shows that 
the resonant frequency that satisfies the reflection 
phase equal to zero shifts to a lower frequency by 
using a parasitic patch. From (1) and (2) above, it 
is considered that the resonant frequency shifts 
lower due to the increase in the capacitance value. 
This is because inductance 𝐿 is the same for both 
cases with and without the mushroom structure. 
The largest difference in the reflection phase 
between the minimum �𝑊𝑦 = 1.187 mm�  and 
maximum �𝑊𝑦 = 2.3 mm�patches is 183 deg. at 
11 GHz for the 1 layer mushroom structure and 
240 deg. at 9 GHz for the 2 layer mushroom 
structure. Therefore, the maximum difference in 
the reflection phase can be expanded using 
parasitic elements. When the difference in the 
reflection phase between adjacent patches, 
𝛥𝜙𝑘,𝑘+1, shown in (14) satisfies (15) for each 𝑘, a 
wave is reflected toward control angle 𝛼 . The 
model in Fig. 7 shows when the incident electric 
field direction and beam control direction are 
orthogonal.  

∆𝜙𝑘,𝑘+1 = 𝜙𝑘 − 𝜙𝑘+1. (14) 
𝛼 = arcsin(𝜆∆𝜙 2𝜋⁄ ∆𝑦). (15) 
 

 
Fig. 6. Reflection phase vs. frequency for one 
parasitic layer (2 Layers) and without parasitic 
layer (1 Layer) compared to theoretical calculation. 
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Fig. 7. Design model for multi-layer mushroom 
structure with parasitic element reflectarray. 
 

III. DESIGN OF MULTI-LAYER 
MUSHROOM REFLECTARRAY BASED 
ON LC RESONANT CIRCUIT THEORY 

In this section, we propose a novel design 
method for a multi-layer mushroom reflectarray 
with parasitic elements that focuses on the 
function of L and C when the incident electric field 
direction and beam control direction are parallel. 
We adopt two-layer patches for a multi-layer 
mushroom reflectarray, which achieves a wide 
reflection phase range as in Fig. 3. In the 
conventional reflectarray design method such as 
the microstrip reflectarray [12] in which the 
element sizes are usually almost half the 
wavelength, the resonant frequency and reflection 
phase are usually decided by the element size. 
Therefore, to achieve the desired reflection-phase 
difference, we usually set different size patch 
elements (𝑊𝑚𝑦1 ,𝑊𝑚𝑦2 ,…) at equal distances. 
Figure 8 shows the conventional reflectarray 
design model using the patch element length and 
we call this model the ‘element model.’ Figure 
8(a) shows the model when the incident electric 
field and beam control direction of the scattered 
waves are set parallel. Figure 8(b) shows the 
model when the incident electric field and beam 
control direction of the scattered wave are set 
orthogonal. 

In the conventional method [3,8,12], different 
size patches are arranged in the reflect beam 
direction as shown in Fig. 8. In Fig. 8(a), the beam 
control direction and incident electrical field 
direction are set parallel to the Ｙ-axis. Different 
size patches selected to satisfy the desired 
reflection phase are arranged along the Ｙ-axis.  

Fig. 8. Conventional element model reflectarray. 
 

 
Fig. 9. Proposed gap model reflectarray. 
 

In Fig. 8(b), the beam control direction and 
incident electrical field direction are set 
orthogonal. Different size patches selected to 
satisfy the desired reflection phase are arranged 
along the Ｘ-axis. However, in the case of Fig. 
8(a), the beam control direction and incident 
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electrical field direction are set parallel, when we 
set different size patch element ‘𝑊𝑦𝑖’ at equal 
distances, the gap value is changed from ‘𝑔𝑦𝑖 ’ to 
‘ 𝑔𝑦𝑖+𝑔𝑦𝑖+1 2⁄ ’. Nevertheless, in the case of 
orthogonal beam control as shown in Fig. 8(b), 
when we set a different size patch element ‘𝑊𝑦𝑖’ at 
equal distances, gaps ‘𝑔𝑦𝑖’ are also set in the same 
way.  In the case of the mushroom structure, the 
element sizes are very small and we consider that 
the resonance is decided by 𝐿𝐶  resonance as 
described in Section II. Therefore, the capacitance 
value, which is determined by the gap size, is 
more important than that determined by the 
element size. To achieve a gap based design, this 
paper proposes a new design model in which the 
incident electric field and beam control direction 
of the scattered wave are set parallel. The model is 
called the “gap model” and is shown in Fig. 9. In 
the proposed model, in the first step, we set the via 
holes to be equally spaced, ∆𝑦. In the next step, 
different size gaps, 𝑔𝑦𝑖 , are chosen that are 
decided based on the reflection phase shown in 
Fig. 3. Next, the gaps are allocated so that the 
center of each gap is also equally-spaced between 
vias as shown in Fig. 9. Then, half length patches, 
𝑊𝑦𝑖 2⁄ , are set on both sides of the gaps. 
Consequently, the size of each patch is  
�𝑊𝑦𝑖 + 𝑊𝑦𝑖+1� 2⁄  as shown in Fig. 9. Please note, 
in this model, the via hole is not set in the center 
of the patch. Finally, we can allocate different 
capacitances at equal spacing using the proposed 
method because the capacitance value is decided 
by the gap size as described in Section II.  

 
IV. ANALYSIS AND MEASUREMENT 

RESULTS FOR MULTI-LAYER 
MUSHROOM REFLECTARRAY  

Using the gap-model reflectarray design 
method that is described in Section III, a 70 deg. 
beam control mushroom reflectarray with parasitic 
elements for normal incidence (PV70Gs) can be 
achieved when the incident electric field and beam 
control direction of the scattered waves are set 
parallel. A 2-layer model that has the widest 
reflection phase range in Fig. 3 is adopted. We use 
the same frequency and periodic spacing for the 
mushroom structure, ∆𝑥  and  ∆𝑦 , as that for the 
reflection phase calculation shown in Fig. 3, i.e., 
8.8 GHz and 2.4 mm, respectively. In order to 

achieve a scattering reflect wave beam control 
angle, 𝛼 , which is equal to 70 deg., each 
mushroom should satisfy the condition where the 
reflection phase difference, ∆𝜑𝑘,𝑘+1 , between 
adjacent mushroom patches is 24 deg. based on (9). 
The design conditions and parameters of the gap 
model and element model are given in Table 2. 
Using the 24 deg. phase difference, 15 gaps are 
required to cover a 360 deg. reflection phase 
region. From Fig. 3, we can choose an adequate 
gap size for each required gap in the gap model. 
However, from Fig. 3, we can see that a gap 
smaller than 0.1 mm is necessary to achieve less 
than -140 deg.; however, it is difficult to achieve 
this in the fabrication process with high accuracy. 
We can also see from Fig. 3 that no patches exist 
in relation to a reflection phase greater than 125 
deg. We can prepare 11 gap (12 patches 
correspond to the gaps) sizes from #1 to #11 that 
can yield the same phase difference between 
adjacent arrays and the gap sizes from #12 to #15 
are not available as indicated in Table 2.  

 

 
Fig. 10. Reflection phase difference vs. gap 
number for gap and element models.  

In the case of the element model, we primarily 
decide the element patch size to obtain the 
required reflection phase that is described in 
Section III. Then, the reflection phases of the 
element model shown in Table 2 are decided by 
the gap size using Fig. 3. The reflection phase 
difference versus the gap number is shown in Fig. 
10. The phase difference in the gap model is 
maintained at a constant 24 deg.; however, in the 
element model, the value differs in the range of 10 
deg.    The    gap    model    and    element    model  
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Table 2: Design parameters of PV70Gs 
 Gap model Element model 
Gap 
number Symbol 

Gap 
[mm] 

Reflection 
phase 
[Deg.] 

Phase 
difference 
[Deg.] 

Symbol 
Gap 
[mm] 

Reflection 
phase 
[Deg.] 

Phase 
difference 
[Deg.] 

#1 𝑔y1 0.1 -139 24 
𝑔𝑦1+𝑔𝑦2

2
 0.139 -127 21 

#2 𝑔y2 0.177 -115 24 
𝑔𝑦2+𝑔𝑦3

2
 0.208 -106 24 

#3 𝑔y3 0.238 -91 24 
𝑔𝑦3+𝑔𝑦4

2
 0.266 -82 27 

#4 𝑔y4 0.294 -67 24 
𝑔𝑦4+𝑔𝑦5

2
 0.321 -55 23 

#5 𝑔y5 0.348 -43 24 
𝑔𝑦5+𝑔𝑦6

2
 0.385 -32 28 

#6 𝑔y6 0.422 -19 24 
𝑔𝑦6+𝑔𝑦7

2
 0.441 -4 20 

#7 𝑔y7 0.46 5 24 
𝑔𝑦7+𝑔𝑦8

2
 0.496 16 25 

#8 𝑔y8 0.532 29 24 
𝑔𝑦8+𝑔𝑦9

2
 0.584 41 25 

#9 𝑔y9 0.636 53 24 
𝑔𝑦9+𝑔𝑦10

2
 0.722 66 25 

#10 𝑔y10 0.809 77 24 
𝑔𝑦10+𝑔𝑦11

2
 - 91 - 

#11 𝑔y11 1.213 101 24 - - - - 
#12 𝑔y12 - 125 - - - - - 
#13 𝑔y13 - 149 - - - - - 
#14 𝑔y14 - 173 - - - - - 
#15 𝑔y15 - 197 - - - - - 
Name Symbol Value 
Substrate name FR4 - 
Relative  permittivity 𝜀𝑟 4.4 
Dielectric loss-tangent tan𝛿 0.018 
Via hole diameter vd 0.50 mmφ 
Mushroom height 𝑡 1.6 mm 
Interval between parasitic patches 𝑡1 0.8 mm 
Element space of mushroom structure ∆𝑥,∆𝑦 2.4 mm 
Gap size between mushroom patches at x-axis direction 𝑔𝑥 0.1 mm 

 
reflectarrays are designed using parameters from 
Table 2. 

The HFSS analysis model of the reflectarray 
(PV70Gs) is shown in Fig. 11. The reflectarray is 
constructed using a mushroom layer and patch 
layer. In Fig. 11, the perfect matched layer (PML) 
boundary condition is used at the top and bottom 
boundary surfaces and periodic boundary 
conditions are used at the side boundary surfaces. 
A plane wave incident along the Z-axis is assumed.  

 
No patch is set if the optimum size patch that 

satisfies the desired reflection phase does not exist. 
The metallic ground plane, which represents the 
unavailability of a desired patch, is also removed 
to avoid undesired radiation from the ground plane. 
A mushroom structure usually uses a much 
smaller mesh for HFSS calculation than the 
wavelength. Therefore, it is difficult to analyze a 
large-scale mushroom array. This paper uses array 
factor approximation using the basic analysis 
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model shown in Fig. 11 and the periodic boundary 
conditions. 

 
Fig. 11. The analysis model of 70 degree vertical 
beam control reflectarray（gap model); PV70Gs. 
 

 
Fig. 12. Far field patterns for element and gap 
models (calculation results). 

 
The far field scattering patterns of the gap 

model and element model reflectarrays are shown 
in Fig. 12. In Fig. 12, we arrange 129 arrays in the 
X-axis direction and 9 arrays in the Y-axis 

direction using an array factor and construct a 310 
mm by 325 mm reflectarray. The levels are 
normalized to the peak level in the −70  deg. 
direction. Both results using the gap model and 
element model have a peak level at the desired 
−70  deg. and a radiation level in undesired 
directions, i.e., imaging direction (𝜃 = 0°) and 70 
deg. direction of the conventional element model 
are higher than those for the proposed gap model. 
From Figs. 11 and 12, we can confirm that the 
proposed gap model is superior to the 
conventional element model. 

 

 
 

Fig. 13. Measurement system and multi-layer 
mushroom reflectarray with parasitic element 
designed using gap model (217 mm × 217 mm). 
 

Next, we fabricate a 217 mm by 217 mm gap 
model reflectarray and measure the scattering of 
reflected and transmission waves in the chamber. 
Photographs of the measurement system and 
reflectarray are shown in Fig. 13. In the system, 
the reflectarray is set at the center and the 
distances between the reflectarray and transmitter 
antenna (TX) and that between the reflectarray and 
receiver antenna (RX) are set to 1270 mm. The TX 
is set in front of the reflectarray and an incident 
wave is assumed from 𝜃 = 0° direction (The 
coordinate system is shown in Fig. 13). The RX 
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horn is moved on a rail along the circumference of 
a circle to scan the scattering level.  

Generally, the measurement distance must 
satisfy (16) for a radar cross-section measurement 
[18]. In (16), “D” represents the maximum 
diameter of the target, which we set to 217 mm. 
Therefore, the measurement distance must be 
longer than 2500 mm. However, it is difficult to 
maintain a dynamic range when we use a long 
measurement distance or a small reflectarray. 
Moreover, the chamber size is limited. 

ρ > 2D2

λ
. (16) 

The far field scattering pattern of the 
measurement and calculated results are shown in 
Fig. 14. To avoid collision between the TX and 
RX, the measurement range is set to 20° < 𝜃 <
340° . In the −20° < 𝜃 < 20°  region, only 
simulated results are shown in the graph. In Fig. 
14(a), the levels are normalized to 0 dB at the peak 
level at -70 deg. Figure 14(b) shows the actual 
measured value in the chamber using the settings 
indicated in Fig. 13 by the aqua colored line. In the 
measurement, we set the level equal to 0 dB when 
the transmission cable and received cable are 
directly connected. We use standard horn antennas 
(Flan Microwave LTD.) and the directivity gain at 
the 8.8 GHz is 18.6 dBi. The black line in Fig. 
14(b) shows the theoretically calculated received 
level using the radar equation (17) and radar cross 
section 𝜎𝑟  of the reflectarray calculated using 
HFSS. 

𝑊𝑎(𝜃,𝜑) = λ2𝐺𝑎2

(4π)3𝑅4
𝑊𝑡𝜎𝑟(𝜃,𝜑). (17) 

The symbol name and value used in (17) are 
shown in Table 3. 

 
Table 3: Symbol name and value used in radar 
equation 

Name Symbol Value 
Received power 𝑊𝑎  
Transmission power 𝑊𝑡 1 mW 
Antenna gain; standard 
horn from Flan micro 𝐺𝑎 18.6 dBi 

Distance between 
transmission antenna 
and reflectarray 

𝑅 1270 mm 

Radar cross section of 
reflectarray 𝜎𝑟 

Calculated 
using HFSS 

Wavelength (8.8 GHz) λ 0.034 
 

 
Fig. 14. Comparison between theoretical, 
simulated, and measurement results of far field 
scattering pattern. 
  
In Fig. 14(b), the values in the desired −70 
direction are −26.3  dBm  (measurement) and 
−23.4 dBm (theoretical). The difference is 2.9 dB. 
There exists a side lobe level at 𝜃 equal to 70 deg. 
that is in the opposite axial direction of the desired 
−70 deg. Because we use the element spacing of 
2.4 mm and 15 divisions for one period in the −70  
deg. reflection beam direction, in the design of the 
70  deg. beam control we also use the same 
element spacing of 2.4 mm and 15 divisions. The 
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design differences in the reflected beam control 
between 70 deg. and  −70 deg. are represented by 
the phase difference between adjacent elements of 
−24  deg. or 24  deg. Therefore, when the 
difference in the reflection phase between adjacent 
elements is shifted due to manufacturing error, the 
side lobe level is increased. In Fig. 14, there also 
exists a side lobe level at “𝜃” equal to the direction 
caused by specular reflection in the simulation. 
Please note that the direction cannot be measured. 
Under the conditions given above for array factor 
approximation analysis and measurement in a 
small chamber, we confirm that the graphs of the 
calculation and measurement scattering radiation 
pattern results are overlapped except for the back 
lobe radiation. In the reflectarray design of the 
paper, we assume the incident wave is coming 
from the upper side (“𝜃” equal to 0 deg. direction). 
However, when we use the reflectarray to improve 
the propagation environment, the waves come 
from several oblique directions [3, 20]. Otherwise, 
the mushroom like structure exhibits dual resonant 
behavior for an oblique incident as reported in [16 
and 19]. We need further study for these oblique 
incidents for the reflectarray. 

 
V. CONCLUSION 

This paper proposed a novel reflectarray 
design using a multi-layer mushroom structure 
with parasitic elements based on capacitance value 
control in the 𝐿𝐶 resonant circuit model. Based on 
the study of the 𝐿𝐶  resonant circuit model, this 
paper showed that the parallel set capacitance 
value can be theoretically controlled using the 
number of parasitic layers. This paper also 
proposed a novel reflectarray design method for a 
70 deg. beam control mushroom reflectarray when 
the incident electric field and beam control 
direction of the scattered waves are set parallel by 
focusing on the capacitance value. Finally, this 
paper showed that the proposed design exhibits 
good performance by comparing the simulated and 
experimental results. 
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Abstract ─ The design of an 8×8 near-field 
focused circularly polarized dielectric resonator 
antenna (DRA) array for fixed RFID reader 
applications at 5.8 GHz is presented. The proposed 
antenna array consists of 64-element of cylindrical 
dielectric resonator antennas (CDRA) with two 
orthogonal feeding probes located inside the 
CDRA element. A single element CDRA with 
supporting arms is used as a building block of the 
array provided good impedance matching and 
circular polarization at 5.8 GHz. The perforation 
technique is used for the supporting arms to reduce 
the manufacturing complexities in the CDRA 
mounting over the ground plane. The sequential 
feeding technique is applied to improve the gain 
and circular polarization bandwidth of the single 
element and the array. The characteristics of the 
near-field focused array are introduced compared 
to that of the uniformly phased array. The finite 
integral technique and the finite element method 
are used to compute the array performance. 
   
Index Terms ─ CDRA, fixed reader antenna, 
RFID, sequential feeding.  
 

I. INTRODUCTION 
RFID systems have been applied in many 

applications for their advantages over other 
automatic identification systems [1]. Practically, 
the RFID reader has a read zone that can 
sometimes be difficult to control due to multipath 
effects or reflections of the RF signal. Problems 
that may arise with conventional RFID readers 
include:1) the reader may detect tags that are not 
in the reader coverage area, and 2) the tags may be 
located adjacent to the reader antenna thus 
blocking its field. Spatial isolation of an RFID tag 
may be difficult if the interrogation range of the 

RFID readers is not easily controlled or adjusted to 
a lower power setting. This can lead to errors in 
customer purchases or errors in verification that an 
item is in a specific physical location (e.g., 
baggage on a specific cart) [2, 3]. The RFID 
reader antenna is an important component in RFID 
systems and it has been designed with circularly 
polarized (CP) operation. CP for the reader 
antenna in transmission is preferred because the 
tag antenna (which is linearly polarized) will 
receive enough power from the transmitter 
irrespective of its orientation. A CP antenna with a 
low profile, small size, lightweight, high gain, and 
high front-to-back ratio is required in a portable 
RFID reader [4-6]. The other type of RFID reader 
is the fixed reader. Generally, fixed-reader 
antennas are complex microstrip patch arrays with 
high gain, and a relatively narrow beam and low 
side lobe level [7-9].  

Using antenna arrays for a fixed RFID reader 
will result in long read range. The far-field region 
is determined according to the dimensions of the 
array (L×L) and the operating frequency by 
(2L2/λ). In some applications, tags may be located 
in the near-field region of the fixed reader antenna 
array not in their far-field region as is usually the 
case in a standard communication system. 
Therefore, a reader antenna array exhibiting a 
near-field (NF) focused radiation, which is able to 
maximize the field amplitude in a size-limited spot 
within the antenna near-field region, while not 
affecting  the field strength far from the antenna 
(far-field region), is needed.  Recently, NF-
focusing has attracted major interest due to its 
potential applications in near-field sensing and 
imaging microscopy [10-11]. NF- focusing is used 
in RFID to increase the field incident on the tags at 
allowed effective isotropic radiated power (EIRP) 
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[12-14]. In [15], a circular half-wavelength dipole 
array is used to study the effect of changing the 
focusing distance on the power in the Fresnel 
region. In this paper, an 8×8 NF-focused 
cylindrical DRA phased array with supporting 
arms for fixed RFID reader at 5.8 GHz is 
proposed. The NF-focused CDRA array is 
designed to maximize the radiated power density 
in a limited size spot in the near field of the RFID 
reader. The performance parameters of the NF-
focused array are compared with that of uniform 
phased array. The array consists of 64 sequentially 
fed CDRA elements with two supporting arms 
mounted on a square ground plane. Each CDRA 
element is fed via two orthogonal probes located at 
two orthogonal points from the CDRA center. The 
finite integration technique (FIT) [16] is used to 
optimize and analyze the antenna array 
performance parameters such as reflection 
coefficient, radiation pattern and antenna gain. The 
finite element method (FEM) [17] is used to 
validate the results. The novelty of this work is the 
using of the CDRA elements in the phased array 
for wide bandwidth, no metallic loss (high 
radiation efficiency), and high gain (wide 
coverage area for RFID reader). The paper is 
organized as follows. In Section II, numerical 
results for a circularly polarized CDRA with 
supporting arms as a building block for the RFID 
reader antenna array are investigated. Near field 
focused CDRA array for fixed RFID reader 
consists of 64 CDRA elements is designed at 5.8 
GHz. Section III concludes the results. 

 
III. NUMERICAL RESULTS 

Figure 1 shows the geometry of a single 
cylindrical dielectric resonator antenna with two 
feed probes excitation. The CDRA with dielectric 
constant εr of 10.2 is used [18]. It has a radius ‘a’ 
of 5.9 mm and a height ‘Hd’ of 8.3mm. The CDRA 
is designed to operate around 5.8 GHz. Two 
coaxial probes are located off the center by 
distance df of 5.1 mm. Each probe has radius of 
0.25 mm and height hf of 3.9 mm. The two probes 
are parallel and located at similar positions on two 
orthogonal diameters and the feeding is arranged 
such that the two probes have a phase difference 
of 90o. Because of the fabrication complexity of 
CDRA over ground plane, four supporting arms 
having rectangular shape are connected with the 
CDRA. In [19], perforated structure was proposed 

to overcome the mounting problems of the CDRA 
over the ground plane and save more manual effort 
in the alignment of the CDRA with the feeding 
structure especially for arrays. The technique of 
perforating a dielectric sheet eliminates the need to 
position and bond individual CDRA elements in 
the array. Perforations create different effective 
dielectric permittivity and make the fabrication of 
CDRA arrays feasible. The perforations result in 
lowering the effective dielectric constant for the 
region between the CDRA elements. The CDRA 
element is made from one piece of dielectric 
material; with a perforated bonding dielectric rods 
and completely eliminating all the rest of the 
dielectric material. The dielectric rods have low 
dielectric constant and thin enough to avoid 
guiding waves around the design frequency of the 
element itself. The effective dielectric constant, 
εreff, of the perforated material can be calculated 
from [19] 
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where Rp is the radius of the air holes, and Sp is the 
center to center separation distance of the holes. 
The holes forming the perforation are only one 
line centered along the axis of the ribbon forming 
the supporting arm. Thus, the supporting arms are 
used to reduce the fabrication complexity while 
keeping the same radiation characteristic as arm 
free element [19, 20].  

The dimensions of the supporting arms are 
width Wp= 4 mm and thickness Hp=1 mm. The 
supporting arms are perforated by incorporating 
air holes in the arms. The air holes have equal 
radii, Rp=1.2 mm and center to center separation 
Sp=3Rp. The CDRA elements with supporting 
arms are mounted on square ground plane with 
edge length ‘G’ of 35.15 mm. Figure 2 shows the 
simulated reflection, S11, at the two ports of the 
feeding pins of the single CDRA element with 
perforated supporting arms against the frequency. 
The two ports produced the same performance due 
to their position similarity. Good impedance 
matching is obtained with impedance bandwidth 
extending from 5.62 GHz to 6.12 GHz for S11 <     
-10 dB. 
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The simulated radiation pattern components, 
left hand polarization, EL, and right hand 
polarization, ER, of the single CDRA element at 
5.8 GHz in x-z plane and y-z plane are shown in 
Fig. 3. Asymmetrical radiation pattern is obtained 
with high cross-polarization level due to the 
coupling effect between the excitation orthogonal 
probes, as well as the asymmetrical positioning of 
the feeds with respect to the two planes. Good 
agreement is obtained between the results 
calculated by FEM and FIT techniques. 

 The main polarization (EL) is within -10 dB 
level in a beam of about 100° width centered at the 
0° direction. The cross polarization (ER) level is 
more than        -10 dB relative to the main 
polarization (EL) within the circular polarization 
beam (100°). These results indicate good 
performance of this dielectric resonator antenna 
for RFID reader application.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The axial ratio at the normal axis, φ= θ=0o, 

versus frequency is shown in Fig. 4a. The antenna 
provides circular polarization with minimum value 
of 1.9 dB at 5.8 GHz with a relatively wide axial 
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Fig. 3. The simulated radiation pattern components of 
the single element at 5.8 GHz. 
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Fig. 2. The power reflection coefficient and input 
impedance versus frequency of the CDRA with 
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Fig. 1. The geometry of circularly polarized CDRA 
with supporting arms. 
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ratio bandwidth (AR< 3dB) of the order of 
40.74%. The antenna gain at the normal axis over 
the operating band is shown in Fig. 4b. The gain at 
the normal axis is 7.15 dB at 5.8 GHz and nearly 
constant within 0.5 dB over the RFID frequency 
band (5.65- 5.95 GHz). 

  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

An 8×8 RFID reader antenna array with 
supporting arms is shown in Fig. 5. The area of the 
array is L×L= 28.13 × 28.13 cm2 (5.44 λ×5.44 λ 
where λ is the free-space wavelength at 5.8 GHz). 
The distance G between the elements is 35.16 mm 
(0.68λ) to reduce the mutual coupling between the 
elements. The sequential feeding technique is 
applied to the CDRA elements in order to improve 
the circular polarization bandwidth (axial ratio 
bandwidth) and gain of the antenna array [21]. For 
each sub-array forming (2×2) elements, the 
elements in one diagonal are 90o out of phase and 
rotated -90o in orientation relative to the elements 
in the other diagonal (see Fig. 5b). This sequential 

feeding mechanism produces two fields with equal 
magnitude and out of phase by 90o which results in 
improving the circular polarization bandwidth of 
the array.   

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

The antenna array aperture is placed in the (x, 
y) plane and (xi, yi) are the position coordinates of 
the ith element. The phase of the feeding currents 
has been adjusted to maximize the radiated field at 
a distance z = Ro= 40 cm (The assumed boundary 
for the far field is 2L2/λ = 306.11 cm) from the 
antenna aperture. For the NF- focused phased 
array, the phase shift for the ith element can be 
calculated from, 

( )ooiii RRyx −++= 2222
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πφ .                         (2) 
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Fig. 4. The simulated axial ratio and antenna gain 
versus frequency of the single element CDRA with 
supporting arms. 
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Fig. 5. The geometry of the proposed 8 ×8 RFID 
reader antenna array consists of 4 sub-array of 
CDRA with supporting arms. 
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The beamwidth between 3-dB points in the 
focal plane is defined as the array spot size. The 
spot size area radius, W, of a NF-focused planar 
array depends on the interelement distance, array 
size and geometry [22] 

L
RW o

λ
⋅= 8868.0 .                                         (3) 

In this case, W= 6.52 cm (1.26 λo). The Poynting 
vector is equal to the cross product of electric 
field, Ē, by the complex conjugate of the magnetic 
field, Ĥ. The magnitude of its real part is the active 
power density while the magnitude of its 
imaginary part is the reactive power density [23].  

Adding the phase shift to the array elements 
results in focusing both the active and reactive 
power density at the focal plane (the plane 
includes the focus point). The ratio between the 
active power density and the reactive power 
density is very large (about 256). Thus, only the 
active radiated power density will be taken into 
account and is given by   
 ( ) ( )∗×== HESS



ReRe .                     (4) 

       The equivalent plane wave power density p is 
defined from the E-field or the H-field as follows 
[21] 
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where ηo=377Ω. The normalized power density 
distribution in the x-y plane for the uniformly 
phased array compared to that of the NF-focused 
array is used to introduce the effect of focusing as 
shown in Fig. 6. The power density of the NF-
focused antenna array decreases rapidly from the 
focal point than that of the uniformly phased array. 
The -3dB contour curve of the NF-focused array 
exhibits a diameter of about 8 cm. Contour plots of 
the normalized power density in the x-z plane is 
plotted in Fig. 7. 

Figure 8 shows the variations of the power 
density along the z-axis from the antenna aperture 
of the NF-focused array. The 3-dB focused depth 
of the array is 31.2 cm along the array axis. 
 

Using a rectangular to spherical coordinate 
transformation, the three components of the 
electric field Ex, Ey, and Ez are transformed to their 
spherical counterpart Er, Eθ, and Eφ. For NF-

focused array, the radial component of the electric 
field Er is very small and can be ignored in the 
near field region [24]. Thus, only the components 
Eθ and Eφ are used to calculate the axial ratio.  The 
AR in the area of 20 × 20 cm2 of the transverse 
plane at focal point 40 cm away from the NF array 
aperture is shown in Fig. 9. The NF-focused array 
exhibits focused circular polarization in area 
around the focal point less than that for the 
uniformly phased array.  The variations of the 
normalized power density along x-axis and y-axis 
for the uniformly phased array and NF- focused 
array are shown Fig. 10. The side lobe level, SLL, 
in the 32 × 32 cm2 area around the focal point is 
less than -13.5 dB while -5.82 dB for the 
uniformly phased array. Approximately the same 
field distributions in the far- field region for the 
uniformly phased array are obtained in the near 
field region for the NF-focused array due to the 
phase correction of each element in the array. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

b. NF- focused array 
Fig. 6. A 3-D plot of the simulated normalized 
power density of the 8×8 CDRA at z=Ro=40 cm.    
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IV. CONCLUSION 

The performance of the proposed NF- focused 
CDRA array compared with the uniformly phased 
CDRA array has been presented. The NF-focused 
CDRA array is maximizing the radiated power at a 
limited size spot of radius 6.5 cm in the focal 
plane at 40 cm from the array aperture with a 3-dB 
focus depth of 31.2 cm along the axis normal to 
the array aperture. The NF- focused array 
produces a far-field like pattern in the near–field at 
the focal plane. Thus, the near field focused array 
will improve the performance of the reader 
antenna for the RFID application, and 
consequently improve the detectability of the 
tagged objects in the near field. 

 
 

 

Fig. 8. Simulated radiated power density along the 
axial direction for the NF-focused CDRA array with 
supporting arms at x=y=0.  
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Fig. 9. Contour plot of the simulated axial 
ratio in 20 ×20 cm2 area at z=Ro= 40 cm from 
the antenna aperture.  
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Fig. 7. A contour plot of the simulated normalized 
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Abstract ─ In this paper, a general design method 
for a special kind of N-channel rotary joint is 
presented. The N-channel configuration is 
achieved by using transition between concentric 
coaxial lines and double-ridged waveguides. 
Design of double-ridged waveguides for the 
purposed transition is also presented. Based on this 
method, an ultra wide band six-channel rotary 
joint is designed for a frequency band of 8 to 18 
GHz. A full-wave numerical simulation tool is 
used to optimize the geometry of the proposed six-
channel rotary joint to achieve a compact size, 
wide bandwidth operation, and low insertion loss. 
Simulated results show the insertion loss of less 
than 0.5 dB and VSWR ≤ 2 for all channels over 
the entire frequency bandwidth. Finally, the 
sensitivity analysis is done to obtain the effect of 
the manufacturing tolerances on performances of 
the rotary joint.  
  
Index Terms ─ Concentric coaxial lines, double-
ridged waveguide, rotary joint. 
 

I. INTRODUCTION 
The rotary joint is an integral part of rotational 

microwave communication systems, such as 
spacecrafts [1] and tracking radar systems [2]. It is 
an electromechanical device that provides a 
critical interface between the stationary and 
rotating section of system, allowing signals to be 
transmitted back and forth between the antenna 
and pedestal with little distortion and low insertion 
loss. Although different types of rotary joints are 
used extensively in commercial and military 
applications but they have not been reported in the 
open literature. 

In radars or seeker antennas, it is often 
necessary to have a multi-channel rotary joint to 
transmit two or more RF signals through a 
rotational axis. The operation frequencies of 
channels are dependent on their applications so 
channels can operate at the same or different 
frequencies. The connection of multi-channel 
rotary joint to the antenna, i.e., movable part of 
system, and the stationary part of system is 
through transmission lines which support 
circularly symmetric propagating modes.  These 
types of modes are needed to avoid distortion of 
signal when it is transmitted along the axis of 
rotation, due to rotation of device around the axis. 
The transmission lines which support the 
propagation of circularly symmetric modes are 
circularly waveguides excited in the TM01, TE01, 
or circularly polarized modes and coaxial lines 
which propagate TEM mode. These propagating 
modes have radial electromagnetic fields 
distribution and fields are only the function of 
radius, so their propagation is not affected by 
rotation of rotary joint and the phase shift is small 
due to rotation. Rotary joints which use circular 
waveguide with the TM01 or TE01 modes have low 
insertion loss and high power handling capability. 
The operational bandwidths of these types of 
rotary joints are limited by the bandwidth of the 
transducers which are used for excitation of these 
modes [3] and are also limited by the generation of 
higher order modes. The rotary joints that use the 
circular waveguide with circularly polarized mode 
have wider bandwidth compared to TE01 or TM01 
modes [4]. The disadvantage of mentioned rotary 
joints is the difficulty in design of multi-channel 
configurations. The TEM coaxial line has wider 
single mode operation compared to cylindrical 
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waveguide and multi-channel rotary joint can be 
designed by using concentric coaxial lines 
configuration [1, 5]. But the rotary joints which 
use the coaxial transmission line contain transition 
of coaxial line to rectangular waveguide that often 
prevent the rotary joint from being a wideband 
structure [5]. Forward-mounted antennas in the 
missile function in the role of seeker of target. If 
the seeker antenna beams steers mechanically, a 
rotary joint is needed to transmit the received 
signals by the antenna to stationary part of system. 
These signals are utilized to guide the missile to 
the target. In this paper wideband characteristics 
and N-channel configuration of the seeker antenna 
rotary joint are achieved through utilizing of 
double-ridged waveguides together with 
concentric coaxial transmission lines. Double-
ridged waveguides have preferential features for 
using in broadband applications such as low cutoff 
frequency and wide bandwidth. Ridged 
waveguides satisfy requirements of applications 
that need to have a transmission line with a single 
mode of propagation over extensive bandwidth. 
For a given frequency bandwidth, ridged 
waveguides have smaller cross section compared 
to conventional rectangular waveguides. An 
additional advantage follows from the fact that the 
ridged waveguides have low and flat characteristic 
impedance compatible with the coaxial line. The 
above mentioned features of ridged waveguides 
make them suitable candidates for using in rotary 
joint. In the following, the configuration of N-
channel rotary joint is described and then designs 
of different part of it are presented in detail. 

 
II. DESIGN CONSIDERATIONS 

 
A. N-channel rotary joint configuration 

Figure 1 shows configuration of the designed 
rotary joint. This configuration consists of N 
double-ridged waveguides. Each of the waveguides 
is considered as a channel to transfer signals 
between the two coaxial lines which are at right 
angles and are connected to the antenna and 
pedestal. Coaxial lines, which their axes are aligned 
with x axis, are considered for connecting to the 
stationary part of the system or pedestal and coaxial 
lines with axes aligned with y axis are connected to 
antenna. Due to need of rotation around the unique 
axis, use of coaxial line with separate axes is 
impossible therefore concentric coaxial lines are 

used. Because of the right angle between input and 
output port of each channel, double-ridged 
waveguide must have curved form to make the 
connection between two coaxial lines possible. 
Curved forms of waveguides provide the advantage 
of having a compact structure since they can be 
arranged circularly around a center in a cylindrical 
volume. In this configuration t,he number of 
channels is even and they are completely isolated. 
The operating frequency of each channel depends 
on dimensions of its waveguide and coaxial line. As 
depicted in Fig. 1(b), N-channel rotary joint 
consists of transitions from N/2 coaxial lines with 
concentric configuration to N/2 double-ridged 
waveguides placed next to each other, with different 
dimensions that must be designed.  

 

(a) 

 

(b) 
Fig. 1. Configuration of N-channel rotary joint. (a) 
Top view. (b) Cutaway in XZ plane. 
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B. Design of double-ridged waveguides 
In Fig. 2, the transition between N concentric 

coaxial lines to N double-ridged waveguides placed 
next to each other is shown. Concentric coaxial 
lines contain N+1 conductors comprising N coaxial 
transmission lines. Diameters of outer and inner 
conductors of the n th coaxial line are denoted by 

1nD +  and nD  , respectively, so the characteristic 
impedance of the n th line is given by:  

 160 ln n
n

nr

DZ
Dε

+= , (1) 

where rε is the relative permittivity of insulator 
filled between lines. The signal of n th coaxial line 
is coupled to n th double-ridged waveguide. To 
have a well-matched transition between the coaxial 
line with predetermined arbitrary line impedance 
and the double-ridged waveguide, following design 
considerations must be taken into account: 

1- The characteristic impedance of double-
ridged waveguide must be as close as 
possible to the predetermined impedance of 
coaxial line.  

2- The size of outer diameter of the n th 
coaxial line should be close to the ridge 
width of n th waveguide. 

3- The cutoff frequency of TE10 mode of 
double-ridged waveguide must be excited 
before than the low end of the desired band, 
and cutoff frequencies of higher TEm0 
modes, especially odd modes, must be 
larger than the high end of band. 

4- The higher non-TEM modes of coaxial line 
must be cutoff in desired bandwidth. The 
second propagating mode in the coaxial 
line is the TE11 mode. The cutoff frequency 
of the TE11 mode of n th coaxial line is 
approximately  given by[6]: 

 

 
1( )c

r n n

cf
D Dπ ε +

=
+

, (2) 

where c is the speed of light in the free 
space. 

Taking into account of above considerations 
also avoids propagation of higher order modes in all 
channels. Some undesired modes can be excited in 
the vicinity of junction but they are evanescent. 

 
Fig. 2. Transition of N concentric coaxial lines to 
N double-ridged waveguides. 

 
For the purposed transition, the cutoff 

frequencies of first propagating mode and higher 
order modes need to be determined for designing 
of each double-ridged waveguide. Hopfer [7] 
presented curves to determine cutoff frequencies 
for specified aspect ratio but they are not 
applicable to this design since to meet the 
characteristic impedance criterion different aspect 
ratios are needed. Pyle [8] extended the work of 
Hoefer and presented the design data for ridged 
waveguides of any aspect ratio but without 
considering characteristic impedances of 
waveguides. In 1982, closed form expressions, for 
calculating the cutoff frequency of TE10 mode and 
the characteristic impedance of double-ridged 
waveguide were obtained by perturbation theory 
[9]. The cutoff frequency of the double-ridged 
waveguide, with cross section as depicted in Fig. 
3, is given by the following formula  

( )
1
2 (3)

1 4[1 1 0.2  .
2( )

lncsc (2.45 0.2 ) ] ,
2

c
r r

b bf
a s a sa s

d s sb
b a d a s

πε µ

π −

 
  
 

= + +
− −−

+ +
−

where a and b are the waveguide width and height, 
respectively, s is the ridges width and d is the 
spacing of two ridges. This formula has 1 percent 
accuracy in determining the cutoff frequency with 
parameters in the following ranges: 

0.01 1d
b

≤ ≤  

0 1b
a

< ≤  
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0 0.45s
a

≤ ≤  

And the characteristic impedance obtained by 
voltage-power approach is 
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−

∞
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π
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−
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0Z ∞ is the characteristic impedance when 

frequency approaches infinity and λc is related to 
cutoff frequency by /c cc fλ = . The use of (3) and 
(4) is easy so are chosen for designing of the 
waveguides. 

 
Fig. 3. Cross section of double-ridged waveguide. 

 
Cutoff frequencies of higher order modes can 

be determined by applying the transverse 
resonance method. The following transcendental 
equations are obtained for TEm0 cutoff frequencies 
[7]. For m odd 

 
0

( )cot tan 0.
c c

a s b s B
d y

π π
λ λ
−

− − =  (6) 

 
And for m even 

 
0

( )cot cot 0.
c c

a s b s B
d y

π π
λ λ
−

+ − =  (7) 

 
The (6) and (7) must be solved for λc to 

determine the cutoff wavelengths or frequencies of 
TE30 and TE20, respectively. In the above 
equations, the term B/y0 is the normalized 
discontinuity susceptance of ridges obtained by 
Marcuvitz [10]. The cutoff frequency of TE20 is 
slightly varied by changing the dimensions of the 
ridges. Its value depends mainly on the value of 
the waveguide width, so the choice of the cutoff 

frequency of TE20 mode upper than the high end of 
the bandwidth, approximately determines the size 
of waveguide width [11]. The dimension of ridge 
width can be adjusted by considering the cutoff 
frequency of the TE30 mode and the attenuation of 
waveguide. After selecting the waveguide and 
ridge width, the (3) and (4) must be solved for 
various values of b and d to obtain dimensions 
which satisfy the required cutoff frequency and 
characteristic impedance of the first propagating 
mode. Finally, for the determined values of 
waveguide dimensions, the (6) and (7) must be 
solved for fc to ensure that the cutoff frequencies 
of higher order modes are larger than the high end 
of the frequency band. 
 
C. Design of rotary joint channels 

The structure of one channel of the rotary joint 
is depicted in Fig. 4. It consists of two coax to 
double-ridged waveguide transformers and a 
uniformly curved form of double-ridged 
waveguide. In the design of the purposed rotary 
joint, it is important to keep the overall 
configuration compact; therefore, the radius of the 
curvature of the waveguide should be chosen as 
little as possible. The radius of the curvature of the 
waveguide must also be chosen such that the 
VSWR contribution due to the curved form of the 
waveguide becomes negligible in the whole 
bandwidth. In the transition of the coax to the 
curved double-ridged waveguide, three parameters 
are important to achieve good VSWR. They are 
the shape and the length of the cavity and the 
lengths of the two ridges which means where these 
two ridges stop in the cavity [12, 13].In this design 
the cavity of transformer has the same curvature of 
waveguide to reduce the reflection between the 
waveguide and transformer. To improve the 
VSWR, the junctions of the outer and inner 
conductors of the coaxial line must be as close as 
possible to the end of ridges inside the 
transformer; it means that the ridges must stop 
close to the junction inside the cavity. Finally, the 
end of the cavity has to be shorted by properly 
shape plate which results in the best VSWR. 

 
III. DESIGN OF SIX-CHANNEL 

ROTARY JOINT 
In this section based on suggested design method, 
a six-channel rotary joint has been designed and 
simulated for the frequency bandwidth of 8 to 18 
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GHz. This frequency bandwidth covers both X and 
Ku band. These bands are commonly used in the 
Seeker missile. Figure 5 shows the configuration 
of the six-channel rotary joint. It has the same 
configuration of the N-channel prototype, but is 
placed inside an aluminum body. Due to the 
symmetry of the rotary joint, the configurations of 
channels 1, 2, and 3 are exactly the same as 
channels 4, 5, and 6, respectively, so in the 
following just designs and simulations of channels 
1 to 3 are presented. As depicted in Fig. 5(b), there 
is a transition between three concentric coaxial 
lines and three double-ridged waveguides, so three 
double-ridged waveguides have to be designed for 
the frequency bandwidth of 8 to 18 GHz with the 
assumption that line impedances of all concentric 
coaxial lines are 50 Ω. This transition is shown 
separately in Fig. 6. It follows from the (1) that the 
relationship between the diameters of three 50 Ω 
air filled coaxial lines with concentric 
configuration, as depicted in Fig. 6, is 

 3 2 12.3 2.3 2.3 .D D D= × = × ×  (8) 

 
Fig. 4. Structure of one channel of rotary joint. 

 
As mentioned above, choosing the ridge width of 
waveguide close to the outer diameter of the 
coaxial line provides better transition so the ridges 
widths of three waveguides must be close to 1D , 

2D , and 3D , so ratios between the ridges widths 
of adjacent waveguides must be about 2.3. This 
causes difficulties in the design of double-ridged 
waveguides, since three waveguides with different 
ridges widths and the same operating bandwidth 
are needed. In double-ridged waveguides, 
operating bandwidth is the frequency range in 
which there is just one propagating mode, but this 

bandwidth is not the useful bandwidth, so the 
cutoff frequency of the dominant mode is 
commonly chosen 15 to 25 percent lower than the 
low end of the desired bandwidth [7].  Assuming 
the operating bandwidth between 8 to 18 GHz, 
three waveguides with different dimensions must 
be designed by considering the following 
constraints: 

 
 (a) 

 
 (b) 

 
(c) 

Fig. 5. Configuration of six-channel rotary joint. 
(a) 3D view. (b) Cutaway view in XY plane. (c) 
Cutaway in XZ plane. 
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1- Cutoff frequencies of their dominant 

modes should be lower than 6 GHz (25% 
of the 8 GHz). 

2- Higher propagating modes especially TE30 
must be excited above the 18 GHz. 

3- Characteristic impedances of waveguides 
must be around 50 Ω. 

4- Ratios of ridges widths of adjacent 
waveguides must be approximately 2.3. 

The design is based on the method mentioned 
previously. The cutoff frequency of the TE20 mode 
depends on the size of the waveguide width. Its 
size is chosen to be 16 mm for three waveguides. 
Larger width of the ridge leads to larger 
attenuation in the double-ridged waveguide [14] so 
width of ridge must be small as possible to keep 
the attenuation or insertion loss low. 

As mentioned previously, the ridge width also 
is limited by the cutoff frequency of the TE30 
mode which can be coupled to coaxial line. For 
these reasons the ridge width of waveguide 3 is 
chosen 1/4 of waveguide width, i.e. 4 mm. by 
considering (8), this size leads to 1.73mm and 0.75 
mm for ridges widths of waveguides 2 and 3, 
respectively. 

 
Fig. 6. Transition of three concentric coaxial lines 
to double ridged waveguide. 

 
Since the power-handling capacity of rotary 

joint is not of concern, the aspect ratio of 
waveguides can be arbitrary. The double-ridged 
waveguide characteristic impedance increases with 
the spacing between ridges and inversely with the 
ridge width hence, ridges spacing must be 
decreased from waveguides 3 to 1. Finally for 
values of ridges spacing and waveguides heights 
which satisfy the previously mentioned 

requirement, nonlinear equations (4) and (5) have 
been solved by the least squares method [15]. 
Bandwidth specifications of the designed 
waveguides are presented in Table 1 and the 
characteristic impedances of them are depicted in 
Fig. 7. It can be seen that their values are in the 
range of 40 to 50 Ω in the entire bandwidth. 
Designed waveguides must be curved. The 
radiuses of curvatures of the waveguides of 
channels 1 to 3 have been optimized by HFSS 
[16].  The VSWR of the curved form of double-
ridged waveguides are plotted in Fig. 8 which are 
lower than 1.06 across the whole bandwidth. Each 
curved waveguide is connected to two coax to 
waveguide transformers which their design 
method mentioned before. The end of the cavity 
has been shorted by various shapes of plates and 
the elliptical shape of the shorting plate resulted in 
the best results. The complete geometry of each 
channel can be described by means of angles of 
waveguide and ridge sectors, as shown in Fig. 9. 
The geometry of each channel has been modeled 
by HFSS and optimizations have been carried out 
for these parameters. 

In Table 2, values of θi and radiuses of 
curvatures which result in desired properties of 
rotary joint are presented. Simulated insertion 
losses of channels are shown in Fig. 10(a). Their 
values are better than 0.3 dB for channels 1 and 2 
in the frequency range 8 to 18 GHz and the 
insertion loss of channel 3 is less than 0.5 dB. The 
VSWR of all channels have acceptable values and 
are better than 2 over the frequency range of 8 to 
18 GHz as depicted in Fig. 10(b). 

 
Table 1: Cutoff frequencies of first three modes of 
designed waveguide in GHz 

 
 
     
         
Modes 

 
Waveguide 

A 

 
Waveguide 

B 

 
Waveguide 

C 

TE10 3.9 4.5 4.6 

TE20 23.2 20.7 19.6 

TE30 25.2 22.7 20.9 
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Fig. 7. Characteristic impedances of designed 
waveguides of channels 1 to 3. 

 

 
Fig. 8. VSWR of curved form of designed 
waveguides of channels 1 to 3. 

 
The designed rotary joint must be connected to 

the stationary part through an appropriate choke 
types. The use of contacting choke is preferred for 
the non-contacting type for several reasons. The 
first reason is that the bandwidth of the contacting 
choke is greater than its non-contacting type. 
Although the broadband non-contacting choke can 
be designed for the coaxial line [17], the 
concentric configuration of coaxial lines of this 
rotary joint and its small dimensions makes design 
and fabrication of the non-contacting choke 
mechanically and electronically complex. The 
second reason relates to the rotation speed of the 
seeker antenna. Since the seeker antenna rotates 
gently, the contacting choke is suitable. 

 
Fig. 9. Description of each channel by angles. 
 
Table 2: Values of θi and R for three channels 

 Channel1 Channel2  Channel 3 

Ѳ1(deg) 103 96 94 

Ѳ2(deg) 105.3 98 95 

Ѳ3(deg) 111.7 138 125 
R(mm) 17.3 12.25 8.8 

 
IV. SENSITIVITY ANALYSIS 

In this section, a comprehensive sensitivity 
analysis is carried out to obtain a clear insight of 
the effects of manufacturing tolerances on the 
performance of the proposed rotary joint, 
especially insertion loss. It reveals that the parts 
which are most sensitive to tolerances are 
diameters of coaxial lines. Figure 11 shows the 
effects of 0.05 mm tolerances of diameters of 
coaxial lines on the insertion loss for three 
channels. Tolerances of manufacturing often are 
less than 0.05mm. The results demonstrate that the 
most sensitive channel to tolerances is channel 1. 
It is obvious that the sensitivity increase as 
dimensions of channel is decreased. 

 
V. CONCLUSIONS 

A general design method for an N-channel 
rotary joint with a novel configuration has been 
suggested. In this design, double-ridged 
waveguides and concentric coaxial lines have been 
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 (a) 

 
 (b) 

Fig. 10. Simulation resluts of six-channel rotary 
joint. (a) Insertion loss. (b) VSWR. 

 
utilized to achieve simultaneously multi-channel, 
compact configuration, complete isolation 
between channels, and wide band characteristics. 
A six-channel rotary joint has been designed by 
this method. The structure has been simulated 
using finite element package, HFSS. The results 
show the insertion loss of less than 0.5 dB and 
VSWR of less than 2 for six channels. Finally, the 
sensitivity analyses have been done to obtain 
effects of manufacturing tolerances on the 
characteristics of six-channel rotary joint. 
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 (a) 

 
 (b) 

 
 (c) 

Fig. 11. Variations of insertion loss of channels by 
considerig tolerances of diameters of coaxial lines. 
(a) Channel 1. (b) Channel 2. (c) Channel 3. 
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Abstract ─ In this paper, we present an antenna 
design for telemedicine applications operating in 
the Industrial Scientific Medical (ISM) 2.4 GHz 
band. The design is based on a printed monopole 
antenna integrated with an artificial magnetic 
conductor (AMC) ground plane. The AMC ground 
plane is utilized to isolate the user’s body from 
undesired electromagnetic radiation in addition to 
eliminating the antenna’s impedance mismatch 
caused by the proximity to human tissues. 
Moreover, specific absorption rate (SAR) is 
analyzed based on a numerical human body model 
(HUGO) to assess the design feasibility. Results 
show that the radiation characteristics, impedance 
matching, and SAR values of the proposed design 
are significantly improved compared with 
conventional antennas. 
  
Index Terms ─ Artificial magnetic conductors 
(AMCs), printed monopoles, specific absorption 
rate (SAR), telemedicine.  
 

I. INTRODUCTION 
    Telemedicine has evolved tremendously during 
the past decade due to the increasing demand for 
remote monitoring of human vital signs. 
Telemedicine applications involve but are not 
limited to seniors monitoring, post surgery patients 
recovery tracking, and monitoring the body 
performance of astronauts and athletes during 
exercise [1]. The health parameters that may be 
transmitted wirelessly to remote stations (off body 
mode) in telemedicine systems range from heart 
rate, blood pressure, body temperature to blood 
glucose levels and ECG wave forms [2]. In 
addition to off body applications, on body mode is 
also necessary for communication between sensor 

devices located on or within the patient's body [3].   
For optimal performance, wearable antennas are 
required to be small in size, lightweight, and 
robust. They also have to be comfortable and 
conformal to the body shape, yet they must 
maintain high performance in terms of reliability 
and efficiency. Electro textile based antennas seem 
to be a low profile solution for a wearable 
application; however, they are prone to 
discontinuities in substrate material, fluids 
absorption, bending, and compression [4]. 
Microstrip antennas in general offer favorable 
characteristics in terms of radiation characteristics 
(directional radiation pattern which is desired in 
telemedicine application i.e. radiates outside the 
patient’s body). Furthermore, microstrip antennas 
offer a low profile construction, low cost, and ease 
of fabrication; however, they suffer from a very 
narrow bandwidth, that is, any minor shift in the 
resonant frequency would cause a channel 
disconnection. Thus, a low profile antenna with 
hemi spherical radiation pattern and a relatively 
wide bandwidth is needed to be employed in this 
application. 
    Previous work was primarily focused on 
achieving an omni-directional radiation pattern [5, 
6]. However, a uni-directional radiation pattern of 
the patch antenna is favorably desired in wearable 
applications, to avoid unnecessary radiation 
exposure to the human body, radiation losses and 
impedance mismatch.  
    Several techniques [7-10] have been reported to 
solve the aforementioned issues including the use 
of cavities, absorbers, and shielding planes. 
However, these techniques lead either to an 
unacceptable increase in the antenna's height, or a 
more complicated manufacturing process. In [8], a 
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reflector patch element is utilized to decrease the 
rear directed radiated field. The performance of 
this technique is highly dependent on the ground 
plane size, furthermore, it is based on a stack of 
multiple (five) layers which leads to a complex 
high profile system. In [9], a study on the effects 
of including conductive materials within cell 
phones for reducing SAR has been presented. The 
study demonstrated that the position of the 
shielding material is an important factor to the 
technique’s effectiveness. In [10], a single 
negative (SNG) metamaterial is utilized to 
suppress the EM wave propagating towards the 
human body, though efficient, it does not offer a 
low profile solution. 

In this paper, we propose a compact printed 
monopole antenna integrated with an artificial 
magnetic conductor (AMC) ground plane which is 
utilized to reflect the electromagnetic radiation in 
phase in order to minimize the radiation exposure 
towards the user’s body and eliminating the 
antenna’s impedance mismatch caused by the 
proximity of human tissues. It is well known that a 
perfect electric conductor (PEC) has a reflection 
phase of 180° for a normally incident plane wave, 
while a perfect magnetic conductor (PMC), which 
does not exist in nature, has a reflection phase of 
0° [13]. Image theory states that a PEC ground 
plane causes the antenna’s current and its image to 
cancel each other, in other words shorting the 
antenna. This is responsible for dropping the real 
part of the antenna impedance towards zero ohms, 
while the imaginary impedance approaches 
infinity. Thus, a significant amount of the 
electromagnetic energy is trapped between the 
antenna and the ground plane; hence, the antenna 
can no longer radiate efficiently. This is the 
opposite scenario if an AMC is placed instead of 
PEC due to its reflection of electromagnetic wave 
with zero phase shift. 

In Section II, we present the description of our 
proposed design and principle of operation. In 
Section III, we discuss the radiation characteristics 
and performance of the antenna system on a 
numerical human model. In Section IV, the 
specific absorption rate (SAR) is evaluated for the 
design with and without the AMC structure for 
comparison purposes. Finally, conclusions are 
given in Section V.     
 

II. ANTENNA SYSTEM DESIGN 
    The proposed antenna along with the AMC 
structure was designed and optimized using CST 
Microwave Studio which is based on the finite 
integration technique (FIT) [11]. For validation 
purposes, Ansoft HFSS which is based on the 
finite element method (FEM) [12] is used for 
further results verification.  

 
A. Antenna design 
    The proposed antenna is designed to operate in 
the Industrial Scientific Medical (ISM) 2.4 GHz 
band. As shown in Fig. 1, the antenna design 
which was previously reported by the authors of 
this paper [13] consists of a U-shaped monopole. 
This type of winding decreases the structure size 
without a disturbance to the radiation pattern or 
significant degradation of the efficiency (with 
respect to a free space monopole/dipole. The 
separation distance between the monopole arms is 
chosen as 6 mm which achieves the minimum 
return loss. It should be noted that smaller 
separation distance leads to an increased 
capacitive coupling between the arms which yields 
an increased impedance mismatch. The U-shaped 
monopole is fed by a 1.5 mm wide 50 Ω 
microstrip line. Both the monopole and the 
microstrip line are printed on the same side of a 
26.5 mm x 25 mm Kapton polyimide substrate 
which offers a very low profile (50.8 μm) yet very 
robust with a very high tensile strength and a 
dielectric constant of 3.4 and a loss tangent of 
0.002. On the other side of the substrate, a 12.5 
mm x 25 mm copper ground plane is positioned 
behind the microstrip line. The electrical length of 
the U-shaped monopole in addition to the ground 
plane size controls the resonance frequency of the 
antenna. It is worth mentioning that the considered 
antenna was fabricated using a conductive ink 
based on sliver nano particles which is ink-jetted 
over the kapton polyimide substrate by a Fujifilm 
Dimatix DMP 2831 material printer followed by a 
thermal annealing at 100° C for 9 hours. Three 
layers of ink were deposited on the substrate to 
achieve a robust and continuous radiating 
element/feed line. The antenna’s geometry and 
dimensions are depicted in Fig. 1 and Table 1, 
respectively. 
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Fig. 1. Geometry and dimensions of the proposed 
printed monopole (the shaded area represents the 
ground plane on the opposite side). 
  
Table 1: Single band antenna dimensions in 
millimeter 

S1 12.5 D1 25 
S2 13.5 D2 22 
S3 14 D3 20 
S4 12 D4 1.5 
S5 6    
S6 3   
 
 

B. AMC based system 
    As is well known, utilizing AMC structures as 
ground planes significantly enhance the gain of 
dipole/monopole antennas [14, 15].  

As stated previously, a PEC has a reflection 
phase of 180° for a normally incident plane wave, 
while a PMC, which does not exist in nature, has a 
reflection phase of 0°. 
    AMC which was first proposed by [15] can be 
artificially engineered to emulate a PMC, i.e.: have 
in-phase reflection coefficient properties in a 
specified frequency band. AMCs are typically 
realized based on periodic metallization patterns. 
The reflection phase of an AMC surface varies 
continuously from -180◦ to +180◦ versus 
frequency, and crosses zero at the AMC resonance 
frequency. The useful bandwidth of an AMC is 
generally defined as -90° to +90° on both sides of 
the resonant frequency [15].  

    In this research, a 3 x 3 unit cell of square patch 
based AMC (without vias) is designed to operate 
in the same frequency range as the antenna’s (2.45 
GHz) with a bandwidth of 200 MHz. The AMC is 
utilized to isolate the user’s body from 
unnecessary radiation and to eliminate the 
antenna’s impedance mismatch. The total size of 
the AMC is 58 mm x 58 mm printed on a substrate 
with 1.5 mm thickness and 4.5 mm dielectric 
constant. Figure 2 depicts the reflection phase 
profile of the proposed AMC structure.  
 

 
Fig. 2. Reflection phase profile of the AMC unit 
cell. 
 

III. ANTENNA SYSTEM’S 
PERFORMANCE 

    The proposed antenna without AMC was first 
simulated in free space then over a HUGO 
numerical human model to study the effect of the 
human tissues proximity on the antenna’s 
performance. HUGO is an anatomical 3D volume 
and surface data set of the human body which is 
based on the visible human data set produced by 
the National Library of Medicine. The HUGO data 
set is segmented and categorized into 40 different 
types of tissues and is available at a 1x1x1 mm 
voxel size [16]. The antenna is positioned on the 
arm of the human model as a typical realistic 
setup. To reduce the simulation time, a portion of 
the arm with a reasonable size (sectional area of 
about 25 times the antenna’s size) is selected 
instead of simulating the entire numerical model; 
it should be noted that this approximation is fair 
since the specific absorption rate (SAR) 
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distribution does not exceed this number (as will 
be observed later in Section IV). The number of 
mesh cells is reduced from 28,366,422 down to 
1,423,934 mesh cells. It is worth mentioning that 
symmetry planes were applied to the AMC’s unit 
cell structure to further reduce the simulation time 
required for reflection phase extraction since it has 
a geometrical symmetry. Electric wall (Et=0) is 
applied in the YZ plane while a magnetic wall 
(Ht=0) is applied to the XZ plane in compliance 
with the assigned boundary conditions needed to 
simulate periodic AMC structures. Thus, 75% 
reduction in the mesh cells is achieved (from 
128,000 down to 32,000) in addition to an extreme 
reduction in the simulation time. The overall 
simulation time is recorded to be 86 minutes on an 
Intel XeonTM 3.40 GHz CPU with a 16 Giga Byte 
RAM workstation. As is well known, if the 
number of the adopted mesh cells is not enough, 
enormous error may be induced which leads to 
accuracy deterioration of the entire simulation. 
Hence, to simultaneously retain the simulation 
efficiency and results accuracy, the number of 
mesh cells was mainly determined through 
sufficient meshing of the antenna element and 
AMC structure where the smallest geometric detail 
(i.e. AMC gap, antenna’s microstrip line, etc,..) is 
covered by at least two mesh cells both 
horizontally and vertically. The numerical setup 
for the antenna-Hugo model is shown in Fig. 3. 
 

 
Fig. 3. Numerical human model (HUGO) used for 
realistic antenna performance testing. 
 

To further validate the simulation results 
obtained from CST microwave studio, a simplified 
human arm model is synthesized based on a skin-
fat-muscle scheme using the Ansoft HFSS full 
wave EM solver. The electrical properties of each 
material are imported from the HUGO model. The 
antenna is simulated on the human arm model with 
and without the AMC structure. 
 

 
Fig. 4. Numerical human arm model in HFSS 
including the electrical properties of each layer. 
   

As can be seen in Fig. 5, CST results for the 
return loss of the antenna with AMC on HUGO is 
-23 dB at 2.45 GHz, while the achieved -10 dB 
return loss bandwidth is 130 MHz. removing the 
AMC leads to a 95 MHz (4%) shift in the 
resonance frequency to the lower side, and an 
increase in the return loss (about 7 dB). HFSS 
results show good agreement with CST’s. The 
antenna also experiences a shift to a lower 
frequency when the AMC is removed with an 
increase in return loss but to a less extent 
compared to CST results.   

As stated earlier, integrating the AMC structure 
with the antenna (as a ground plane) overcomes 
the abovementioned problems associated with the 
human tissues proximity.  Furthermore, the 
radiation pattern turns to a hemi-spherical when 
the AMC is included compared to an omni-
directional radiation pattern for the conventional 
monopole. 

It is evident from Fig. 6 that a considerable 
improvement in terms of gain is achieved (4.1 dB) 
by including the AMC structure with respect to a 
free-space monopole. The simulated gain for the 
proposed antenna system is 6.2 dB compared to 
2.1 dB for the original case. It should be noted that 
using a PEC ground plane instead of AMC would 
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lead to a high profile system since a separation of 
λ/4 is required to achieve in phase reflection. The 
separation distance could be reduced if the 
monopole is placed on top of a high permittivity 
dielectric slab backed by a PEC; the drawback of 
using this technique is that high permittivity 
substrates support surface waves which trap a 
significant amount of power radiated by the 
monopole and become the main radiation source, 
which consequently leads to a distortion in the 
radiation pattern. 

 

 
Fig. 5. S11 parameters for the antenna on a human 
numerical model (with and without AMC). 

 
IV. SAR ANALYSIS 

    The specific absorption rate (SAR) is a standard 
measure used to evaluate electromagnetic power 
deposition in the human tissues. SAR values must 
not exceed the exposure guidelines specified by 
the Federal Communication Commission (FCC). 
The maximum allowed SAR in USA and Canada 
is 1.6 W/kg averaged over 1g of tissue [17]. SAR 
was simulated using the HUGO human model to 
reflect realistic situations. For comparison 
purposes, both the proposed design and the 
antenna without AMC were simulated. As is well 
known, the radiated power of mobile phones can 
range from 21dBm (125 mW) to 33 dBm (2W) 
depending on the adopted power class; on the 
other hand, a wireless router can range from a 
typical 15 dBm (30 mW) to 27 dBm (500 mW). 
Since FCC has not standardized the power limit in 
telemedicine systems yet, a 100 mW power input 
is chosen as benchmark to evaluate the 
performance of the antenna systems (with and 
without AMC) in terms of SAR values. For the 
considered power input, the proposed design 

achieved a SAR value of 0.68 W/Kg while the 
same antenna without AMC experiences a 1.68 
W/Kg which is above the specified rate allowed by 
the FCC. Thus, the proposed design achieved a 
60% reduction in SAR. SAR values for both cases 
are depicted in Fig. 7. 
 

 
 (a) 

 
  (b) 

Fig. 6. E-plane (YZ cut) and H-plane (XZ cut) 
radiation patterns for (a) printed monopole antenna 
and (b) the same antenna based on AMC ground 
plane. 

 
V. CONCLUSION 

    In this paper, we reported a printed monopole 
antenna design based on an AMC ground plane 

63KHALEEL, AL-RIZZO, RUCKER: AN AMC BASED ANTENNA FOR TELEMEDICINE APPLICATIONS   

http://en.wikipedia.org/wiki/DBm
http://en.wikipedia.org/wiki/DBm
http://en.wikipedia.org/wiki/DBm
http://en.wikipedia.org/wiki/DBm


intended for telemedicine applications. The AMC 
ground plane is utilized to eliminate the 
impedance mismatching and frequency shift 
caused by the human tissues proximity. 
Furthermore, the in-phase reflection characteristic 
of the AMC structure significantly reduced the 
undesired electromagnetic radiation towards the 
patient’s body which is essential to the 
performance of telemedicine antenna systems. The 
proposed antenna has an operating bandwidth of 
5.4% at 2.45 GHz with a unidirectional radiation 
pattern.  The calculated SAR values for the AMC 
based antenna were very low with a reduction of 
about 60% compared to the same antenna without 
the integration of AMC. To conclude, the 
proposed antenna would be a good candidate for 
wireless body area network (WBAN) and 
telemedicine applications in terms of SAR, 
efficiency, bandwidth, and stability. 
 

 
Fig. 7. SAR values for the proposed design (left) 
and for the same design without the AMC 
structure (right). 
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Abstract ─ This paper presents the approach for 
the design of a X-band bandpass filter using 
substrate integrated corrugated waveguide 
(SICW). The SICW filter which is proposed in this 
paper, is totally realized in a single-layer dielectric 
substrate with two sequences of metallic vias with 
the different diameters, and fabricated using a 
standard PCB process. This proposed filter has the 
same dispersion characteristics as a waveguide 
filter, while its dimensions are very shorter than it. 
A transition circuit between the SICW and 50 Ω  
microstrip lines was designed for excitation of the 
filter.  
  
Index Terms ─ Microstrip bandpass filter, 
substrate integrated corrugated waveguide 
(SICW).  
 

I. INTRODUCTION 
The waveguide filter is one of the key sections 

of communication systems with noticeable 
features such as low insertion loss, high quality 
factor, and more power transition capability. 
However, the waveguide equipment has few 
disadvantages such as expensive fabricating 
process, difficulty to be integrated in planar 
circuits because of their large size and non-planar 
structure. The corrugated H-Plane waveguide filter 
[1] is the conventional type of these filters which 
are fabricated using with corrugated sections as 
direct coupled half wave resonators. 

Recently, a novel planar structure technique, 
called substrate integrate waveguide (SIW) is 

introduced. This technique has many advantages 
of printed circuits such as small size, low cost, and 
easily integration with the microwave and 
millimeter wave integrated circuits. Many passive 
and active components based on SIW technique 
such as mixer [2], coupler [3], phase shifter [4], 
six ports [5], a circulator [6], diplexer [7], and 
antennas [8, 9] have been reported recently. 

In this paper, a novel design based on the 
substrate integrated corrugated waveguide (SICW) 
is represented for realization of waveguide 
bandpass filter in substrate. SICW consist of two 
rows of metallic vias, each one operate as one of 
side walls of waveguide. The other strings of 
metallic vias with different diameters which are 
perpendicular to previous ones, act as resonators 
of waveguide. All results in this paper are obtained 
using a Ansoft HFSS simulator.  A simulated 
result for the frequency response of conventional 
corrugated H-Plane waveguide filter and proposed 
SICW H-Plane filter are in a good agreement as 
show in this paper. 
 

II. CORRUGATED H-PLANE 
WAVEGUIDE FILTER 

The corrugated H-Plane waveguide filter [1] is 
one type of these filters which are fabricated using 
corrugated sections in its H-Plane as direct 
coupled half wave resonators. This method is 
based on distributed step impedance bandpass 
filters that are formulated in [10]. Chebyshev 
response is considered in this method. Lumped 
element prototype of bandpass filter and its 
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equivalent distributed prototype is shown in Fig. 1. 
(a), (b). 

This approach consists of a cascading of 
impedance inverters connected by transmission 
lines. Fig. 1(b) shows the impedance inverters Kij  
and parallel-resonant circuits of bandpass filter are 
demonstrated in Fig. 1(a), which are made of the 
above mentioned inverters. 

 
Fig. 1. Equivalent models of the corrugated 
waveguide filter, (a) parallel-resonant circuits, (b) 
impedance inverters [1]. 

 
The six steps of the procedure of designing 

corrugated H-plane waveguide bandpass filters are 
as follows [10]: 
1. The guide wavelength of midband λg0 is 

calculated from this equation: 
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where λgL and λgH are the guide wavelengths for 
cut off frequencies of the lower fL and upper fH, 
respectively. In case of a narrow-band, we have: 
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3. The impedance inverter values Kij and the 
impedance of the distributed element Z are 
obtained from: 
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and N is the number of resonators. 
 

4. The characteristic impedances of the 
resonators are the same and by scaling the 
impedance Zn to oneness, the K-inverters are 
normalized by: 

, 1
, 1

1
, 0,...,n n

n n
n n

k
K n N

Z Z
+

+
+

= = ,                 (7)  

and 
       0 1 1nZ Z += =  .                                              (8) 
5. The asymmetrical impedance inverter is used 

for presentation of filter structure. The values 
of the impedance inverters shown in Fig. 2 are 
realized from following [10]: 
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    In this equation, a, b, c, and d are 
normalized elements of the ABCD 
matrix, and Z1 and Z2 are normalized 
guide impedances of the tapered 
waveguide resonator sections.  

The electrical length is calculated by: 
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Fig. 2. (a) Equivalent circuit of an asymmetrical 
iris, (b) equivalent impedance inverter [1]. 
 
where the angles φ1 and φ2 are expressed in 
radians. 
6. Finally, the physical length of the resonator is 

obtained from following: 
( )0 1 1

2 2
g i

il
λ φ φ

π
π

+ +
= + 

 
 .                             (11) 

The mentioned method is used to design a 
corrugated H-plane waveguide filter with the 
bandpass extending from 10.31 to 10.33 GHz and 
a 12.4 dB return loss. The width and height of the 
standard X-band waveguide are 22.86 mm and 
10.16 mm, respectively. The thickness of the 
waveguide is considered as 2 mm. Its side and top 
view are shown in Fig. 3. 

 

 

Fig. 3. Side and top view of corrugated standard 
waveguide filter. 

 

 
Fig. 4. Simulation result of corrugated standard 
waveguide filter. 
 

Demonstrated dimension in Fig. 3 are shown 
in Table 1 where all dimensions shown in 
millimeters. 

 
Table 1: The parameters of Fig. 3 

Parameter Value Parameter Value 
l1=l4 16.283 w2=w4 6.206 
l2=l3 17.715 w3 5.79 

w1=w5 10.055 a1=a2=a3=a4 22.86 
 
Simulation results of the designed filter are 

shown in Fig. 4 which is obtained by Ansoft 
HFSS. 

 
III. SUBSTRATE INTEGRATED 

WAVEGUIDE 
Substrate integrated waveguide is a new type of 

planar structure which is based on a low-cost 
printed circuit board (PCB) process similar to 
microstrip, stripline, or coplanar waveguides. The 
SIW is implemented on a substrate using arrays of 
metallic vias which take the roll of the side walls 
of waveguide. The transmission to planar 
structures such as microstrip, stripline, or coplanar 
waveguide is designed and integrated on the same 
substrate. SIW components can be integrated 
together without any transmission circuit. The 
performance of the SIW component, such as 
insertion loss, quality factor, and power 
transmission, is better than the performance of 
microstrip, stripline, or coplanar waveguide. 

However, the analysis of via structure of the 
SIW component is much more complicated than 
the conventional waveguide devices. 
Characteristics of the SIW component can be 
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achieved using a generalized BI-RME method 
[12]. 

 It was assumed that a TE10-like mode in the 
SIW has similar dispersion characteristics to TE10 
mode of a dielectric filled rectangular waveguide 
with an equivalent width. This equivalent width is 
known as effective width of the SIW (see Fig. 5). 
Other the important parameters of SIW are the 
diameter of vias (D) and the distance between 
them (b).  

The SIW parameters of Fig. 5 can be 
approximated as follows [13, 14]: 

  








+=

b
DaW rwg 95.0

2  .                          (12) 

The practical conditions which shall be 
considered are as follow: 

( ) 0.2b D λ− ≤  and ( ) 0.5b D D− ≤  . 

If (b-D) is greater than 0.2λ, the power leakage 
between adjacent vias will increase. If the 
diameter of via holes (D) is over the range, the 
reflection loss of the SIW filter will be great. 

 
Fig. 5. Filled waveguide to substrate mapping and 
SIW parameters [8].      

 
Since the field distribution in SIW component 

is similar to the conventional rectangular 
waveguide, it is possible to use the same equation 
to calculate the cut-off frequency of the SIW: 
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Equation (5) can be writing as follows: 
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IV. SUBSTRATE INTEGRATED 

CORRUGATED WAVEGUIDE FILTER  
Figure 6 shows the arrangement of a substrate 

integrated corrugated waveguide (SICW). The 
SICW filter is designed based on the "Taconin 

TLY(tm)" subtracted with following 
characteristics: 

0.81 , 2.2, tan 0.0009rh mm ε δ= = =   
   

 

 
Fig. 6. Side and top view of substrate integrated 
corrugated waveguide filter. 
 
Table 2:  The parameters of the SICW filter 
Parameter Value Parameter Value 

t1 4.33 l1 12.94 
t2 5.63 l2 13.91 
t3 5.77 l3 13.91 
t4 5.63 l4 12.94 
t5 4.33 Wsiw 15.93 
Ds 0.8 bs 1.5 
dc 0.6 bc 1.5 

 
The diameter of the side vias (DS) and the 

corrugated section vias (dS) is chosen 0.8 mm and 
0.6 mm, respectively. Other parameters of Fig. 6 
are shown in Table 2 where all dimensions shown 
in millimeters. According to the Table 1, it is 
recognized that width, height, and length of the 
filter are reduced noticeably. 

 
V. EXCITATION MECHANISM OF 

SICW 
Different structure maybe proposed for the 

excitation of the SIW structures. A conventional 
type is made of a tapered microstrip line between 
the SIW section and 50 Ω microstrip lines. This 
plane is shown in Fig. 7. 
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Fig. 7. Transmission SIW to microstrip lines.  
 

The width of SICW (q) is achieved from input 
impedance, and the width of excitation port (w) is 
calculated based on the 50 Ω microstrip lines [15]. 
The length of transmission line (p) is optimized by 
the Ansoft HFSS. The above mentioned 
parameters are as follows: 

13.6 , 2.25 , 13.5q mm w mm p mm= = =  
Top views of the proposed SICW filter are 

illustrated in Fig. 8. 

 
Fig. 8. Top view of SICW filter with transmission 
to microstrip line. 

 
The designed SICW filter is simulated by 

Ansoft HFSS in bandwidth of 10.15-10.45 GHz 
and the results are shown in Fig. 9. 

 

 
Fig. 9. Simulation result of designed SICW filter. 

 
According to Fig. 9, return and insertion loss 

are better than 17.1dB and 1.49 dB, respectively. 

VI. EXPRIMENTAL RESULT 
The proposed filter is fabricated and the Fig. 

10 shows this prototype. 
 

 
Fig. 10. Fabricated SICW filter. 

 
The scattering parameters of the fabricated 

filter are measured by Agilent 8720-B Vector 
Network Analyzer (VNA) and the results are 
shown in Fig. 11. 

 

 
         (a) 

 
      (b) 

Fig. 11. Measurement and simulation result of 
SICW filter, (a) insertion loss, (b) return loss. 
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As it is observed in Fig. 11(a), insertion loss of 
the fabricated model is 2.4 dB at the center 
frequency, which is about 1 dB higher than the 
simulation results. In addition, return loss of the 
fabricated model is 17 dB, which is close to 
simulation results, as seen in Fig. 11(b). By 
comparing Fig. 11(a) and (b), we observe a good 
accordance between them. 

 
VII. CONCLUSION 

A novel single-layer planar X-band SICW 
filters is presented in this paper. The prototype of 
this filter is designed, simulated, and fabricated 
using a PCB process and measured with a VNA. 
This proposed SICW filter is totally developed by 
metallic vias with different diameters on a single-
layer substrate, and has the same dispersion 
characteristics as a waveguide filter, while its 
dimensions are very smaller than it. The width and 
height of standard waveguide is 22.86 mm and 
10.16 mm while the width and height of SCIW is 
22 mm and 0.81 mm, respectively; this shows a 
reduction ratio of about 12.5 in the height of the 
filter. This approach has some advantages such as 
compact size, low weight, and low cost. So, it is a 
suitable choice for designing microwave and 
millimeter-wave planar circuits. 
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Abstract ─ In this letter, a rhombic monopole 
antenna with a parasitic rectangle into slot of the 
feed line is proposed to broaden impedance 
bandwidth.  The antenna has a compact size with 
19 × 16mm2 which has been printed on a FR4 
substrate with thickness of 1mm. The 
measurements show that the antenna has reflection 
coefficient better than -10dB from 2.9 up to 
29GHz. Meanwhile, the measured patterns and 
gain are presented later in the paper.  
 
Index Terms ─ Rhombic microstrip monopole 
antenna, super wide band (SWB), ultra wide band 
(UWB). 
 

I. INTRODUCTION 
On February 14, 2002, in the United States, 

the Federal Communications Commission (FCC) 
dedicated the 3.1-10.6GHz spectrum for 
commercial application of UWB technology [1]. 
The ultra-wideband (UWB) antenna is a key 
component of UWB technology and wireless 
communication. With the development of high-
speed integrated circuits and the requirement of 
the miniaturization and integration, the research 
and application of UWB planar antennas have 
been growing rapidly.  

The UWB technology creates constructive 
solutions for future wireless communication 
systems due to various advantages such as high 

immunity to multi path interference, small 
emission power and high data rate, large 
bandwidth, low cost for short range access and 
remote sensing applications. Various wideband 
antennas have been interesting subjects in antenna 
designs and have found important applications in 
military and civilian systems which can be 
mentioned to UWB and SWB.  

There are two major differences between 
them; SWB antenna is a key component of 
electronic counterwork equipment in the 
information warfare; while the ultra-wideband 
(UWB) antenna is widely used in impulse radar 
and communication systems. Another difference is 
their actual frequency range; frequency range of 
an indoor UWB communication antenna is from 
3.1 to 10.6GHz with a ratio bandwidth of 3.4:1, 
while ratio bandwidth of the  SWB antenna is 
more than 10:1 [2].  

Nowadays, various planar antennas with 
capability of SWB have been presented. SWB 
antennas must meet different requirements like 
broad impedance bandwidth, constant gain on 
desirable band, and small electrical size. With 
development of UWB and SWB technologies, the 
antennas have found different shapes such as 
rectangular, elliptical, triangular, polygonal, and 
fractal [3-14]. 

In this letter, a small rhombic monopole 
antenna with a novel microstrip feed-line for the 
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SWB application is proposed. The presented 
antenna with nearly low size and broad bandwidth 
was successfully fabricated. The measured results 
show acceptable agreement with the simulated 
results. The rest of the paper describes the antenna 
design in Section II. The discussion on results is 
presented in Section III, followed by conclusive 
comments in Section IV. 
 

II. ANTENNA DESIGN 
The geometrical configuration of the proposed 

antenna is depicted in Figure 1.  
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Fig. 1. Geometry of the antenna. 
 
The parameters values are summarized in Table 1. 

Table 1: Parametric values of the fabricated 
antenna (unit: mm) 

Ws Ls L1 L2 Wc Lf 
16 19 6.67 1.64 0.3 5 
Wfs Lfs Lhs Wg rg2 Lg 
1.4 3.3 2.3 10 3.2 3.4 
Wf Wp Lp rg1 Lgs εr 
1.8 1 2.1 0.9 2.2 4.4 

 
The antenna consists of a rhombic patch and a 

partial ground which there is a rectangular slot on 
the feed line and a circular slot on the ground, 
right behind the feed line. Meanwhile, there is a 
parasitic component in the rectangular slot that has 

effect on the bandwidth. The antenna has been 
printed on both sides of an FR4 microwave 
substrate with a thickness of 1 mm and dielectric 
constant of 4.4. The total size (Ls×Ws) of the 
proposed antenna is 19×16mm2 which is almost 
compact. Note that the radiation patch is 
connected to the feed line with characteristic 
impedance 50 ohm which has a length and width 
of 5mm and 1.8 mm respectively. The proposed 
antenna is located in the x-y plane and the normal 
direction is parallel to the z-axis. It should be 
mentioned that the patch was rectangle basically, 
and then some modifications were performed on 
the rectangular patch, feed line, and ground plane. 
In order to increase the impedance bandwidth of 
the antenna, the following measures have been 
applied.     
 
(a) Transforming the rectangular patch into a 

rhombic patch by etching four corners of the 
rectangle.  

(b) Etching the upper corners of the ground in the 
form of a circular arc with radios of rg2. 

(c) Etching a circular slot with radios of rg1 from 
the ground plane. 

(d) Etching a rectangular slot with width of Wfs 
and length of Lfs from the feed line.  

(e) Adding a rectangular parasitic element with 
width of Wp and length of Lp into the 
rectangular slot in the feed line. 

By selecting the optimal parameters 
mentioned in Table 1, the proposed antenna can be 
tuned to operate within the UWB and SWB bands. 
Figure 2 exhibits a photograph of the fabricated 
antenna. 
 

 
Fig. 2. Photograph of the fabricated antenna. 
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III. RESULTS AND DISCUSSION 
In this section, simulated and measured results 

of the proposed rhombic monopole antenna are 
presented. Note that the simulated reflection 
coefficient results are obtained by using Ansoft 
HFSS11 [15]. As mentioned before, the proposed 
antenna used a novel technique to increase 
bandwidth. This technique uses a rectangular slot 
into the feed line which is caused to enhance the 
bandwidth of the middle and upper band. Figure 3 
exhibits effect of the width of rectangular slot into 
the feed line on the reflection coefficient 
characteristics. If the reflection coefficient 
characteristics of the antennas #1 and #4 are 
compared with each other, it is exactly apparent 
that the band width of the proposed antenna from 
7 up to 30GHz has been improved by this 
technique.  
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Fig. 3. Effect of the width of rectangular slot into 
the feed line on the reflection coefficient 
characteristics. 
 

Another technique to increase the bandwidth 
for the upper band above 20GHz is by using a 
rectangle parasitic element in the rectangular slot 
of the feed line. As shown in Figure 4 with 
changing of the length of Lp the bandwidth of the 
proposed antenna from 22 up to 28GHz has been 
improved more than 5dB. The current distribution 
on the ground and patch of the proposed antenna 
at 6; the resonant frequencies is exhibited 
respectively in Figures 5 and 6. From Figure 5, we 
can conclude that three parts of the ground have an 
important role to create the resonances, which 
consist of the top edge of ground (Wg), circular 
arcs (rg2), and around the circular slot. With regard 
to Figure 5 at all resonant frequencies except 9 
GHz, width of the top edge of the ground (Wg) has 

a major effect. The most influence of the circular 
arc is at three frequencies of 9, 23.75, and 
27.25GHz. Of course, this leads to confirm that 
the performance of the antenna is a bit dependent 
to the circular arc ratios of the ground plane, but  it 
has a high depends to its width in the other words, 
the portion of the ground plane close to the patch 
acts as the part of the radiating structure [16, 17]. 
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Fig. 4. Effect of the length of the parasitic 
rectangle (Lp) into rectangular slot on the 
reflection coefficient characteristics. 

 
Fig. 5. Simulated current distribution on the 
ground at frequencies (a) 4GHz, (b) 9GHz, (c) 
14.25GHz, (d) 18.5GHz, (e) 23.75GHz, (f) 
27.25GHz. 
 

However, it also leads to a disadvantage, i.e., 
when this type of antenna is integrated with 
printed circuit board, the RF circuit cannot be very 
close to the ground plane. Another point is that the 
existence of circular slot on the ground almost for 
all resonant frequencies is effective especially at 
frequencies of 9, 14.25, and 27.25GHz. The 
simulated current distributions on the patch at six 
resonant frequencies for the optimal design are 
presented in Figure 6. The current is mainly 
distributed along the edge of the rhombic patch, 
which indicates that the first resonant frequency is 
associated with the dimension of the rhombic 
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patch. Its first resonance is about 4GHz, and the 
2×Ws/λ=0.22 where λ is the wavelength 
corresponding to the first resonant frequency, 
lower than the determined that 2×Ws/ λ equivalent 
about 0.25 [18]. Other order harmonics of the 
antenna in Figure 6 is completely clear.  

 

 
Fig. 6. Simulated current distribution on the patch 
at frequencies (a) 4GHz, (b) 9GHz, (c) 14.25GHz, 
(d) 18.5GHz, (d) 23.75GHz, (d) 27.25GHz. 
 

The measured gain of the antenna is shown in 
Figure 7. The minimum gain is appeared at the 
initial frequencies due to the compact size of the 
antenna, but the maximum gain is between 
frequencies of 9 up to 10GHz with values of 
nearly 4.5dBi. 
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Fig.7. Measured gain of the proposed antenna. 
 

The reflection coefficient of the antenna has 
been measured by using an Agilent E8363B 
network analyzer in its full operational span 
(50MHz - 40GHz). The results of measured and 
simulated reflection coefficient of the presented 
antenna are exhibited in Figure 8. The simulated 

results have been accomplished by the two 
software, HFSS and CST [19]. Regarding to 
Figure 8, the resonant frequencies have a good 
agreement with each other except initial band 
which its reason is being ideal of materials in CST 
simulator. The measured results also are almost 
similar to the expected results, so the results of the 
reflection coefficient are acceptable. 
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Fig.8. Simulated and measured reflection 
coefficient of the proposed antenna. 
    

The key in the UWB antenna design is to 
obtain a good linearity of the phase of the radiated 
field because the antenna should be able to 
transmit the electrical pulse with minimal 
distortion. Usually, the group delay is used to 
evaluate the phase response of the transfer 
function because it is defined as the rate of change 
of the total phase shift with respect to angular 
frequency. Ideally, when the phase response is 
strictly linear, the group delay is constant. 
 

𝑔𝑟𝑜𝑢𝑝 𝑑𝑒𝑙𝑎𝑦 = −𝑑𝜃(𝑤)
𝑑𝑤

 .                                     (1) 
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Fig. 9. Simulated group delay versus frequency for 
the proposed antenna. 
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As depicted from the Figure 9, the group delay 
variation of the proposed antennas at the resonant 
frequencies with respect to other frequencies is 
more. In spite of it, the group delay variation is 
less than 0.7ns over the frequency band from 2.5 
up to 30GHz which ensure us pulse transmitted or 
received by the antenna will not distort seriously 
and will retain its shape. Therefore, the proposed 
antenna is suitable for modern UWB 
communication systems. The measured 
normalized radiation patterns at three frequencies 
of 3, 7, and 11GHz, respectively, in Figures 10 
and 11 are exactly apparent. As was previously 
predicted, the pattern of the antenna in the H-plane 
is non-directional and it is nearly bi-directional in          
E-plane which is desirable. 
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Fig.10. Measured normalized radiation patterns of 
the proposed antenna in H-plane. 
 

IV. CONCLUSION 
A new compact monopole microstrip antenna 

is proposed for the  SWB and UWB applications. 
The proposed antenna consists of rhombic patch, 
partial ground, and microstrip feed-line which by 
using some techniques on the feed-line and 
ground, impedance bandwidth of the proposed 
antenna has been increased, in the other words; the 
bandwidth is from 2.9 up to 29GHz which 
confirms UWB and SWB characteristic of the 
antenna. The measurement indicates that the 
antenna radiation patterns are non directional in H-

plane and almost bidirectional in E-plane. In 
addition, the antenna has nearly compact size of 
19×16mm2. 
 

 

7GHz

11GHz

E-Plane

-90

-90

180 0

180 0

90

90

x

yz

0dB

-20dB

0dB

-20dB

Cross
Co

3GHz
-90

0180

90
0dB

-20dB

 
Fig.11. Measured  normalized radiation pattern of 
the proposed antenna in E-plane. 
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