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Abstract ─ The finite difference time domain 

(FDTD) method was used to model anti-reflective 

properties of a variety of sub-wavelength 

structures for 300 nm to 1300 nm input light. Light 

hitting non-tapered nanostructures exhibited 

interference patterns similar to thin film anti-

reflective coatings (ARCs), increasing the anti-

reflective effect at several wavelengths. The 

lowest reflectance was observed with conical and 

pyramidal nanostructures with bases of 100 nm or 

200 nm and heights of 400 nm or 800 nm.  

 

Index Terms ─ Anti-reflective, FDTD, modeling, 

nanostructure, and sub-wavelength. 

 

I. INTRODUCTION 
Improvements in solar module efficiency have 

been a popular topic of research these past few 

decades, usually focusing on either decreasing 

costs or increasing efficiency. One method to 

increase efficiency is by reducing reflections off 

solar module lamination materials. Reflections 

occur when light travels between media with two 

different refractive indices (RI). The amount of 

light reflected at a normal incidence can be 

described by, 

 
2

1 2

1 2

n n
R

n n

 −
≡  

+ 
 (1) 

where n1 is the index of refraction of the low RI 

material (usually air) and n2 is the index for the 

high RI material. One technique to reduce 

reflection is to gradually increase the index of 

refraction from that of air to that of the surface so 

that there are little to no abrupt changes in RI that 

would induce reflections. This can be done by 

creating a sub-wavelength structured anti-

reflective coating (ARC) at the reflective interface. 

Sub-wavelength sized structures (SWS) are 

perceived by light as a material with an 

intermediate index of refraction between that of air 

and that of the surface.  

Advances in computing resources have made 

it possible to quickly and accurately model the 

anti-reflective properties of 3-dimensional sub-

wavelength structures. The FDTD method 

performs numerical time-stepping of Maxwell’s 

curl equations to describe the behavior of electric 

and magnetic fields. The FDTD method has been 

used to model ARCsin2 and 3 dimensions of 

pillars [1], pyramids [2-5], slots [6], cones [3, 4, 7, 

8], conical cylinders [9], triangles [10], spheres 

[11], hemispheres [5], nanoholes [12], thin films 

[13], nanoporous films [14], and nanowires [15]. 
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Experimental photonic nanostructures are 

reviewed by Chattopadhyayet al [16]

To date FDTD has been used primarily to 

compare modeling ARC results for a small 

number of SWS. This paper will model

of shapes and sizes in three dimensions

the reflectivity of AR sub-wavelength structures 

(ARSWSs), compare this calculated reflectivity to 

results from transfer matrix method modeling, 

describe trends in the effects of shape and size of 

the ARSWSs, and provide a direction for future 

experimental research. 

 

II. METHODS 
Remcom’s XF 7.3.1 was used to model the 

behavior of light reflections from

coatings (ARCs). All simulations were performed 

on a NVIDIA M1060 Tesla GPU. 

was drawn using the XF CAD GUI to produce an 

area of air on the +Z end of the simulation, a

SWS in the middle, and a solid bulk

the –Z end (see Fig. 1). In all cases the SWS and 

solid material were assigned the same RI, 

except the thin film ARC, which was 1.2

simulate solar input, a polarized plane wave with 

an automatic waveform with a Gaussian 

distribution of frequencies between 300

nm was input at the eighth cell from the +Z 

boundary toward the –Z direction (

B and D). Boundary conditions in the +Z and 

directions were perfectly matched layer (PML) 

with 7 cells of padding and in the X and Y 

directions were periodic. Electric field sensors 

were placed to the +Z side of the plane wave 

generation plane (reflected light sensor

A) and just inside the bulk material (transmitted 

light sensor; see Fig. 1 C). Cell sizes were 

for short or non-tapered structures and 2.5 nm for 

the cone and pyramid sweeps. The bulk material 

was 2,000 nm × 2,000 nm × 1,000 n

400 × 400 points output for each sensor at each 

time point. Hollow spheres were drawn in a 

hexagonal closest packed structure with one 

modeling unit consisting of 4 sphere diameters on 

one axis and 4 rows of closest packe

the other axis. All hollow spheres were 

constructed with 5 nm shell thickness and the grid 

sizing was 1/200
th
 of the overall modeling 

dimension in question for X and Y axes

the mesh size between 0.866 nm and 3 nm

small mesh sizes are required to resolve the shell 

Experimental photonic nanostructures are 

[16].  

To date FDTD has been used primarily to 

compare modeling ARC results for a small 

model a variety 

in three dimensions to quantify 

wavelength structures 

compare this calculated reflectivity to 

results from transfer matrix method modeling, 

describe trends in the effects of shape and size of 

and provide a direction for future 

 
was used to model the 

reflections from anti-reflective 

All simulations were performed 

on a NVIDIA M1060 Tesla GPU. The geometry 

was drawn using the XF CAD GUI to produce an 

area of air on the +Z end of the simulation, an 

bulk material on 

cases the SWS and 

the same RI, n = 1.5, 

t the thin film ARC, which was 1.22. To 

polarized plane wave with 

an automatic waveform with a Gaussian 

distribution of frequencies between 300 nm - 1300 

nm was input at the eighth cell from the +Z 

(see Fig. 1 parts 

Boundary conditions in the +Z and –Z 

directions were perfectly matched layer (PML) 

with 7 cells of padding and in the X and Y 

Electric field sensors 

were placed to the +Z side of the plane wave 

n plane (reflected light sensor; see Fig. 1 

) and just inside the bulk material (transmitted 

Cell sizes were 5 nm 

tapered structures and 2.5 nm for 

he bulk material 

nm, resulting in 

00 points output for each sensor at each 

Hollow spheres were drawn in a 

closest packed structure with one 

4 sphere diameters on 

one axis and 4 rows of closest packed spheres on 

All hollow spheres were 

constructed with 5 nm shell thickness and the grid 

of the overall modeling 

dimension in question for X and Y axes, keeping 

the mesh size between 0.866 nm and 3 nm. These 

es are required to resolve the shell 

thickness features of the hollow spheres with the 

FDTD method.  

Hollow spheres were modeled with 

polarized plane waves and the results were 

averaged to report unpolarized results. This is a 

requirement due to their non-square packing. For 

many semi-analytical methods p

complicated to simulate [17], but FDTD handles 

either polarization naturally. 

 

 

Fig. 1. Schematic of modeling domain with 

reflected light plane sensor (A), light source (B) 

and transmitted light plane sensor (C)

the input waveform (D, red line

of solar input (D, blue line). 

 
Electric field data was post

Matlab R2012a. A discrete fast Four

(DFT) was performed for each space point for 

each of Ex, Ey, and Ez in both the transmitted and 

reflected planes. The absolute value squared of the 

FFT result at each point in the plane 

was multiplied by the index of refraction and the 

values for Ex, Ey, and Ez were added together

resulting in the light intensity at each frequency. 

Intensities for each frequency were averaged over 

the area of the sensor. The reflected and 

thickness features of the hollow spheres with the 

Hollow spheres were modeled with s- and p-

polarized plane waves and the results were 

averaged to report unpolarized results. This is a 

square packing. For 

p-polarized light is 

, but FDTD handles 

 

 

Schematic of modeling domain with 

reflected light plane sensor (A), light source (B) 

and transmitted light plane sensor (C), the shape of 

, red line) and the intensity 

post-processed using 

A discrete fast Fourier transform 

med for each space point for 

each of Ex, Ey, and Ez in both the transmitted and 

value squared of the 

at each point in the plane of the sensor 

was multiplied by the index of refraction and the 

values for Ex, Ey, and Ez were added together, 

light intensity at each frequency. 

Intensities for each frequency were averaged over 

The reflected and 
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transmitted light intensities were then added and 

compared to the input wave light intensities

determine the error of the simulation

simulations with < 2% error are reported

reflection values are an average of the percent 

reflection weighted over the solar input spectrum

as shown in equation (2), 

%� �
∑%��∗�	
.����������

∑�	
.����������
.

Transfer matrix method simulations were 

performed on the Luxpop software 

The Lorentz approximation [18] 

determine an effective index of refraction for the 

pyramids and nanorods. For pyramids 

approximations were calculated for each 1 nm 

slice.  

 
III. RESULTS 

In this experiment all sub

structures, as well as thin film

intermediate RI values, resulted in 

reflectance than a simple flat surface 

(4.0%). Overall, ARSWSs that have full 

full coverage at the substrate and taper to a point 

with higher aspect ratios (2 to 8)

lowest reflection. Structures with widths larger 

than 200 nm required prohibitively long 

calculation times due to the multiple 

 

 

Fig. 2. Reflectancespectra of nanorods

ransmitted light intensities were then added and 

light intensities to 

determine the error of the simulation; only 

% error are reported. Reported 

reflection values are an average of the percent 

weighted over the solar input spectrum 

. (2) 

 

Transfer matrix method simulations were 

the Luxpop software (luxpop.com). 

 was used to 

determine an effective index of refraction for the 

For pyramids 

approximations were calculated for each 1 nm 

sub-wavelength 

thin film ARCs with 

resulted in lower 

than a simple flat surface of glass 

s that have full or nearly 

and taper to a point 

s (2 to 8) exhibited the 

Structures with widths larger 

than 200 nm required prohibitively long 

calculation times due to the multiple 

reflectionsinduced by the higher frequency input 

wavelengths.  

To investigate the anti-reflective effects of 

well-oriented nanorods on a surface

cylinders of the same material as the substrate 

(n=1.5) were simulated (see Fig. 2)

in this sweep were 375 nm in length and they 

ranged in fill factors of 20%, 50

each density, the distance between cylinders was 

modeled to be 50 nm, 100 nm, or 200 nm

factor of the cylinders was the most important 

determining factor in reducing reflections; 

cylinders covering about 20% of the area 

2.3% to 3.9% of the light, cylinders covering 

of the area reflected 2.0% to 2.1

fill factor cylinders had reflectances of 2.8

3.1%. The reflectance spectrum

cylindrical ARSWSs with characteristic of that of 

thin films with intermediate indexes of refraction; 

both ARC types exhibit interference

seen in Fig. 2, and the lowest reflection was seen 

in the 50% fill factor cylinders 

both of which had an effective index of refraction 

of 1.22. 

FDTD-predicted reflection characteristics for 

nanorods matched FDTD results for thin films will

have the same effective refractive index as well as 

TMM results for effective medium

nanorods (see Fig. 2, red and light blue lines for 

FDTD results and circles for TMM results)

nanorods of 375 nm length. Volumetric fill factors are indicated by color.

induced by the higher frequency input 

reflective effects of 

oriented nanorods on a surface, a series of 

cylinders of the same material as the substrate 

(see Fig. 2). All cylinders 

nm in length and they 

50%, and 79%. For 

the distance between cylinders was 

, or 200 nm. The fill 

factor of the cylinders was the most important 

determining factor in reducing reflections; 

cylinders covering about 20% of the area reflected 

of the light, cylinders covering 50% 

2.1%, and the 79% 

fill factor cylinders had reflectances of 2.8% to 

spectrum of the 375 nm 

characteristic of that of 

thin films with intermediate indexes of refraction; 

interference patterns, as 

, and the lowest reflection was seen 

 and the thin film, 

index of refraction 

predicted reflection characteristics for 

nanorods matched FDTD results for thin films will 

the same effective refractive index as well as 

TMM results for effective medium-approximated 

nd light blue lines for 

FDTD results and circles for TMM results).  

 

. Volumetric fill factors are indicated by color. 
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The sub-wavelength structures with the best 

anti-reflective properties were tapered structures 

with high aspect ratios. Pyramids with lengths of 

800 nm or 400 nm had the lowest reflectance 

(<0.1%; see Fig. 3). Cones, which were modeled 

here in a grid array with their bases of each 

touching its four closest neighbors

reflectances of < 0.25% for the same lengths 

Fig. 4). For both shapes, the configurations with 

the lowest reflectance (< 0.25%) were 100

200 nm across at the base and 400

long. The pyramids with the worst AR properties 

had a length of 100 nm (1.7%−1.

length 100 nm reflected between 1.

of light. Thus the height of the tapered structure 

 

Fig. 3. Reflectance of four-sided pyramid

 

 

Fig. 4. Reflectance of cone-shaped ARSWSs.

wavelength structures with the best 

tapered structures 

Pyramids with lengths of 

or 400 nm had the lowest reflectance 

, which were modeled 

with their bases of each 

touching its four closest neighbors had 

for the same lengths (see 

he configurations with 

) were 100 nm to 

200 nm across at the base and 400 nm to 800 nm 

The pyramids with the worst AR properties 

1.9%). Cones of 

length 100 nm reflected between 1.6% and 1.75% 

of the tapered structure 

was more important to anti-reflective properties 

than was base width or shape. The main difference 

between the reflectivity behavior of the cones and 

pyramids is that cones had a slightly higher 

reflection due to the step change in effective 

medium where the cone base meets the substrate.

Comparison of FDTD with TMM simulation 

results for pyramidal ARSWS structures

a consistently lower predicted reflectance from 

TMM for all heights below 800 nm

nm structures the TMM and FDTD simulations

matched closely. Upon close examination of Fig. 3 

it appears that the TMM results are not shifted 

down, but are shifted toward longer wavelengths

 

sided pyramid-shaped ARSWSs. Line color indicates pyramid height

shaped ARSWSs. Line color indicates cone height.  

reflective properties 

The main difference 

between the reflectivity behavior of the cones and 

cones had a slightly higher 

reflection due to the step change in effective 

medium where the cone base meets the substrate. 

with TMM simulation 

for pyramidal ARSWS structures indicates 

a consistently lower predicted reflectance from 

TMM for all heights below 800 nm. For the 800 

nm structures the TMM and FDTD simulations 

Upon close examination of Fig. 3 

it appears that the TMM results are not shifted 

down, but are shifted toward longer wavelengths.  

 

Line color indicates pyramid height. 
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Several structures with aspect ratios of 

approximately one were investigated

structures include densely packed hemispheres, 

cubes (checkerboard pattern), and cylinders 

Fig. 5) as well as sparsely packed hemispheres, 

cubes, and cylinders (see Fig. 6). 

hemispheres had an aspect ratio of one, while 

hemispheres have, by definition, an aspect ratio of 

one half. The sparsely packed structures were 

arranged in a grid with the space between 

structure equal to the width of that structure (Fig

6, right side), while the densely packed structures 

were arranged in a grid pattern with each structure 

 

Fig. 5. Reflectance spectra ARSWSs

 

 

Fig. 6. Reflectance spectra of sparsely packed 

aspect ratios of 

were investigated. These 

packed hemispheres, 

, and cylinders (see 

packed hemispheres, 

. All except the 

hemispheres had an aspect ratio of one, while 

an aspect ratio of 

The sparsely packed structures were 

arranged in a grid with the space between each 

structure equal to the width of that structure (Fig. 

), while the densely packed structures 

were arranged in a grid pattern with each structure 

touching its four nearest neighbors (see Fig.

right side). Overall, these smaller aspect ra

structures did not have as low of reflectance

the taller cones and pyramids, with the 

reflectance coming from densely packed 

hemispheres of 200 nm at 

Overall, the checkerboard config

lines in Fig. 5) presented the lowest reflection 

between 1.1% and 1.6%. 

exhibited less reflectance for both sparse and 

dense structures and the cylinders and cubes both 

exhibited mild interference patterns

than 50 nm. 

ARSWSs of aspect ratio one. Colors indicate feature size.  

spectra of sparsely packed ARSWSs. Colors indicate feature sizes.  

ur nearest neighbors (see Fig. 5, 

). Overall, these smaller aspect ratio 

low of reflectance as did 

the taller cones and pyramids, with the lowest 

coming from densely packed 

at 0.9% reflectance. 

Overall, the checkerboard configuration (dotted 

) presented the lowest reflection 

and 1.6%. Larger structures 

exhibited less reflectance for both sparse and 

cylinders and cubes both 

interference patterns at sizes larger 
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Hexaganol closest packed hollow spheres 

were modeled for their anti-reflective properties 

(see Fig. 7). One, two, or four layers of spheres 

were modeled for spheres of 50 nm

150 nm diameters, all of which had shell 

thicknesses of 5 nm. In general the smaller 

spheres, 50 nm in diameter, exhibited the lowest 

reflectances; the structures of two layers of hollow 

 

 

Fig. 7. Reflectance spectra of hollow spheres layered in a hexaganol closest packed structure with shell 

thicknesses of 5 nm. Diameter is indicated by color and 

 

IV. CONCLUSION
Optical simulations of a variety of sub

wavelength structures were performed

finite difference time domain 

confirmed using the transfer matrix method

goal of this study was to provide a quantitative 

comparison of a variety of ARSWS

in further design of ARCs.  

Nanostructures with non-tapered 

reflected more electromagnetic radiation

tapered structures. This is due to 

reflective behavior between gradient index 

materials and the interference properties of thin 

film and thin film-like ARCs. Thin film

consist of a layer of material that has the same fill 

factor and RI at every level of 

normal to the travel of the light

consisting of both air and nanostructure materials, 

have an intermediate “effective” 

Hexaganol closest packed hollow spheres 

eflective properties 

four layers of spheres 

nm, 100 nm, and 

150 nm diameters, all of which had shell 

In general the smaller 

spheres, 50 nm in diameter, exhibited the lowest 

of two layers of hollow 

spheres of 50 nm in diameter had 

reflectance. The next best ARC in this group was 

one layer of 100 nm hollow spheres at 1.

reflectance. These values were followed by the 

other 50 nm hollow spheres, then the rest of the 

100 nm hollow spheres, with the 150 nm hollow 

spheres making the worst ARCs of this subset 

between 3.1% (1 layer) and 3.8% (4 layers)

Reflectance spectra of hollow spheres layered in a hexaganol closest packed structure with shell 

indicated by color and number of layers is indicated by line type.

CONCLUSION 
variety of sub-

performed using the 

 method and 

confirmed using the transfer matrix method. The 

goal of this study was to provide a quantitative 

RSWSs that can aid 

tapered shapes 

electromagnetic radiation than did 

This is due to difference in 

reflective behavior between gradient index 

the interference properties of thin 

Thin film-like ARCs 

consist of a layer of material that has the same fill 

level of cross section 

of the light. These films, 

consisting of both air and nanostructure materials, 

n intermediate “effective” n, which is 

between that of the air and the bulk solid

hits the top of these layers it encounters

change in n and a portion of light reflects, dictated 

by equation (1). The same event

bottom of the layer as the light enters the bulk 

substrate. When the film thickness is an odd 

multiple of a quarter wavelength, 

light from the two interfaces cause

resulting in reduced reflection. 

interference effect results in what appear

wavelength dependent oscillations in the 

reflectance spectrum for these materials

Tapered nanostructures resulted in more

broadband anti-reflective properties

tapered nanostructures. This occurs because the 

effective n of the ARSWS layer is continuously 

increasing from that of air to that of the substrate 

material over the length of the structures, so the 

incident light does not detect an 

spheres of 50 nm in diameter had 0.7% 

The next best ARC in this group was 

one layer of 100 nm hollow spheres at 1.4% 

These values were followed by the 

other 50 nm hollow spheres, then the rest of the 

100 nm hollow spheres, with the 150 nm hollow 

spheres making the worst ARCs of this subset 

% (4 layers).  

 

Reflectance spectra of hollow spheres layered in a hexaganol closest packed structure with shell 

indicated by line type. 

between that of the air and the bulk solid. As light 

encounters an abrupt 

a portion of light reflects, dictated 

event occurs at the 

bottom of the layer as the light enters the bulk 

When the film thickness is an odd 

multiple of a quarter wavelength, the reflected 

cause interference, 

ting in reduced reflection. This periodic 

nce effect results in what appears to be 

oscillations in the 

for these materials.  

Tapered nanostructures resulted in more 

properties than did non-

This occurs because the 

layer is continuously 

increasing from that of air to that of the substrate 

material over the length of the structures, so the 

incident light does not detect an abrupt interface 

6 ACES JOURNAL, VOL. 29, No. 1, JANUARY 2014



that would induce reflections. Of the structures 

studied, the minimum reflection was through 

conical and pyramidal structures with bases of 200 

nm and heights of 800 nm or 400 nm. These 

results are in accordance with the theory that 

optimal textured surface ARCs have structures 

with diameters smaller than heights that are at 

least a significant fraction of the wavelengths. 

Hollow nanospheres were modeled for their 

anti-reflective properties as a real world example 

of a nanostructure that can be easily created in the 

laboratory. Hollow nanospheres were modeled in a 

hexaganol closest packed structure with a variety 

of number of layers. These results indicate a 

recommendation for two layers of smaller (50 nm) 

nanospheres for best AR properties. These 

simulation results indicate that, like the non-

tapered structures investigated in this paper, 

hollow nanospheres exhibit interference-like 

patterns in their reflectance spectra. This can likely 

be explained by an effective media theory, where 

the hollow nanospheres and the non-tapered 

nanostructures interact with light in a similar 

manner as a thin film of intermediate index of 

refraction.  

The transfer matrix method was used to 

confirm the FDTD methods reported here. Very 

good correlation was found between the two 

methods for non-tapered nanorod structures. 

However, some discrepancy was found for the 

tapered pyramidal structures. This can be 

explained in part by the methods used to discretize 

the two simulations. While the TMM simulation 

was smoothly discretized every 1 nm of height of 

the pyramids, the FDTD method was meshed at 

2.5 nm. This would affect the description of the tip 

of the structure, making the effective height of the 

structure shorter, which would target a shorter 

wavelength. This effect is seen in the apparent 

shift of the TMM data toward a longer 

wavelength. Discretizing the FDTD simulations 

further becomes very computationally intensive. 

Models in this study covered feature widths 

between 50 nm and 200 nm, which are appropriate 

sub-wavelength widths for 300 nm to 1300 nm 

light. Attempts were made to investigate the anti-

reflective properties of features larger than 200 

nm, but multiple reflections in the structures not 

only made modeling times prohibitively long, but 

also resulted in regions of the spectrum that 

erroneously reported much higher than 100% 

transmission. For these simulations, error averaged 

over the spectrum was between 2% and 7%, while 

for all reported simulations the error was well 

below 2% and usually below 0.4%.  

Future work will investigate the effects of 

angle of incidence and index of refraction on the 

anti-reflective properties of ARSWSs. The index 

of refraction of real materials is wavelength-

dependent. A thorough study of ARSWSs within a 

range of indexes of refraction that is reasonable for 

the materials used to make those structures could 

provide researchers with more realistic modeling 

capabilities.  
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Abstract ─ Two dimensional cylindrical wave 
expansion method is used to analyze the 
cylindrical invisible nihility cloak. Ideal model of 
the cloak is set up to solve the problem and it is 
observed that a perfect equivalence with the ideal 
situation of the cloak can be achieved by using 
nihility medium at perturbed void region of the 
geometry. Also it is observed that the use of 
nihility medium at δ, the convergence rate is 
independent of the type of incident field. Both the 
transverse electric (TE) and transverse magnetic 
(TM) cases have been discussed. 
 
Index Terms – Convergence, nihility, transverse 
electric, transverse magnetic, and wave expansion. 
 

I. INTRODUCTION 
Cloaks have attracted attentions of many 

researchers in the scientific community due to its 
amazing characteristics. Scientists have already 
developed such devices, which can render things 
invisible to electromagnetic waves. Metamaterials 
used for making such devices are required to have 
negative refraction index and are known as left-
handed (LH) metamaterials. Metamaterials are a 
class of artificially engineered composite materials 
having extraordinary electromagnetic properties. 
Negative refraction index material has been 
discussed by many scientists [1-4]. Pendry is 
pioneer of the cloaking concept and Pendry et al., 
[5] first illustrated through theoretical simulations, 
that an object can be cloaked from electromagnetic 
fields by exploiting coordinate transformation in 
inhomogeneous and anisotropic metamaterials. 
Cummer et al., analyzed the full-wave simulations 

of electromagnetic cloaking structures [6]. They 
worked on the electromagnetic simulations of the 
cylindrical version of this cloaking structure using 
ideal and non-ideal electromagnetic parameters. 
They showed that the low reflections and power 
flow banding properties of electromagnetic 
cloaking structures are not especially sensible to 
modest permittivity and permeability variation. 
Schuring et al., described metamaterial 
electromagnetic cloak at microwave frequencies 
[7], which was the first practical realization of 
such a cloak. Ruan et al., [8] confirmed that a 
cloak with ideal material parameters in a perfect 
invisibility cloak by symmetrically studying the 
scattering coefficient from the near ideal case to 
the ideal one. Yan et al., explored important 
scattering characteristics of cylindrical invisibility 
cloak [9-12]. They described that cylindrical cloak 
having simplified material parameter inherently 
allowing the zeroth-order cylindrical wave to pass 
through the cloak as if the cloak is made of a 
homogenous isotropic medium and thus visible to 
all higher-order cylindrical waves. Their numerical 
simulation suggests that the simplified cloak 
inherits some properties of the ideal cloak, but 
some scattering exist. Greenleaf et al., worked on 
the improvement of cylindrical cloak with soft and 
hard surfaces (SHS) lining [13]. They showed that 
the cloak is significantly improved by the use of 
SHS lining with both the far field of the scattering 
wave significantly reduced and the blow up of 
electric field density and magnetic field density 
prevented. Leonhardt discussed optical conformal 
mapping in [14]. Shahzad et al., analyzed the 
cylindrical invisibility cloak incorporating PEMC 
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	 	 ∑ 	 	    
(3) 

	

	 ∑  , 

(4) 
 

with Jn(.), Hn(.) are the Bessel and Hankel 
functions, respectively and an is the scattering 
coefficient in the region r>b. The scattering 
coefficients are required to be considered because 
region 1 is a dielectric medium at first instance 
and at the boundary of region 0 and region 1 some 
part of the fields should be reflected and some 
should be transmitted. The cloak having no 
scattering is termed as ideal one and the cloak 
having small scattering is nearest to ideal situation. 
That is the reason of considering these scattering 
coefficients. The total electromagnetic fields for 
region a<r< b are given as, 

	 	 	

										 	  
                           (5) 

	 	 ∑

, 
(6) 

with k1  = k0b/(b − a) and bn, cn as transmission 
and reflection coefficients, respectively.The fields 
in the region r<a are, 

	 	 ∑ 	   (7) 

	 	 ∑ ,    (8) 

where dn is the transmission coefficient and k2 is 
the wave number for region r<a. 
 The boundary conditions require that the 
tangential components of E and H fields to be 
continues across the interfaces at r = b and r = a + 
δ. After the application of the boundary conditions 
and utilizing the concept of impedance matching 
discussed in [11,15], we can find the unknown 
scattering coefficient an in free space and is given 
below, 

   (9) 

where 

 .                   (10) 

 

B. TM case 
Now considering the case where a TM wave is 

incident on the cloak from free space. The total 
electromagnetic field for the region r > b can be 
written as, 

	 	 ∑ 	 	   
(11) 

				 	 	 ∑

																			 .                           (12) 
 

The total electromagnetic field for the region     
a<r < b are given as, 

	 	 ∑ 	

	                                    (13) 

	 	 ∑

.           (14) 
The fields in the region r<a are, 
 

	 	 ∑ 	           (15) 

	 	 ∑  ,      (16) 
 

Where a’
n, b’

n, c’
n, and d’

n are the scattering 
coefficients for TM case. These coefficients can be 
found by applying appropriate boundary 
conditions at r = b and r = a + δ. The scattering 
coefficients a’

n in free space can be written as, 
 

∗

∗
                (17) 

Where A . 

 
C. Limiting procedure for nihility cloak 
 Now, the refractive index of nihility must 
benull-valuedbecause2 = 2 = 0as discussed by 
Lakhtahia in [17]. For the function Ln(Χ) we have, 
 
 

lim → 	 2,							 0	         (18) 
 

lim → 	 ,								 0 .      (19) 
 

Therefore, after taking the limit k2 → 0, equations 
(9) and (17) for a nihility cloak simplify to, 
 

,					 0            (20) 
 

| |

| |
, 	0.          (21) 

 

From the results given in the above equations, 
it is clear that the nihility core (2 = µ2 → 0) is the 
void region because no fields exist in this region. 
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III. NUMERICAL RESULTS AND 
DISCUSSION 

In this section some numerical results based 
on the proposed geometry are presented for 
cylindrical invisible cloak with nihility layer at δ. 
Wave number of the free space is taken as 
k0=0.064/π. The radius of the inner boundary is 
taken as a =1.2π/k0 and radius of outer boundary is 
b = 2π/k0, while the range of tiny perturbation δ is 
taken as 10−8a < δ < 10−2a. 

Figure 2 shows the scattering coefficient for n 
= 0. The result is compared with the published 
literature and found to be much better. In Fig. 2 
the dotted red line is the nihility case while the 
solid blue line is the case without PEC [12]. The 
scattering coefficient approaches 0.1 at δ =10-8 
while for the case of nihility approaches 10-19 at δ 
=10-8. Hence better convergence rate is observed 
in case of nihility core. From the study of previous 
literature [9, 12, 15], it has been noted that better 
cloak may be achieved using PEC core for TM 
polarization and PMC core for TE polarization. In 
these combinations, for each case, zeroth 
scattering coefficient is function of first order 
cylindrical wave functions. This is due to the fact 
that nihility will have a better impedance matching 
with free space. Figure 3 shows the scattering 
coefficient for n = 0 and the result is compared 
with the case when PEC layer is incorporated at δ 
[12]. This result is found in good agreement with 
[12]. 

 

     
Fig. 2. Scattering coefficients for n = 0 with 
a=1.2π/k0 and b=2π/k0. Blue line is non PEC case 
[12] and dotted red line is nihility case. 
 

 
Fig. 3. Scattering coefficients for n=0 with 
a=1.2π/k0 and b=2π/k0. Dotted blue line is PEC 
case [12] and dashed red line is nihility case. 

 
Figures 4 and 5 show the scattering 

coefficients for n = 1 and n = 2, respectively. 
These results are compared with the plots 
presented in [12] and found to be in good 
agreement. 

 

 
Fig. 4. Scattering coefficients for n=1 with 
a=1.2π/k0and b=2π/k0. Dottedblue line is PEC case 
[12] and dashed red line is nihility case. 
 
For the case of the nihility core, same coefficients 
are obtained for TE and TM case as given in 
equation (21). This implies that these coefficients 
are independent of the polarization of the incident 
field, which is not possible for the case when PEC 
or PMC are used as core reference [12]. The main 
advantage of using nihility is nearest ideal 
situation, which is very powerful characteristic of 
the cloak because in nihility case the zeroth-order 
contribution of Bessel functions changes to first-
order for n = 0 (equation (20)), thus decreasing the 
scattered fields. 
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Fig. 5. Scattering coefficients for n=2 with 
a=1.2π/k0 and b=2π/k0. Dotted blue line is PEC 
case [12] and dashed red line is nihility case. 
 

IV. CONCLUSIONS 
From the analytical calculations done for both 

the TM and TE cases we can draw following 
conclusions: 

i. It is shown that using nihility at δ layer o the 
geometry we can make cloak equal to the 
ideal situation.  

ii. In case of nihility, the scattering coefficients 
are independent of the type of incident field. 
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Abstract ─ In this paper, a novel weakly 

conditionally stable spectral finite-difference time-

domain method is proposed to solve oblique 

incident wave on periodic structures, namely 

NWCS-SFDTD. Because the stability condition is 

determined only by one space discretization, this 

new method is extremely useful for periodic 

problems with very fine structures in one or two 

directions. By using the constant transverse wave-

number (CTW) wave, the fields have no delay in 

the transverse plane, as a result, the periodic 

boundary condition (PBC) can be implemented 

easily for oblique incident wave. Compared with 

the alternating-direction-implicit SFDTD (ADI-

SFDTD) method this NWCS-SFDTD method has 

higher computational efficiency and better 

accuracy, especially for larger time-step size case. 

At each time step, it only needs to solve four 

implicit equations and four explicit equations, 

which is six implicit equations and six explicit 

equations in the ADI-SFDTD method. So while 

maintaining the same size of the time-step, the 

CPU time for this method can be reduced to about 

two-thirds of that for the ADI-SFDTD method. 

Numerical examples are presented to demonstrate 

the efficiency and accuracy of the proposed 

algorithm. To reduce the numerical dispersion 

error, the optimized procedure is applied. 

  

Index Terms─ Finite-difference time-domain 

(FDTD), oblique incident, periodic structure, and 

weakly conditionally stable.  

 

I. INTRODUCTION 
The finite-difference time-domain (FDTD) 

technique is a robust analysis tool applicable to a 

wide variety of complex problems [1, 2]. 

Frequently, problems are encountered in which 

periodicity exists in one or more dimensions of the 

problem geometry, taking advantage of this 

periodicity can lead to greater efficiency and 

accuracy when solving the problem numerically. 

Instead of analyzing the entire structure, only a 

single unit cell needs to be analyzed by 

incorporating the periodic boundary condition 

(PBC) [3-5]. For a normally incident wave, the 

PBC is quite straightforward as there is no phase 

shift between each periodic cell [1]. However, 

when a plane-wave source is obliquely incident, 

there is a cell-to-cell phase variation between 

corresponding points in different unit cells which 

causes the time-domain implementation to become 

more difficult. To deal with this problem, several 

methods have been introduced, such as the Sine-

Cosine method [6] and the split-field method [7]. 

Recently, another new formulation, named 

spectral FDTD (SFDTD) was proposed [8], 

because the constant wave-number (CTW) wave is 

used, there is no delay in the transverse plane and 

the PBC can be implemented directly in the time 

domain.  

Aforementioned FDTD methods for periodic 

structures are explicit time-marching techniques 

that are subject to the Courant-Friedrich-Levy 

(CFL) stability condition [1]. As a result, a 

maximum time-step size is limited by the 

minimum cell size in a computational domain, 
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which makes this method inefficient for the 

problems where fine-scale structures are involved. 

To overcome the restriction of the CFL stability 

condition, an alternating-direction-implicit (ADI) 

FDTD solution for periodic structures is proposed 

[9], as well as locally-one-dimensional (LOD) 

FDTD [10]. Although the time-step size in the 

ADI-FDTD simulations is no longer bounded by 

the CFL criterion, the method exhibits a splitting 

error associated with the square of the time-step 

size [11], which limits the accuracy of the ADI-

FDTD method. Meanwhile, in the ADI-FDTD 

scheme, it must solve six implicit updates and six 

explicit updates for one full-update cycle, which 

makes it computationally inefficient. 

To overcome the drawbacks of the ADI-

FDTD method, a hybrid implicit-explicit (HIE) 

FDTD method was submitted [12], and it has been 

introduced to solve periodic problems [13]. This 

method has higher accuracy and efficiency than 

the ADI-SFDTD method, but with confined usage, 

because the time-step size in this method is limited 

by two space discretizations, namely, 

( )
2 2

1/ 1/ 1/t c y z∆ ≤ ∆ + ∆ , which is independent of 

x∆ . So if there are fine structures in the x- 

direction, the advantage of the method is obvious. 

However, for certain problems, if there are fine 

structures in two directions its efficiency is 

reduced. Recently, a novel weakly conditionally 

stable (NWCS) FDTD method, which is extremely 

useful for problems with very fine structures in 

two directions was discussed [14], namely, 

NWCS-FDTD. It has been introduced to the body-

of-revolution FDTD [15].  

In this paper, the novel weakly conditionally 

stable technique is applied to the SFDTD method, 

resulting in a NWCS-SFDTD method, which can 

solve periodic structures with oblique incident 

wave efficiently. The time-step size in this method 

is only determined by one spatial increment, the 

weakly conditional stability is presented 

analytically. To eliminate the time delay in 

transverse plane, the CTW wave [8] is applied. As 

a result, the FDTD code needs to be changed from 

real variables to complex variables, which is 

different from the conventional NWCS-FDTD 

method. Compared with the ADI-SFDTD method 

it only needs to solve four implicit updates, other 

four equations can be updated directly, which are 

six implicit updates and six explicit updates in the 

ADI-SFDTD method. The proposed method has 

higher computational efficiency and better 

accuracy than the ADI-SFDTD method. The 

running time can be reduced to about two-thirds of 

the ADI-SFDTD method. Numerical examples are 

conducted to verify the accuracy and the 

efficiency of this implementation. In order to 

reduce the numerical dispersion error, the 

optimized procedure is applied. 

 

II. THEORY 
 

A. Spectral FDTD implementation 
In the SFDTD method, the incident wave is 

represented in the frequency domain. By applying 

an inverse Fourier transform on it, we can obtain 

the CTW wave in the time domain, which can be 

represented as [8], 

( ) ( ) ( )( ) ( )

( ) ( ) ( )( ) ( )

1 2 2

0 0

1 2 2

0 0

0 0

exp exp exp exp /

exp exp exp exp /

/

CTW

t x y z

CTW

l x y z TE

TE z

E jk x jk y jk z z k

H jk x jk y jk z z Y k

Y k k

ξ σ

ξ σ

η

−

−

 = − − 

 = − − 

=

% % %

% % %

  (1) 

where ,
x y

k k  represent transverse wave-numbers, 

which are assumed to be constant numbers 

(independent of frequency). 
z

k  is normal wave-

number, 
0

2 /k f cπ= , and 1j = −% . 
0

η  is the 

impedance of free space. The term ( )
2 2

0exp /k σ−  

corresponds to a Gaussian pulse used to limit the 

bandwidth of incident wave. 1
ξ

−  represents the 

inverse Fourier transform. If ,
x y

k k  are constant 

numbers, that means 
l

k  is constant, so we can 

conclude that in the CTW wave different 

frequencies correspond different incident angles.  

The x- and y- field components of the CTW 

wave can be calculated as, 

        

,

,

yCTW CTW CTW CTWx

x t y t

l l

yCTW CTW CTW CTWx

x l y l

l l

k k
E E E E

k k

kk
H H H H

k k

= − =

= =

 .        (2) 

They can be added to the computational domain 

by using total-field/scattered-field method [1]. 

 

B. Formulations of the NWCS-SFDTD method 
In the NWCS-SFDTD method, the field 

updating for one time step is performed using two 
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procedures. The relations between the field 

components of the novel weakly conditionally 

stable SFDTD scheme can be represented as, 

( ) ( )

1

2[ ] [ ] [ ] [ ]
n

nI A U I B U
+

+ = +                     (3) 

( ) ( )

1

1 2[ ] [ ] [ ] [ ]
n

nI C U I D U
+

+

+ = + ,                   (4) 

where [ ]
n n n n n n n

x y z x y z
U E E E H H H=  and [ ]I  

denotes the unit matrix, 

1 2

2 1

0 / 2 0 / 2
[ ] ,[ ]

/ 2 0 / 2 0T T

t D t D
A B

t D t D

ε ε

µ µ

∆ −∆   
= =   

∆ −∆   

� �

� �

 (5) 

1 2

2 1

0 / 2 0 / 2
[ ] ,[ ]

/ 2 0 / 2 0

T T
t D t D

C D
t D t D

ε ε

µ µ

   −∆ ∆

= =   
−∆ ∆   

� �

� �

,(6) 

1 2

0 0 0 0 0 0

[ ] 0 0 ,[ ] 2 0

0 0 0 0

x z x

y y

D D D D D

D D

   
   

= = −   
   
   

 ,        (7) 

where ,ε µ  represent the permittivity and 

permeability, t∆  is the time step size. 
1 2

,T TD D  

represent the transpose of 
1 2
,D D , respectively. 

, ,
x y z

D D D  are the first-order central difference 

operators along the x-, y- and z- axes. 

Incorporating the optimization parameters α , 

β  and γ  [16, 17], and by inserting equations (5)-

(7) into equations (3) and (4), we have, 
1/ 2n n

x x
E E+

=                               (8a) 

( )
1/2 1/ 2

2

n n n n n

y y x z z

t t
E E H H H

z x

γ α

ε ε

+ +
∆ ∆

= + ∂ − ∂ +

∂ ∂

,  (8b) 

( )
1/2 1/ 2

2

n n n n

z z x x

t
E E H H

y

β

ε

+ +
∆

= − ∂ +

∂

,           (8c) 

( )
1/2 1/2 1/ 2

2

n n n n n

x x y z z

t t
H H E E E

z y

γ β

µ µ

+ + +
∆ ∆

= + ∂ − ∂ +

∂ ∂

,    

(8d) 
1/2n n

y y
H H

+

= ,                             (8e) 

( )
1/ 2 1/ 2

2

n n n n

z z y y

t
H H E E

x

α

µ

+ +
∆

= − ∂ +

∂

,              (8f) 

for the first-half time-step. And 

( )
1 1/2 1/2 1 1/2

2

n n n n n

x x y z z

t t
E E H H H

z y

γ β

ε ε

+ + + + +
∆ ∆

= − ∂ + ∂ +

∂ ∂

(9a) 

1 1/ 2n n

y y
E E

+ +

= ,                         (9b) 

( )
1 1/ 2 1 1/ 2

2

n n n n

z z y y

t
E E H H

x

α

ε

+ + + +
∆

= + ∂ +

∂

,         (9c) 

1 1/2n n

x x
H H+ +

=  ,                        (9d) 

( )
1 1/2 1 1 1/ 2

2

n n n n n

y y x z z

t t
H H E E E

z x

γ α

µ µ

+ + + + +
∆ ∆

= − ∂ + ∂ +

∂ ∂

,     

    (9e) 

( )
1 1/2 1 1/2

2

n n n n

z z x x

t
H H E E

y

β

µ

+ + + +
∆

= + ∂ +

∂

,        (9f) 

for the second-half time-step. The control 

parameters α , β , and γ  used in the above 

formulations contribute to a reduction of the 

numerical dispersion error. 

It can be seen from these equations that only 

equations (8b)-(8d), (8f), (9a), (9c), (9e), and (9f) 

need to be solved. However, none of them can be 

updated directly, because they all include the 

unknown components on both sides of the 

equations. In the first-half time-step, updating of 
1/ 2n

y
E

+  component needs the unknown 1/ 2n

z
H +  

components at the same time, so the 1/ 2n

y
E

+  

component has to be updated implicitly. 

Substituting equation (8f) into equation (8b) and 

by appropriate rearrangement we can obtain the 

equation for 1/ 2n

y
E

+ , 

( )

( )

1/2
2 2

1, 1/2,1/2

, 1/2, 2 1/2 1/2

, 1/2, 1, 1/2,

, 1/2, , 1/2, 1/2 , 1/2, 1/2

1/2, 1/2, 1/2, 1/2,

2 2

2

4 2

4

n

y i j kn

y i j k n n

y i j k y i j k

n n n

y i j k x i j k x i j k

n n

z i j k z i j k

n

y i

Et
E

x E E

t
E H H

z

t
H H

x

t
E

x

α

εµ

γ

ε

α

ε

α

εµ

+

+ +
+

+
+ +

+ − +

+ + + + −

+ + − +

 −
∆  −

 ∆ + 

∆
= + −

∆

∆
− −

∆

∆
+

∆
( )1, 1/2, , 1/2, 1, 1/2,2 n n

j k y i j k y i j kE E
+ + + − +

− +

      (10) 

Similarly, in the first-half time-step, updating of 

the 1/ 2n

z
E +  component in equation (8c) needs the 
1/2n

x
H +  components at the same time. Substituting 

equation (8d) into equation (8c) we can obtain the 

equation for 1/ 2n

z
E + , 

( )

1/2
2 2

, 1, 1/21/2

, , 1/2 2 1/2 1/2

, , 1/ 2 , 1, 1/2

, , 1/2 , 1/ 2, 1/2 , 1/ 2, 1/2

1/2 1/ 2
2

, 1/2, 1 , 1/2,

1/2

4 2

2

n

z i j kn

z i j k n n

z i j k z i j k

n n n

z i j k x i j k x i j k

n n

y i j k y i j k

n

y

Et
E

y E E

t
E H H

y

E Et

y z E

β

εµ

β

ε

βγ

εµ

+

+ +
+

+
+ +

+ − +

+ + + − +

+ +

+ + +

+

 −
∆  −

 ∆ + 

∆
= − −

∆

−
∆

−

∆ ∆ −

( )

1/2

, 1/2, 1 , 1/2,

2 2

, 1, 1/2 , , 1/2 , 1, 1/22
2

4

n

i j k y i j k

n n n

z i j k z i j k z i j k

E

t
E E E

y

β

εµ

+

− + −

+ + + − +

 
 
 + 

∆
+ − +

∆

     (11) 

After 1/ 2n

y
E

+  and 1/ 2n

z
E +  are obtained, 1/2n

x
H +  

and 1/ 2n

z
H +  can be explicitly updated by using 

. 

. 
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equations (8f) and (8d). The components 1/2n

x
E +  

and 1/2n

y
H

+  in the first-half time-step need not be 

solved. In the second-half time-step, updating of 

the 1n

x
E +  component needs the unknown 1n

z
H +  

components at the same time. Substituting 

equation (9f) into equation (9a) we can obtain the 

equation for 1n

x
E + , 

( )

( )

1
2 2

1/ 2, 1,1

1/ 2, , 2 1 1

1/2, , 1/2, 1,

1/ 2 1/2 1/ 2

1/ 2, , 1/2, , 1/ 2 1/ 2, , 1/ 2

1/2 1/ 2

1/ 2, 1/2, 1/ 2, 1/2,

2

4 2

n

x i j k
n

x i j k n n

x i j k x i j k

n n n

x i j k y i j k y i j k

n n

z i j k z i j k

Et
E

y E E

t
E H H

z

t
H H

y

β

εµ

γ

ε

β

ε

β

+

+ +
+

+
+ +

+ + −

+ + +

+ + + + −

+ +

+ + + −

 −
∆  −

 ∆ + 

∆
= − −

∆

∆
+ −

∆

∆
+

1/2
2

1/ 2, 1,

2 1/ 2 1/ 2

1/ 2, , 1/ 2, 1,
4 2

n

x i j k

n n

x i j k x i j k

Et

y E Eεµ

+

+ +

+ +

+ + −

 −

 
 ∆ + 

(12) 

In the same way by substituting equation (9e) into 

equation (9c) we can obtain the equation for 1n

z
E + ,  

( )

1
2 2

1, , 1/21

, , 1/2 2 1 1

, , 1/ 2 1, , 1/2

1/ 2 1/2 1/2

, , 1/ 2 1/ 2, , 1/ 2 1/ 2, , 1/ 2

1 1
2

1/ 2, , 1 1/ 2, ,

1

4 2

2

n

z i j kn

z i j k n n

z i j k z i j k

n n n

z i j k y i j k y i j k

n n

x i j k x i j k

n

x i

Et
E

x E E

t
E H H

x

E Et

x z E

α

εµ

α

ε

αγ

εµ

+

+ +
+

+
+ +

+ − +

+ + +

+ + + − +

+ +

+ + +

+

−

 
∆  −

 ∆ − + 

∆
= + −

∆

−
∆

−

∆ ∆ −
1

1/ 2, , 1 1/ 2, ,

1/ 2
2 2

1, , 1/2

2 1/2 1/2

, , 1/ 2 1, , 1/ 2
4 2

n

j k x i j k

n

z i j k

n n

z i j k z i j k

E

Et

x E E

α

εµ

+

+ −

+

+ +

+ +

+ − +

 
 
 + 

 
∆  +

 ∆ − + 

(13) 

After 1n

x
E +  and 1n

z
E +  are obtained, the components 

1n

y
H

+  and 1n

z
H +  can be updated straightforwardly 

by using equations (9e) and (9f). In the second-

half time-step the components 1n

y
E

+  and 1n

x
H +  

need not be solved. 

To solve equation (10), the periodic boundary 

condition needs to be combined. Because ,
x y

k k  

are independent of frequency, there are no time 

delay in the x y−  plane, so in the first-half time-

step the PBC for the CTW wave can be 

implemented in the same way as the PBC for 

normal incidence [1], 

1/2 1/2

4 1

1 1
, , , ,

2 2
x xjk Pn n

y x y x
E N j k E N j k e

+ +   
+ = +   

   

%

(14) 

1/2 1/2

4 1

1 1
, , , ,

2 2

y yjk Pn n

z y z y
E i N k E i N k e

+ +   
+ = +   

   

%

, (15) 

1/2 1/2

4 1

1 1
, , , ,

2 2
x xjk Pn n

z x z x
E N j k E N j k e

+ +   
+ = +   

   

%

,(16) 

1/2 1/2

1 4

1 1
, 1, , 1,

2 2

y yjk Pn n

x y x y
H i N k H i N k e

−+ +   
− + = − +   

   

%

(17)

1/ 2 1/2

1 4

1 1
1, , 1, ,

2 2
x xjk Pn n

z x z x
H N j k H N j k e

−+ +   
− + = − +   

   

%

(18) 

1/ 2 1/2

1 4

1 1
, 1, , 1,

2 2

y yjk Pn n

z y z y
H i N k H i N k e

−+ +   
− + = − +   

   

%

(19) 

where, 
1x

N , 
4x

N , 
1y

N , 
4y

N  represent the nodes of 

electric fields on the unit cell boundary. 

4x x
P N x= ∆ , 

4y y
P N y= ∆  are the dimensions of the 

unit cell in the x- and y- direction, respectively. In 

the second-half time-step the PBC for the CTW 

wave can be implemented similarly.  

By substituting equations (14)-(19) into 

equation (10) we can get, 

[ ]M
y

E d=

vv
                         (20) 

where d
v

 represents the right-hand vector of 

equation (10) and 
y

E
v

 is unknown in general. [M] 

is obtained from equation (10) for each column of 

y
E , so equation (10) can be written as, 

( )

( )

( )

1

1

4

1/2 1
, 1/2,

11/2

1, 1/2,

1/2

1, 1/2,
4

1

1

x

x

x

n x
y N j k

xn

y N j k

n

y N j k
x

d Nn m E

d Nm n m
E

m n m

Em n d N

ρ

τ

+

+

+

+ +

+

− +

   
   

+   
    =
   
   
    −     

L L L

M
M

        (21) 
2 2 2 2

2 2
, 1

4 2

t t
m n

x x

α α

εµ εµ

∆ ∆
= − = +

∆ ∆

 ,              (22) 

where x xjk P
m eρ

−

= ⋅
%

, x xjk P
m eτ = ⋅

%

. 

The coefficient matrix [M] is not a tridiagonal 

matrix, so it can’t be solved with the efficient 

forward-elimination and backward-substitution 

method directly. By using the Sherman Morrison 

formula, two auxiliary linear problems are defined 

[18],  

[ ] 1y
N E d=

vv
                            (23) 

[ ] 2 1y
N E v=

v v
,                           (24) 

[ ] [ ] 1 2

T
N M v v= −

v v
,                       (25) 

1/2 1/ 2

1 0 0
T

v ρ τ =  
v

L ,              (26) 

. 

. 
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1/2 1/2

2 0 0v τ ρ =  
v

L  .              (27) 

So the solution of equation (21) is obtained via, 

1 2y y y
E E Eς= +

v v v
                       (28) 

2 1

2 2
1

T

y

T

y

v E

v E
ς = −

+

vv

vv .                       (29) 

By observation, one can find that matrix [M] in 

equation (20) is related to matrix [N]. Because [N] 

is a tridiagonal matrix, the auxiliary linear 

problems can be solved efficiently by using 

forward-elimination and backward-substitution 

method. Equations (11), (12), and (13) can be 

solved in the same way. 

From the equations derived above, it can be 

seen that at each time step, the proposed method 

requires solution of four implicit updates and four 

explicit updates, while it needs to solve six 

implicit updates and six explicit updates in the 

ADI-SFDTD scheme. So we can find, the 

implementation of the NWCS-SFDTD method is 

simpler than the ADI-SFDTD method. 

In the NWCS-SFDTD method the maximum 

time-step size is only determined by one spatial 

increment as it is in [14]. This is especially useful 

when the simulated structure has a fine-scale 

dimension in one or two directions. A small spatial 

increment can be used in the direction with fine 

scale and a larger spatial increment can be used in 

the direction with coarse scale. If we perform the 

implicit-difference scheme in the direction with a 

larger spatial increment, the time-step size is thus 

determined by the larger spatial increments. For 

example, the size of the structure in the z- 

direction is larger than those in the x- and y- 

directions. By setting 10 10z y x∆ = ∆ = ∆ , the 

maximum time-step size meeting the stability 

condition of the NWCS-SFDTD algorithm can be 

determined as /t z c∆ = ∆ , while the maximum 

time-step size for the conventional SFDTD 

method is 
2 2 2

1

201

z
t

cc x y z
− − −

∆
∆ = =

∆ + ∆ + ∆

. As a 

result, computational resources can be saved 

considerably. 

 

III. NUMERICAL RESULTS 
In this section a numerical example is 

presented to demonstrate the proposed NWCS-

SFDTD method. Simulation results are carried out 

using the NWCS-SFDTD method, the 

conventional SFDTD method and the ADI-

SFDTD method for comparison. 

In the example, it is applied to calculate the 

reflection coefficient of EBG structure, the 

analyzed model is shown in Fig. 1. The structure is 

a periodic array of metallic squares with thin slots 

embedded in a dielectric slab. The dielectric slab 

has relative permittivity 4.0
r

ε = . The physical 

dimensions of the geometry are 5mmw = , 

2.5mmd = , 25mmh = . The sizes of the thin slots 

are 0.5mm. The space increments are  ∆x = ∆y = 

∆z/5 = 0.5 mm. The computational domain is 

truncated by 16-layer PML in the z direction. So it 

contains 20×20×102 cells. The CTW wave is 

introduced into the computational domain, with 

the transverse wave-number kx ranges from 0 m
-1

 

to 200 m
-1

. To satisfy the stability condition of the 

FDTD algorithm, the time-step size for the 

conventional SFDTD is ∆t ≤ 1.16 ps, and the time-

step size for the NWCS-SFDTD algorithm is only 

determined by increment ∆z, that is ∆t ≤ 8.33 ps. 

So in the simulation, the time-step size for the 

SFDTD method is kept constant ∆t = 1.16 ps, 

while in the ADI-SFDTD and the NWCS-SFDTD 

method two time-step sizes are chosen, namely, 

1.16 ps and 8.33 ps.  

x

z

y

hrε

d

w

x

y

CTW wave

 
 

Fig. 1. The geometry of the numerical example. 

 
 Figure 2 shows the reflection coefficient of the 

EBG structure with the time-step size 1.16 ps for 

the conventional SFDTD, the NWCS-SFDTD, and 

the ADI-SFDTD method, respectively. It can be 

seen from these figures that both the proposed 

NWCS-SFDTD method and the ADI-SFDTD 

method agree well with the conventional SFDTD 

method, which means when the time-step size is 

small both the NWCS-SFDTD method and the 

ADI-SFDTD method have high accuracy. 
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(a) 

 

 
(b) 

 

Fig. 2. Reflection coefficients for the conventional 

SFDTD (∆t = 1.16 ps), the NWCS-SFDTD (∆t = 

1.16 ps), and the ADI-SFDTD (∆t = 1.16 ps) 

method for θ = 30
o
 and θ = 60

o
. 

 

When the time-step size increases to 8.33 ps, 

the results are shown in Fig. 3. From Fig. 3 we can 

see when the time-step size increases both the 

ADI-SFDTD method and the proposed method 

have a deviation from the conventional SFDTD 

method. It is also shown that the discrepancy is 

larger at high frequencies than low frequencies. 

However, the deviation of the NWCS-SFDTD 

method is smaller than the ADI-SFDTD method. It 

is apparent that the proposed method has higher 

accuracy than the ADI-SFDTD method.  

 To reduce the numerical dispersion error, we 

employ the improved NWCS-SFDTD method 

with dispersion control parameters [19], 

1 1
tan tan

2 2
, , 1

1 1
sin sin

2 2

x ck t z ck t

c t k x c t k z

α γ β

   
∆ ∆ ∆ ∆   

   
= = =

   
∆ ∆ ∆ ∆   

   

. (30) 

So when the time-step size is 8.33 ps, 

1.0246, 1α γ β= = =  are obtained. It can be seen 

from Fig. 4 that the results with dispersion control 

parameters reach a good agreement with the 

conventional SFDTD method. 

 

 
(a) 

 

 
(b) 

 

Fig. 3. Reflection coefficients for the conventional 

SFDTD (∆t = 1.16 ps), the NWCS-SFDTD (∆t = 

8.33 ps) and the ADI-SFDTD (∆t = 8.33 ps) 

method for θ = 30
o
 and θ = 60

o
. 

 

Finally, we mention the computational 

efficiency of the proposed NWCS-SFDTD 

method. On a Core2 2.4-GHz machine, it took the 

conventional SFDTD method 67446.6 seconds and 

the NWCS-SFDTD method (with the time-step 

size 8.33 ps) 17207.4 seconds to run the same 

simulation, which is 25737.3 seconds in the ADI-

SFDTD method. So compared with the ADI-

SFDTD method, the proposed method has higher 

efficiency. The CPU running time for this method 

is about 2/3 of the ADI-SFDTD method. 
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(a) 

 

 
(b) 

 

Fig. 4. Reflection coefficients calculated by the 

NWCS-SFDTD method (∆t = 8.33 ps) and the 

improved method with dispersion control 

parameters for θ = 30
o
 and θ = 60

o
. 

 

IV. CONCLUSION 

In this paper, we present a novel weakly 

conditionally stable SFDTD method to solve 

periodic structures at oblique incidence. Numerical 

results indicate that the proposed method is 

accurate and efficient. The CPU time for the 

proposed method can be reduced to about 2/3 of 

the ADI-SFDTD method. For the same time-step 

size, the proposed method not only has higher 

efficiency than the ADI-SFDTD method, but also 

higher accuracy. 
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Abstract ─ Fast directional multilevel algorithm 
(FDMA) combined with quad-tree structure is 
presented for analyzing multilayer microstrip 
problems. This method is successfully applied to 
analyze scattering in free space and it is extended 
to solve multilayer mircrostrip problems in this 
paper. The quad-tree structure is employed for the 
layer containing the microstrip patch, and then the 
defined of far field for every observed group is 
modified. There is only Kernel evaluation in low 
rank representation so that the surface-wave is 
extracted for the far-field Green’s functions 
expansion when the dielectric substrate is thick or 
relative permittivity is large. The memory 
requirement and the CPU time per iteration of the 
multilayer microstrip structure is presented, which 
show the accuracy and efficiency of this method. 
  
Index Terms - Modified fast directional multilevel 
algorithm, multilayer microstrip structures, S-
parameters, and transmission coefficient. 
 

I. INTRODUCTION 
 The method of moments (MoM) [1, 2] is 

preferred in the analysis of microstrip structures, 
such as mircrostrip antennas, microwave 
integrated circuits, and microstrip interconnects. 
The first kind is the so-called spectral domain 
MoM [3], which is time-consuming evaluation of 
doubly infinite integrals for integrands are highly 
oscillatory and decay slowly. The second kind is 
the spatial domain MoM, which is proposed by 
Michalski and Hsu in [4] for scattering by 
microstrip patch antennas in a multilayered 
medium. However, for large-scaled complex 
microstrip structures, it is impractical to solve 
resultant matrix equation because it has a memory 
requirement of O (N2) and computational 

complexity is proportional to O (N3). Many fast 
algorithms are developed to simulate large-scale 
microstrip problems, including frequency domain 
method [5-14] and spectral domain method [15-
17]. The frequency domain method is more 
popular than spectral domain method because of 
escaping of Sommerfeld integral. 

The frequency domain method includes the 
adaptive integral method (AIM) [5], the fast 
multipole algorithm (FMA) [6-8] and the 
multilevel matrix decomposition algorithm 
(MLMDA) [9], etc. These methods are 
successfully employed to analyze microstrip 
problems in conjunction with the discrete complex 
image method (DCIM) [10-11]. To be noticed, 
though the FMA is successfully applied to the 
microstrip problems, the procession is always 
difficult because of its dependence on the Green’s 
function. At the beginning, FMA is tried to 
combine with DCIM to solve the static and two-
dimensional problems [6]. Unfortunately, it will be 
lack of accuracy when the frequency is high. 
Though, FMA is employed in [7] for full wave 
analysis, the implementation is very complicated 
because the surface-wave poles are extracted in 
DCIM. The FMA also has been applied to thin 
layer structures as the thin stratified medium fast 
multipole algorithm [12], which is adaptive to 
thin-stratified media.  

The fast directional multilevel algorithm is 
originally applied in the analysis of scattering 
problem of free space [13]. The method is Kernel 
independent and the Green’s function is expanded 
by low rank representation, which is demonstrated 
efficiently in [13-14]. In this paper, the method is 
successfully applied to deal with planar microstrip 
structures in multilayered medium. There is only 
Kernel evaluation in low rank representation so 
that it is easily implemented in full wave analysis.   
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A quad-tree structure other than oct-tree structure 
is used for multilayered medium. However, the 
quad-tree structure is used for the layer, which 
contains the metallic patch. As a result, the 
definition of far field in our method has made 
some modifications. The DCIM is employed to 
efficiently evaluate the Sommerfeld integral and 
the surface wave contribution is considered for the 
far field of the Green’s functions.  

The interactions between the nearby groups 
are accounted for directly. For far apart groups, the 
interaction between the groups is accelerated by 
FDMA. The definition of high frequency regime 
and low frequency regime is the same as in the 
free space [13-14], except that the high frequency 
regime or low frequency regime in the neighboring 
layer must be considered now. Numerical results 
are presented to demonstrate the efficiency of this 
method. 
 

II. FORMULATION 
In this paper, the analysis is based on the 

mixed potential integral equation (MPIE) [14]. 
The microstrips are divided into triangular 
elements and the current is expanded using planar 
Rao-Wilton-Glisson (RWG) basis functions [2]. 
Consider a multilayered medium shown in Fig. 1. 
The dielectric constant of the substrates are εr1, 
εr2, εr3, etc, corresponding to the thickness d1, d2, 
d3, etc. The boundary condition associated with 
the tangential electric field on a perfectly 
conducting surface, we obtain, 

ˆ ˆ( ) ( ) ( ) ,s i rn n on S × = − × + E r E r E r     (1) 
where sE  refers to the scattered field excited by 
the current on the conducting surface of the 
antenna S. Ei denotes the incident electric field. 
The MPIE can be written as,  

0 2
0

1ˆ ˆ( ) ( ) ( ) ( )i rj n n
k

ωµ
 

 × + ∇Φ = × +   
 
A r r E r E r

(2) 
where 

( ) ( , ) ( ) 'aS
G dS′ ′= ⋅∫∫A r r r J r ,          (3) 

( ) ( , ) ( ) 'qS
G dS′ ′Φ = ∇ ⋅∫∫r r r J r  .         (4) 

The symbol Ga denotes Green’s functions for the 
magnetic vector potential while Gq for the electric 
scalar potential. Both Ga and Gq can be obtained 
by an inverse Hankel transform of their spectral 
domain Sommerfeld integral [17], 

(2)
, , 0 ( )a q a qG G H k k dkρ ρ ρρ

+∞

−∞
= ∫  .          (5) 

Both Ga and Gq are formed by three parts 

respectively,  
0 , ,a a a ci a swG G G G= + +                  (6) 

0 , ,q q q ci q swG G G G= + + .                 (7) 
Ga0 and Gq0 represent the contribution from the 
quasi-dynamic images, which dominate in the 
near-field region, 

0 0 0 0
0

0
0 04

jk r jk r

a
e eG

r r
µ
π

′− − 
= − ′ 

                 (8) 

0 0 0 0 0
1 2

0
10 0 0

1 ( 1)
4

njk r jk r jk r
n

q
n n

e e eG K K K
r r rπε

′′− − −∞
−

=

 
= + + − ′′ 

∑  , (9) 

where (1 ) /(1 )r rK ε ε= − + . Ga,ci and Gq,ci 
represent the contribution from the complex 
images, which dominates in the intermediate 
region. They can be obtained by applying DCIM 
and using Sommerfeld identity,   

0
0

,
14

ijk rN

a ci i
i i

eG a
r

µ
π

−

=

= ∑                      (10) 

0

,
10

1
4

ijk rN

q ci i
i i

eG a
rπε

′−

=

′=
′∑ .                  (11) 

The third part stands for the contribution from 
the surface waves, which dominates in the far-field 
region, 

(2)0
, 1 0( 2 ) Res ( )

4a sw p pG j H k kρ ρ
µ π ρ
π

= −    (12) 

(2)
, 2 0

0

1 ( 2 ) Res ( )
4q sw p pG j H k kρ ρπ ρ
πε

= − . (13) 

In the above equations, 2 2(2 )nr nhρ= + , h is the 

thickness of substrate. 2 2
i ir bρ′ = −  and 

2 2
i ir bρ′′ ′= − , where ia , ia ′ , ib and ib′  are complex 

coefficients obtained by Prony’s method. 
Galerkin’s method is applied, which results in a 
matrix equation, 

  =ZI V .                            (14) 
Using the fast directional multilevel algorithm, the 
matrix-vector product ZI  can be written as, 

    N F= +ZI Z I Z I  

Here ZN is the near part of Z and is computed 
directly. ZF is the far part of Z and the 
computation of ZF is accelerated by FDMA. Those 
elements in ZF are not explicitly computed and 
stored. 
 
III. FAST DIRECTIONAL MULTILEVEL 

ALGORITHM 
The FDMA is originally developed in [14] for 

solving N-body or N-point problems. Then the 
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algorithm is applied for electromagnetic scattering 
problem via combined field integral equation in 
[13]. After that, we leverage Calderlon identity for 
preconditioning FDMA to improve the 
convergence of EFIE [18-19]. Now, the FDMA is 
extended to solve multilayer microstrip problems. 
 

 
Fig. 1. The geometry of multilayered medium. 

  
A. The construction of low rank representations 

As in [13, 14, 17, 18], we need to construct 
low rank representations for Green’s function. The 
most process of implementation for this part is the 
same except that the Green’s function used here is 
described in equations (6) and (7). Quad-tree 
structure is employed here, which will be 
discussed in part B, therefore the random sampling 
is based on a square box,  

 
,

( , ) ( , ) ( , )a i j a i p pq a q j
p q

G G d G≈∑r r r r r r .   (15) 

We also need to construct the low rank 
representation for electric scalar potential Gq. 
Fortunately, the process is the same as above. It 
can be seen that the process of the construction in 
layered medium is almost the same as in free space 
described in [13]. Differently, We need to repeat 
the above process twice for Ga and Gq 
respectively, corresponding to store two sets of 
locations {rp}, {rq} and the matrix D for every 
layer. The detailed implementation of FDMA 
using MPIE formulation can refer to [13, 14, 17, 
18]. 

 
B. The quad-tree structure for layered medium 

The oct-tree structure is usually used for three 
dimension structures with layered medium. 
Therefore, the oct-tree is originally adopted for the 
multilayer microstrip problem, but it is not 
memory efficient because of the three dimension 
sampling in part A. In this paper, quad-tree 

structure other than oct-tree is applied for 
multilayered medium and we make some 
modification when quad-tree structure is adopted. 
Take two-layered medium for example, and 
assume that metallic patch is contained in two-
layered medium. 

We first enclose all the patches of the first 
layer in a small square box, then the box is 
subdivided into small boxes until the smallest box 
at the lowest level. The boxes are organized into a 
quad-tree structure with the smallest boxes at the 
bottom of the inverted tree, and the largest box at 
the root of the inverted tree. The same operation is 
done for the second layer. We can get the final 
quad-tree structure for two layers shown in Fig. 2 
(a) - (b). Figure 2 (a) stands for the grouping 
method in the low frequency regime, and the 
group size is smaller than one wavelength. Figure 
2 (b) stands for the group size, is larger than one 
wavelength in the high frequency regime. 

Assuming that the blue box Y in the first level 
is the observed box, and the corresponding box of 
Y in the second layer is also in blue color. All the 
boxes of two layers in red color are defined as the 
near field area of box Y while the boxes in yellow 
color are defined as the far field area. In other 
words, the boxes in yellow color of the two layers 
are all the far field interaction group of observed 
box Y. It is because that the thickness of the 
substrate is always thin, therefore, we can define 
the far field boxes of Y are all the yellow boxes in 
both layers. 

 
IV. NUMERICAL RESULTS   

In this section, a number of numerical 
examples are presented to demonstrate the 
efficiency of the FDMA for solving linear systems 
arising from the discretization of MPIE for 
analyzing microstrip structures. In the 
implementation of the FDMA, the restarted 
version of GMRES algorithm [20] is used as the 
iterative method. All experiments are performed 
Core-2 8400 with 3 GHz CPU and 4 GB RAM in 
double precision. The iteration process is 
terminated when the normalized backward error is 
reduced by 10-3 for all examples. 

The first example concerns the S-parameters 
from a four-section low-pass filter [21]. The 
geometry is depicted in Fig. 3 (a), where εr= 10.8 
and the substrate thickness is d = 0.0254 mm. The 
width of the patch are L1=10.12 mm, L2=6.12 mm, 
L3=2.8 mm, L4=1.3 mm, L5=9.8 mm, L6=3.5 mm, 
with Ws=1 mm, W=Wc= 0.3 mm, W5 = 0.2 mm, W6 
= 4 mm, Wf = 0.57 mm, G = 0.2 mm, Lc = 1.78 mm, 
and Lf = 15 mm. The unit voltage source is applied 
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and the S-parameters of this low-pass filter are 
shown in Fig. 3 (b). One level FDMA is used here 
and the finest group size is no larger than 0.05 λ at 
the smallest frequency. The results from FEKO 
[22] are also given in Fig. 3 (b) for comparison. 
Our results are in well agreement with the results 
from FEKO. 

 
  

 
(a) 

 
(b) 

 

Fig. 2. (a) The grouping method for two layer-
media in the low frequency regime and (b) the 
grouping method for two layer-media in the high 
frequency regime. 

 
 It can be observed that the results of the S-

parameter are in well agreement below 4 GHz and 
8 GHz to 10 GHz. Though, the agreement with the 
FEKO between 4 GHz to 8 GHz is not good, it can 
be satisfied with the engineering requirement 
because the S-parameters are all below 40 dB. It 
can be concluded that the FDMA is stable even at 
low frequency regime.  

 
(a) 

 

 
 

(b) 
 

Fig. 3. (a) The configuration of four-section low-
pass filter and (b) S-parameters of the four-section 
low-pass filter. 
 

The following example is a quasi-periodic 
structure, which is analyzed as two layers 
microstrip structures with relative permittivity εr = 
3.38. FDTD or FEM is often used for the 
simulation of periodic structure. Some new 
methods also come forth to deal with such special 
problem [23-24]. Though, different from common 
microstrip structure, the process of FDMA for 
periodic structure is the same as microstrip 
structure.  

The proposed quasi-periodic structure with 
seven periods is shown in Fig. 4 (a)-(c). In our 
simulation, the unit voltage source is applied, with 
f0 = 3GHz. We applied quad-tree in the first level 
for mircostrip line and in the second level for 
metal patch. We use three levels FDMA, and the 
results of S-parameters in Figs. 5 and 6 agree well 
with the results simulated by Ansoft designer. 
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(a) 

 
(b) 

 

 
(c) 

 
Fig. 4. (a) The configuration of a microstrip EBG  
structure, (b) proposed microstrip EBG structure, 
and (c) top view of a cell of the proposed 
microstrip  EBG structure. 
 
 

 
 

Fig. 5. S11 parameter of the EBG structure. 

 
 

Fig. 6. S21 parameter of the EBG structure. 
 

The next structure is a finite planar frequency 
selective surface (FSS). The transmission 
coefficient is defined as, 

2 2ia s iaT E E E= − +              (16) 

where iaE denotes the quantities relative to the 
incident field and sE is the far field at the 
transmission direction or the reflection direction. 
Our theoretic foundation is that the reflection 
coefficient of the metallic plate is 1 while its 
transmission coefficient is 0. Since the metallic 
plate is special form FSS. It implies that we can 
calculate iaE  using the far field of the metallic 
plate. It is obvious to obtain that ia s

metallic plateE E= −  

at the transmission direction. s
metallic plateE  denotes 

the far field of the metallic plate under the same 
incident plane wave. Then the transmission 
coefficient of general finite FSS can be calculated 
using, 

22s s s
metallic plate metallic plateT E E E= − + .     (17) 

The transmission of the octagonal loop FSS 
embedded in a three-layered medium is 
investigated. The FSS array consists of 20 20×  
octagonal loop elements with number of 
unknowns 25600 as shown in Fig. 7. The dielectric 
constant of the substrates are εr1 = 3.0, εr2 = 
1.0006, and εr3 = 3.0 and the corresponding 
thickness of the substrates are 0.18 mm, 10.0 mm, 
and 0.18 mm, respectively. The outer radius of the 
element is 3.5 mm and the inner radius is 3 mm. 
The dimensions of the unit are Tx = 8 mm, Ty = 8 
mm. The incident wave is TE polarization wave 
with 30 , 0i iθ φ= =   and the skew angle is 60o. 
The patch of octagonal loop FSS is in the third 
layer, as a result, we just employed the quad-tree 
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in the third level. The three-level FDMA is used 
here. As shown in Fig. 8, the transmission 
coefficients of the 20 20×  octagonal loop FSS 
arrays are plotted. It can be observed that the 
transmission coefficient of the finite FSS 
simulated by our method has a good agreement 
with the characteristic of the infinite FSS 
simulated by Ansoft designer. 

 
 

Fig. 7. The configuration of the octagonal loop 
FSS. 

 

 
 

Fig. 8. The transmission loss curves versus 
frequency by the octagonal loop FSS arrays. 
 
 

 
 

Fig. 9. The Complexity of FDMA for memory 
requirement and MVP time per iteration. 

In this part, a series FSS array which consists 
of 8×8, 15×15, 20×20, and 25×25 octagonal loop 
elements are considered. The dielectric constant 
and the configuration of the octagonal loop FSS 
are the same as above. Assuming the incident 
angles of plan wave are θ i = 30o, φ i = 0o at 15 
GHz. The matrix vector product (MVP) time per 
iteration and the memory requirement versus the 
number of unknowns are plotted in Fig. 9. It is can 
be observed that the CPU time per iteration and 
the memory requirement are all scaled as O (N 
Log N).   

 
VI. CONCLUSION 

In this paper, the fast directional multilevel 
algorithm is first applied for analyzing multilayer 
microstrip problems. The EBG structure and the 
finite FSS arrays are considered as multilayer 
microstrip structure, while the corresponding S-
parameters and transmission coefficient are 
computed. The new method is easily implemented 
because it is Kernel independent. With the aid of 
DCIM, the MPIE is discretized in the spatial 
domain. The efficiency of this method is 
demonstrated by numerical results. 
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Abstract ─ This paper proposes a convex 

optimization based method to suppress sidelobe in 

adaptive beamforming at subarray level. Usually 

phase shift rather than amplitude tapering is 

implemented at element level to maximize signal 

to noise ratio. Nevertheless, sidelobe control can 

be realized at subarray level. The proposed 

approach is realized by adding a constraint 

minimizing the difference between weights at 

subarray level and element-level Chebyshev 

synthesis into the optimal conditions. Compared 

with penalty function method, simulations show 

that for a uniform linear array, the proposed 

method can suppress sidelobe level considerably, 

especially the lobes close to mainlobe. 

Furthermore, it is able to produce better shaped 

main lobe, which is extremely close to the 

referenced pattern. 

 
Index Terms - Adaptive beamforming, convex 

optimization, sidelobe control, and subarray level.  

 
I.  INTRODUCTION 

Adaptive beamforming is a significant realm 

in phase array radar. To reduce the complexity of 

hardware and alleviate computational load, 

subarray partition is usually considered [1, 2]. In 

addition, low sidelobe is often required to 

guarantee the performance against non-stationary 

cluster or reverberation [3, 4]. Many pattern 

synthesizing methods were developed to generate 

low sidelobe [5-7]. However, element tapering 

reduces the global gain of antennas, which results 

in signal-to-noise (SNR) loss. Thus, forming 

adaptive pattern with low sidelobes digitally at 

subarray level is a feasible solution. 

One of the most used algorithms is minimized 

variance distort response (MVDR). Its apparent 

disadvantage is high sidelobes when sample 

matrix is used instead of the true covariance 

matrix [4]. Much relevant work has been done in 

recent years to deal with sidelobe controlling. 

Carlson proposed the diagonal sample matrix 

inversion (LSMI) [8] to solve the problem by 

adding an appropriate number to the covariance 

matrix. It was proved to be simple and effective, 

but there is no close solution for the optimal 

number. Penalty function method has to select a 

loading value k
2
 to determine the adaptive weights. 

As the value of k
2
 increases, the property of 

sidelobe suppression improves but interference 

cancelling degrades [3]. Second order cone (SOC) 

[9] is the method using optimization to control 

sidelobe. Although the method in [9] can get 

desired low sidelobe exactly, sidelobe region and 

sampling density should be defined beforehand. A 

small number of samplings may result in 

unexpected high sidelobe jittering, while a large 

number of samplings will lead to intensive 

computation. Furthermore, inappropriate sidelobe 

region definition may cause high sidelobe close to 

the main lobe in [9]. Sparse constraint is utilized to 

suppress the sidelobe level in [10]. However, it 

may fail to null mainlobe interference when its 

mainlobe region is set relative broad to enhance 

robustness of the beamformer against steering 

vector error. More recently, iterative algorithms 

based on evolutionary has been exploited in 

pattern synthesis [11, 12]. Despite their advantages, 

they have the drawback of complicated feeding 

network and high computational burden [13]. 

This paper proposes a new alternative convex 

optimization based approach to suppress sidelobe 

in adaptive beamforming at subarray level. It saves 
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the trouble of definition of threshold, sidelobe 

region, and sampling density. We construct the 

formula by imposing interferences cancelling on 

optimization conditions while setting object to 

minimize the difference between element level 

equivalent weights and Chebyshev tapering. 

Simulation results indicate that the convex 

optimization based approach can suppress sidelobe 

effectively, which simultaneously tune out 

inferences from sidelobe or mainlobe. The validity 

and feasibility of the proposed algorithm are 

verified with Matlab simulation. 

 

II. SIGNAL MODEL 
A uniform linear array (ULA) with N isotropic 

elements is considered in this paper. Interval 

between elements is half of the carrier wavelength, 

i.e., d = λ/2. The array is divided into L non-

overlapped subarrays. When K far field narrow 

band signals from θ1, θ2,...., θK 
are imposed on the 

array, the received data at element level 
ele

x
v

is [14], 

( ) ( ) ( )
ele

x m As m N m= +
v v

                (1) 

where 1( ) [ ( ),..., ( )]T

K
s m s m s m=
v

, represents  the 

K incident signals at the m
th
 snapshot. (.)

T

 denotes 

the transposition operator. 

1 2( ) [ ( ), ( ),..., ( )]T

N
N m n m n m n m= is the 

Gaussian sensor noise with zero mean and 

variance σ n
2. A is an array manifold vector and 

1 2[ ( ), ( ),..., ( )]
K

A a a aθ θ θ=
v v v

. ( )
i

a θ
v

is the steering 

vector and 1 2( ) [ ... ]Njj j T

i
a e e e

ϕϕ ϕ

θ =
v

.
n

ϕ is the 

phase difference of the
thn sensor relative to the 

origin from θi. Thus
n

ϕ is defined as, 

2 sin
i

n n
x

π θ
ϕ

λ

= ⋅                   (2) 

where xn 
is the coordinate of n

th
 sensor. It is 

assumed that the array is symmetric to the origin 

and N is oven. Thus, 

1

2
n

N
x n d

+ 
= − 
 

, 1, 2,...,n N= . 

The element to subarray transformation matrix 

is given by [2], 

dd w
T D D T

θ
= ⋅ ⋅v ,                    (3) 

where θd is the direction of the desired signal. w
v

is 

an N×1 vector, denoting element amplitude 

tapering. T is an N×L matrix, containing zeros and 

ones, which are determined by the division of 

subarrays. Both Dθd and 
w

D v are diagonal matrices, 

i.e., { }1 2
( ), ( ),..., ( )

d d d N d
D diag a a a

θ
θ θ θ= ,

{ }1 2
, ,...,

w N
D diag w w w=v .When no amplitude 

tapering is imposed at element level, i.e., 1
i

w = ,

w
D I=v , where I represents identity matrix.  

We denote the weights vector at subarray level 

by 
sub

w
v

.Then the pattern with subarray partition is 

given by, 

( ) ( )( )
H

d sub
f T w aθ θ= ⋅ ⋅

v v
                (4) 

where ( )
H

⋅ is the Hermitian transposition operator. 

The received data at subarray level,
sub

x
v

, as 

shown in Fig. 1, can be obtained by [2], 
H

sub d ele
x T x= ⋅
v v

.                       (5) 

d d

1 2 3 N

sind θ
θ

1 2 L

elex
v

subx
v

1w
2w

Lw
subw
v

∑

 
 

Fig. 1. A functional block diagram of an adaptive 

ULA with subarray partition. 

 

The covariance matrix is defined as, 

{ }
H

sub sub sub
R E x x= ⋅

v v
 

{ }

{ }

( )
H H

d ele ele d

H H

d ele ele d

H

d ele d

E T x x T

T E x x T

T R T

= ⋅ ⋅

= ⋅

=

v v

v v
.           (6) 
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In practice, it is difficult to get the theoretical 

value of 
ele

R , generally its approximate estimation 

is used instead [15],  

1

1ˆ ( ) ( )
sapN

H

ele ele ele

msap

R x m x m
N

=

= ⋅∑
v v

,        (7) 

where
sap

N  is the sampling rate, and 2
sap

N N=  in 

this paper [16].  

 

III. CONVEX OPTIMIZATION BASED 

ADAPTIVE BEAMFORMING WITH 

SIDELOBE CONTROL  

A subarray level adaptive beamformer is 

achieved by grouping the array elements into 

subarrays on which conventional beamforming is 

performed and applying an adaptive beamforming 

algorithm to the subarray outputs as shown in Fig. 

1. Signals in each subarray channel are multiplied 

by a complex weight. The number of adaptive 

coefficients is therefore the number of subarrays 

L instead of the total number of elements N, 
which reduces the computational load manifestly 

in
sub

w
v

 calculation. 

In many practical applications, to get higher 

SNR, antenna is preferred to be used without 

attenuation. This may invalidate sidelobe 

suppression contributed by element amplitude 

tapering. Nevertheless, we may try to minimize 

the difference between
ref

w
v

 and 
sub

T w⋅
v

with 

constraint of interference nulling. Here,
ref

w
v

is the 

optimal element tapering for quiescent low 

sidelobe pattern synthesis. 
sub

T w⋅
v

can be regarded 

as the equivalent element amplitude tapering with 

subarray partition. 

Chebyshev tapering is often desirable in linear 

array since it gives smallest possible beamwidth 

for a given low, uniform sidelobe level [13, 17]. 

Therefore, we set
cheby

w
v

 as reference element 

tapering. To form adaptive beam with sidelobe 

restriction at subarray level, the following 

optimization problem is proposed, 

( ) ( )

2

min

. .: 0

1, 2,...,

sub cheby

H

sub k

T w w

s t T w a

k K L

θ

⋅ −

⋅ =

= <

v v

v v
           (8) 

where • denotesthe Euclid norm.
k

θ represents 

the direction of the 
thk interference. 

sub
w
v

 is the 

optimization variables. Interferences are assumed 

incoherent with each other. However, in general, 

we have no prior information of interferences, i.e.,

k
θ is unknown. Nevertheless, in the situation of 

strong interferences and small signal, the optimal 

weight vector tends to be orthogonal to the 

interference subspace [15]. Thus we can modify 

equation (8) as, 
2

min

. . 0

sub ref

H

sub

T w w

s t w J

⋅ −

⋅ =

v v

v
                    (9) 

where J  denotes the interference subspace (ISS) 

at subarray level, which can be obtained from ˆ
subR . 

Rank the eigenvalues of ˆ
subR in descending order 

as 1 1K K L
λ λ λ λ

+
≥ ≥ > ≥ ≥L L . Eigenvectors, 

1u
v

, 2 , ,
K

u u
v v

L , corresponding to the first K  large 

eigenvalues, span the ISS. To determine the 

dimension of ISS, we use the Akaike information 

criterion (AIC) [18], 

( )

( ) ( )

( ){ }

1

1

1

2 2

2ln
1

ˆ min , 0,1,..., 1

sapL

L k
i

i k

L

i

i k

L k N k L k

AIC k

L k

K AIC k k L

λ

λ

−

= +

= +

− + −
 
 
 = −

 
 

− 

= = −

∏

∑
 (10) 

where L is the number of eigenvalues. K̂ is the 

estimation of the dimension of ISS. The standard 

form of convex optimization problems is given in 

[19], 

( )

( )

0min

. . 0, 1,...,

, 1,...,

i

T

i i

f x

s t f x i m

a x b i p

≤ =

= =

           (11) 

where 0 ,...,
m

f f are convex functions. When the 

objective functions as well as the inequality 

constraint functions are convex, and the equality 

constraint functions ( )
T

i i i
h x a x b= − are affine, 

equation (11) is a convex problem [19]. Extending 

the objective function in equation (9) yields, 
2

2Re

sub ref

H H H H

sub sub ref sub ref ref

T w w

w T Tw w Tw w w

⋅ −

 = − + 

v v

v v v v v v
(12) 
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It is obvious the objective function is quadratic. 

In addition, equality constraint in equation (9) is 

apparently affine. Thus equation (9) belongs to 

convex optimization. Several public solvers are 

available to solve convex optimization such as 

CVX, SeDuMi, YALMIP, etc. YALMIP is used in 

our simulation, since the toolbox makes the 

development of optimization problems in general 

and avoid simmediate use of other solvers error-

prone, even when parameterized matrices and 

variables are complex [20]. 

To facilitate the use of YALMIP toolbox, we 

modify the problem expression slightly. A new 

scalar non-negative variable t is introduced. It is 

obviously that
2

arg min
sub

sub sub cheby
w

w T w w= ⋅ −
v

v v v
is 

equivalent to the following expression, 

2

min . .
sub

sub ref
w

t s t T w w t⋅ − ≤
v

v v

 
.        (13) 

Therefore equation (9) can be converted into the 

following form [9],  

( )

min

. .: 0

0

H

sub

N N sub ref

H

sub ref

t

s t w J

I T w w

T w w t

×

=

⋅ − 
  ≥

⋅ −  

v

v v

v v

 (14) 

when t reaches its minimum, we get the optimal

sub
w
v

. When the YALMIP toolbox is installed in 

Matlab properly, optimization can be realized with 

following commands. It is assumed that the reader 

is familiar with Matlab. 

 
t = sdpvar(1); 

% real part of wsub 

wsub_r=sdpvar(subN,1,'full'); 

% imaginary part of wsub 

wsub_i=sdpvar(subN,1,'full'); 

wsub = wsub_r+j.*wsub_i; 

% equality constraint 

cond=set((wsub)'*J==0); 

M = [eye(eleN),(T*wsub-w_ref);… 

(T*wsub-w_ref)',t];   

%combine equality constraint and 

inequality constraint 

cond = cond+set(M>= 0); 

obj = t; 

solvesdp(cond,obj); 

 

The number of iterations grows with problem 

size as ( )O N [21]. In our simulations, the 

algorithm converged after 8~10 iterations. 

 

IV. SIMULATION RESULTS 

For all simulations in this paper, a uniform 

linear array (ULA) consisting of 96 elements with 

λ/2 spacing is used. ULA is utilized because of its 

merit of simplest geometry and excellent 

directivity [22]. In our simulations, the array is 

divided into 16 symmetrical subarrays as [8, 7, 6, 

7, 5, 6, 5, 4, 4, 5, 6, 5, 7, 6, 7, 8], so that grating 

lobes are suppressed. An element-level Chebyshev 

tapering with -40 dB sidelobe magnitude is set as 

referenced weights for the proposed method. We 

compare our method with penalty function [17], 

where subarray-level Chebyshev tapering with the 

same sidelobe level is chosen. Its scalar weighting 

factor k = 20. We assume that there is no look 

direction gain constraint. Thus the formula for 

penalty function we chose is given as equation (14) 

in [17], 

( )
1

2 2

pen sub cheb
w k R k I w

−

= +
v v

            (15) 

where I is a 16 order identity matrix.
cheb

w
v

is a 

16×1 vector. Signal of interest is neglected since it 

is usually possible to form the interference 

covariance matrix with signal absent in radar 

applications [23]. Interference to noise ratio (INR) 

is 30 dB.  

 

A. Performance of beam pattern control 

In this section, θd = 5
o
. We compare penalty 

function method with the proposed algorithm in 

two scenarios: Two sidelobe interferences from 

[11
o
, −9

o 
] and one mainlobe interference from 

6.5
o
. In the first example, two sidelobe 

interferences in direction of 11
o
 and −9

o
 are 

imposed. Patterns are plotted in Fig. 2. Both 

adaptive patterns are able to achieve high 

interference inhibition gain, lower than -70 dB. 

However, it is observed that the proposed method 

performs outweighs penalty function in 

maintaining low sidelobe, especially lobes close to 

mainlobe. The first sidelobe level can be as low as 

-41dB. Additionally, the proposed method 

produces a better shaped mainlobe, of which the 

width is the same as reference pattern. 
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Fig. 2. Normalized pattern with two sidelobe 

interferences from 11
o
 and −9

o
. 

 

Figure 3 illustrates adaptive patterns in 

presence of a mainlobe interference from 6.5
o
, 1.5

o

 
away from the desired signal. Both the two 

algorithms can prohibit interference effectively. 

However, the proposed method dose better in 

suppressing sidelobes near the mainlobe. 

 
 

Fig. 3. Normalized pattern with one mainlobe 

interference from 6.5
o
. 

 

B. SINR comparison 
Figure 4 depicts the output SINR versus 

scanning angle θ. Interference comes from −3
o
. 

The SINR is calculated via [10], 

( )
( ) ( )

2 H H

s

Houput

sub

w a a w
SINR

w R w

σ θ θ

θ =

v v v v

v v     (16) 

where w
v

denotes adaptive weights at subarray 

level. ( )a θ
v

is subarray-level steering vector. 2

s
σ is 

the power of desired signal and
2 1
s

σ = in this 

simulation. According to linearly constrained 

minimum variance (LCMV) criterion, the 

optimum adaptive weights at subarray level we 

use to calculate optimal SINR are given as follows 

[24, 25], 
1 ( )

opt sub d sub
w R aµ θ

−

=
v v

                  (17) 

where µ is a positive constant and does not affect 

the calculation of SINR.  

 
 

Fig. 4. SINR comparison of the three methods. 

 

It can be seen from Table 1 that the proposed 

method has higher SINR compared with penalty 

function while performing better in sidelobe 

controlling. Both adaptive subarray tapering suffer 

a small SINR loss. This is the price paid to get 

much lower sidelobe. 

 

Table 1: SINR comparison [dB]. 

Methods SINR SINR Loss 

Optimal 20.25 -- 

Penalty Function 18.53 -1.72 

Proposed method 18.88 -1.37 

 

V. DISCUSSIONS AND CONCLUSION 

A. Discussions 

Compared with quiescent Chebyshev tapering 

pattern, the other two adaptive patterns have 

evident sidelobe jitter. This is caused mainly by 

subarray number and size. More subarrays allow 

optimized weights closer to reference tapering. 

Equally division will lead to grating lobe. How to 

choose a suitable subarray partition is complicated 
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and usually needs compromise. Further study is 

under gone. Meanwhile, the proposed method 

suffers a small SINR loss, which is the cost of 

proposed method. Thus, a tradeoff should be 

considered in practical situations. 

 

B. Conclusion 

In this paper, a convex optimization based 

method is proposed to form adaptive sum beam 

with sidelobe control at subarray level. Compared 

with penalty function method, the proposed 

method has the merits of considerably reducing 

sidelobe adjacent to mainlobe, and producing 

better shaped mainlobe. Moreover, our 

optimization problem is formulated without 

parameters predetermining. The aforementioned 

merits of the proposed method have been verified 

by computer simulations.  
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Abstract─ In the present work, a circular 

conformal array with wideband printed dipole 

antennas and wideband feeding network has 

been designed to obtain a fully constrained 

cosecant squared radiation pattern using particle 

swarm optimization (PSO) algorithm and mutual 

coupling compensation. Using the circular 

conformal design leads to a decrease of around 

33% of the length of the array antenna compared 

with that of the vertical linear array. Moreover, a 

better performance of the coverage region and 

side lobe fall after this area obtains by using this 

configuration. 

 

Index Terms - Conformal array antenna, mutual 

coupling, particle swarm optimization, shaped 

beam, and wideband feeding network. 

 

I. INTRODUCTION 

Conformal antennas were first introduced in 

avionics to be integrated with the curve shape of 

the aircrafts in order to overcome aerodynamic 

limitations. Nowadays, in order to decrease the 

physical size of the array antenna or fit it with 

different shapes, conformal arrays are widely 

used in various vehicles, high speed trains, 

satellites, and military surveillance radars. The 

implementation of some radiation patterns is 

more accessible using the conformal arrays and 

they can overcome both physical and radiation 

patterns restrictions. Different microstrip 

conformal arrays have been introduced in the 

literature [1-3]. Shaped beam array antennas are 

of a great interest in the wireless community. 

The key aspect in the design of this type of array 

antennas is to set the elements excitations 

including phase and amplitude and the position 

of array elements to obtain a desired radiation 

pattern. To this end different analytical and 

numerical methods have been proposed until 

now [4]. However, in recent years, with the 

emergence of evolutionary optimization methods 

like genetic algorithms, differential evolution, 

and particle swarm optimization lots of 

researches have been carried out for the design 

of array antennas [5-7]. The design and synthesis 

of an array antenna for a desired radiation 

pattern is often affected by the mutual coupling 

effect between its elements. In fact, this effect 

will cause in a difference between the theoretical 

synthesis and the practical implementation [8]. 

In order to consider the far field mutual coupling 

of the elements in the synthesis process, the 

complex active radiation pattern of each element 

in the presence of the other elements must be 

used [9-11]. The particle swarm optimization 

(PSO) is a well-known evolutionary search 

method that has been used in different 

electromagnetic applications including array 

antennas throughout the last decade. In contrast 

with other stochastic algorithms, the PSO is 

proven to be easier to implement, adjust, and 

realize. Moreover, with a good choice of the 

initial values, the PSO can be guided in order to 

reach a more applicable result with a better 

timing efficiency [12-16]. 

In this paper, a new method of synthesis and 

design of the conformal array antenna has been 

proposed. Because of the variation of elements 

orientation and mutual coupling effect, the 

radiated fields of elements are different from 

each other and it must be considered in the array 

factor equation, which is used by the PSO. 

Independent from the shape of the conformal 

array, this method can be developed for the 

design of various shapes of the conformal array 

in which only the active complex patterns of 

each elements vary in the array factor. This 

method is fast, easy to implement, and avoids 

complicated calculations. The conformal array, 

which is synthesized and designed in this 

research is a circular array for surveillance 
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radars applications.  

The feeding network has an important role 

in the array antenna design because the resulting 

radiation pattern and bandwidth of the whole 

system is highly dependent on it. Various 

methods have been used to design and 

implement the feeding network [1]. However, 

for a shaped radiation pattern, the feeding 

network design includes more challenges as it 

includes various phase shifters and power 

dividers. The usage of Wilkinson power dividers 

and delay line phase shifters has the advantage 

of delivering the exact decimal powers and 

phase shifts. However, they suffer from isolation 

issues and highly dependency with the frequency 

[29]. In this paper, we use a novel approach to 

design a feeding network that can deliver non-

symmetric accurate powers and phase shifts with 

Wilkinson power dividers and wideband delay 

line phase shifters in the whole desired 

frequency band. The structure of this article is as 

follows: section II consists of an introduction to 

the development of the PSO for current project. 

In section III, the element that is used in the 

array and the conformal array configuration are 

presented and detailed. Section IV presents the 

simulation results with an investigation in 

mutual coupling compensation using complex 

active element patterns and the PSO. The fifth 

section is dedicated to the design of the 

wideband feeding network, which provides a 

stable phase shift and power splitting over the 

whole bandwidth.  

 

II. USING THE PSO TO SYNTHESIZE 

OF CONFORMAL ARRAY ANTENNA 
Generally, the parameters to control the 

radiation pattern of an array antenna are the 

amplitude and phase of excitation current of 

array elements [1]. The far-field array factor for 

a linear phased array of isotropic elements with 

inter-element distance of d and the wave number 

of � = 2�� �⁄ , which is placed on the z-axis, is  

AF(θ) = ∑ A�e��� ��� ������
��� , where λ is the 

free space wavelength, n is the element number. 

An and φn are the amplitude and phase excitation 

of the nth element, respectively. The goal is to 

define these amplitudes and phases using the 

PSO algorithm. Because of the mutual coupling 

effect and the changing the elements’ direction 

in the conformal array, the active pattern of each 

element is different from the other elements. For 

this matter we have to consider the amplitude 

and phase of the pattern of each element in the 

presence of other elements, which is named, 

 ��(�, !) where θ and φ are the angular 

coordinates of a point in far field. In the 

following simulations θ changes from 0
o
 to 180

o 

while φ is 0
o
 and -180

o
. The radiation pattern 

equation [7-8] is, 
 

.),(),(
1∑

=

=
N

n n

nj

n EeAF ϕθϕθ
ϕ

        
(1) 

 

"�and !� represent the amplitude phase of the 

n
th
 element excitation, respectively. In the above 

formulation the information related to the 

positioning of the elements is stored in ��(�, !).  

In 1995, Eberhart and Kenedy introduced 

the particle swarm optimization algorithm, 

which was an imitation of swarms of fish, bees, 

and birds when exploring the space to find the 

maximum amount of food. The importance of 

this algorithm is due to its fast and precise 

convergence, simple calculation steps, and easy 

implementation, which are the result of the 

Newtonian law of motion, which is the 

foundation of this algorithm [17-18]. The PSO is 

used to optimize continuous and discrete 

functions and is widely used in electromagnetic. 

It has been implemented in different applications 

like pattern synthesis of array antennas, reflector 

antennas optimization, corrugated horns 

optimization, patch antennas design, frequency 

selective surfaces, and microwave absorbers [19-

22]. Tedious works in the field of array antenna 

synthesis using the PSO have been carried out 

until now [11-15, 19-24]. In the following 

section the PSO is developed for conformal 

array optimization. 

  

A. Development of the PSO  
In the original PSO, particles (amplitude and 

phase of the elements) are generated randomly 

and they can displace freely within the imposed 

boundary values of the solution space [17]. 

Although this will reduce the probability of 

immature convergence and increases the 

preciseness of the method, it usually leads to 

non-realistic amplitudes and phases and 

sometimes makes the implementation of the 

feeding network impossible. If the relative 

amplitude of two adjacent elements is too much, 

the fabrication of the related power splitter will 

be practically impossible as it will need too thick 

arms. Moreover, in the point of view of phases, 

high inter-element phase difference will make 

the construction of the wideband phase shifters 

more difficult. 
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The original PSO algorithm is developed to 

control massive changes of inter-elements 

amplitudes and phases of the excitations. To this 

end, the domain of input random variables is 

divided between elements to control the relative 

amplitudes and phase differences between 

adjacent elements. This means that X1 is no 

longer a matrix of a completely random numbers 

between Xmax and Xmin, but it is guided in such a 

way that each number is allowed to be chosen 

randomly in restricted domain, which is defined 

as follows, 
 

n

xx
s minmax −

=

                            
(2) 

sXa nn )1()( min −+= µµ
 
,                 (3) 

}{ γµµµ ))()1(()( nnn aaaX −++= .         (4) 
 

In the above formulation µn={1,2,...,N} 

according to the n
th
 element of the array, and γ is 

a random number between [0, 1]. Xmax and Xmin 

are, respectively the maximum and the minimum 

of acceptable values for amplitudes and phases. 
Then, the position of the particles through the 

algorithm is updated using equations (5) and (6), 
 

 
)()( 22111 kk

ii

kk

i

k XGbcrXPbcrVwV −+−+=
+  

(5) 

,11

i

k

i

k

i

k VXX
++

+=
                   

(6) 
 

where #$
%

 is the velocity of the ith particle in the 

k
th iteration, &$

%
 is the position of the ith particle 

in the k
th
 iteration. wk is the weighting coefficient 

of the kth iteration, r1 and r2 are random matrices, 

and c1=c2=2 are called the acceleration 

coefficients. Pb
i
 is the best position of the 

particle i
th during its exploration and Gb is the 

global best of the whole group. The weighting 

coefficient, w, is set to change linearly with 

equation (7), 
 

,
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where k is the iteration number with the 

maximum of kmax=150, wmin=0.2 is the minimum 

of the weighting factor, and wmax=0.9 is its 

maximum. As a result of applying such 

procedure for obtaining the initial values, the 

relative amplitude and inter-element phase 

difference is controlled and massive changes, 

which lead to the complexity of the feeding 

network are avoided. In order to increase the 

efficiency of the algorithm the desired pattern is 

divided to different parts and the error for each 

part is calculated with different weights. As 

shown in Fig. 1, the desired pattern is a cosecant 

squared pattern, which is divided into 4 regions 

with different weights. 

 

 
 

Fig. 1. Desired pattern with different weighting 

parts. 

 

The error for this desired pattern is calculated as 

presented in equation (8), 
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(8) 

 

where Fd is the desired pattern and FN is the 

normalized calculated array factor, which is 

given in each iteration using the amplitudes and 

phases delivered by the algorithm. w1, w2, w3, 

and w4 are the weights. In the above illustration, 

the region between 0o and 50o is called the 

coverage region of the radiation pattern, and 

consequently, 50
o
 to 60

o
 is the quick fall region 

and 60o to 90ois the side lobe region. Aside from 

the physical length of the array antenna, another 

advantage of using the conformal shape of the 

array is that it can deliver a better performance 

in the coverage and quick fall regions, which 

will be shown in next sections. This shape has 

been used in military surveillance radars and 

includes various imposed constraints such as 

different side lobe levels and horizon angles. 

 

III. ANTENNA ARRAY 

CONFIGURATION 
 

A. Wideband microstrip dipole antenna  
The designed array consists of 8 elements of 

wideband microstrip dipole array (MDA) with 

balun working at the centre frequency of 1.1 

GHz. It has been generally proved that MDA 

needs a balanced feed that could be a λ/4 coaxial 

balun. For a printed dipole this could be replaced 

by an integrated balun, which delivers 

broadband performance [25] and has been used 

in antenna array applications [26]. To achieve a 

better impedance matching with 50 Ω with 

wideband performance, instead of using a 
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quarter wavelength transformers, the feed point 

of the integrated balun is adjusted as described 

in [27]. The schematic of the single element 

reflection coefficient of the MDA is shown in 

Fig. 2 (a). Also the normalized E-field radiation 

amplitude and phase of this antenna are depicted 

in Fig. 2 (b) and (c). 

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 2. Single printed dipole antenna with H1 = 

52 mm, H2 = 23 mm, H3 = 40 mm, H4 = 15.3 

mm, 1 = 30 mm, L1 = 110 mm: (a) reflection 

coefficient, (b) phase of radiated E-fields, and 

(c) amplitude of radiated E-fields. 

 
B. Conformal array configuration 

In this section, three different array 

configurations are presented, simulated, and 

synthesised to derive the desired radiation 

pattern. The first configuration is a linear array 

of 8 MDA elements. The schematic view of the 

array is shown in Fig. 3 (a). As it is seen it has a 

height of 1200 mm. In order to decrease the 

height and obtain a low profile configuration, 

another configuration (Fig. 3 (b)), which consists 

of a diagonal array with an angle of 45
o
 related 

to the horizontal plane is presented. The height 

of this configuration is 860 mm, which is 28.3 % 

smaller than the vertical configuration. However, 

to obtain a smaller array the third array structure, 

which is a circular conformal array is presented 

that has a height of 800 mm, thus providing a 

physical size of around 33 % smaller than the 

first linear structure. For this array the MDA 

elements are implemented on the outer surface 

of a sphere with the radius of 800 mm. Figure 3 

(c) depicts the circular array antenna. The inter-

element distance for these three arrays is 0.8 λ at 

the centre frequency of 1.1 GHz.  

The antennas are printed on an Ro4003 

substrate with a relative dielectric constant of εr 

= 3.38 and a thickness of 32 mil. Moreover, a 

ground plane is designed in the array structure in 

order to increase the array directivity. The 

simulation and analysis has been performed by 

Ansoft HFSS [30] software based on the finite 

element method. 

 

 

 

 

 

 

 

 

 
 

           (a)                     (b)                       (c) 
 

Fig. 3. Array configurations, (a) the linear array, 

(b) the diagonal array, and (c) the circular 

conformal array. 

 

IV. OPTIMIZATION AND 

SIMULATION PROCEDURE 
 

A. Array synthesis with an investigation of 

the array structure 

As mentioned in the previous section, due to 

the presence of mutual coupling between the 

array elements, the radiation patterns of the array 

elements are different from each other. 

Therefore, we have to use the complex active 

radiation fields to calculate the radiation pattern 

of the array. The active radiation patterns of 

some elements of the conformal circular array 

are shown in the Fig. 4 (a) and (b) as terms of 

amplitude and phase. It is clearly observed that 

the far-field pattern of each element is different 

from that of others. 
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(a) 

 
(b) 

 

Fig. 4. (a) The normalized E-fields of elements 

1, 3, 5, and 7 in the array and (b) the phase of E-

field of elements 1, 3, 5, and 7 in the array. 

 

B. Simulation and optimization results 
First, using the three mentioned array 

structures in Fig. 3, we have performed the PSO 

in Matlab to synthesize a cosecant squared 

radiation pattern with a coverage region of 50o. 

Figure 5 (a) represents the convergence rate of 

the applied developed PSO and Fig. 5 (b) depicts 

the resulted radiations patterns. 

 

 
(a) 

 
(b) 

 

Fig. 5. (a) Convergence diagram of the PSO and 

(b) optimized E-field radiation pattern of three 

array antennas for coverage area of 50o. 

The algorithm converges in less than 50 

iterations. As it is seen in Fig. 5 (b), all these 

three arrays can produce the desired coverage, 

however, the circular and the diagonal arrays 

have a better performance right after 50
o
. In 

other situation, for wider coverage region, the 

desired radiation pattern has been changed in 

such a way to produce a coverage region of 60
o
. 

We have performed the PSO method to 

synthesize and compare the resulting radiation 

patterns of these three arrays. The result has 

been shown in Fig. 6. 

 

 
 

Fig. 6. Optimization resulted E-field radiation 

pattern of three arrays for coverage area of 60
o
. 

 

As it is observed in Fig. 6, the diagonal and 

the circular array can produce the wider 

coverage region with respect to linear array. As a 

result, we conclude that the circular conformal 

array is more advantageous than the diagonal 

and the linear array because: 
 

1- It has a smaller physical height than the 

diagonal and the linear array. 

2- It has a better side lobe level fall than the 

linear array. 

3- Its resulted coverage region is wider than 

the linear array. 

 

C. Simulation of the final synthesized array 
As was mentioned, the conformal circular 

array can produce the wider coverage region and 

better side lobe level fall with smaller physical 

height. Hence, this structure has been used in the 

following section to synthesize the desired 

radiation pattern of Fig. 1. In order to show that 

the mutual coupling effects on the radiation 

pattern have been fully considered and 

compensated, the resulted amplitudes and phases 

from the PSO process have been used as the 

element excitations of the simulated array in the 

Ansoft HFSS software. The resulted E-field 

radiation patterns from the PSO and the 

simulation have been compared in Fig. 7. As it is 

seen, these two radiation patterns have good 

agreement because the mutual coupling is fully 
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considered in the optimization process. The 

derived amplitudes and phases are shown in Fig. 

8. It is seen that, by using the developed PSO 

method, the relative amplitude between the 

adjacent elements are between 0.5 and 1. 

Moreover, the phase differences between the 

adjacent elements are between 0o and 150o. 

These ease the complexity of making the feeding 

network. 

 

 
 

Fig. 7. Radiation pattern of normalized E-field of 

8 elements MDA with far field mutual coupling 

compensation. 

 

 
 

Fig. 8. Amplitudes and phases excitation of the 

array. 

 

V. DESIGN OF THE FEEDING 

STRUCTURE 

After determining the optimum amplitudes 

and phases of the array elements, to obtain the 

desired radiation pattern, it is necessary to 

design a suitable feeding network. In this case, 

as a result of using the developed PSO, the inter-

element phase shift is linear and limited so that 

the phase shifters are easier to design. Moreover, 

the inter element relative amplitudes are limited 

and easily possible to implement. 

The feeding network consists of some non-

symmetrical and symmetrical power dividers. 

The optimum tapering of amplitudes of the array 

elements is obtained by adjusting the ratio of 

power dividers. As mentioned before, embedded 

active element patterns combined with the PSO 

are used to compensate the far-field mutual 

coupling. However, the inter-port coupling is an 

important issue that affects greatly the 

performance of the designed array. To minimize 

this effect, the Wilkinson power dividers that 

provide two isolated ports are used to isolate the 

output ports and minimize the inter-port 

coupling [28]. In addition, to obtain the optimum 

phase distribution in the operating frequency, the 

delay line phase shifters are used to adjust the 

phases of the elements. The most challenge in 

the design of the feeding network is the 

narrowband behaviour of the delay line phase 

shifters. For this application, the desired band 

width is about 30% in the centre frequency of 

1.1 GHz and it requires designing the wideband 

phase shifters.  

 

A. Designing the feed network at the centre 

frequency 

The schematic view of the feeding network 

before phase shift correction is shown in Fig. 9. 

 

 
 

Fig. 9. Schematic view of the feeding network 

before phase shift correction. 

 
In Fig. 9 the values of the power dividers are 

described based on the splitting ratio of each 

arm. For example, 1:2 means that the right arm 

takes twice the power than the left arm. Each 

power divider has its own power splitting ratio 

based on the optimization results. 

To design the feed network, at first, each 

equal and non-equal Wilkinson power divider is 

separately designed according to the desired 

power splitting ratio and desired phase shift at 

the centre frequency. The dimensions of the 

Wilkinson power dividers that have been used in 

this feeding network have been shown in Fig. 

10. Then the whole feed network is made by 

uniting these separate power dividers. At this 

step, the feeding network delivers the proper 

power to each element with the desired phase 

shift at the centre frequency. The simulation of 

the power dividers, phase shifters, and the whole 

feeding network has been done in HFSS 

software. The output powers of this feeding 

network over the desired frequency band are 

shown in Fig. 11. 
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Fig. 10.Wilkinson power divider dimensions. 

  

 
 

Fig. 11. Resulted output power of each port. 

 

The results show that the output power 

produced by each port is nearly stable over the 

whole frequency band and does not need 

correction. Figure 12 shows the resulted phase 

shift of each port. 

 

 
 

Fig. 12. Resulted output phase shift of each port. 

 

As it is seen in Fig. 12, due to the different 

lengths of paths, the phase difference between 

the ports are not stable over the whole frequency 

band and the slope of the phase shifts is different 

for each output port. This will result in the 

degradation of the resulted pattern thus making 

the need for phase shift correction indispensable. 

 

B. Output phase difference correction within 

the desired bandwidth 

To correct the resulted phase differences in 

such a way that they become stable over the 

whole frequency band the following steps should 

be performed. First, we have to find the port 

with the maximum slope and consider it as 

reference. Here the reference port is port No. 8 

as it has the longest length. Then, by increasing 

the length of the microstrip lines in other routes 

and also using wideband phase shifters we have 

to increase the phase slope of other ports to 

reach the reference slope. All this procedure 

should be executed in such a way that the phase 

shift does not change at the center frequency. 

The wideband phase shifter consists of a wilds 

phase shifter, which is fully described in [29]. It 

consists of two open and short circuited λ/8 

stubs or one λ/4 circuited open stub. By 

changing the ratio of W1/W2 it is possible to 

obtain different phase shifts with increasing the 

slope of the phase shift of the line. Figure 12 

shows the phase shift slope correction of the 

above phase shifters. Table 1 summarizes the 

wideband phase shifters that are used in this 

paper along with their dimensions. 

 

 
 

Fig. 13. Wilds phase shifters and their phase 

difference corrections. 

 

Table 1: Wideband wilds phase shifters used in 

this project with their dimensions. 

  W1/W2 Resulted Phase Shift 

Double Stub 18 54
o 

Double Stub 3 25o 

Double Stub 0.36 150
o 

Single Stub 1 33o 

 

C. Final wideband feeding network 

By executing the previously described phase 

shift correction procedure, a wideband feeding 

network with stable phase shift and power split 

ratio is achieved. The schematic view of the final 

feeding network is shown in Fig. 13. Figure 15 

shows the resulted output phase shifts after the 

phase correction procedure over the whole 

frequency band. 
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Fig. 14. Final feeding network and array antenna 

structure after phase shift correction. 

 

 
 

Fig. 15. Output phase shift of each port after 

correction. 

 

As seen in this figure, after the phase shift 

correction procedure, the slope of the output 

phase shift for all ports is finally equal, and 

consequently, the phase difference between ports 

is stable within the whole frequency band. 

Figure 16 shows the output power of the final 

feeding network. 

 

 
 

Fig. 16. Output power of each port after 

correction. 

 

The resulted output power is almost stable in 

desired bandwidth and no correction is needed 

for this case. To finalize the design of the MDA 

array, the designed array and the wideband 

feeding network are united and simulated all 

together. The final results are shown in Fig. 17. 

In this figure, the resulted radiation pattern of the 

optimization algorithm, which had been 

performed in the center frequency has been 

compared with the feeding network output 

results at 0.95 GHz, 1.1 GHz, and 1.25 GHz. It 

is well depicted that the resulted patterns by the 

feeding network have good agreement with that 

of the optimization results of the center and the 

end of the desired frequency band.  

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 

Fig. 17. Final E-field radiation pattern (a) f = 

0.95 GHz, (b) f = 1.1 GHz, (c) f =1.25 GHz, and 

(d) the input reflection coefficient of the array 

antenna. 

 

VI. CONCLUSION 
In this article, a circular conformal array has 

been designed, analyzed and simulated to obtain 
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a fully constrained cosecant squared pattern 

using a modified PSO algorithm. The designed 

array consists of an 8 elements printed dipole 

with the inter-element distance of d = 0.8 λ 

working at the central frequency of 1.1 GHz and 

placed on the outer surface of a sphere with the 

radius of 800 mm. The comparison between a 

vertical linear array, diagonal linear array and 

the circular conformal array with the same inter-

element distance depicted that the height of the 

former array is 33% less than that of the vertical 

linear array and near 7% less than that of the 

diagonal array, thus producing a lower profile 

array antenna. Moreover, the performance of 

these three arrays on the coverage area and side 

lobe fall after this area has been investigated and 

it has been observed that the circular and the 

diagonal arrays have a quicker fall right after the 

coverage area and can produce a wider coverage 

region. The PSO algorithm, along with the 

method of the active element patterns has been 

used to synthesize the array with the 

consideration of the far field mutual coupling. 

Finally, a wideband and isolated feeding 

network, which is able to produce desired 

excitations for a consistent cosecant squared 

pattern over the desired frequency band has been 

designed using equal and non-equal Wilkinson 

power splitters and wideband phase shifters. 
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Abstract ─ A tri-band microstrip-fed slot antenna 

for WLAN/WiMAX applications is proposed and 

investigated. Three operating bands are obtained 

by inserting split ring resonator (SRR) slots for 

band-rejected design. An electromagnetic (EM) 

model of this antenna is simulated by Ansoft 

HFSS. The principle of operation and parametric 

of the proposed antenna are also provided. The 

measured -10 dB bandwidth for return loss is from 

2.39 GHz − 2.48 GHz, 3 GHz − 3.7 GHz, and 5 

GHz − 7 GHz, covering the WLAN (2.4/5.2/5.8) 

and WiMAX (3.5/5.5) bands. The proposed 

antenna achieves a stably omni-directional 

radiation pattern and acceptable gain at all three 

operating frequency bands.  

  
Index Terms – Slot antennas, SRR, tri-band 

antennas, and WiMAX/WLAN applications.  

 

I.  INTRODUCTION 
With the rapid development of the wireless 

communication, the multiband antennas have great 

interest for the application to communication 

systems. A printed monopole antenna is very 

attractive and suitable for the multiband 

WLAN/WiMAX applications owing to their 

simple structures, low profile, good impedance 

matching, low cost, and omni-directional radiation 

patterns [1-17]. Numerous monopole designs have 

been investigated for wireless systems. Multiband 

monopole antenna can be realized by employing a 

parasitic or shorted element to the monopole 

antenna [1-4], appropriately etching slots in 

radiating elements [8-10], using various radiating 

elements of different shapes [11-13] and various 

feeding structure[15-17]. 

However, the first method will increase the 

manufacturing cost and difficulty in fabricating. 

Most of the reported multiband antennas combine 

the last three method have either large antenna 

sizes or complex structures. In [18], a triple-band 

unidirectional coplanar antenna with high gain and 

good impedance matching is proposed for 

WLAN/WiMAX applications, but the size is 

100×60 mm
2
. A CPW-fed mirrored-L monopole 

antenna has distinct triple-band, but the geometry 

of the antenna is complicated and the size (77×53 

mm
2
) is relatively large [19].  

In this paper, a novel triple band planar 

monopole antenna with complementary split ring 

resonators (SRR) is proposed. The antenna is 

simple in structure and reduced the size compared 

to the conventional printed monopole antenna. By 

embedding different shaped SRR slots into a 

rectangular patch [20] for band-rejected design, a 

triple-band antenna with compact size, low profile, 

good radiation performance, and without 

conductor-backed plane is obtained. From the 

measured results, the impedance bandwidth for -

10 dB return loss at 2.44 GHz, 3.5 GHz, 5.5 GHz 

operating bands can be respectively up to 0.09 

GHz, 0.7 GHz, and 2 GHz. The proposed antenna 

is suitable for multiband wireless communication 

systems such as the wireless local-area network 

(WLAN) 2.4/5.2/5.8 and the world interoperability 

for microwave access (WiMAX) 3.5/5.5 

operations owing to its omni-directional radiation 

patterns and good impedance characteristics.  

 

II.  ANTENNA DESIGN 
Figure 1 shows the geometry of the proposed 

multiband antenna. The antenna is printed on 1.2 

mm thick FR4 substrate of relative permittivity 4.4 
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with overall dimensions of 26×32 mm
2
. The 

radiation element of the triple band antenna simply 

composed of a rectangular monopole with SRR 

slots and 50 Ω microstrip feeding line is printed on 

the top side of substrate. The width (W1) and 

length (L1) of the microstrip feed line is designed 

as 2.2 mm to achieve the 50 Ω characteristic 

impedance. Figure 2 illustrated the photograph of 

the fabricated antenna. For detailed design, all 

parameters of the proposed antenna are simulated 

and optimized using the Ansoft HFSS in finite-

element moment based full-wave solver.  

 

 
 

Fig. 1. Geometry of the proposed antenna. 

 

 
 

Fig. 2. Photograph of the proposed triple band 

antenna. 

 

The dimensions of the designed antenna after 

optimization are: a = 26 mm, b = 32 mm, W = 13 

mm, L = 16 mm, W1 = 2.2 mm, L1 = 14.5 mm, L2 = 

13.5 mm, ra = 8 mm, rb = 5.4 mm, rb1 = 6.6 mm, 

rab = 1.1 mm, rab1 = 0.5 mm, gap1 = gap2 = 0.4 

mm, wa = wb = 0.2 mm, wb1 = 0.8 mm. As shown 

in Fig. 3, the initial antenna has a wide bandwidth 

from 3.1 GHz − 7 GHz, and the performance 

beyond 7 GHz is out of our interest for 

WLAN/WiMAX applications. It also can be seen 

from the figure that the inner split ring (Rb) is for 

notched the 3.8 GHz − 4.9 GHz and the lower 

band at 2.44 GHz is attributed to the outer split 

ring (Ra). Then the final triple band antenna for 

wireless applications is obtained by combined the 

inner and outer split ring. The detail performance 

of the SRR will be given as the following. 

 
 

Fig. 3. Simulated return losses for the different 

structures. 

 
A. The inner split ring inserting 

The initial wideband antenna has a bandwidth 

from 3.1 GHz to 7 GHz as shown in Fig. 3. From 

Fig. 4 (a), it can be seen that the initial wideband 

monopole antenna consists of a regular rectangle 

patch and ground plane, while the staircase pattern 

is used to broadband, because the electromagnetic 

coupling between the rectangular patch and the 

ground plane is affected by the two staircase 

pattern notches [21-23]. In order to reduce the 

EMI, band-notched function covering the 3.8 GHz 

− 4.9 GHz is desired. The band-notched (3.8 GHz 

− 4.9 GHz) antenna is illustrated in Fig. 4 (c). As 

shown in Fig. 5, wb1 is an important parameter to 

broad the notched band. The notched band is 

extended to 4.9 GHz, while wb1 change from 0.2 

mm to 0.8 mm. The inner split ring (Rb) is 

designed to get the notched band. The simulated 

current distribution of the wideband antenna at the 

notched frequency 4.4 GHz is shown in Fig. 6. 

Note that the currents are manly distributed around 

the SRR filter structure. The length of SRR slots is 

determined by, 
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ε ε= + , is the effective dielectric 

constant, and c is the speed of light in free space. 

The inner SRR leads to the desired notch 

frequency at 4.4 GHz (3.8 GHz − 4.9 GHz), and 

the length Ls = 21.6 mm is about half of the 

guided wavelength (λg/2) calculated at 4.4 GHz. 

 

 
 
Fig. 4. (a) Initial monopole antenna, (b) band-

notched antenna with inner split ring inserting 

(wb1 = 0.2 mm), and (c) band-notched antenna 

with inner split ring inserting (wb1 = 0.8 mm). 

 

 
 

Fig. 5. Simulated return loss for different wb1. 

 
Parameters rb1 and gap2 are varied with a 

range of values also as part of the optimization 

process. As shown in Fig. 7, the notched band 

shifts to higher frequency as rb1 and gap2 increase. 

As rb1 and gap2 gradually increased to 6.6 mm 

and 0.4 mm, a good impedance match is achieved 

and the notched antenna can be suitable for reduce 

EMI with the higher band (3.8 GHz − 4.9 GHz), 

and the wideband antenna is adjusted to dual band 

antenna.  

  
 

Fig. 6. The surface current distribution at this 

rejection frequency (4.4 GHz). 
 

 
 

(a)                                (b) 
 

Fig. 7. Simulation results for different parameters, 

(a) S11 for parameter rb1 and (b) S11 for parameter 

gap2. 

 

B. The outer split ring inserting 
After getting the higher band-notched (3.8 

GHz − 4.9 GHz) antenna, the outer split ring (Ra) 

embedded into the antenna is analyzed. The lower 

WLAN band (at 2.44 GHz) is obtained after 

embedding the Ra, while the band (2.5 GHz − 3.05 

GHz) is notched. The length of Ra slot is 

determined by Lsb = 32 mm (about half of the 

guided wavelength (λg/2) calculated at 2.68 GHz). 

Figure 8 illustrated the effects of the 

parameters ra and wa. From the figure, it is 

observed that the notched band shifts to lower 

frequency as ra increases, while the impedance 

matching of the antenna is improved as wa reduce. 

The current distribution at 2.68 GHz (notched 

frequency) and 2.44 GHz (resonant frequency) is 

given in Fig. 9, it can be seen that the current 

manly distributed around the Ra at the notched 

frequency 2.68 GHz. 
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(a)                       (b) 

 

Fig. 8. Simulation results for different parameters, 

(a) S11 for parameter ra and (b) S11 for parameter 

wa. 

 
(a)                                   (b) 

 

Fig.  9.  Simulated surface current distribution at 

2.68 GHz, and 2.44 GHz; (a) 2.68 GHz and (b) 

2.44 GHz. 

 

III.  RESULTS AND DISCUSSION 
A triple band antenna prototype is fabricated 

on low cost FR4 (εr = 4.4, tan δ = 0.02) substrate. 

We use Rohde and Schwarz ZVB 20 vector 

network analyzer  to measure return-loss of the 

proposed antenna. The antenna with Rohde and 

Schwarz ZVB 20 vector network analyzer is 

shown in Fig. 10. The simulated and measured 

return-loss (S11) characteristics of the proposed 

antenna obtained using HFSS 13.0 and the Rohde 

and Schwarz ZVB 20 vector network analyzer is 

shown in Fig. 11. From the measured results, three 

relative impedance bandwidths with -10 dB return 

loss are about 3.7 % (2.39 GHz − 2.48 GHz), 

20.8% (3 GHz − 3.7 GHz), and 30% (5 GHz − 7 

GHz), respectively, which show good agreement 

with the simulated results. The differences 

between the simulation and measurements could 

be due to the SMA connector and the 

manufacturing limits. 

 

 
 

Fig. 10. Photograph of proposed triple band 

antenna with Rohde and Schwarz ZVB 20 vector 

network analyzer. 
 

 
 

Fig. 11. Simulated and measured S11 for proposed 

triple band antenna. 

 
The radiation patterns of the proposed antenna 

were measured in an anechoic chamber at UESTC 

with SATIMO antenna measurement system as 

shown in Fig. 12. The measured far-field radiation 

patterns of the proposed triple band antenna in the 

E-plane (xz-plane) and H-plane (yz-plane) at 2.44 

GHz, 3.5 GHz, and 5.5 GHz are plotted in Fig. 13.  

It can be seen that the antenna behaves quite 

similarly to the typical printed monopoles. The H-

plane patterns are almost omni-directional, while 

the E-plane patterns exhibit dipole-like behaviors 

at these frequencies. The measured peak gain from 

2 GHz to 7 GHz is plotted in Fig. 14. As expected, 

the antenna gain exhibits two significant decreases 

at 2.7 GHz and 4.6 GHz, thus clearly indicating 

the effect of notched bands. 
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Fig. 12. Photograph of proposed triple band 

antenna in an anechoic chamber. 

 

 
(a)  

 

 
(b) 

 

 
(c) 

 

xz- plane               yz-plane 

 

Fig. 13. Measured radiation patterns of the 

proposed antenna; (a) 2.44 GHz, (b) 3.5 GHz, and 

(c) 5.5 GHz. 

 

 
 

Fig. 14. Measured peak gain of the proposed 

antenna. 

 

IV. CONCLUSION 
A compact triple band antenna in simple 

structure for WLAN/WiMAX is proposed. This 

antenna consists of a regular microstrip-fed 

rectangle printed monopole antenna and a 

rectangle ground plane without slots. By 

embedding complementary split ring in the 

radiation element for band-rejected design, which 

does not increase the dimensions of the initial 

antenna, the triple band antenna is obtained. The 

measured results show that the impedance 

bandwidths range from 2.39 GHz − 2.48 GHz, 3 

GHz − 3.7 GHz, and 5 GHz − 7 GHz, good 

performance for the WLAN (2.4/5.2/5.8) and 

WiMAX (3.5/5.5) bands. In addition, the proposed 

antenna has good radiation patterns and gains in 

the three operating bands. So this simple structure 

antenna is excellent candidate for wireless 

communications. 
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Abstract─ A novel printed planar monopole 

antenna for LTE multi-input and multi-output 

(MIMO) application is proposed. By adding six 

ellipticals on top of the antenna, we enhance the 

lower frequency bandwidth. The idea for this is 

gotten from [1, 2]. These papers designed by using 

log periodic technique with the number of 

rectangle  and  flare elements . Also, by cutting E-

shaped slots in the ground plane, additional 

resonance is excited, and hence much wider 

impedance bandwidth can be produced. The 

proposed antenna provides all of the LTE bands 

between 0.65 GHz to 4 GHz. In order to provide 

low mutual coupling and envelope correlation, two 

of the antennas are combined with orthogonal 

polarizations. The mutual coupling and envelope 

correlation coefficient (ECC) of the antenna are 

lower than -21 dB and 0.002 across the operation 

bands, and total active reflection coefficient 

(TARC) is less than 0.35. The designed antenna 

has small size area of 55 × 94 mm
2
, which has a 

small size with respect to recently reported 

antennas. 

 
Index Terms - Long term evolution (LTE), multi-

input and multi-output (MIMO), monopole 

antenna, and mutual coupling. 

 

I. INTRODUCTION 
Nowadays, there is an increased interest in 

research on multi-input and multi-output (MIMO) 

systems in the wireless communication. This 

technology is probably the most established to 

truly reach the promised transfer data rates of 4G 

communication [3]. To be more precise, the fourth 

mobile-phone generation is set to be the long term 

evolution (LTE) and is scheduled to operate in 

different bands from 400 MHz to 4 GHz [4]. This 

antenna has the ability to increase the capacity of 

channel using the spatial properties of multipath. It 

is necessary to have a number of uncorrelated 

antennas at each end of the communication link. 

So it seems to be very essential to design adequate 

antenna due to use in MIMO systems. As revealed 

in many literatures [5-12], both of non-printed 

MIMO antennas such as planar-inverted F 

antennas (PIFAs) and printed MIMO antennas are 

proposed. However, among the antennas which are 

used for MIMO application, printed antennas are 

more appropriate due to their low cost, easy 

fabrication, and their capability of easily being 

integrated to small terminal devices. 

A number of planar monopoles to improve the 

impedance bandwidth have been investigated [13-

15]. Moreover, in [15] fractal monopole antenna 

using the Sierpinski carpet geometry is described 

that caused to wideband, broadband, and 

multiband antenna. In this paper a novel multiband 
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printed planar monopole antenna for LTE MIMO 

application is presented. First by adding 

ellipticals on top of the antenna, the bandwidth in 

lower frequency is improved. In the p

structure, by cutting a pair of E-shaped slots in the 

ground plane, additional resonance is

a result, the designed antenna covers all of the 

LTE bands. Two elements of such antennas are 

used for MIMO applications. The size of the 

proposed antenna is smaller than t

reported recently [5, 6]. The proposed structure 

obtains low mutual coupling and envelope 

correlation  due to the orthogonal polarization. 

Also, good return loss and radiation pattern 

characteristics are obtained in the frequency band 

of interest. Simulated and measured results are 

presented to validate the usefulness of the 

proposed antenna structure for LTE systems.

 

II. ANTENNA DESIGN
The base structure of the proposed MIMO 

antenna is shown in Fig. 1, which is 

FR4 substrate with relative permittivity 4.4 and 

thickness of 1.6 mm. The monopole is rectangular 

with width 2 mm and length 54 mm. The antenna 

is fed by a microstrip line with width 2 mm to 

match 50 Ω SMA connector for signal 

transmission. The antenna has two layers, the top 

layer and the bottom layer. On the top layer there 

is monopole antenna with 6 elliptical elements. On 

the bottom layer there are grounds 

slots. The geometrical parameters of

described in Fig. 2 and Table 1. The two identical 

antenna elements have the same structures and

dimensions. The two antenna elements are spaced 

with a gap "Gap1". 

Figure 1 shows that this kind of monopole 

antenna covers a little frequency band

only the monopole antenna cannot cover more 

LTE bands. Then 6 ellipticals and E

are added. As illustrated in Fig. 2, 6 ellipticals are 

used to control the impedance bandwidth and 

return loss level by modifying the capacitance 

between the patch and ground plane in a 

frequency bandwidth. To further enhance the 

matching, we use a pair of E-shaped slots in the 

antenna’s ground plane. These slots create an 

additional path for the surface current, which 

produce an additional resonance, and as a result, 

increase the bandwidth. The optimal dimensions 

printed planar monopole antenna for LTE MIMO 

application is presented. First by adding six 

ellipticals on top of the antenna, the bandwidth in 

improved. In the proposed 

shaped slots in the 

ground plane, additional resonance is provided. As 

a result, the designed antenna covers all of the 

LTE bands. Two elements of such antennas are 

used for MIMO applications. The size of the 

sed antenna is smaller than the antennas 

]. The proposed structure 

obtains low mutual coupling and envelope 

correlation  due to the orthogonal polarization. 

Also, good return loss and radiation pattern 

the frequency band 

Simulated and measured results are 

presented to validate the usefulness of the 

proposed antenna structure for LTE systems. 

ANTENNA DESIGN 
The base structure of the proposed MIMO 

n Fig. 1, which is printed on an 

FR4 substrate with relative permittivity 4.4 and 

hickness of 1.6 mm. The monopole is rectangular 

and length 54 mm. The antenna 

width 2 mm to 

 SMA connector for signal 

he antenna has two layers, the top 

layer and the bottom layer. On the top layer there 

is monopole antenna with 6 elliptical elements. On 

are grounds with E-shape 

slots. The geometrical parameters of ellipticals 

able 1. The two identical 

antenna elements have the same structures and 

dimensions. The two antenna elements are spaced 

shows that this kind of monopole 

antenna covers a little frequency band. However, 

na cannot cover more 

LTE bands. Then 6 ellipticals and E-shaped slots 

are added. As illustrated in Fig. 2, 6 ellipticals are 

used to control the impedance bandwidth and 

return loss level by modifying the capacitance 

between the patch and ground plane in a lower  

frequency bandwidth. To further enhance the 

shaped slots in the 

antenna’s ground plane. These slots create an 

additional path for the surface current, which 

produce an additional resonance, and as a result, 

bandwidth. The optimal dimensions 

of the designed antenna are specified in Fig. 

Table 1.  

 

Fig. 1. (a) S(1,1) and (b) the base structure of the 

antenna. 

 

In addition to the traditional antenna 

parameters, such as radiation

reflection coefficients, new parameters and aspects 

have to be included in the design for MIMO 

systems. MIMO coupling between antenna 

elements is a key factor to achieve high antenna 

performance in the MIMO antenna configuration. 

For a low mutual coupling, antennas must be far 

away from each other, but the space for the 

internal antenna is not enough to obtain low 

correlation and mutual coupling. In this paper we 

present a structure for the MIMO antenna 

elements in which the identical two antenna 

elements are orthogonally placed. As a result, the 

two antenna elements have orthogonal 

polarization, which can reduce the mutual 

coupling between the two antennas. Figure

shows the simulated 3D radiation patterns of the 

two antenna elements. It can be seen that the two 

antenna elements have orthogonal polar

 

III. RESULTS AND DISCUSSION
In this section, the MIMO monopole antenna 

with various design parameters was constructed, 

and the experimental results are presented and 

discussed. The parameters of this proposed 

enna are specified in Fig. 3 and 

 
base structure of the 

In addition to the traditional antenna 

as radiation pattern, and 

reflection coefficients, new parameters and aspects 

have to be included in the design for MIMO 

systems. MIMO coupling between antenna 

elements is a key factor to achieve high antenna 

performance in the MIMO antenna configuration. 

tual coupling, antennas must be far 

ut the space for the 

internal antenna is not enough to obtain low 

correlation and mutual coupling. In this paper we 

present a structure for the MIMO antenna 

elements in which the identical two antenna 

orthogonally placed. As a result, the 

antenna elements have orthogonal 

which can reduce the mutual 

g between the two antennas. Figure 4 

shows the simulated 3D radiation patterns of the 

two antenna elements. It can be seen that the two 

antenna elements have orthogonal polarizations. 

RESULTS AND DISCUSSION 
In this section, the MIMO monopole antenna 

with various design parameters was constructed, 

and the experimental results are presented and 

discussed. The parameters of this proposed 
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antenna are studied by changing one 

a time and fixing the others. The simulated results 

are obtained using the Ansoft simulation software 

High Frequency Structure Simulator (HFSS) and 

measured in an anechoic chamber.

understanding well the operation of the proposed 

MIMO antenna, first we studied a single monopole 

antenna, because the MIMO structure

two identical antenna with orthogonal 

polarizations. Then we studied the MIMO antenna 

characteristics. 

  

Tabel 1: The geometrical parameters of the 

elliptics (cw = clockwise and ccw = counter clock 

wise).  

 Major 

Radius 

Ratio Center of 

elliptic

Ellip-1 14 0.6 (20.86,32.43)

Ellip-2 14 0.6 (9.14,32.43)

Ellip-3 10 0.8 (8.55,43.62)

Ellip-4 10 0.8 (21.45,43.62)

Ellip-5 8 0.1 (26.64,20.52)

Ellip-6 8 0.1 (3.36,20.52)

 

 
   

 

 

Fig. 2. The top view of the proposed antenna.

antenna are studied by changing one parameter at 

a time and fixing the others. The simulated results 

are obtained using the Ansoft simulation software 

High Frequency Structure Simulator (HFSS) and 

measured in an anechoic chamber. For 

understanding well the operation of the proposed 

nna, first we studied a single monopole 

antenna, because the MIMO structure consists of  

two identical antenna with orthogonal 

polarizations. Then we studied the MIMO antenna 

The geometrical parameters of the 

ccw = counter clock 

Center of 

elliptic 

Degree 

of 

rotation 

to x-axis 

(20.86,32.43) 15(ccw) 

(9.14,32.43) 15(cw) 

(8.55,43.62) 15(ccw) 

(21.45,43.62) 15(cw) 

(26.64,20.52) 15(ccw) 

(3.36,20.52) 15(cw) 

  

 

Fig. 2. The top view of the proposed antenna. 

Fig. 3. The bottom view of the proposed antenna.

 

To design a novel antenna, and also in order to 

increase the frequency bandwidth, simple 

monopole is loaded with 6 ellipticals as displayed 

in Fig. 2. These ellipticals play important role 

inimpedance matching of this antenna because 

they can control the electromagnetic coupling 

effects between the patch and the ground plane 

and improve the band width. Figure

structure of various antennas used for performance 

simulation studies. Return loss characteris

simple monopole [Fig. 5 (a)], 

with 2, 4, and 6 ellipticals [Fig. 5

with two E-shaped slots in the ground plane [Fig. 

5 (e)] are compared in Fig. 6. As shown in Fig. 6

in order to generate a new resonance (3.4 GHz), 

we use a pair of E-shaped slots in the c

ground plane. 
 

The bottom view of the proposed antenna. 

o design a novel antenna, and also in order to 

increase the frequency bandwidth, simple 

monopole is loaded with 6 ellipticals as displayed 

in Fig. 2. These ellipticals play important role 

inimpedance matching of this antenna because 

ectromagnetic coupling 

effects between the patch and the ground plane 

and improve the band width. Figure 5 shows the 

structure of various antennas used for performance 

simulation studies. Return loss characteristics for 

 simple monopole 

ellipticals [Fig. 5 (b)- (c)- (d)], and 

lots in the ground plane [Fig. 

(e)] are compared in Fig. 6. As shown in Fig. 6, 

in order to generate a new resonance (3.4 GHz), 

shaped slots in the center of the 

 

56 ACES JOURNAL, VOL. 29, No. 1, JANUARY 2014



 

Fig. 4. 3D radiation patterns of two antenna 

elements.  

 

 

Fig. 5. (a) Basic structure, (b) with 2 elliptics, (c) 

with 4 elliptics, (d) with 6 elliptics, and (e) w

elliptics and E-shaped slots. 

 

 

Fig. 6. Simulated return loss for basic structure 

without and with elliptics and E-shaped slots.

 

Fig. 4. 3D radiation patterns of two antenna 

 

with 2 elliptics, (c) 

with 4 elliptics, (d) with 6 elliptics, and (e) with 6 

 

return loss for basic structure 

shaped slots. 

To understand the effects of these slots, the 

simulated current distribution on the radiating 

patch and ground plane is presented in Fig. 7

can be observed from Fig. 7 (a) that the current

concentrated on the edges of the interior and 

exterior of the E-shaped slots at 3.4 GHz. 

Therefore, the antenna impedance changes at this 

frequency due to the resonant proper

shaped slots. Figure 7 (b) shows the effects 

and W on impedance matching and second 

resonance. After comparison the best case is 

selected.  

 A prototype of the proposed MIMO

as shown in Fig. 8 was constructed and tested. 

Figure 9 shows the simulated and measured return 

loss. The measured -6 dB S(1,1) and S(2,2) are not 

equal because the structure is not symmetrical. 

The mutual coupling between the 

than -21 dB across the common bandwidth, as 

shown in Fig. 9 (c). As shown in Fig. 9

exists a discrepancy between measure

simulated results. This could be due to the effect 

of the SMA port. In order to confirm the accurate 

return loss characteristics for the designed 

antenna, it is recommended that the man

and measurement process be performed carefully.  

Figures 10 and 11 show the radiation patterns of 

antennas 1 and 2, respectively. 

omnidirectional vertically polarized pattern in 

x-z plane and antenna 2 generates 

polarized in the y-z plane. As shown in Fig

and 11 the omnidirectional properties, particularly 

at low frequencies are not good. This is mostly due 

to the small ground plane effects and the change of

excited surface current distributions 

ground plane at low frequencies.

directional patterns can enhance and increase the 

channel capacity [9]. In general, when two linearly 

polarized antenna are orthogonally located to each 

other, they can provide polarization

reducing the mutual coupling between them. 

Therefore,  these orthogonal radiation patterns and 

high isolation (> 21 dB) give the lower ECC (< 

0.002), which is less than a recommended value 

[9] of 0.5, as shown in Fig. 12

obtained by using the far field radiation patterns 

[10]. However, this process requires complex and 

advanced calculation. Assuming that an antenna 

operates in a uniform multipath environment, the 

correlation coefficient can be calculated by S

parameters [16], 

To understand the effects of these slots, the 

simulated current distribution on the radiating 

patch and ground plane is presented in Fig. 7 (a). It 

a) that the current is 

concentrated on the edges of the interior and 

shaped slots at 3.4 GHz. 

Therefore, the antenna impedance changes at this 

frequency due to the resonant properties of the E-

(b) shows the effects of L 

W on impedance matching and second 

resonance. After comparison the best case is 

A prototype of the proposed MIMO antenna 

s constructed and tested. 

shows the simulated and measured return 

6 dB S(1,1) and S(2,2) are not 

equal because the structure is not symmetrical. 

the two ports is less 

21 dB across the common bandwidth, as 

shown in Fig. 9, there 

exists a discrepancy between measured data and 

simulated results. This could be due to the effect 

of the SMA port. In order to confirm the accurate 

return loss characteristics for the designed 

antenna, it is recommended that the manufacturing 

and measurement process be performed carefully.   

the radiation patterns of 

. Antenna 1 has an 

omnidirectional vertically polarized pattern in the 

z plane and antenna 2 generates horizontally 

As shown in Figs. 10 

and 11 the omnidirectional properties, particularly 

at low frequencies are not good. This is mostly due 

to the small ground plane effects and the change of 

excited surface current distributions on the system 

ground plane at low frequencies. The omni-

directional patterns can enhance and increase the 

, when two linearly 

polarized antenna are orthogonally located to each 

other, they can provide polarization diversity by 

the mutual coupling between them. 

Therefore,  these orthogonal radiation patterns and 

21 dB) give the lower ECC (< 

less than a recommended value 

[9] of 0.5, as shown in Fig. 12. The ECC is 

far field radiation patterns 

However, this process requires complex and 

advanced calculation. Assuming that an antenna 

operates in a uniform multipath environment, the 

correlation coefficient can be calculated by S-
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Array’s total active reflection coefficient (TARC) 

for a two port antenna as described

showed in Fig. 12. Thus the proposed antenna is 

more attractive for MIMO application

isolation between two polarizations will increase 

by increasing the dimension of spacing Gap1. 

Figure 13 shows the effect of Gap1. 

 

 

(a) 

 

(b) 
 

Fig. 7. (a) Simulated current distribution on the 

radiating patch and ground plane at 3.4 GHz and

(b) simulated return loss characteristics of the 

antenna with different values of L and W.
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��

  .     (1) 

eflection coefficient (TARC) 

for a two port antenna as described in [17], can be 

. Thus the proposed antenna is 

more attractive for MIMO application. The 

ween two polarizations will increase 

dimension of spacing Gap1. 

shows the effect of Gap1.  

 

 

ted current distribution on the 

ane at 3.4 GHz and 

loss characteristics of the 

antenna with different values of L and W. 

 

Fig. 8. Photograph of the constructed antenna.

 

 

Fig. 9. Simulated and measured (a) S(1,1), (b) 

S(2,2), and (c) S(1,2) (when S(1,1)

measured, the other port ended wi

 

 

Fig. 8. Photograph of the constructed antenna. 

 

mulated and measured (a) S(1,1), (b) 

(when S(1,1) of one port is 

measured, the other port ended with 50 Ω load). 
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Fig. 10. Measured radiation patterns of antenna 1 

in the x-z plane [unit : dB].  

 

 

 

Fig. 11. Measured radiation patterns of antenna 2 

in the y-z plane [unit : dB].  

 

on patterns of antenna 1 

 

Fig. 11. Measured radiation patterns of antenna 2 

 

Fig. 12. (a) ECC and (b) TARC. 

 

 

Fig. 13. Simulated S(1,2) with different value of 

Gap1.  

 

IV. CONCLUSION
In this paper a novel planar monopole antenna 

for LTE MIMO system has been proposed and 

implemented. Simulated and measured results 

showed that the antenna can cover all of the LTE 

frequency bands. By adding 6 ellipticals, the lower 

frequency bandwidth is improved and by cutting 

two E-shaped slots in the ground plane, additional 

resonance are excited and hence wider impedance 

bandwidth can be produced. Good return loss and 

radiation pattern characteristics are obtained in the 

frequency band of interest. The antenna has high 

isolation (> 21). Moreover, low ECC and TARC is

 

(b) TARC.  

 

Fig. 13. Simulated S(1,2) with different value of 

CONCLUSION 
In this paper a novel planar monopole antenna 

for LTE MIMO system has been proposed and 

implemented. Simulated and measured results 

showed that the antenna can cover all of the LTE 

equency bands. By adding 6 ellipticals, the lower 

frequency bandwidth is improved and by cutting 

shaped slots in the ground plane, additional 

and hence wider impedance 

bandwidth can be produced. Good return loss and 

ttern characteristics are obtained in the 

frequency band of interest. The antenna has high 

isolation (> 21). Moreover, low ECC and TARC is 
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achieved by a pattern diversity. The designed 

antenna has a small size. Simulated and measured 

results show that the proposed antenna will 

provide better propagation channel and enhance 

the capacity of MIMO antenna for LTE 

applications.   
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Abstract ─ A triangular-arranged (TA) planar 

multiple-antenna is proposed. It consists of three 

ultra-wideband (UWB) planar monopole antenna 

elements, with the centers and the ports of the 

elements arranged at the vertexes of two regular 

triangles, thus the polarization of each element is 

120° different. The performance of the TA 

multiple-antenna is investigated by simulation and 

measurement, and the measured results agree with 

the simulated ones in reasonable precision. Within 

the ultra-wide bandwidth of 3.4 GHz – 12 GHz, 

the return loss at each port is better than 10 dB, 

and the isolation between any two ports is higher 

than 20 dB. Furthermore, good omni-directional 

radiation pattern is obtained over the interesting 

frequency band. A linear-arranged (LA) three-

element multiple-antenna is compared with the 

proposed TA antenna. Comparison between the 

TA antenna and the LA antenna validates the 

advantages of the proposed one, which 

consequently is suitable for UWB-MIMO 

applications.  

  
Index Terms – Antennas, isolation, multiple-input 

multiple-output (MIMO), and ultra-wideband 

(UWB).  

 

I. INTRODUCTION 
Due to the large bandwidth, ultra-wideband 

(UWB) possesses a lot of advantages, such as 

enabling high data rates transmission, providing 

high reliability for the wireless communications. It 

has become a hot topic in wireless communication 

fields over the past decade. Moreover, the 

advantages of UWB can be further improved by 

combining multiple-antenna techniques. Multiple-

input multiple-output (MIMO) systems, which 

have multiple-antenna units at both transmitter and 

receiver sides, can take advantage of the multipath 

components sufficiently to enhance the 

performance of wireless systems. Consequently, 

UWB combined with MIMO technique (UWB-

MIMO) is a feasible method to achieve extremely 

high data rates and high robustness for wireless 

communication systems [1]. Besides, UWB-

MIMO is suitable for obtaining high-precision 

localization and radar imaging. 

As a key component of UWB system, UWB 

antenna has attracted a lot of research interests in 

both the academic and industrial fields [2-3]. For 

some applications, directional antennas, which 

radiate energy in a fixed direction, are requisite. 

However, the antennas with omni-directional 

radiation characteristics are usually more 

attractive. This is due to the particular 

requirements of UWB, especially the limits on 

equivalent isotropically radiated power (EIRP) 

imposed by many spectrum regulators, as well as 

the need of some applications, such as ranging and 

radar, which have signals arrive from any 

unpredictable direction. As a result, ultra-wide 

pattern bandwidth becomes an important design 

requirement for UWB antennas, i.e., the radiation 

pattern remains approximately omni-directional 

over the ultra-wide bandwidth. However, many 

existing UWB antennas have ultra-wide 

impedance bandwidth, but not pattern bandwidth.  

For an UWB-MIMO system, not only the 

characteristics of the antenna elements, but also 

the mutual coupling between elements, will affect 

the performance of the system. The mutual 

coupling, which exists between any closed antenna 

elements, will deteriorate the pattern characteristic 
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and is a very important factor when designing an 

UWB-MIMO antenna system. In order to improve 

the isolation between UWB antenna elements, 

some researches have been performed. For 

example, closed radiators are arranged 

orthogonally, thus the neighboring elements are 

orthogonally polarized [4], which will decrease the 

mutual coupling remarkable. Besides, elements 

with different dielectrics or with different radiation 

characteristics are put together to form a multiple-

antenna, which also decrease the mutual coupling 

between elements [2, 5]. In some cases, structures 

with high isolation characteristics are placed 

between antenna elements, which are also helpful 

for the reduction of mutual coupling [6, 7]. Since 

the UWB-MIMO system is in the start stage, a lot 

of effort is needed to improve the performance of 

the antenna system. 

In [3], a series of planar monopole antennas 

using genetic algorithm (GA), with the goal to 

achieve omni-directional pattern and uniform gain 

over the ultra-wide frequency band have been 

designed. In this paper, one of the optimized 

planar monopole antennas, i.e., antenna E in [3], is 

used to form a planar multiple-antenna. Antenna E 

in [3] has very good impedance matching 

performance and omni-directional radiation 

pattern over 2.6 GHz − 10.6 GHz bandwidth. 

Since the multiple-antenna structure has important 

influences on the performance of MIMO systems, 

such as fading correlation (and thus capacity) of a 

communication system, as well as ability to 

resolve directions of multipath components. 

Linear-arranged (LA) antenna are the simplest 

structure, we show that they have significant 

drawbacks, in particular related to mutual coupling 

between the antenna elements. We thus propose a 

triangular-arranged (TA) multiple-antenna, and 

analyze its performance. 

The rest of the paper is organized as follows: 

in section II, the multiple-antenna structure is 

depicted. Section III describes the simulated and 

measured results of the TA antenna and the LA 

antenna. Section IV gives the conclusion. 

 

II. ANTENNA STRUCTURE 
The element of the proposed triangular-

arranged (TA) multiple-antenna is an optimized 

planar monopole antenna with rounded-corner-

rectangular ground plane, which is antenna E in 

[3]. The structure of the TA multiple-antenna is 

shown in Fig. 1. Three identical elements are 

printed on a hexagon substrate, with a thickness of 

0.76 mm and dielectric permittivity of 2.94. The 

patches and microstrip feed lines are printed on the 

top side and the grounds are on the bottom side. 

The centers of the patches and the feed ports of the 

elements are arranged at the vertices of two 

regular triangles, thus the polarization of each 

element is 120° different. The distance between 

any two patch centers d is set to 40 mm, which is 

the free space half wavelength at 3.75 GHz. A 

prototype is fabricated and three SMA connectors 

are used to feed the antenna, as shown in Fig. 1 

(b). 

 

 
(a) 

 

 
 

                        (b) 
 

Fig. 1. The proposed triangular- arranged (TA) 

planar antenna; (a) schematic diagram, left: top 

view, right: side view; L1=47 mm, L2=76.9 mm, 

d=40 mm and (b) the fabricated antenna. 

 
A linear-arranged (LA) planar multiple-

antenna is designed and fabricated to compare 

with the TA antenna. The elements and the 
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substrate of the LA antenna are the same as that of 

the TA antenna. As shown in Fig. 2, three identical 

elements are aligned on a rectangular substrate. 

The distance between the adjacent elements 

centers is also 40 mm, the same as that of the TA 

antenna. 

 
Fig. 2. Geometry of the linear-arranged (LA) 

antenna, d=40 mm; left: top view, right: side view. 

 
III. SIMULATED AND MEASURED 

RESULTS 
The characteristics of the two antennas are 

investigated by both simulation and measurement. 

The simulation is performed with the Ansoft’s 

HFSS. The measurement of S-parameters is 

carried out by means of a vector network analyzer, 

Agilent 8363B, and that of the radiation pattern is 

implemented by a SATIMO near field antenna 

testing system.  

The simulated and measured S-parameters of 

the two antennas are shown in Fig. 3. As shown in 

Fig. 3 (a), the |S11|s of both TA and LA antennas 

are nearly below -10 dB within the bandwidth of 

2.6 GHz − 12 GHz, which indicates good 

impedance matching performances. The |S21|s of 

both TA and LA antennas are given in Fig. 3 (b). 

Within the bandwidth of 3.4 GHz − 12 GHz, the 

measured and simulated isolations of the TA 

antenna are higher than 20 dB, while those of the 

LA antenna are only higher than 14 dB. Obviously, 

the isolation of TA is better than that of LA, 

especially at the higher frequency. This 

characteristic is very appropriate for the UWB-

MIMO communication system, which requires 

lower correlation between different antenna 

elements. The simulated and measured results 

agree with each other in reasonable precision. 

 

(a) 

 
(b) 

 

Fig. 3. Simulated and measured S-parameters of 

the TA and LA antennas, (a) |S11| and (b) |S21|. 

 

Figure 4 shows the simulated and measured 

radiation patterns of both TA and LA antennas at 

frequencies of 3.0 GHz, 5.5 GHz, and 9.5 GHz. 

The pattern is normalized with respect to the peak 

value of each case. In the simulation and 

measurement of radiation pattern, only one port 

(e.g., port 1) is excited while the other two ports 

are terminated with 50 Ω impedance loads. It can 

be seen that, in the H-plane, over the interesting 

bandwidth, the TA antenna has better omni-

directional patterns than the LA antenna, even at 

higher frequency, which is very helpful for UWB 

applications. Simulated and measured results agree 

with each other in reasonable precision. 

Besides, the simulated antenna gain is plotted, 

as shown in Fig. 5. It can be seen that the peak 

gain over the frequency band of 3 GHz − 10 GHz 

is stable, and the maximum fluctuation is about 3 

dB. 
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(a)                                                                   (b) 

 

     
(c)                                                                    (d) 

     
(e)                                                                   (f) 

 

Fig. 4. Simulated and measured radiation patterns of the TA- and LA-arranged antennas at different 

frequencies, (a) 3.0 GHz, H-plane, (b) 3.0 GHz, E-plane, (c) 5.5 GHz, H-plane, (d) 5.5 GHz, E-plane, (e) 

9.5 GHz, H-plane, and (f) 9.5 GHz, E-plane. 
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Fig. 5. Simulated peak gain of the TA-arranged 

antenna with one element active. 

 

IV. CONCLUSION 
A novel triangular-arranged (TA) three-

element planar UWB multiple-antenna has been 

proposed for UWB-MIMO applications. The 

antenna has very good impedance and radiation 

characteristics over 3.4 GHz − 10.6 GHz 

frequency band. Compared to a linear-arranged 

(LA) planar multiple-antenna, the TA antenna has 

lower mutual coupling between different ports, 

especially at higher frequency, which results in 

better omni-directional pattern for each element. It 

is the excellent performance and the special 

arrangement of the elements, that makes the good 

performance of the propose TA antenna.  

 It is true that the TA antenna is a little larger 

than the LA antenna, which is an obvious weak 

point for the application in portable devices. 

However, it can be used in fixed UWB-MIMO 

wireless devices, and it provides a feasible choice 

for three-element multiple-antenna. For the 

portable UWB-MIMO devices, more compact 

structure must be adopted. 
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Abstract ─ In this paper, a small ultra wideband 

(UWB) antenna with co-planar waveguide (CPW) 

feed, consisting of a polygon-shaped design on the 

patch and a ground plane truncated with two 

mirror rectangular–shaped notches is designed for 

ultra wideband (UWB) applications. In this 

proposed antenna, through increasing the number 

of cuts inside the initial patch, a proper control on 

the upper frequency of the band can be achieved. 

The overall dimension of the antenna is 19×19 ×1 

mm
3 

and fed by 50 Ω coplanar waveguide. The 

proposed antenna is developed and its VSWR is 

compared with the simulated result. The proposed 

antenna operates in the adopted bandwidth (3.1 

GHz-10.6 GHz) with VSWR < 2, and covers it 

very well from 3 GHz to 14.9 GHz, which 

provides fractional bandwidths of more than 

132%. The effect of the ground plane notch on the 

optimization of the VSWR is discussed in detail.  

 

 Index Terms - CPW-fed, small monopole 

antenna, truncated ground plane, and ultra 

wideband (UWB) antenna. 
  

I. INTRODUCTION 
The requirement for high data rates wireless 

communication becomes more and more vital and 

various solutions have been recommended. With 

the rapid development of these wireless systems, 

the design of the UWB antennas has been given 

lots of concentration, since they are the key 

elements to radiate and receive the signals [1]. 

There have been great progresses in the design of 

ultra wideband antennas and devices in recent 

years. Several impedance variation techniques are 

applied to previous works such as [2-4], wide 

rectangular slots and circular slots with hexagonal 

forms [2]. One of the major challenges in the 

design of ultra wideband antennas is how to 

achieve small size antennas with low weight and 

desired radiation pattern characteristics and 

electrical properties in the band of interest [3]. The 

numerous number of slots causes to more 

bandwidth and the optimum feed structure gives 

the good impedance matching [4]. Recently, some 

coplanar waveguide (CPW)-fed printed monopole 

antenna have been reported [5-11].  

In this letter the polygon-shaped form on the 

patch has been used for increasing impedance 

bandwidth and better impedance matching. By 

using this design and the numerous numbers of 

cuts inside the patch the impedance matching is 

increased. Proposed antenna is designed with a 

mirror of rectangular-shaped slots on the ground 

plane, so impedance matching is desirable due to 

both these slots. The antenna has outstanding 

properties such as small size, desirable VSWR 

level, simple structure, and good omni-directional 

radiation pattern. 

 

II. MONOPOLE ANTENNA DESIGN              
The geometry of the CPW-fed antenna is 

shown in Fig. 1. The antenna is constructed with a 

substrate made of FR4, with the thickness of 1 mm 

and the relative dielectric constant εr = 4.4. The 

CPW feed-line has a center width Wc =2.4 mm 

and a gc = 0.3 mm for 50 Ω impedance. A 

polygon-shaped patch with the radius of R is 

connected to the rectangular – shaped patch with 

width of Wp. For the impedance matching, the 
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distance between the patch and the CPW- ground 

plane is indicated with a Gap = Lc - L. For 

increasing the upper frequency band, a pair of 

mirror rectangular-shaped notches is located on 

the ground plane. In most of the reported antennas 

so far, the slots on the patch are designed 

horizontally and vertically in the form of different 

geometric shapes. In this proposed antenna, for 

increasing the path of surface current, we use 

some cuts on the patch, which results in both the 

production of additional resonance and an increase 

in the bandwidth. The simulated results are 

obtained using the Ansoft simulation software 

high-frequency structure simulator (HFSS). The 

optimal parameters of the constructed antenna are 

as follows: Wsub = 19 mm, Lsub = 19 mm, R = 8 

mm, NC = 10, Wp = 4 mm, Lc = 2.8 mm, gc = 0.3 

mm, Wc = 2.4 mm, L = 1 mm, and Gap = 0.4 mm. 
 

 
Fig. 1. Configuration of the proposed antenna with 

a pair of rectangular-shape notches on the ground 

plane and a polygon-shaped design on the patch. 

 

III. SIMULATION AND 

MEASUREMENT RESULTS 
After introducing the proposed antenna, we 

investigate the difference value of  L, Wp, Lc, and 

NC parameters. With fixed value of R, we 

investigate the effective NC (number of cut) 

parameter. Figure 2 indicates the simulated VSWR 

characteristics with the difference values for NC. 

This figure clearly shows that sensitivity of upper 

frequency band in Fig. 2 is more. In other words, 

with increasing of NC, upper frequency band 

increases widely. In this simulation, the optimized 

value of 10 for the NC (number of cut) has been 

selected. Figure 3 indicates the simulated VSWR 

characteristics with the difference values for L. It 

can be observed that by decreasing the length of 

the L notch, the upper frequency is increased. The 

CPW ground plane plays an important role in the 

proposed antenna impedance matching. Figure 4 

shows the simulated VSWR curves with difference 

values for Wp, while R is fixed in 8 mm. With 

doing several experiments, Wp is fixed in 4 mm. 

Figure 5 indicates distribution of currents at 10 

GHz for polygon-shaped form. This figure shows 

that by inserting numbers of cuts around patch, 

currents are regularly concentrated around this 

polygon form. The printed monopole antenna, 

whose physical prototype is shown in Fig. 6, was 

tested in the antenna measurement laboratory at 

Iran Telecommunication Research Center (ITRC).  

The simulated and measured VSWR of the 

proposed antenna is plotted in Fig. 7. The figure 

clearly shows that the constructed antenna very 

well covers the intended VSWR of < -10 dB for 

3.1 GHz - 10.6 GHz from 3 GHz to 14.9 GHz. 

Also, it is obvious that a little difference occurred 

between the two curves results in the position of 

resonance about 9 GHz, which is caused by SMA 

port effects in laboratory. 

 

 
 

Fig. 2. Simulated VSWR characteristics for 

various values of NC. 
 

 
Fig. 3. Simulated VSWR characteristics of the 

proposed antenna with various values of L. 
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Fig. 4. Simulated VSWR characteristics of the 

proposed antenna with various values of  Wp (L in 

1 mm and NC in 10 is fixed). 

 

Figure 8 shows the measured antenna gain 

from 3 GHz to 11 GHz for the proposed antenna. 

From this figure, we can find that, in different 

frequencies, the whole tendency of the antenna 

gains enhance with the frequency increases from 3 

GHz to 11 GHz. Figure 9 shows the measured 

radiation pattern in frequencies 3.5 GHz, 5.5 GHz, 

7.5 GHz, and 9.5 GHz, in H-plane (xz-plane), and 

E-plane (yz-plane). From Fig. 9 it can be realized 

that the proposed antenna acts similarly as a 

printed monopole antennas in the middle and 

lower frequency bands. Also, the figure is 

approximately indicative of omni-directional 

radiation pattern in the xz-plane. 

  

 
 

Fig. 5. Simulated current distributions on the patch 

with polygon-shaped form at 10 GHz. 

 

IV. CONCLUSION 
In this study, a small CPW-fed antenna with a 

polygon-shaped design with the numbers of cuts 

around the patch is proposed for ultra wideband 

(UWB) applications. This antenna has been 

designed with equal cuts on the circular patch and 

generating a polygon-shaped form and also a pair 

of mirror rectangular-shaped notches in the CPW 

ground plane. By inserting the numbers of cuts 

around the patch, we can achieve a proper control 

on the upper frequencies of the band. The antenna 

exhibits a simple structure and good VSWR level. 

Proposed antenna is suitable for ultra wideband 

systems with proper dimensions and 

aforementioned characteristics. 

 

 
 

Fig. 6. Photograph of the proposed antenna. 

 

 
 

Fig. 7. Comparison between measured and 

simulated VSWR for the proposed antenna. 

 
 

 
 

Fig. 8. Measured antenna gain of the proposed 

antenna. 
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Fig. 9. Measured radiation pattern of the proposed 

antenna, (a) 3.5 GHz, (b) 5.5 GHz, (c) 7.5 GHz, 

and (d) 9.5 GHz. The solid line and red dash line 

are co-polar and cross-polar, respectively.   
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Abstract ─ A simple and compact microstrip-fed 

ultra wideband (UWB) slot antenna with dual 

band-notch characteristic for UWB applications 

has been presented. In order to increase the 

impedance bandwidth of the square slot antenna, 

we insert a T-shaped slot in the ground plane that 

with this structure UWB frequency range can be 

achieved. Additionally, by using a pair of L-

shaped slits at the square radiating stub, a dual 

band-notch performance has been obtained. The 

measured results reveal that the presented dual 

band-notch slot antenna offers a wide bandwidth 

with two notched bands, covering all the 5.2 GHz / 

5.8 GHz WLAN, 3.5 GHz / 5.5 GHz WiMAX and 

4 GHz C bands. The designed antenna has a small 

size of 20×20 mm
2
. Good return loss and radiation 

pattern characteristics are obtained in the 

frequency bands of interest. 

 

Index Terms ─ L-shaped slit, microstrip-fed slot 

antenna, T-shaped slot, and ultra-wideband 

communication systems. 

 

I. INTRODUCTION 
 In UWB communication systems, one of key 

issues is the design of a compact antenna while 

providing wideband characteristic over the whole 

operating band. Consequently, a number of planar 

slots with different geometries have been 

experimentally characterized [1, 2]. Moreover, 

other strategies to improve the impedance 

bandwidth have been investigated [3-6]. The 

frequency range for UWB systems between 3.1 

GHz to 10.6 GHz will cause interference to the 

existing wireless communication systems, such as, 

the wireless local area network (WLAN) for IEEE 

802.11a operating in 5.15 GHz – 5.35 GHz and 

5.725 GHz – 5.825 GHz bands, WiMAX (3.3 GHz 

– 3.6 GHz), and C-band (3.7 GHz – 4.2 GHz), so 

the UWB antenna with a single and dual band-stop 

performance is required [7-10].  

 A simple method for designing a novel and 

compact microstrip-fed slot antenna dual band-

notch characteristics for UWB applications has 

been presented. In the proposed structure, by 

inserting a T-shaped slot in the ground plane, we 

can gave an UWB frequency range and by using a 

pair of L-shaped slits on the square radiating stub, 

dual band-notch characteristic is obtained. 

Simulated and measured results are presented to 

validate the usefulness of the proposed antenna 

structure for UWB applications. 
 

II. ANTENNA DESIGN  
The presented small square slot antenna fed by 

a 50-Ω  microstrip line is shown in Fig. 1, which is 

printed on an FR4 substrate of thickness 0.8 mm, 

permittivity 4.4, and loss tangent 0.018. The basic 

slot antenna structure consists of a square radiating 

stub, a feed line, and a ground plane. The proposed 

antenna is connected to a 50-Ω SMA connector for 

signal transmission. 

 Regarding defected ground structures (DGS), 

the creating slots in the ground plane provide an 

additional current path. Moreover, this structure 

changes the inductance and capacitance of the 

input impedance, which in turn leads to change the 

bandwidth. The DGS applied to a microstrip line 
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causes a resonant character of the structure 

transmission with a resonant frequency 

controllable by changing the shape and size of the 

slot [8]. Therefore, by cutting a T-shaped slot at 

the ground plane and carefully adjusting its 

parameters, much enhanced impedance bandwidth 

may be achieved. In this structure, The L-shaped 

slits perturb the resonant response and also acts as 

a half wave resonant structure [6]. At the notch 

frequency, the current concentrated on the edges 

of the interior and exterior of the L-shaped slit. As 

a result, the desired high attenuation near the notch 

frequency can be produced.  

 

 
(a) 

 

 
 

(b) 

 

Fig. 1. Geometry of the proposed microstrip slot 

antenna, (a) side view and (b) top view. 

 
The optimal dimensions of the designed 

antenna are as follows: Wsub = 20 mm, Lsub = 20 

mm, WS = 18 mm, LS = 11 mm, hsub = 0.8 mm, Wf 

= 1.5 mm, Lf = 4 mm, W = 7 mm, WT = 3.5 mm, LT 

= 1.5 mm, WT1 = 0.5 mm, LT1 = 1.5 mm, WX = 4 

mm, LX = 6 mm, WX1 = 3.5 mm, LX1 = 5.5 mm, WX2 

= 0.5 mm, and Lgnd = 6 mm. 

 
III. RESULTS AND DISCOSSIONS 

 The proposed microstrip-fed slot antenna with 

various design parameters were constructed, and 

the numerical and experimental results of the input 

impedance and radiation characteristics are 

presented and discussed. The Ansoft simulation 

software high-frequency structure simulator 

(HFSS) [11] is used to optimize the design and 

agreement between the simulation and 

measurement is obtained. Figure 2 shows the 

structure of the various antennas used for dual 

notch performance simulation studies.  

 

 
 

                 (a)                                 (b) 
 

 
 

                 (c)                                 (d) 

 

Fig. 2. (a) The ordinary square slot antenna, (b) 

antenna with a T-shaped slot in the ground plane, 

(c) antenna with a T-shaped slot in the ground 

plane and an L-shaped slit in the radiating stub, 

and (d) the proposed slot antenna. 

 

 VSWR characteristics for the ordinary square 

slot antenna (Fig. 2 (a)), with a T-shaped slot in 

the ground plane (Fig. 2 (b)), with a T-shaped slot 

in the ground plane and an L-shaped slit at the 

radiating stub (Fig. 2 (c)), and the proposed slot 

antenna (Fig. 2 (d)) are compared in Fig 3. As 

shown in Fig. 3, it is observed that the upper 

frequency bandwidth is affected by using the T-

shaped slot. As shown in Fig. 3, the first notch 

frequency bandwidth is sensitive to the single L-

shaped slit on the radiating stub, and also by 

inserting a pair of L-shaped slits at the radiating 

stub a dual band–notch function is achieved that 
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covering all the 5.2 GHz / 5.8 GHz WLAN, 3.5 

GHz / 5.5 GHz WiMAX and 4 GHz C bands [12-

15].  

 

 
 

Fig. 3. Simulated VSWR characteristics for the 

various square slot antenna structures shown in 

Fig. 2. 

 
 To understand the phenomenon behind this 

dual band-notch UWB performance, on the 

radiating stub at the notch frequencies of 3.9 GHz 

and 5.5 GHz is presented in Fig. 4 (a), and 4 (b) 

respectively. It can be observed in Fig. 4 (a) and 4 

(b) that the current concentrated on the edges of 

the interior and exterior of the L-shaped slits at 3.9 

GHz and 5.5 GHz. Therefore, the antenna 

impedance changes at these frequencies due to the 

band notch properties.  

 

 
 

                   (a)                                    (b) 

 

Fig. 4. Simulated surface current distributions for 

the proposed antenna on the radiating stub (a) at 

the first notch frequency (3.9 GHz) and (b) at the 

second notch frequency (5.5 GHz). 

The simulated input signal and impulse 

response for the proposed antenna is shown in Fig. 

5. A first-order Rayleigh pulse is used as the 

source signal to drive the transmitter [16]. One of 

the characteristics of UWB signals is pulse 

distortion, which is inherently determined by their 

huge bandwidth. Good impedance matching over 

the operating frequency band is desired to 

minimize reflection loss and to avoid pulse 

distortion [17]. Therefore, the signal distortions 

shown in Fig. 5 are mainly due to the bandwidth 

mismatch between the source pulse and the 

antenna. As a result, some frequency components 

of the pulse cannot be transmitted effectively by 

the monopole, leading to the distortions of the 

received signal.  

 The proposed antenna with optimal design was 

built and tested in the antenna measurement 

laboratory at Microwave Technology Company 

(MWT). The measured and simulated VSWR 

characteristics of the proposed antenna are shown 

in Fig. 6. The fabricated antenna has the frequency 

band of 3.08 GHz to over 10.83 GHz with two 

rejection bands around 3.37 GHz – 4.3 and 5.1 

GHz – 6.05 GHz. As shown in Fig. 6, there exists 

a discrepancy between measured data and the 

simulated results. This discrepancy between 

measured and simulated results is mostly due to a 

number of parameters such as the fabricated 

antenna dimensions as well as the thickness and 

dielectric constant of the substrate on which the 

antenna is fabricated, the wide range of simulation 

frequencies and also the effect of SMA soldering. 

 

 
 

Fig. 5. Simulated time-domain analysis (input 

signal and impulse response). 
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 In a physical network analyzer measurement, 

the feeding mechanism of the proposed antenna is 

composed of a SMA connector and a microstrip 

line (the microstrip feed line is excited by an SMA 

connector) whereas the simulated results are 

obtained using the Ansoft simulation software 

high-frequency structure simulator (HFSS), that in 

HFSS by default, the antenna exited by wave port 

that it is renormalized to a 50-Ohm full port 

impedance, therefore this discrepancy between 

measured data and the simulated results could be 

due to the effect of the SMA port [6]. In order to 

confirm the accurate VSWR characteristics for the 

designed antenna, it is recommended that the 

manufacturing and measurement process need to 

be performed carefully, besides, SMA soldering 

accuracy and FR4 substrate quality needs to be 

taken into consideration. In conclusion, as the slot 

is a short radiator, the SMA connector can modify 

its impedance matching. 

 

 
 

Fig. 6. Measured and simulated VSWR for the 

proposed slot antenna.  

 
 Figure 7 shows the measured radiation patterns 

including the co-polarization and cross-

polarization in the H-plane (x-z plane) and E-plane 

(y-z plane). The main purpose of the radiation 

patterns is to demonstrate that the antenna actually 

radiates over a wide frequency band. It can be seen 

that the radiation patterns in x-z plane are nearly 

omnidirectional for the two frequencies [18-21]. 

Figure 8 shows the effects of the L-shaped slits at 

the square radiating stub, on the maximum gain in 

comparison to the same antenna without them. 

 
 

Fig. 7. Measured radiation patterns of the 

proposed antenna (a) 4.7 GHz, (b) 7.5 GHz, and 

(c) 10 GHz. 

 

 As shown in Fig. 8, the basic structure 

(ordinary slot antenna with) has a gain that is low 

at 2 GHz and increases with frequency [8]. It is 

found that the gain of the basic structure is 

decreased with the use of the L-shaped slits at the 

square radiating stub. It can be observed in Fig. 8 

that by using the L-shaped slits at the square 

radiating stub, two sharp decrease of maximum 

gain in the notched frequencies band at 3.9 GHz 

and 5.5 GHz are shown. For other frequencies 

outside the notched frequencies band, the antenna 

gain with the filter is similar to those without it.  
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Fig. 8. Maximum gain comparisons for the 

ordinary slot antenna (simulated) and the proposed 

antenna (measured) in the z-axis direction (x-z 

plane). 

 

IV. CONCLUSION 
 In this paper, we propose a novel design of 

ultra wide band slot antenna with dual band-notch 

function. The presented slot antenna can operate 

from 3.08 GHz to 10.83 GHz with two rejection 

bands around 3.37 GHz – 4.3 GHz and 5.1 GHz – 

6.05 GHz. By cutting a T-shaped in the ground 

plane we can give UWB frequency range, and also 

by inserting a pair of L-shaped slits at radiating 

stub, dual frequency band-notch function can be 

achieved. The designed antenna has a small size. 

Good antenna radiation behavior within the UWB 

frequency range have also been obtained. 
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Abstract ─ This paper presents a novel dual-

wideband bandpass filter (BPF) structure, which 

consists of a two-end shorted stepped-impedance 

resonator with two pairs of non-identical stepped-

impedance open stubs (SIOSs) and a uniform-

impedance open stub (UIOS) symmetrically 

loaded on its high impedance section. The de-

signed BPF has a directly coupled configuration, 

which can also introduce transmission zero (TZ) 

for filter design. The loaded SIOSs and UIOS not 

only excite multiple resonant modes but also in-

troduce multiple TZs. After carefully arranging 

these resonant modes and TZs, the TZs can divide 

multiple resonant modes into multiple useful 

groups, which can be utilized to exploit two wide-

band passbands. The TZs between two passbands 

can improve passband selectivity and the band-to-

band isolation. As an example, a dual-wideband 

BPF centered at 1.57 / 5.59 GHz with -3 dB frac-

tional bandwidth of 53% by 16% is designed and 

fabricated. The fabricated filter has a compact size 

of 0.16λg × 0.106λg. The measured results also 

exhibit a low insertion loss, good return loss and 

wide stopband. 

 
Index Terms - Bandpass filter (BPF), dual-band, 

multiple- mode resonator (MMR), and stepped-

impedance resonator (SIR). 

 

I. INTRODUCTION 
With the development of modern multi-service 

technology, dual-wideband bandpass filter (BPF) 

with compact size is great in demand for a single 

RF module to handle dual high data-rate commu-

nication modes. So far, various dual-band BPFs 

have been reported. However, most of these re-

ported dual-band BPFs exhibit narrow passband 

[1-5]. One of the few literatures report the dual-

wideband performance [6-9]. In [6], a dual-

wideband BPF using frequency mapping and 

stepped-impedance resonators (SIRs) is reported, 

with the drawback of a complex design procedure 

and large circuit size. In [7], a dual-wideband BPF 

is developed by using the short-circuited SIRs, but 

it lacks passband selectivity. Two opposite hook-

shaped resonators in [8] and four comb-loaded 

resonators in [9] are used to design the dual-

wideband BPF. These two filters exhibit a high 

passband selectivity and compact size, but using 

multiple resonators. Recently, an attractive method 

using a single multiple-mode resonator (MMR) 

has been applied to develop compact dual-

/multiple-band BPFs. Actually, MMR is widely 

used in the design of wideband filter [10-12]. Then, 

it is found that the multiple resonant modes of 

MMR can be arranged to be several mode groups 

in some structures, which can be applied to realize 

dual-/multiple-passband. In the author’s previous 

work [13], two dual-mode, dual-wideband BPFs 

with sharp selectivity have been designed by using 

a quadruple-mode resonator. However, the etched 

ground plane configuration is involved, which in-

creases the installation complexity. 

The motivation of this paper is to design a 

novel microstrip dual-wideband BPF with single 

layer configuration, compact size, simple topology 

and quick design procedure. By properly arranging 

multiple resonant modes and multiple transmission 

zeros (TZs) of proposed structure, a dual-

wideband BPF centered at 1.57 GHz / 5.59 GHz 

with -3 dB fractional bandwidth (FBW) of 53% by 

16% are designed and fabricated. Detailed design 

of the filter as well as its simulated and measured 

results is presented and discussed. 
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II. THEORETICAL ANALYSIS OF PRO-

POSED DUAL-BAND STRUCTURE 
The configuration of the proposed dual-

wideband BPF structure is shown in Fig. 1. Figure 

2 (a) gives a transmission line model of the pro-

posed structure. The proposed structure consists of 

a two-end shorted stepped-impedance resonator 

(SIR) with a pair of stepped-impedance open stubs 

(named SIOS1) loaded at the impedance junctions 

of the shorted SIR, the other pair of stepped-

impedance open stubs (named SIOS2) symmetri-

cally loaded on its Z2-impedance section and a uni-

form impedance open stub (named UIOS) loaded 

at the center of Z2-impedance section. The I/O 

ports are directly connected to the proposed struc-

ture. Due to its symmetrical configuration, Fig. 2 

(b) and (c) give its even-/odd-mode equivalent 

circuits, respectively. The TPs can be derived un-

der the transverse resonant condition that two op-

positely oriented input impedances at the same 

position are zero. According to such theorem, the 

transmission poles (TPs) under the even-/odd-

mode excitation satisfy, 
 

,Im( ) 0l r eZ Z+ =                   (1a) 
 

,Im( ) 0l r oZ Z+ = ,                 (1b) 

where, 
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Fig. 1. Physical configuration of proposed dual-

wideband BPF. 
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Fig. 2. (a) Transmission line model of proposed 

dual-wideband BPF, (b) even-mode equivalent 

circuit, and (c) odd-mode equivalent circuit. 
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If the input impedances of the SIOS1, SIOS2, 

and UIOS equal to zero, respectively, this is 

equivalent to introducing virtual grounds at the 

connected points. The signal from the input port 

will be shorted to ground and cannot transfer to 

the output port. Thus, the SIOS1, SIOS2, and 

UIOS will produce three series of TZs (fzs1, fzs2, 

and fzu) for the proposed dual-wideband BPF struc-

ture. According to equations (2d), (2e), and (2f), 

these three series of TZs can be determined by, 

11 11 12 12tan cot
s s s s

Z Zθ θ−                    (3a) 

21 21 22 22tan cot
s s s s

Z Zθ θ− ,                   (3b) 

cot =0
u

θ .                                  (3c) 

Equation (3c) can be rewritten as, 

0 , 1, 3, 5
2

zu

u

n f
f n

π

θ

= = ⋅ ⋅ ⋅            (4) 

where f0 represents the design frequency. Thus, fzu 

can be separately controlled by θu. When θt equals 

to half-wavelength at fzt, the input impedance look-

ing into the tapped point will be also zero for di-

rectly coupled configuration, owing to the imped-

ance invariance characteristic of half-wavelength 

line. Therefore, the feeding lines directly con-

nected to the resonator not only act as I/O ports 

but also can produce a series of TZs. Such TZs 

due to the directly coupled configuration can be 

determined by, 

0 , 1, 2, 3zt

t

n f
f n

π

θ

= = ⋅ ⋅ ⋅            (5) 

fzt cannot be tunable freely, and the location of the 

tapped point θt is mainly determined by the re-

quired design condition. Subsequently, equations 

(1), (3a), (3b), (4), and (5) allow one to determine 

the frequency locations of all the even-/odd-mode 

TPs and TZs. 

As an example, the central frequencies (CFs) 

of two passbands are specified at 1.575/5.5 GHz. 

There are various designing parameters that can be 

tuned to achieve such goal. The electrical length of 

shorted SIR (2θ1+θ2) is mainly decided by the 

specified f0. In this design, (2θ1+θ2) = 150
o
 at f0 = 

1.575 GHz is tuned to make the first mode group 

locate at around f0. θ1 = θ2 is preset for the design 

simplicity. Z1 is mainly determined by the required 

resonator susceptance and Z1 = 58 Ω is preselected. 

SIOS1, SIOS2, UIOS, and the directly coupled 

configuration will generate four series of TZs. In 

the practical design, there are only four TZs (1
st
 fzs1, 

1
st
 fzs2, 1

st
 fzu, and 1

st
 fzt) within the interested fre-

quency range. It is found that the 1
st
 fzs1 and 1

st
 fzu 

should be placed between two passbands. Since 

θs12 = θ2/2 is set for the following layout conveni-

ence, the frequency locations of the 1
st
 fzs1 are then 

tuned by ts1 = θs11/(2θ1+θ2) and rs1 = Zs12/Zs11. In 

this filter design, ts1 = 0.1 and tu = θu/(2θ1+θ2) = 

0.25 is pre-selected to make the 1
st
 fzs1 close to the 

lower side of the first passband and the 1
st
 fzu close 

to the upper side of the second passband. The 

SIOS2 can be freely sliding on Z2-impedance sec-

tion. In this design, θa1 = θ2/4 is pre-selected for 

the design simplicity. Since θs22 = θa1 is set for the 

following layout convenience, the frequency loca-

tions of the 1
st
 fzs2 are then tuned by ts2 = 

θs21/(2θ1+θ2) and rs2 = Zs22/Zs21. It is also found that 

the 1
st
 fzs2 should be placed between two passbands. 

Thus, ts2 = 0.02 is pre-selected. Due to the required 

external quality factor, the tapped position θt will 

be not very long, so that the 1
st
 fzt together with 1

st
 

fzs2 located beyond two passbands can extend the 

stopband. Under the remaining designing parame-

ters at f0 = 1.575 GHz selected as r12 = Z2/Z1 = 1.5, 

ru = Zu/Z1 = 2, rs11 = Zs11/Z1 = 1.5, rs12 = Zs12/Zs11 = 

0.35, rs21 = Zs21/Z1 = 2, rs22 = Zs22/Zs21 = 0.6, and t = 

0.86, Fig. 3 gives a typically weak coupling fre-

quency response of proposed structure. The 1
st
 fzs1 

and the 1
st
 fzu divide the first seven resonant modes 

into two groups, i.e., fpe1 and fpo1 in the first mode 

group and fpe3, fpo2, fpe4 and fpo3 in the second pass-

bands, which can be used to develop dual-band 

BPF. The TP fpe2 can be tuned to close to the 1
st
 fzs1, 

so as to avoid forming the spurious passband. 
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Fig. 3. Typically weak coupling frequency re-

sponse of the proposed structure. 
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Fig. 4. Variation of TPs and TZs versus varied (a) r, (b) ru, (c) rs11, (d) rs12, (e) rs21, and (f) rs22. When one 

designing parameter varies, the others keep in constant. 

 

 

Based on the above discussion, the frequency 

locations of the resonant modes in each passband 

should be carefully tuned by r12, ru, rs11, rs12, rs21, 

and rs22, so as to achieve a good in-band perfor-

mance of two passbands. Figure 4 gives the varia-

tion of all TPs and TZs versus varied r, r12, ru, rs11, 

rs12, rs21, and rs22. It can be seen in Fig. 4 (a) that as 

r increases, fpo1 and fpo3 move towards lower fre-

quency while fpe1 and fpe3 do not shift dramatically. 

Since the above four TPs will mainly determine 

the bandwidths (BWs) and CFs of the two pass-

bands, r should be firstly determined to acquire a 

roughly desired value of BWs and CFs of two 

passbands. To some extent, the BWs and CFs of 

the first passband can then be separately tuned by 

rs11 and rs12 as shown in Fig. 4 (c) and (d), while 
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the BWs and CFs of the second passband can be 

separately tuned by rs21 and rs22 as shown in Fig. 4 

(e) and (f). It can be seen in Fig. 4 (d) that rs12 can 

be also used to tune the 1
st
 fzs1 and fpe2 for achiev-

ing the goal of the free spurious-frequency isola-

tion band. Thus, there is a tradeoff between such 

two purposes, when using rs12. After the above five 

parameters are tuned to make the 1
st
 fzs1 very close 

to fpe2, ru can be finally used to tune fpe2 for achiev-

ing the goal of the free spurious-frequency isola-

tion band. Although the variation of ru will affect 

the even-mode TPs, it can be seen in Fig. 4 (b) that 

all even-mode TPs except fpe2 do not change dra-

matically as it varies. 

 

III. DUAL-WIDEBAND BPF DESIGN, 

SIMULATION, AND MEASURED RE-

SULTS 
Actually, it will be hard to directly find the fi-

nal designing parameters, which can satisfy the 

desired in-band performance of two passbands and 

free spurious frequency isolation band simulta-

neously. So that the above initial designing para-

meters for dual-band BPF need to be optimized, 

which can be done with the help of ADS software. 

The designing parameters for dual-wideband BPF 

at f0 = 1.575 GHz are optimized as Z1 = 58 Ω, r12 = 

1.6, (2θ1 + θ2) = 144
o
, t12 = 0.31, ru = 1.89, tu = 

0.23, rs11 = 1.6, rs12 = 0.34, ts1 = 0.07, rs21 = 2.22, 

rs22 = 0.59, ts2 = 0.022, and ts22 = 0.46. Under such 

designing parameters, two passbands of the filter 

are centered at 1.575 GHz / 5.435 GHz with -3dB 

fractional bandwidth of 57.8% by 20.7%, respec-

tively. The filter is designed on ARlon DiClad 880 

substrate (εre = 2.2, h = 0.508 mm). The whole 

structure is optimized by using the full-wave EM 

simulator HFSS and the optimized physical di-

mensions are labeled in Fig. 1. Figure 5 plots the 

external quality factor of two passbands against dt. 

The external quality factor of the first passband 

(Qe1) and the external quality factor of the second 

passband (Qe2) are extracted by the following equ-

ation, 

1,2 1,2

1,2

1,2 ( 2)1,2

c c

ex

f f
Q

π±

= =

∆ ∆

                (6) 

where ∆1,2 and ∆f(±π/2)1,2 represents -3dB band-

widths and the frequency bandwidth of S11 phase 

curve changing ±π/2 with respect to fc1,2, respec-

tively. As dt increases, Qe1 slightly decreases while 

Qe2 apparently increases. The ascent rate of Qe2 is 

greater than the descent rate of Qe1. In this paper, 

dt = 15.765 is selected for two passbands. The 

overall circuit size is 22.38 mm × 14.85 mm, cor-

responding to 0.16λg × 0.106λg, where λg 

represents the guided wavelength of a 50 Ω micro-

strip line at 1.57 GHz. The photograph of the fa-

bricated filter is shown in Fig. 6. 
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Fig. 5. External quality factor against dt. 

 

 

Fig. 6. Photograph of the fabricated dual-wideband 

BPF. 
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Fig. 7. Simulated and measured results of the fa-

bricated dual-wideband BPF. 
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Table 1: Performance comparison with reported works. 

 IL at CF(dB)/ 

-3 dB FBW 

Roll of rate 

(dB/GHz) 

Isolation 

(dB) 

Circuit area 

(λλλλg
2
) 

[6] 0.5/47.6%, 2/48.4% 33/200/80/100 > 40 3.33 × 1.08 

[7] 0.8/54%, 0.8/20% 15/18/18/10 > 25 0.3 × 0.3 

[8] 0.55/19.5%, 1.31/15.1% 99/75/87/56 > 13 0.065 × 0.147 

[9] 1.1/32%, 2.5/13% 112/41/71/81 > 30 0.464 × 0.06 

[13] 0.1/57.1%, 0.8/20.8% 63/45/71/50 > 30 0.40 × 0.05 

This work 0.3/53%, 0.8/16% 22/39/74/35 > 17 0.16 × 0.106 

 

 

The simulated and measured results of fabri-

cated dual-band BPF are plotted in Fig. 7. Good 

agreement can be observed between the simulation 

and measurement results. There are some discre-

pancies, which are attributed to the fabrication 

error as well as the SMA connectors. The meas-

ured central frequencies (CFs) and -3 dB FBW of 

two passbands are 1.57 GHz / 5.59 GHz and 53% 

by 16%, respectively. The measured insertion 

losses (ILs) at two CFs are 0.3 dB / 0.8 dB while 

the return losses are better than 17 dB / 20 dB. 

There are only two TPs that can be observed in the 

second passband. This is because that fpe3 close to 

fpo2 will merge into one poles, which is the same to 

fpe4 and fpo3. The band-to-band isolation is better 

than 17 dB from 2.3 GHz to 4.9 GHz. The fabri-

cated filter also has -20 dB rejection level stop-

band from 6.5 GHz to 8.95 GHz. There is only one 

TZ within the stopband that can be observed in Fig. 

7. This is because that the 1
st
 fzt will be very close 

to the 1
st
 fzs2 after optimization. These two TZs 

merge into one TZ finally. 

The comparison between the performances of 

some reported dual-wideband BPFs and the pro-

posed one is summarized in Table 1. After com-

parison, it can be known that the proposed dual-

wideband BPF in this paper has the merits of low-

er insertion losses, more compact size, and simpler 

physical topology. 

 

IV. CONCLUSION 
A dual-wideband BPF centered at 1.57 GHz / 

5.59 GHz with -3 dB FBW of 53% by 16 % and 

compact size of 0.16λg × 0.106λg are presented in 

this paper. Measured results also show its merits 

of low insertion loss, good return loss, sharp pass-

band selectivity, and good band-to-band isolation. 

The proposed filter has simple topology and de-

sign procedure. All these merits make it attractive 

in modern dual high data-rate communication sys-

tem. 

 
REFERENCES 

[1] M. Hayati, A. Khajavi, and H. Abdi, “A Miniatu-

rized microstrip dual-band bandpass filter using 

folded UIR for multimode WLANs,” Applied 

Computational Electromagnetics Society (ACES) 

Journal, vol. 28, no. 1, pp. 35-40, January 2013. 

[2] S. Sun, “A dual-band bandpass filter using a single 

dual-mode ring resonator,” IEEE Microw. Wireless 

Compon. Lett., vol. 21, no. 6 pp. 298-300, 2011. 

[3] Y. Sung, “Dual-mode dual-band filter with band 

notch structures,” IEEE Microw. Wireless Compon. 

Lett., vol. 20, no. 2, pp. 73-75, 2011. 

[4] J. Xu, C. Miao, and W. Wu, “A compact and high 

isolation dual-mode dual-band bandpass filter with 

tunable transmission zeros,” J. of Electromag. 

Waves and Appl., vol. 26, no. 17-18, pp. 2390-2397, 

2012. 

[5] X. Li and J. Zeng, “A novel dual-band microstrip 

bandpass filter design and harmonic suppression,” 

Applied Computational Electromagnetics Society 

(ACES) Journal, vol. 28, no. 4, pp. 348-352, April 

2013. 

[6] A.-S. Liu, T.-Y. Huang, and R.-B. Wu, “A dual-

wideband filter design using frequency mapping 

and stepped-impedance resonators,” IEEE Trans. 

Microw. Theory Tech., vol. 56, no. 12, pp. 2921-

2929, 2008. 

[7] K.-S. Chin and J.-H. Yeh, “Dual-wideband band-

pass filter using short-circuited stepped-impedance 

resonators,” IEEE Microw. Wireless Compon. Lett., 

vol. 19, no. 3 pp. 155-157, 2009. 

[8] Z. Zhang, Y.-C. Jiao, X.-M. Wang, and S.-F. Cao, 

“Design of a compact dual-band bandpass filter us-

ing opposite hook-shaped resonator,” IEEE Mi-

crow. Wireless Compon. Lett., vol. 21, no. 7 pp. 

359-361, 2011. 

[9] C.-W. Tang and Y. Hsu, “Design of wide-single-

/dual-passband filters with comb-loaded resona-

tors,” IET Microw. Antennas Progap., vol. 6, no. 1 

pp. 10-16, 2012. 

82 ACES JOURNAL, VOL. 29, No. 1, JANUARY 2014



[10] C. Liu, T. Jiang, Y. Li, and J. Zhang, “A novel 

UWB filter with WLAN and RFID stop-band re-

jection characteristics using tri-stage radial loaded 

stub resonators,” Applied Computational Electro-

magnetics Society (ACES) Journal, vol. 27, no. 9, 

pp. 749-758, Sep. 2012. 

[11] S. Gao, S. Xiao, and J.-L. Li, “Compact ultra-

wideband (UWB) bandpass filter with dual notched 

bands,” Applied Computational Electromagnetics 

Society (ACES) Journal, vol. 27, no. 10, pp. 795-

800, Oct. 2012. 

[12] Y. Li, H. Yang, Y. Wang, and S. Xiao, “Ultra-

wideband bandpass filter based on parallel-coupled 

microstrip lines and defected ground structure,” 

Applied Computational Electromagnetics Society 

(ACES) Journal, vol. 28, no. 1, pp. 21-26, Jan. 

2013. 

[13] J. Xu, W. Wu, and C. Miao, “Compact and sharp 

skirts microstrip dual-mode dual-band bandpass fil-

ter using a single quadruple-mode resonator 

(QMR),” IEEE Trans. Microw. Theory Tech., vol. 

61, no. 3, pp. 1104-1113, 2013. 

 

 

Jin Xu was born in AnHui, China, 

in 1987. He received the B.Eng. 

degree in Information Countermea-

sure Technology and Ph.D. degree 

in Information and Communication 

Engineering from Nanjing Univer-

sity of Science and Technology 

(NUST), Nanjing, China, in 2009 

and 2013, respectively. He is currently an Associate 

Professor with the College of Electronic Information, 

Northwestern Polytechnical University, Xi’an, China. 

His research interests include UWB technology, MCM 

technology, microwave passive/active components, 

microwave and millimeter-wave MMICs developed on 

SiGe, phased array radar and wireless communication 

system. 

From February 2011 to September 2011, he was an 

attached Ph.D. student in Institute of Microelectronics, 

Singapore. From October 2011 to September 2012, he 

joined MicroArray Technologies Corporation Limited, 

Chengdu, P.R. China, where he was an IC R&D Engi-

neer. Since 2011, he has served as a reviewer for some 

journals including IEEE Microwave Wireless Compo-

nent Letters, International Journal of Electronics, PIER 

and JEMWA. 

XU: COMPACT DUAL-WIDEBAND BANDPASS FILTER 83



A Novel Compact Low-Pass Filter using Defected Ground Structure 

for Sharp Transition Band 
 

 

A. Mohammadi and M. N. Azarmanesh 
 

Microelectronic Research Laboratory, Urmia University, Urmia 57159, Iran  

Khallegh60@gmail.com, m.azarmanesh@urmia.ac.ir 

 

 

Abstract ─This paper presents a simple technique 

to design a low-pass filter using defected ground 

structure (DGS) having a remarkable sharp 

response in transition band and rejection better 

than -20 dB up to 20 GHz. The fabricated filter 

has a 3 dB cutoff frequency at 3.4 GHz and it is as 

small as 22 mm × 12 mm. The insertion loss in the 

pass-band is less than 0.6 dB from DC to 3.1 GHz. 

The design of the filter is simple and it gives 

desired frequency response. Measured results 

show good agreement with simulated ones. 

 

Index Terms ─ Bandpass, band-reject, defected 

ground structure (DGS), maximally flat prototype, 

and roll-off rate. 

 

І.  INTRODUCTION 
Low-pass filters play an important role in RF 

circuits and systems, which rejects the higher 

harmonics and spurious responses of circuits.  

Conventional implementation of a low-pass filter 

(LPF) involves the use of open stubs or stepped- 

impedance microstrip lines. These structures have 

gradual cutoff response that only by increasing the 

number of sections, filter rejection characteristic 

can be improved. This improving method 

increases the passband insertion loss and filter 

physical size. 

Defected ground structures (DGS) have been 

reported to improve the performance of traditional 

microstrip-based low-pass filters (LPF) [1-4] i.e., 

rejection properties of LPF have been improved. A 

DGS structure offers series connected quasi-

lumped inductive element to a microstrip line. Its 

implementation reduces the length of LPF. The 

performances of low-pass filter, i.e., sharpness 

factor (the ratio of pole frequency to cutoff 

frequency), suppression of harmonics in the stop-

band and low insertion loss in the passband; are 

significantly affected by the type of DGS slots. 

The initial investigations on DGS have been 

carried out around simple geometrical shapes 

include square, circle, and triangle [1]. The simple 

geometrical shape DGS slots are modeled as a 

series-connected lossless inductor and capacitor 

(LC) parallel resonator [1]. Typical properties of 

LPFs can be obtained by using periodic defected 

ground structure (DGS) [2]. In periodic structures 

usually LPF is designed with conventional 

methods like Chebyshev [3] or Bessel [4] 

prototype. After that the equivalent LC circuit of 

DGS slots is used to realize the reactive elements 

of designed LPF [3]. In this method we need some 

diagrams, which show the equivalent inductance 

or capacitance versus the relative area of DGS [3]. 

In periodic DGS method we need to increase 

the number of sections for having a sharp response 

[5]. For example, to design a flat (low ripple) LPF 

with Chebyshev prototype, for a sharpness factor 

better than 1.1 and 20 dB attenuation in pole 

frequency we need a filter with order of nine or 

more [6]. As mentioned earlier by increasing the 

number of sections (to have a sharp response) the 

passband insertion loss and filter physical size is 

increased. 

In this paper a new method to design a 

filterusing DGS slots is presented. In the proposed 

method we designed the top layer conventionally 

and after that by adding some DGS units to the 

bottom layer, we obtain desired filter responses.  

DGS units lead to some attenuation pole 

frequencies. By adjusting the dimensions of DGS 

units the pole frequencies can be controlled, 

consequently filter characteristics like sharpness 

factor and stop-band rejection can be adjusted. 
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ІI. INTRODUCING TWO DGS UNITS
It has always been a challenge for a defected 

ground structure (DGS) to obtain simultaneously

low resonant frequency and a small circuit area. 

Some papers have related the resonant frequency 

to the size of DGS (area which DG

surrounded) [7]. But there are some results that 

show we can have lower resonant 

lower size [8]. In the following sub

usual DGS are going to be introduced. 

one has a sharp attenuation pole 

response, which can be used to make transition 

band of LPF as sharp as possible. The second one 

has a wide attenuation pole, which can be used to 

extend band-stop. 

 
A. First DGS unit resonator 

Figure 1 (a) shows the schematic of DGS unit 

resonator. This DGS has two parallel stubs

are bent. This resonator is excited 

microstrip line. This kind of DGS usually used for 

band-stop filter [8]. Band-stop filter can be 

designed by cascading several band-

After that we should adjust the coupling 

different resonators. If two or more of th

are used with a sufficient distance among

attenuation in pole frequency will be 

This DGS unit can be modeled by LC circuit shown 

in Fig. 1 (b). The parameters of this LC circuit 

model are obtained from frequency response.

The value of Lp and Cp are found from the

following equations [1], 
 

�� � ���
���	
���
� 			��    

�� � ��
�	���	�


		��  .          

The symbol ��is the pole frequency and 

dB cutoff frequency. The dimensions of Fig.

as follows: L = 5.4 mm, L1 = 2.6 mm, L2 = 3.6 

mm, L3 = 1.7 mm, L4 = 2.5 mm, L5 = 1.2 mm, L6 

= 0.4 mm, G = 0.2mm and the width of microstrip 

line is 1.6 mm. The resonant frequency is affected 

by any changes in the dimensions of DGS. This 

unit has been designed on a substrate with 

dielectric constant 2.2 and thickness of 0.635 mm. 

The simulation results of this structure, which has 

been done by HFSS [9] are shown in Fig. 2. 

 

DGS UNITS 
It has always been a challenge for a defected 

simultaneously a 

low resonant frequency and a small circuit area. 

Some papers have related the resonant frequency 

DGS (area which DGS is 

. But there are some results that 

resonant frequency with 

subsections two 

introduced. The first 

attenuation pole in frequency 

make transition 

as sharp as possible. The second one 

which can be used to 

schematic of DGS unit 

two parallel stubs, which 

This resonator is excited by a 50 Ω 

This kind of DGS usually used for 

stop filter can be 

-stop resonators. 

the coupling amongst 

If two or more of this DGS unit 

among them, the 

be increased [8]. 

can be modeled by LC circuit shown 

The parameters of this LC circuit 

model are obtained from frequency response. 

The value of Lp and Cp are found from the 

                        (1) 

                      (2) 

 

is the pole frequency and ��is the 3-

dB cutoff frequency. The dimensions of Fig. 1 are 

as follows: L = 5.4 mm, L1 = 2.6 mm, L2 = 3.6 

mm, L3 = 1.7 mm, L4 = 2.5 mm, L5 = 1.2 mm, L6 

= 0.4 mm, G = 0.2mm and the width of microstrip 

line is 1.6 mm. The resonant frequency is affected 

by any changes in the dimensions of DGS. This 

n designed on a substrate with 

dielectric constant 2.2 and thickness of 0.635 mm. 

The simulation results of this structure, which has 

are shown in Fig. 2.  

 

Fig. 1 (a) Schematic of the first DGS unit

equivalent circuit. 

Fig. 2. Simulated S-parameters for DGS unit 

shown in Fig. 1. 

 
As illustrated in Fig. 2 there are two 

attenuation poles in the frequency response of this 

DGS. One of them is in 3.6 GHz

in 14.7 GHz. Totally if all dimensions become 

larger with the same scale (the area of slot 

becomes larger), the resonant frequency will 

decrease. This is because of an 

inductive reactance of the slot [3]

different area has been done on a

line. The first attenuation pole frequency 

different area of DGS is plotted

second pole is located beyond 7 

affect our design procedure. 
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the first DGS unit and (b) 

 

parameters for DGS unit 

Fig. 2 there are two 

attenuation poles in the frequency response of this 

DGS. One of them is in 3.6 GHz and the other one 

Totally if all dimensions become 

larger with the same scale (the area of slot 

becomes larger), the resonant frequency will 

an increase in the 

[3]. Simulation for 

done on a 50 Ω microstrip 

attenuation pole frequency versus 

S is plotted in Fig. 3. The 
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Frequency [GHz]
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Fig. 3. First pole frequency versus DGS area

axis) and L2 (right axis). 

 
As Fig. 3 shows, by changing the area of DGS

we would have a desired pole in a wide r

frequency from 1.8 GHz to 6 GHz.

altering other dimensions of DGS unit

attenuation pole frequency will change as well

Fig. 3 we can also see increasing the length L2 

causes a noticeable decrease in the attenu

pole frequency. Another parameter

significant effect on pole frequency is the width G.

Figure 4 shows that when G 

attenuation pole frequency increases

is due to an increase in the capacitance property of 

the slot [10], [11]. 

 

Fig. 4. Simulated S-parameter for G variation.

These results illustrate there are 

degrees of freedom to design DGS slot 

selectivity is high enough to get

attenuation pole frequency. 

 

B. Second DGS unit resonator 

All DGS slots can be grouped 

categories: (i) simple DGS slot and (ii)

DGS slot. In the first category there are simple 
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First pole frequency versus DGS area (left 

changing the area of DGS 

a desired pole in a wide range of 

GHz. Moreover, by 

r dimensions of DGS unit, the 

will change as well. In 

increasing the length L2 

the attenuation 

Another parameter, which has a 

ency is the width G. 

 increases, the 

frequency increases as well. This 

an increase in the capacitance property of 

 

parameter for G variation. 

there are three or more 

to design DGS slot and the 

high enough to get the desired 

can be grouped in two 

slot and (ii) complex 

DGS slot. In the first category there are simple 

geometrical shapes; such as square, triangle, circle 

and etc. In the second group the slot

have more complex geometrical shapes; such as 

H-shape, open-square [12], spiral

digital [12].  

 In this paper H-type DGS has been 

produce the second pole of the LPF

H-type DGS is shown in Fig. 

values of a, b, c, L1, and W a

pole frequency could be obtained.

S-parameters of this DGS as a function of L1 is 

shown in Fig. 6.  

 

 

Fig. 5. Schematic of H-type DGS.

 

Fig. 6. Simulated S-parameter of H

L1 variation. 

 Other dimensions of H-type DGS are as 

follows: a = 4 mm, b = 2 mm, c

= 1 mm. It is evident from Fig. 6 that as L1 

decreases the attenuation pole frequency increases. 

Furthermore, we can see that t

have a wide rejection around pole frequency

approximately from 5 GHz to 13

to a better stop-band rejection in LPF
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geometrical shapes; such as square, triangle, circle 

the slot-heads of DGS 

mplex geometrical shapes; such as 

piral [12], and inter-

has been selected to 

LPF. The shape of 

n Fig. 5. By adjusting 

a desired resonant 

obtained. The simulated 

parameters of this DGS as a function of L1 is 

 

type DGS. 

 

parameter of H-type DGS for 

type DGS are as 

mm, c = 1.5 mm, and W 

mm. It is evident from Fig. 6 that as L1 

eases the attenuation pole frequency increases. 

Furthermore, we can see that the second DGS 

have a wide rejection around pole frequency, 

GHz to 13 GHz, and it leads 

in LPF. 
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III.  DESIGN LOW-PASS FILTER

 
A. Maximally flat low-pass filter 

In the proposed design method

band-rejection and sharpness of the 

obtained by the use of DGS; therefore

to use a prototype for top side, which gives a flat 

response through pass-band and m

low-pass filter prototype with low order is the best 

choice. Since by increasing the order of filter, 

size, the passband insertion loss, and nonlinearity 

of phase response will increase [6]

choose low orders. 

A LPF with cut-off frequency 

using conventional method, without ripple factor 

in the pass band (maximally flat response)

been designed [6]. The prototype has the following

normalized components: g1 = 0.6180, 

�� = 2, �� = 1.6180, �� =0.6180.

inductances and two shunt capacitances of the

prototype are computed by, 

�� � ��� 
!�

                                  

"# � �$
!�� ,                                

where %& = 50 Ω, '�= 2π��, i=1, 3, 5 and j=2,

The LC circuit and its equivalent distributed 

elements is shown in Fig. 7. 
 

Fig. 7. (a) LC circuit and (b) equivalent distributed

circuit. 

The schematic of the designed LPF is shown in 

Fig. 8. To find the dimensions of 

element we can use following formulas,

(inductor)             (� ) *+ 
�,                       

(capacitor)          	(� ) ��-
+  ,                     (6)

PASS FILTER 

 
design method, the desired 

the LPF has been 

herefore, it is better 

which gives a flat 

and maximally flat 

pass filter prototype with low order is the best 

ng the order of filter, the 

and nonlinearity 

[6], we should 

off frequency of 4.5 GHz, 

using conventional method, without ripple factor 

y flat response) has 

. The prototype has the following 

0.6180, �� = 1.6180, 

=0.6180. Three series 

inductances and two shunt capacitances of the 

                                  (3) 

                                (4) 

, i=1, 3, 5 and j=2,4. 

The LC circuit and its equivalent distributed 

 
quivalent distributed 

The schematic of the designed LPF is shown in 

ig. 8. To find the dimensions of the distributed 

t we can use following formulas, 

                      (5) 

,                     (6) 

where (� is the electrical length of capacitor and 

inductor, .& is the filter impedance, 

the highest and lowest characteristic impedance 

that can be practically fabricated, L and C are 

normalized components (��). 
 

 

Fig. 8. Schematic of primary LPF.

After computing (�, the length of distributed 

elements ( � ) can be calculated. The width of 

distributed elements, which refers to 

be calculated by following formulas 

narrow strips (i.e., when %&	> (44
 

/
0 �	123�	�8 5 1

4 exp�;
H= 

� <�=>?@AB
AAC.C E	A� F

>?�A
>?@AG F��

�
� 5

And for wide strips (i.e., when %
/
0 � 2

I J�K>? 5 1� 5 ln	=2K>? 5
E =>?�AB

�>? N��K>?�A E 0.293 5
																						K>? � �C.C��


� √>?  ,                            

where h is the thickness of substrate and 

relative permittivity. Filter implementation from 

LC circuit to distributed elements is mentioned 

completely in [6]. In Table 1 the calculated 

dimensions of distributed elements are shown.

The LPF has been designed on the substrate 

having ST= 2.2 and thickness h

frequency response of the designed LPF is shown 

in Fig. 9. As it can be seen the roll

and there is a small insertion loss in pass

Also after frequency of 14 GHz the rejection 

property is going to decrease. In the next par

will see that high roll-off rate, low insertion loss in 

pass-band and wide stop-band (up to 20 GHz) 

is the electrical length of capacitor and 

is the filter impedance, %Uand %V  are 

the highest and lowest characteristic impedance 

that can be practically fabricated, L and C are 

 

Schematic of primary LPF. 

, the length of distributed 

) can be calculated. The width of 

which refers to %Uand %V can 

llowing formulas [13]. For 

> (44-ST) Ω), 

;
�A

 
(7) 

5 A
>? ��

�
�G. 

(8) 

 
 

%&< (44-2ST) Ω), 

1BW 
&.�AX
>? Y                (9) 

                            (10) 
 

is the thickness of substrate and ST is the 

Filter implementation from 

LC circuit to distributed elements is mentioned 

Table 1 the calculated 

dimensions of distributed elements are shown. 

designed on the substrate 

2.2 and thickness h = 0.635mm. The 

frequency response of the designed LPF is shown 

in Fig. 9. As it can be seen the roll-off rate is low 

and there is a small insertion loss in pass-band. 

Also after frequency of 14 GHz the rejection 

property is going to decrease. In the next part we 

off rate, low insertion loss in 

band (up to 20 GHz) 

MOHAMMADI, AZARMANESH: A NOVEL COMPACT LOW-PASS FILTER 87



could be obtained simultaneously by using proper 

DGS in correct position.    

 

Table 1: Calculated dimensions of distributed 

elements. 
section %�=%V,%U=ΩB (��=K2ZB [�	=

1 57 30 1.6

2 12 21 12

3 110 52 

4 12 21 12

5 57 30 1.6

 

 

Fig. 9. Frequency response of prima

B. Adding DGS to primary designed L

In this part we want to show by adding DGS 

units to primary LPF the desired characteristics 

would be obtained. To design a LPF having a 

cutoff in 3.4 GHz and a 20 dB rejection band up to 

20 GHz the following structure 

proposed. As it can be seen from Fig. 

DGS units (in white color) have been used. Two 

them are the same, which are located in

symmetry form. Some parts of DGS units

are located behind the top layer components are 

shown with dashed line. The dimensions of th

layer components are like previous section.

The frequency response of the designed LPF is 

plotted in Fig. 11. It is evident from Fig. 11 that 

the sharpness of the transition band is really good.

The first pole is designed to be located

It has a rejection better than 45 dB. This pole leads 

to a 3 dB cutoff frequency in 3.4 GHz. By 

adjusting this pole frequency, which refers to the 

first DGS unit, the cutoff frequency can be 

controlled. As shown in Fig. 6, H-type DGS has a 

wide-band rejection response. By adjusting the 

pole of H-type DGS, a desired and wide rejection 

band will be obtained, consequently spurious 

frequency will be omitted. 
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ary LPF. 

ry designed LPF 

In this part we want to show by adding DGS 

units to primary LPF the desired characteristics 

o design a LPF having a 

dB rejection band up to 

GHz the following structure in Fig. 10 is 

from Fig. 10 three 

have been used. Two of 

which are located in a 

Some parts of DGS units, which 

top layer components are 

The dimensions of the top 

layer components are like previous section. 

The frequency response of the designed LPF is 

plotted in Fig. 11. It is evident from Fig. 11 that 

transition band is really good. 

is designed to be located in 3.7 GHz. 

dB. This pole leads 

dB cutoff frequency in 3.4 GHz. By 

which refers to the 

first DGS unit, the cutoff frequency can be 

type DGS has a 

By adjusting the 

type DGS, a desired and wide rejection 

band will be obtained, consequently spurious 

 

Fig. 10. Schematic of designed LPF.

 

 

Fig. 11. Simulated frequency response of designed 

LPF. 

ІV. FABRICATION AND MEASURMENT
Figure 12 shows the photograph of the 

fabricated filter. Top view of LPF

the dimensions of top view are those

designed in section ІІI, part A. The dimensions of 

DGS unitsin bottom view according

as follows: L = 5.3 mm, L1 = 6 mm, 

2 mm, c = 1.5 mm, d = 3.6 mm, 

2.5 mm, W = 1 mm, i = 1.2 mm, j

0.4 mm. 

The proposed LPF has been

Rogers 5880 substrate having relative permittivity

of 2.2 and thickness of 0.635

measurements have been done by using v

network analyzer Agilent E8363C. 

shows the comparison between the EM simulation

which is done by HFSS [9] and the measured S

parameters of the designed LPF.

between them is observed. After frequency of 18

GHz there is a spurious stop-band in simulated 

results while this spurious stop-

LPF is completely suppressed, which is evident in 

measured results. 
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. Schematic of designed LPF. 

 

ed frequency response of designed 

FABRICATION AND MEASURMENT 
shows the photograph of the 

LPF is in Fig. 12 (a), 

the dimensions of top view are those, which were 

The dimensions of 

according to Fig. 10 are 

mm, a = 4 mm, b = 

mm, e = 2.55 mm, f = 

mm, j = 1.7 mm, k = 

has been fabricated on 

Rogers 5880 substrate having relative permittivity 

of 2.2 and thickness of 0.635 mm. The 

done by using vector 

nalyzer Agilent E8363C. Figure 13 

shows the comparison between the EM simulation, 

and the measured S-

of the designed LPF. Good agreement 

between them is observed. After frequency of 18 

band in simulated 

-band in fabricated 

which is evident in 

14 16 18 20
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(a) 

 

(b) 

Fig. 12. Photograph of the fabricated LPF, (a) top 

view and (b) bottom view. 

 
 

Fig. 13. Simulation (continuous line) and 

measured (dashed line) results. 

 

V. CONCLUSION 
A simple technique has been proposed to 

design a compact LPF. In this method both 

advantages of conventional filter design prototype 

and DGS suppression property are used 

simultaneously. Finally, a LPF with a really good 

sharpness and rejection level better than 20 dB up 

to 18 GHz has been designed and fabricated.The 

effective size of LPF is 22 mm × 12 mm. 

Measured results show good agreement with 

simulated ones.  
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Abstract ─ In this paper the interaction between a 

human head exposed to a bluetooth-based cellular 

headset in different positions is studied. The 

exposure to the electromagnetic fields is a concern 

when people use these devices. The interaction of 

human head and bluetooth mobile headsets has not 

been considered in related standards. In this 

research three installed positions for the headset 

and two scenarios for the user are defined. In the 

first scenario the user is in free space and in the 

second scenario the user is in a car. For both 

scenarios path loss, antenna gain, total isotropic 

sensitivity, and specific absorption rate values for 

three positions of the headset on the head are 

obtained. SEMCAD X software is used as an 

FDTD-based simulation platform for our 

numerical studies. The result of our study can help 

manufacturers to consider the compatibility of 

these devices with safety guidelines of 

electromagnetic exposure specified by relevant 

institutes. Designers of wireless devices can use 

results of this study to design new headsets that 

can be used in an appropriate position while the 

performance of the device is less affected by the 

human head and the environment.  

 
Index Terms - Bluetooth, electromagnetic field, 

FDTD, headset, human head, and SEMCAD.  

I. INTRODUCTION 
Telecommunication technologies attract more 

users each day and spread all over the world. 

Cellular phones are a part of this technology that 

attract users from all different age groups. The 

continuous growth of high-end devices forces 

companies to ensure their new products to be 

compatible with safety guidelines specified by 

related standards like IEEE Standard-1528 [1] and 

International Electrotechnical Commission, IEC 

62209-1 [2]. Bluetooth headsets are one of 

applications that communicate to the cellular 

phone via bluetooth protocol [3] at 2400 MHz-

2450 MHz frequency range. The question is that:  

Is user head exposure to bluetooth headsets safe? 

To answer this question we aim to evaluate the 

interaction between a human head exposed to a 

bluetooth-based cellular headset. Several headset 

models are produced with different specifications. 

Each product has a different effect on the user 

head based on its antenna type, operation 

frequency, housing, case material, and installed 

position.  

SAR measurement of a human head exposed 

to a bluetooth headset has not been considered in 

related standards [1, 2, 4-9]. This is while the 

interaction between human body and wireless 

devices has been an interesting subject of studies 

over the past sixteen years [10-15]. The effect of 
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human hand on antenna characteristics of cellular 

handsets such as total radiated power and far field 

behavior was studied in [10]. The effect of human 

body on implantable antennas was inspected in 

[11-13]. In [14] SAR computation and temperature 

distribution in human body has been investigated.  

In [15] numerical analysis of the interaction 

between human head and cellular phones has been 

performed by modeling the phone as a metal box  

with an antenna inside or outside the box. In [16] 

authors have studied the effect of different case 

materials on induced SAR in a human head. 

In this paper the finite-difference time-domain 

(FDTD) method is used because it is simpler and 

easier to implement, compared with the finite 

element method (FEM). Despite computational 

implementation, FDTD is used for easy 

comparison of our results with SAR measurement 

standards, which have been developed based on 

FDTD method (cf. [1, 2]). SEMCAD X software 

[17], an FDTD-based platform, is chosen due to its 

user friendly interface and capability of 3D-model 

analysis.   

This paper is organized as follows: section II 

is a description of designed headset model; human 

head, car, and antenna models. Section III includes 

explanation of settings and configurations as well 

as grid generation. Section IV, presents the 

simulation results for path loss, antenna gain, total 

isotropic sensitivity, and specific absorption rate 

and a comparison of proposed scenarios and 

finally section V concludes the paper. 

 

II. MODELING 
A. Mobile headset 

To study the interaction between mobile 

headsets and human head, a mobile headset model 

is designed based on real ones usually found at the 

market. To obtain more accurate results the effect of 

case material is also considered. In this paper acetal 

is considered as the case material for the mobile 

headset, it is used for the case material in mobile 

phone accessories [18]. Figure 1 shows the headset 

model. In the rest of the paper the term headset is 

used instead of mobile headset.  

 

B. Human head 

Because of the dependency of electrical 

properties of human head on frequency a dispersive 

model, SAM (specific anthropomorphic 

mannequin) phantom is used for a conservative 

estimate of SAR in compliance with international 

exposure standards. SAM is a simplified and 

homogeneous model of human head that contains 

SAM shell and liquid. SAM shell is a lossless 

plastic shell filled with a homogeneous liquid that 

has electrical properties of head tissue and has an 

ear spacer. Parameters of this phantom are different 

from the model introduced by IEEE standard 

committee (SCC34/SC2/WG1) [19]. The dielectric 

properties (relative permittivity and electrical 

conductivity) of SAM phantom [1] and acetal [18] 

at 2400 MHz − 2450 MHz are extracted and listed 

in Table 1. As SAM is a homogeneous model 

relative permittivity and conductivity values are 

considered. Headset is installed on the left ear at 

30°, 52°, and 60°, which are three most common 

positions. SAM phantom with the headset at the 

angle of 30° is called model 1. Model 2 is referred 

to the position of headset at the angle of 52° and 

model 3 is the chosen name for headset, which is 

rotated by 60°. Two scenarios are considered for 

these three models; the first scenario is the situation 

where each model is simulated in free space. In the 

second scenario to study the effect of metal and 

dielectric parts, i.e., complex environments, each 

model is simulated while the user is in a car.  

 

 

 

 

 

 

 

 

 

Fig. 1. Designed headset model. 

 
Table 1: Dielectric properties of SAM phantom and 

acetal at 2400 MHz − 2450 MHz. 

 

 

 

 

 

 

Figure 2 shows SAM phantom and the headset 

installed at the angle of 60° (model 3); blue lines 

indicate the position of the headset in models 1 and 

2. 

 

Material δ (s/m) εr 

SAM shell 0.0016 5 

SAM liquid 1.8 39.2 

acetal 0.002 2.8 
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C. Car model 
A Ferrari, which is available in SEMCAD X 

software is chosen as the car model. Car seats, 

dashboard, glass, tires, and lights are assumed as 

dielectric parts. Other parts like body, chassis, 

wheels, door, hood, and brakes are considered as 

perfect electric conductor (PEC) parts. Figure 3 

depicts the user inside the car model. 

 

D. Antenna model 
For bluetooth communications a planar 

inverted F-antenna (PIFA) is used in SEMCAD X. 

It operates at the range of 2400 MHz − 2450 MHz. 

A sinusoidal voltage source with a resistance of 50 

ohm is used as the excitation source at the antenna 

feed point. This antenna has a coaxial feed point 

with the length of 1.8 mm and diameter of 0.2 

mm. Figure 4 shows antenna configurations for the 

frequency range of 2400 MHz to 2450 MHz. 

Antenna parameters are also described in Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 2. SAM phantom and the installed headset at 

three positions. 

 

 

 

 

 

 

 

 
 

 

Fig. 3. Car model and the user inside. 

 

III. FDTD CONFIGURATION 
A minimum spatial resolution of 2.0 × 2.0 × 

2.0 mm
3
 and a maximum spatial resolution of 5.0 

× 5.0 × 5.0 mm
3
 is set in the x, y, and z directions. 

The baseline resolution should be selected small 

enough to prevent ignoring certain baselines. It 

should also be noticed that selecting too small 

baseline resolution will results in smaller 

simulation time step and longer simulation time. 

As the wavelength is 124.91 mm so the minimum 

baseline resolution is set to 0.002 λ (0.24982 mm). 

The maximum step is usually set to approximately 

λ/10 as a rule-of-thumb [17]. But here to reduce 

dispersion errors produced automatically by using 

a non-uniform grid we choose the maximum step 

as λ/14 (0.07λ), which is equal to 8.7437 mm. The 

amount of generated FDTD-grid cells for model 1, 

2, and 3 are 5.969 M cells (185×135×239) for the 

first scenario (free space) and 57.027 M cells 

(590×319×303) for the second scenario (car). In 

order to achieve a steady state condition, 

simulation time is set to 15 sinusoidal periods and 

total number of 2000 time steps with ∆t = 3.33 ps 

is considered. To prevent over-refinement in 

neighboring cells the maximum ratio of the length 

of neighboring cells (grading ratio) is set as 1.2 

and grading ratio relaxation of 10% is selected to 

increase the dynamics of the gridder. Refining 

factor is 10 for all solid regions. The absorbing 

boundary conditions (ABC) is set as uniaxial 

perfectly matched layer (U-PML) with 10 layers 

thickness where the minimum level of absorption 

at the outer boundary is greater than 99.9 %. A 

bounding box with a refinement in both upper and 

lower boundary of 0.06 for z-axis is also made for 

the antenna. The total simulation time was 14 

minutes and 85 minutes for free space and the car, 

respectively (using a computer with core 2 quad 

CPU and 4 gigabytes of memory). 
 

    
 

Fig. 4. Antenna configuration for the operation 

frequency of 2400 MHz − 2450 MHz. 

 

 

 

AMINZADEH, ABDOLALI, KHALIGH: INTERACTION BETWEEN CELLULAR HEADSETS AND A HUMAN HEAD 93



Table 2: Antenna parameters. 
 

 

 

 

 

 

 

 
 

 IV. RESULTS AND DISCUSSION 
A. Path loss  

We extract the simulation results for E-field 

and plot them in MATLAB
TM

 software. The 

results are depicted in Figs. 5 and 6 for three 

models in both environments. The horizontal axis 

shows the distance that the E-field passes through 

the head from the left ear and the vertical axis 

shows the E-field strength in dB. These values are 

listed in Table 3. From the results it can be seen 

that the obtained path loss values for human head 

inside the car are lower than the free space due to 

the metal parts (frame) of the car that might serve 

as a shield and minimize the radiated energy, 

which results in an increase of E-field. As the 

headset angle increases, the path loss values for 

three models decreases in both scenarios. In other 

words by changing the position of the headset 

from 30° to 60°, the electric field drops to zero at a 

longer length. In model 2 the E-field has two lobes 

and is different from models 1 and 3. The reason is 

that at the angle of 52° the antenna is closer to the 

tissues that have high amount of water such as 

mouth and nose that attenuates the electric field 

for a short distance in the middle of the field path 

in the head because of their shape. The minimum 

path loss values (maximum E-field) are obtained 

for model 3 inside the car and free space.  

Computed maximum values of path loss are for 

model 1 in both scenarios. 

 

B. Antenna gain 
Simulated antenna gain for three models 

inside the car and free space were obtained and 

listed in Table 4. In free space by changing the 

headset position from model 1 to 3, gain value 

decreases. As the headset position changes from 

30° to 60°, antenna radiation power decreases due 

to the reflection of some parts of radiated waves 

by the head. When the user is inside the car, 

antenna gain decreases more than free space 

because of radiated wave’s reflection by metal 

parts in the car. Maximum gain value is obtained 

for model 1 (2.25 dBi) in free space and for model 

2 (-5.42 dBi) inside the car. The antenna gain for 

models 1 and 2 are better than model 3 in free 

space. It can also be stated that the antenna gain is 

affected by the glass inside the car that absorbs 

more power than other dielectric parts as it is 

closer to the headset. 
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Fig. 5. Path loss simulations in free space; 

installation degrees are 30°, 52°, and 60°. 
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Fig. 6. Path loss simulations in car; installation 

degrees are 30°, 52°, and 60°. 
 

Table 3: Simulated path loss values in dB. 

 

 

 

 

 

Parameter Length 

(mm) 

Parameter Length(mm) 

L1 50 L5 21 

L2 41.95 L6 10 

L3 5.9 L7 1.95 

L4 11.9 L8 3 

D 3.05 H1 0.1 

 

Model Model 1 Model 2 Model 3 

Position 30° 52° 60° 

Free Space 24.2 21.8 20.1 

Car 20.8 19.3 9.6 
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Table 4: Simulated gain values in dBi. 

 

 

 

 

 

 
C. Total isotropic sensitivity 

Total isotropic sensitivity (TIS) is a parameter 

used to determine the receiving performance and 

the efficiency of a wireless device. For a 

bluetooth-based headset TIS can be related to the 

maximum distance from the cellular phone at 

which the headset can operate well. Antenna gain, 

antenna mismatch, and noise can affect TIS. Table 

5 describes simulated TIS values for three models 

inside the car and free space. As it can be seen in 

Table 5 the value of TIS in model 3 decreases 

compared with 1 and 2 while the user is in free 

space. When the headset position changes from 

model 1 to 3 in free space, the headset (antenna) 

interacts with more parts of the head and the 

impedance increases. In the car, the head 

impedance in model 2 is smaller than 1 and 3 and 

the best TIS value is obtained for model 2. On the 

other hand, for model 1 in the car the headset 

antenna is closer to the roof's foam and in model 3 

the antenna is closer to the seats so a part of the 

transmitted energy is absorbed by these dielectrics 

in the car and results in fewer TIS. 

 

D. SAR 

In SAR computation by FDTD, the electric 

field components at the voxel edges are computed 

in the x, y, and z directions. SAR is defined as 

follows, 

                     (1) 

 

where σE and ρ are the electric conductivity and 

mass density of the tissue, respectively, and E is 

the electric field. SEMCAD X software supports 

spatial peak SAR measurement defined by IEEE 

standard-1529 [9].  

Antenna input power is set to 0.0025 W as the 

maximum radiation power for the second class 

bluetooth devices (headsets) in 2.4 GHz frequency 

range. Table 6 describes the results of SAR 

numerical measurements for three models in free 

space and inside the car. Based on the results the 

maximum value of SAR1g is for model 1 in free 

space (0.1228 W/Kg) and is for model 2, inside 

the car (0.1153 W/Kg). The maximum value of 

SAR10g in free space and inside the car belongs to 

model 2, 0.0458 W/Kg and 0.0486 W/Kg, 

respectively. It can be seen that SAR values inside 

the car are higher than SAR values in free space. 

As mentioned in section IV A, this is due to the 

metal frame of the car that might serve as a shield 

and minimize the radiated energy, which results in 

an increase of SAR. The results show that the 

SAR1g and SAR10g reach their minimum values for 

model 3 in free space and inside the car. As 

mentioned before, model 3 is closer to the seats 

and more energy is absorbed by the seats, so the 

SAR value decreases for model 3 compared with 

1. All the results are lower than 0.123 W/Kg while 

due to IEEE C95.1-2005 standard the spatial peak 

SAR limit in USA is 1.6 W/Kg per 1g tissue and 

for Japan and European countries it is 2 W/Kg per 

10 g tissue [20]. 

 

Table 5: Simulated TIS values in dBm. 

 

 

 

 

 

 
 

Table 6: Averaged SAR1g and SAR10gvalues in 

human head for three models in free space and the 

car. 

 

 

 

 

 

 

 

 

 

 

 

It is concluded that the safer model is model 3 

that has the least SAR values both in free space 

and inside the car. Figures 7 and 8 show the slice 

field distribution of SAR 1g and 10g values for 

three models inside the car and free space, 

respectively. It can be seen that in model 1 the 

peak spatial SAR occurs at a higher region and 

closer to the ear compared with model 3. 

Model Model 1 Model 2 Model 3 

Position 30° 52° 60° 

Free Space 2.25 -2.40 -3.08 

Car -5.81 -5.42 -10.45 

 

Model Model 1 Model 2 Model 3 

Position 30° 52° 60° 

Free Space -56.32 -45.05 -38.26 

Car -30.90 -33.31 -26.71 

 

Free Space 

Model Model 1 Model 2 Model 3 

Position 30° 52° 60° 

SAR1g in head 0.1228 0.1075 0.0535 

SAR10g in head 0.0455 0.0458 0.0203 

Car 

Position 30° 52° 60° 

SAR1g in head 0.0967 0.1153 0.0818 

SAR10g in head 0.0358 0.0486 0.0287 
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Fig. 7. Slice distribution of spatial peak SAR 

averaged over 1g for model 1, 2, and 3 (from top 

to bottom) in free space (left column) and inside 

the car (right column). 

 

V. CONCLUSION 
In this paper the interaction between a mobile 

headset and the human head was modeled and 

simulated. A mobile headset was designed and 

SAM phantom was used as a homogeneous head 

model. Three positions were defined for the 

mobile headset. A PIFA was used as a suitable 

antenna for bluetooth communications. Two 

scenarios where the user is in free space and inside 

the car were described. SEMCADX software was 

used as an FDTD-based simulation platform for 

our numerical studies. Finally, we discussed and 

obtained results for path loss, antenna gain, TIS, 

and SAR. Based on our results the best model in 

the proposed research was model 3, which had the 

minimum SAR values for both scenarios where 

the user was inside the car and in free space. Due 

to low radiation power of the antenna, a large part  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Slice distribution of spatial peak SAR 

averaged over 10g for model 1, 2, and 3 (from top 

to bottom) in free space (left column) and inside 

the car (right column). 

 

of the electric field was absorbed by dielectric 

parts or was reflected by metal parts in the car. 

This was while model 3 had the worst antenna 

gain in the car. The result of our study can help 

manufacturers to consider the compatibility of 

these devices with safety guidelines of 

electromagnetic exposure specified by relevant 

institutes. Designers of wireless devices can also 

use these results to design new headsets that can 

be used in an appropriate position while the 

performance of the device is less affected by the 

human head and the environment. 
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Abstract ─ A new clutter removal method is 

proposed for ultra-low RCS measurement in 

anechoic chamber. In the proposed method, the 

target is moved along the line of sight of the radar 
in a sinusoidal manner. This movement generates 

some Doppler frequency shift. At the receiver, a 

filter matched to this Doppler shifter signal is 
implemented digitally. While the matched filter 

removes clutter signal largely it preserves the 

echo from the moving target. As it is shown 

through analytic estimation as well as 
simulations, the method can attenuate the clutter 

and noise level far beyond previously suggested 

methods. It also removes some of the difficulties 
in higher frequencies that exist in previous 

methods. 

 
Index Terms - Clutter signal, Doppler effect, 

matched filter, and radar cross section (RCS) 

measurement. 
 

I. INTRODUCTION 
Radar cross section (RCS) is a crucial term in 

radar equation and the detection range of any radar 

system changes with the fourth root of the RCS of 

the target. This fact necessitates the true estimation 
of the RCS of the target before any radar system 

design. 

While the RCS of simple shapes can be 
calculated analytically, for most complicated 

objects the analytical solutions cannot be obtained 
easily. In such cases, even computer simulation 

programs are not so helpful since these programs 
take a lot of time and memory to solve the RCS 

problem. Therefore, direct RCS measurement 
methods are the best practical ones to determine 

the true RCS of these targets. Basically in the 
methods the target is placed in an anechoic 

chamber and is illuminated using radar with 

known parameters (i.e., transmitted power, 

antenna gain, and system losses). The echo 

signal is received and processed and the power of 

this signal is measured. Then the radar equation is 
used to determine the RCS of the target that is 

denoted by σ in the following equation [1], 

	.                        (1) 

Here Pr and PT are the received and transmitted 

powers, respectively. R is the distance from radar 
phase center to target, L is the radar system loss, 
G is the radar antenna gain, and λ is the 
wavelength. While the basic method is capable to 
estimate the RCS of large objects, one is not sure 
about its accuracy for small targets. This is because 
any practical anechoic chamber has some (minor) 
wave reflection. The reflection is received by radar 
and is added to that of the object. For small 
objects, the additional signal may be comparable 
with target echo and will cause measurement error. 
Modern design of novel stealth vehicles with 
reduced radar signatures has made the conventional 
RCS measurement methods inefficient. Therefore, 
other methods should be developed to be able to 
measure much smaller RCS values. Some authors 
have proposed other methods in order to get better 
results in estimating the RCS of small objects. 

Since the very beginning of radar appearance, 

estimation of the radar cross section (RCS) of 

targets has been of great concern to radar 

designers. Since a 1dB reduction of the RCS of the 
target yields roughly 6% reduction of radar 

detection range. While the RCS of simple objects 

can be calculated using well-defined 
electromagnetic methods such as method of 

moments (MOM) [2], or physical optics (PO) [3], 

it is not easy to find a simple solution for RCS of 
complex objects. Since then many people have 

developed different methods for RCS measurement 

or estimation.
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One of the primary and basic methods of RCS 

measurements is to illuminate the target with nano-
second pulses and measure the power of the 

reflected echo [4], this measurement should be 

done in an anechoic chamber. The necessary 

conditions for such an anechoic chamber have 
been presented in [5]. Although the nano-second 

pulse method is simple in theory, it needs a high 

power transmitter as well as a large anechoic 
chamber. The above deficiencies have led to find 

some simpler measurement methods such as linear 

FM (LFM) [6] or stepped frequency methods [7]. 
Also in [8], Polcrass has described the 

implementation of stepped frequency method with 

low PRF pulses to achieve the RCS estimation for 

big objects. Schöne and Riegger have described in 
[9] how a vector network analyzer can be used to 

measure the RCS of targets by using FMCW or 

stepped frequency stimulation. Kent in [10] has 
described some calibration targets to be used for 

RCS measurement device calibration. The 

accuracy of the RCS measurement methods is 
evaluated in [11]. A review of all basic RCS 

measurement methods can be found in [12]. 

Many RCS measurement researches concentrate 
on polarimetric RCS estimation [13]. In [14], 

Sarabandi and his team have developed a 
polarimetric RCS measurement by using single 

antenna. Muth in [15] and Welsh, Kent and 
Buterbugh in [16], have described a calibration 

method for such a task. 
Large chambers are required for many ordinary 

RCS measurements but they are not accessible in 

many cases. To overcome this difficulty some 
authors have concentrated on RCS measurement 

techniques for small chambers [17, 18], and on 

near field to far field transformation [19]. In [20] 

Broquetas and Palau have produced a planar wave 
in a small chamber by using an offset parabolic 

reflector. Much of the recent research about RCS 

measurement has been concentrated on clutter and 
noise removal in order to achieve result that is more 

accurate. In [21] Hantscher and Diskus have 

developed a wide band noise reduction method for 
accurate RCS measurement. In [22] target moved 

along the line of sight and the change in the phase 

of reflected echo is used in an LMS estimation 

returned process to remove clutter contaminations 
from signal. In [23] Broquetas and Palau have 

suggested inverse synthetic aperture radar (ISAR) 

processing methods to remove the clutter signal 

during target RCS measurement. Finally, Burns 

and Subotic in [24] have proposed independent 
component analysis (ICA) for clutter removal from 

target echo signal. 

In this paper, we propose a clutter reduction 

method based on Doppler frequency shift and 
matched filter concept. The combination of our 

method with previous ones can reduce the noise 

and clutter signal drastically, so enables the system 
to estimate the RCS of ultra-small objects. 

The paper is organized as follows: In section 

II, basic low RCS measurement methods are 
presented and their difficulties are expressed from 

[7, 25, 26]. In section III, we present our new 

method and apply it to a concrete case. In section 

IV, the method is simulated in order to evaluate its 
performance under more realistic conditions. The 

final section gives the conclusion and some 

suggestions for more research. 
 

II. BASIC CLUTTER REMOVAL 

METHODS 
While different authors have presented different 

RCS measurement methods, not all methods are 
capable to measure the RCS of ultra- small object. 

In this section, we will study the methods 

applicable for ultra-small object. The most well-
known low radar cross section measurements are as 

follows. 

 

A. Time gating in step frequency method  
In step frequency continuous wave 

measurement, RCS is measured at many different 

frequencies, and inverse Fourier transform (IFFT) 
is used to convert frequency samples to time 

(range). The time (range) profile helps us to 

eliminate signals not equidistance to the antenna as 
the target. This elimination is called time gating. 

As it is shown in [7], by using the time gating, all 

clutters that are not equidistant with target to the 
radar would be removed. But equidistant clutters 

cannot be removed. 

 

B. Coherent background subtraction method  
In CBS method, a background RCS 

measurement is made over the desired frequency 

band in the empty chamber, then the target is 
placed in the chamber and the measurement is 

repeated. If the scattering vector (phase and 
amplitude) of the first stage is subtracted from the 

scattering vector of the second one at each 
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measured frequency and aspect angle, the result is 
the right target’s signal. As it is shown in [25] this 

method have several difficulties especially at 
higher microwave frequencies. 

 

C. Direct path signal removal method  
The principle of the method as it is shown in 

[26] is the same as the background subtraction 
method. One can see the structure of the method 

in Fig. 1. 
 

 
 

Fig. 1. System block diagram for direct path 
signal removal method. 

 

In the method with no target in anechoic 

chamber, the attenuator and the phase shifter is 

adjusted so that at the output of the power 
combiner just noise can be detected. In the next 

step, target is placed in chamber and in this 
case, the signal received from the collector is the 

target’s RCS. In this method, the same difficulty 
appears as in the background subtraction method. 

Therefore, in high frequencies, it cannot be 
applied. Also because of the restricted dynamic 

range of the phase shifter and attenuator, clutter 
cancellation cannot be done properly. Therefore, 

the method cannot achieve high dynamic ranges. 

 

III. THE METHOD BASED ON 

DOPPLER FREQUENCY SHIFT 
Figure 2 shows the structure of the proposed 

method. In the below design, the following 
methods are used simultaneously to reduce the 

existing clutter: direct path signal removal, time 

gating clutter removal, and Doppler frequency shift 

effect. 
In the following, all previous methods are 

formulated and the level of clutter removal is 

determined. 

 
Fig. 2. System block diagram of Doppler 
frequency shift method. 
 

A. Direct Path signal removal 

As it can be seen in Fig. 2 signals of ADC 

#2 and ADC #3, are compared, and the subtraction 

of phases and amplitudes calculated, while target 

is placed at a fixed position. In this case, 
depending on gotten vector, direct path signal is 

attenuated and phase shifted and added to the 

signal received from the antenna. Ideally, one 

should get zero amplitude from the sum. 

However, in practice, because of some errors in 

the phase and amplitude estimation and also 

phase shifter and attenuator adjustment, the result 

is not zero. The errors in phase and amplitude 

estimation can be reduced by lengthening the 

observing interval and calculating long-term FFT. 

However, the errors in the phase shifter, attenuator 

adjustment, and time averaging still remain. If the 

first step of attenuator and phase shifter (which 

have least amount) are equal to a and  ϕ, 
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respectively, then the output of collector is equal 

to, 

 cos cos 	  

1 cos cos sin sin
cos       .                                         (2) 

Here A and  are equal to, 

1 cos sin
1 2 cos                                      (3) 

tan  .                  (4) 

The amplitude of the remained signal (i.e., A) 

related to the original signal is presented in Fig. 3. 
Figure 3 shows that for any value of a and 

small values of , the attenuation level tends 

to, 

 1 .                 (5) 

Usually in practical systems, one cannot get a, 

to be less than 0.25 dB. Therefore referring to Fig. 
3, direct path signal removal method attenuates 

clutter at most 30dB. 
 

Fig. 3. Clutter removal level as a function of 

attenuation and phase shift steps. 
 
B. Time gating clutter removal 

In time gating method RCS measurement is 

done with different frequencies and at each 

frequency, phasor of scattered signal is obtained. 

However, it is shown in [27], with the use of 
inverse Fourier transform of these phasors, time 

domain profile is extracted and scattering from 

different points is decomposed. Actually if the 
number of frequencies equal to N and separation 

frequency equals F, signals are mapped with 

resolution of  meter between 0 to ∆  meter. It 

means that clutter is divided into N parts and 

just one of them is equidistant to the target and 

that one will remain. Therefore, if we imagine that 
the clutter signal is homogenous then the method 

attenuates the clutter N times. However, if the 

clutter signal is not homogenous and no part of the 
signal is equidistant with the target to the radar, 

then the attenuation rate is more than that. 

 

C. Doppler frequency shift effect 
In Doppler frequency shift method, the target 

that is mounted on special pylons starts to move 
back and forth along the radar line-of-sight. The 
movement has a sinusoidal pattern with total 
displacement equals to 2 x and angular frequency 
equals to . Then with 	 ≪  (R is the mean 
distance of the target to antenna) the received 
signal is as follows, 

	 cos cos .       (6) 

The signal is brought to the IF band, which is equal 

to, 

cos . cos  .   (7) 

Scattered echo of stationary targets (i.e., clutter) in 

IF band is equal to, 

cos .                  (8) 
Now both target and clutter signals are passed 

through the filter that is matched to the echo of the 

moving target. The Impulse response of the 
matched filter equals, 

.              (9) 

Here  is the total observation (sampling time). 

While passing through the matched filter, target 
echo will increase and the clutter signal is 

attenuated considerably. Figure 4 shows 
amplitude of the matched filter output for a target 

and a clutter with the same RCS. Here x equals 
10 cm, fm=10 Hz, and fc=10 GHz. 

It is easy to show that the clutter removal 

depends on	 ,	 ,  and maximum distance 

of the targets (maximum delay). However, it is not 

easy to extract a simple (closed form) equation for 

attenuation level, in Fig. 5, Monte-Carlo 
simulation method is used to find this attenuation 

level. In the simulations the chosen  equals to 10 

second, τd=10 microsecond, 0.1 10 and 

 =0.1 or 1 or 10. 
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Fig. 4. The target and clutter signals at the output 

of matched filter (the target and the clutter have 
the same RCS). 

 
 

 
 
Fig. 5. Clutter removal level as a function of the 
frequency and the range of target movements (10 

seconds signal integrations). 

 
As it is seen in Fig. 5, the maximum target 

displacement should be at least one tenth of the 
wavelength. But the bigger x will not improve 

the attenuation level substantially, and the 
oscillation frequency does not have a great impact 

on the clutter removal performance of the system. 
The figure just shows that for x larger than one 

tenth of a wavelength, the clutter removal is about 
100 dB. 

In Fig. 6 the scenario is repeated with Ts = 
1sec. It can be seen that 0.1 Hz oscillation 

frequency is not desirable anymore. Referring to 

this case if x almost equals two tenth of the 

wavelength, then the clutter removal level would 
be about 80 dB. 

 

IV. SIMULATION RESULTS 
In this section, the proposed Doppler processing 

method is simulated in some ideal and also 

practical cases. The results are compared against 
the theoretical values obtained in section III. In 

these simulations, 21 point-scatterers are assumed 

to be placed from 3 meters to 5 meters from the 

transmitting antenna. The RCS of these scatterers 
are assumed to be random valued with an 

exponential distribution. The mean RCS of each 

point scatterer equals 10
-2

 m
2
. The target is also 

assumed to be a point scatterer with an RCS equals 
to 10

-7
 m

2
. The distance between the target and 

the transmitting antenna is four meters, and the 

target vibrates about ±5 cm around this point in 
each 100 milliseconds. 
 

 
 

Fig. 6. Clutter removal level as a function of the 

frequency and the range of target movements (one 
second signal integrations). 

 
The measurement system includes a frequency 

synthesizer operating from 8 GHz to 12 GHz (X- 

band), an antenna with 15 dBi gain, and a power 
amplifier that produces 1 milliwatt (0 dBm) at its 

output. The received signal is down converted to 1 

kHz and is filtered with a narrow 100Hz band pass 

filter. The signal is sampled at 10 kilo-sample-per- 
second (ksps). The samples are collected for the 

duration of 10 seconds, then the proposed Doppler 

process in the previous section is carried out to 
extract target signal from that of the clutter.  

In Fig. 7, the power of the received signal at 

different frequencies is sketched before and after 

Doppler process. These two graphs are compared 
to the one that is obtained if just the target is under 

system illumination. As it is seen, before the 

process, the graph mainly represents the clutter's 

echo and there is no similarity between the power 
of the received signal and that of the right target. 

However, after Doppler processing there is a great 

coincidence between the processed signal and the 
true signal values. Based on Fig. 7, the clutter to 

signal power ratio (CSR) before and after Doppler 

processing is shown in Fig. 8. As it is observed, 
while in the raw signal the clutter is 50 dB more 

powerful than the target signal on average, after 

the process this ratio decreases roughly to -70 dB. 

This fact shows that the Doppler processing 
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method reduces the clutter signal at about 120 dB. 

The attenuation value is more than the one 
estimated in the previous section. This is because 

the clutter is just one point scatterer while in the 

simulations the clutter consists of 21 point 

scatterers. 
 

 
 

Fig. 7. Amplitude of received signal at different 

frequencies, before and after Doppler process (the 

Target alone (red) and the Clutter &Target after 
processing (green) curves have negligible 

differences and these curves are almost jugate). 

 

 
 

Fig. 8. Clutter to signal power ratio (CSR) 

before and after Doppler processing. 

 
In the previous simulation an ideal receiver 

was assumed. However, in practical cases the 
system suffers from noise and impurities. In what 

follows the noise and impurity effects have been 

considered in order to evaluate the performance of 

the method under some more realistic conditions. 
In Fig. 9 simulated model includes thermal 

noise effect. As it is observed, while at 20dB SNR 

value an error about 15dB may exist in the 
predicted received signal, for 30dB SNR, this error 

will be reduced to less than 5 dB. At 40dB SNR 

value, on average less than 1dB error will be 
observed. 

 
 

Fig. 9. Effect of input signal to noise ratio on the 
estimated target's received power. 

 
In Fig. 10 the effect of quantization noise is 

simulated. Referring to this figure, the noise 

generated about 1dB error in the estimated signal's 
received power. It is amazing to observe that the 

average error is not strongly related to the total 

number of quantization bits. 

 
 

Fig. 10. Effect of quantization noise on the 

estimated target's received power. 
 

Finally in Fig. 11, the effect of local oscillator 

impurity is simulated. As it is observed, while 10 
degrees phase jitter produce a considerable error 
on the estimated targets received signal, the effect 

of impurity will become almost ignorable if the 
rms phase jitter is reduced to 1degree. 

 

V. CONCOLUSION 
In the paper, a new combined method for ultra-

low RCS targets has been proposed. We see that 

with the help of direct path signal removal method, 
the clutter elimination is between 35 to 45 dB. In 
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addition, we see that Doppler frequency shift 

removed clutter between 80 dB to 100 dB. Clutter 
removal using time gating equals the number of 

the frequencies. If we have 100 to 1000 

frequencies, then clutter attenuation is between 20 

to 30 dB. Finally, by the use of the three methods 
together one can remove clutter 135 dB to 175 

dB. This is much better than the previous methods. 

Of course, we should be aware that when this rate 
of clutter removal is used, problems like phase 

noise of oscillators and number of ADC bits will 

appear. By using simulations, it is shown that the 
effect of the thermal noise, quantization noise, etc., 

is so small that can be ignored. 

It should be remembered that in our method 

the signal reflected from the moving part of the 
mount has the same Doppler nature as the target. 

So the new method cannot remove this part of the 

clutter. Regarding this fact, the moving part of the 
mount should be made of low RCS materials. Also 

direct signal removal can be used to omit this part 

of the clutter. However, for very low RCS 
measurement, more elaborated methods should be 

found to eliminate the deficiency of the method. 
 

 

 
 

Fig. 11. Effect of local oscillator impurity on 

the estimated target's received power. 
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Abstract─In this paper, an inverse procedure 
algorithm is proposed to evaluate lightning return 
stroke current wave shapes at different heights 
along a lightning channel, as well as the ground 
reflection factor using measured electromagnetic 
fields at an observation point while the current 
model can be set for different models based on the 
general form of the engineering current models. In 
order to validate the proposed method, a set of 
measured electromagnetic fields are used as the 
input parameters for the proposed algorithm. 
Likewise, the evaluated channel base current is 
compared to the corresponding measured current 
and also the simulated fields at another observation 
point (based on the evaluated current) are compared 
to the corresponding measured fields and the results 
are discussed accordingly. The results show that the 
evaluated current and fields based on the proposed 
method are in good agreement with respect to the 
corresponding measured values.  

Index Terms - Electromagnetic fields, ground 
reflection factor, lightning, and return stroke 
current. 
 

I.  INTRODUCTION 
Lightning is an important natural phenomenon 

that can affect power systems, buildings, and 
humans while the lightning current wave shape 
plays an important role in studies into the effects of 
lightning [1-3]. Several studies have been 
undertaken to measure the lightning return stroke 
base current while the lightning current can be 

measured directly using the triggered lightning 
method or by installing current coils on the top of 
tall towers [4-7]. The main problem with these 
methods is the limited number of measured currents 
such as measurements cannot cover the wide range 
of lightning occurrences. In order to set an 
appropriate protection level for a power system and 
a building, only a limited number of lightning 
currents are available while some of the currents are 
not based on local information.  

On the other hand, the lightning currents can be 
evaluated using measured electromagnetic fields by 
applying the inverse procedure algorithm where by 
the location of the lightning is usually determined 
by a lightning location system (LLS) [8-9]. This 
method can cover a greater number of lightning 
occurrences based on measured electromagnetic 
fields while the evaluated currents are based on 
local information. Several studies have been 
undertaken to evaluate lightning currents using 
measured electromagnetic fields in the time and 
frequency domains. However, a number of inverse 
procedure algorithms can only evaluate the 
lightning currents based on measured 
electromagnetic fields at far distances from a 
lightning channel using only the radiation 
component of the fields in the time domain [10]. 
However, the error due to ignoring the other field 
components will enter into the calculations, which 
have an inverse relationship with the radial distance 
with respect to the lightning channel. On the other 
hand, some other methods can evaluate the 
lightning current using all the field components in 
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the frequency domain but only for a restricted 
number of frequency samples[11, 12]. Moreover, 
the field sensors should be installed at fixed 
distances with respect to the lightning channel 
whilst in reality the striking point is not fully 
predictable. In addition, the ground reflection factor 
is ignored in previous methods whereby the ground 
reflection factor is due to the difference between the 
channel impedances and it is highly dependent on 
the ground impedance of the striking point. 
Therefore, additional reflected currents can enter 
into the channel, which can have an effect on the 
values of the associated electromagnetic fields. In 
this paper, an inverse procedure algorithm is 
proposed in the time domain to evaluate the full 
shape of the lightning currents at different heights 
along the channel whereby all the field components 
and the effect of the ground reflection factor on the 
calculations are considered. The proposed method 
can support different current models based on the 
general form of the engineering current models 
directly in the time domain without the need to 
apply any extra conversions. Moreover, in order to 
validate the proposed method, a set of measured 
electromagnetic fields from a triggered lightning 
experiment are used as input data and the evaluated 
current and fields at another observation point are 
compared to the corresponding measured current 
and fields, respectively. The proposed method can 
be used to prepare a lightning current data bank 
based on local information, which can be used for 
lightning studies. The basic assumptions in this 
study are listed below: 

1- The lightning channel is a vertical channel 
to the surface of the ground. 

2- The effect of lightning branches on the 
fields is ignored. 

3- The ground conductivity is assumed to be 
infinite. 

4- The surface of the ground is assumed to be 
flat. 
 

II.  RETURN STROKE CURRENT 
 The lightning return stroke current can be 
considered in two areas i.e., the channel base 
current at the striking point and at different heights 
along the lightning channel. The channel base 
current is usually simulated using a current function 
in the form of the sum of two Heidler functions [13-
16], which are commonly used for the simulation 

due to the good agreement with the measured 
current. Equation (1) presents the sum of two 
Heidler functions. In this study, equation (1) is used 
as a general form of the channel base current with 
unknown constant parameters that will be evaluated 
based on the proposed inverse procedure algorithm 
as expressed in the next section, 

i(0, t) = [i01
η1

� t
Г11

�
nc1

1+� t
Г11

�
nc1 exp � −t

Г12
� +

i02
η2

� t
Г21

�
nc2

1+� t
Г21

�
nc2 exp � −t

Г22
�]                                      (1) 

where i01, i02  are the amplitudes of the channel 
base current, Г11, Г12 are the front time constants, 
Г21, Г22 are the decay- time constants, nc1, nc2 are 
the exponents (2~10), 

η1 = exp �− �Γ11
Γ12
� � �nc1

Γ12
Γ11
�

1
nc1� , 

η2 = exp �− �Γ21
Γ22
� � �nc2

Γ22
Γ21
�

1
nc2�. 

 

On the other hand, the current wave shapes at 
different heights along a lightning channel can be 
modelled using the general form of the engineering 
current models as expressed by equation (2) [17-
19],   

I�z′, t� = [P�z′�I �0, t − z′

v
�]u �t − z′

vf
�                (2) 

 

where z’ is temporary charge height along lightning 
channel, I (z’,t) is return stroke current at height of 
z’ along lightning channel, I (0,t) is return stroke 
current at channel base, P (z’) is attenuation height 
depend factor, vf is return stoke front velocity, v is 
return stroke current velocity, u is Heaviside 
function. Equation (2) represents the current wave 
shapes as a function of the channel base current and 
an attenuation height dependent factor whereby the 
lightning channel is assumed to behave as a 
transmission line. Therefore, the different current 
models based on equation (2) can be a function of 
the attenuation height dependent factor and the 
return stroke current velocity along the lightning 
channel. The result of experimental work shows 
that the return stroke velocity at low heights of the 
lightning channel is beyond c/3 to 2c/3 where c is 
equal to the speed of light in free space [20]. 
However in reality, the velocity values along a 
lightning channel are variable but the velocity is 
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usually entered into calculations as an average 
value between c/3 to 2c/3 [20-22].  
 Table 1 shows the function of the attenuation 
height dependent factor and the return stroke 
velocity for a number of widely used current 
models where λ is a constant factor and H is the 
cloud height. Moreover, the return stroke current 
wave shape in the presence of the ground reflection 
factor can be expressed by equation (3) as follows, 
igr�z′, t� = 

[P�z′�i �0, t − z′

v
� + ρg i �0, t − z′

c
�]U �t − z′

vf
�    (3) 

where, 
ρg is ground reflection coefficient equal to  zch−zg

zch+zg
 , 

zch is surge impedance of return stroke channel, zg 
is ground impedance, igr�z′, t�  is return stoke 
current at different heights along channel in 
presence of ground reflection factor. 
 
Table 1: The internal parameters of widely used 
current models [23]. 

 
Model 

 
Return 
stroke 
current 
velocity 

 
P(z’) 

Bruce and Golde model(BG) ∞ 1 
Transmission Line model (TL)  v 1 

Traveling Current Source model 
(TCS)  

-c 1 

Modified Transmission Line 
with Exponential decay model 

(MTLE)  

v exp(-z'/λ) 

Modified Transmission Line 
with Linear decay model 

(MTLL)  

v (1-z'/H) 

 
In this paper, the current wave shapes at 

different heights along a lightning channel are 
modelled using equation (3) by selecting the MTLE 
model and the ground reflection factor, λ and v are 
assumed to be unknown parameters that will be 
evaluated using the proposed inverse procedure 
algorithm. 

 
III.  LIGHTNING ELECTROMAGNETIC 

FIELDS 
The electromagnetic fields associated with a 

lightning channel in the presence of a ground 
reflection factor at an observation point above the 
surface of the ground can be can be evaluated by 
equations (4) to (6) based on the geometry of the 

problem as shown in Fig. 1 whereas the dipole 
method is applied [24-25]. Note that all 
electromagnetic field components in the time 
period less than or equal to R (z'=0)/c are zero, 
Bφ����⃗ (r, z, tn) = ∑ ∑ {amFi,1�r, z, tn, hm,i� −k+1

m=1
n
i=1

a′mFi,1�r, z, tn, h′m,i�}                                         (4) 

Er����⃗ (r, z, tn) = Er����⃗ (r, z, tn−1) + 
∆t × ∑ ∑ {amFi,2�r, z, tn, hm,i� −k+1

m=1
n
i=1

a′mFi,2�r, z, tn, h′m,i�},                                        (5) 

Ez����⃗ (r, z, tn) = Ez����⃗ (r, z, tn−1) + 
∆t × ∑ ∑ {amFi,3�r, z, tn, hm,i� −k+1

m=1
n
i=1

a′mFi,3�r, z, tn, h′m,i�},                                        (6) 

where, Er����⃗ (r, z, t)  is the horizontal electric field, 
Ez����⃗ (r, z, t) is the vertical electric field, Bφ����⃗ (r, z, t) is 
the magnetic flux density, z is height of observation 
point, r is radial distance from lightning channel, 

β=v/c, χ = � 1
1−β2

 , 

tn =
√r2 + z2

c
+ (n − 1)∆t           

n = 1,2, … , nmax 
∆hi

=

⎩
⎪⎪
⎨

⎪⎪
⎧βχ2{(cti − cti−1)−�(βcti − z)2 + (

r
χ

)2 + �(βcti−1 − z)2 + (
r
χ

)2}

βχ2 �−(βz− cti)−�(βcti − z)2 + �
r
χ
�
2
�       for i = 1

 

∆h′i

=

⎩
⎪⎪
⎨

⎪⎪
⎧βχ2{(cti−1 − cti) + �(βcti + z)2 + (

r
χ

)2 − �(βcti−1 + z)2 + (
r
χ

)2}

βχ2 �−(βz + cti) +�(βcti + z)2 + �
r
χ
�
2
�      for i = 1

 

hm,i = �
(m−1)×∆hi

k
+ hm=k+1,i−1

(m−1)×∆hi
k

         for i = 1
, 

h′m,i = �
(m−1)×∆h′i

k
+ h′m=k+1,i−1 

(m−1)×∆h′i
k

      for i = 1    
, 

am = �
∆hi
2×k

           for  m = 1 and m = k + 1
∆hi
k

          for others                         
, 
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a′m = �
∆h′i
2×k

           for  m = 1 and m = k + 1
∆h′i

k
          for others                         

, 

Rm = �r2 + �z − hm,i�
2  , 

Fi,1�r, z, tn, hm,i� =

�µ0
4π
��

r
Rm3 igr �hm,i, tn −

Rm
c
�

+ r
cRm2

∂igr�hm,i,tn−
Rm
c �

∂t

�, 

Fi,2�r, z, tn, hm,i� = � 1
4πε0

� �3r�z−hm,i�
Rm5 ×

igr �hm,i, tn −
Rm
c
� + 3r�z−hm,i�

cRm4 ×
∂igr�hm,i,tn−

Rm
c �

∂t
+

r�z−hm,i�
c2Rm3 ×

∂2igr�hm,i,tn−
Rm

c �

∂t2
�, 

Fi,3�r, z, tn, hm,i� = � 1
4πε0

� �2�z−hm,i�
2−r2

Rm5 ×

igr �hm,i, tn −
Rm

c
� + 2�z−hm,i�

2−r2

cRm4 ×
∂igr�hm,i,tn−

Rm
c �

∂t
−

r2

c2Rm3 ×
∂2igr�hm,i,tn−

Rm
c �

∂t2
� . 

 

 

Fig. 1. The geometry of observation point with 
respect to lightning channel. 

 
IV. INVERSE PROCEDURE 

ALGORITHM 
The lightning return stroke current at different 

heights along a lightning channel can be evaluated 
using the proposed inverse procedure algorithm 
utilising the geometry of the required field sensors 
as illustrated in Fig. 2. As indicated, two field 
sensors (magnetic flux density and the vertical 
electric field) are installed at a radial distance equal 
to r1with respect to the lightning channel to use in 
the proposed algorithm as input data, while the 
channel base current and the electromagnetic fields 
are measured at another radial distance ( r2 ) to 
validate the evaluated currents that are obtained 
from proposed algorithm. Therefore, by extending 
equations (4) and (6) for an observation point on the 
surface of the ground, the electromagnetic fields 
expression can be prepared as a non-linear equation 
system as expressed by equation (7). 

 

Fig. 2. The geometry of field sensors with respect 
to lightning channel. 
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⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧ B��⃗ φ(r, z = 0, t1) = ∑ {2amFi,1�r, z = 0, t1, hm,i�}k+1

m=1

B��⃗ φ(r, z = 0, t2) = ∑ ∑ {2amFi,1�r, z = 0, t2, hm,i�}k+1
m=1

2
i=1

.

.

.
B��⃗ φ�r, z = 0, tnmax� = ∑ ∑ {2amFi,1�r, z = 0, tmax, hm,i�}k+1

m=1
nmax
i=1

E��⃗ z(r, z = 0, t1) = ∆t × ∑ {2amFi,3�r, z = 0, t1, hm,i�}k+1
m=1

E��⃗ z(r, z = 0, t2) = Ez(r, z = 0, t1) + ∆t × ∑ ∑ {2amFi,3�r, z = 0, t2, hm,i�}k+1
m=1

2
i=1

.

.

.
E��⃗ z�r, z = 0, tnmax� = Ez(r, z = 0, tmax−1) + ∆t × ∑ ∑ {2amFi,3�r, z = 0, tmax, hm,i�}k+1

m=1
nmax
i=1

. (7) 

 

Therefore, by substituting the measured fields in the 
left hand side of equation (7) and r1 instead the r 

parameter into equation (7), the nonlinear equation 
system can be expressed by equation (8) as follows, 

 

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧ ∑ {2amFi,1�r1, z = 0, t1, hm,i�}k+1

m=1 − Bφ
(m)(r1, z = 0, t1) = 0

∑ ∑ {2amFi,1�r1, z = 0, t2, hm,i�}k+1
m=1

2
i=1 − Bφ

(m)(r1, z = 0, t2) = 0
.
.
.

∑ ∑ {2amFi,1�r1, z = 0, tmax, hm,i�}k+1
m=1

nmax
i=1 − Bφ

(m)�r1, z = 0, tnmax� = 0

∆t × ∑ {2amFi,3�r1, z = 0, t1, hm,i�}k+1
m=1 − Ez

(m)(r1, z = 0, t1) = 0

Ez(r1, z = 0, t1) + ∆t × ∑ ∑ {2amFi,3�r1, z = 0, t2, hm,i�}k+1
m=1

2
i=1 − Ez

(m)(r1, z = 0, t2) = 0
.
.
.

Ez(r1, z = 0, tmax−1) + ∆t × ∑ ∑ {2amFi,3�r1, z = 0, tmax, hm,i�}k+1
m=1

nmax
i=1 − Ez

(m)�r1, z = 0, tnmax� = 0

,              (8) 

where, Bφ
(m)(r1, z = 0, tn)  is the measured 

magnetic flux density at time equal to tn , 
Ez

(m)(r1, z = 0, tn) is the measured vertical electric 
field at time equal to tn . On the other hand, the 
current function and the current model (equations 
(1) and (3)) with unknown constant parameters can 
be entered into the Fi,1 ,  Fi,3 terms. Therefore, the 
number of unknown parameters will be equal to 
eleven i.e., eight for the current function 
( i01, i02, τ11, τ12, τ21, τ22, n1, n2 ), plus the return 
stroke current velocity (v), the constant coefficient 
of the current model (λ) and the ground reflection 
factor (ρg). It should be noted that the MTLE model 
with unknown constant coefficients is used as a 
current model in this paper. The unknown 

parameters can be evaluated by solving equation (8) 
via different numerical methods. In this paper, the 
particle swarm optimization algorithm (PSO) is 
used to evaluate the roots of equation (8) whereby 
the value of each expression in equation (8) is 
minimized at roots [26-27]. The proposed method 
can evaluate the full shape of the lightning currents 
at different heights by considering all the field 
components and the ground reflection factor, unlike 
previous methods. Moreover, the proposed method 
is very flexible for different current functions and 
current models and the unknown constant 
parameters of the current expressions can be 
evaluated by the proposed algorithm. Further, the 
proposed method is directly in the time domain and 
there is no need to apply any extra conversions 
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compared to some of the previous methods. In the 
proposed method two field sensors are needed i.e., 
the vertical electric field sensor and the magnetic 
flux density sensor. It should be mentioned that the 
location of field sensors can be set at different 
points with respect to lightning channel whereas the 
values of radial distances between lightning 
channel and sensors are as input parameters of 
algorithm that can be obtained from lightning 
location systems and they can be  entered into 
calculations by Fi,3 and  Fi,3 terms in equation (8). 
 

V. RESULTS AND DISCUSSION 
In order to evaluate the proposed method, the 

measured electromagnetic fields at  r1 = 15 m 
obtained from a triggered lightning experiment are 
used as input data in equation (8). By applying the 
proposed method, the evaluated channel base 
current is compared to the corresponding measured 
current. 

Moreover, the evaluated currents, ground 
reflection factor and return stroke current velocity 
are used for estimation of the magnetic flux density 
at another observation point with a value of r2 of 
30 m. The geometry of the field sensors with 
respect to the lightning channel is based on Fig. 2. 
Subsequently, the evaluated fields at the second 
observation point (field sensor at r2) are compared 
to the corresponding measured fields. Figures 3 and 
4 show the measured magnetic flux density and 
vertical electric fields at  r1= 15 m, respectively, 
that are used as input data in the proposed inverse 
procedure algorithm. It is important to mention that 
the measured data are obtained from Florida 
triggered lightning campus whereas the 
specifications of experimental setup are presented 
as follow [28]: 

i. The current was measured using current 
transformers (P 110A) and also the Meret 
fiber optic cable was used to transfer data 
to recorder. Likewise, the data were filtered 
using 3 dB bandwidth 20 MHz anti-aliasing 
filter and also they were digitized at 50 
MHz. 
 

ii. The vertical electric field was measured 
using a plate antenna (0.16 m2) and also the 
Meret fiber optic cable was used to transfer 
data to recorder (with 35 MHz bandwidth) 
and they were filtered using 3 dB 

bandwidth 10 MHz low pass filter and they 
were digitized at 25 MHz. 
 

iii. The rectangular loop antenna was used to 
measure magnetic flux density with the 
area about 0.56m2 and also the Meret fiber 
optic cable was used to transfer data to 
recorder (with 35 MHz bandwidth). 
Moreover, they were filtered using a 10 
MHz, 3 dB anti-aliasing filter before the 
signals were digitized in 25 MHz. 
  

 

Fig. 3. Measured magnetic flux density at   r1= 15 
m based on geometry of problem that is illustrated 
in Fig. 2. 

 

Fig. 4. Measured vertical electric field at   r1= 15 m 
based on geometry of problem that is illustrated in 
Fig. 2. 

The evaluated values of the current parameters 
are listed in Table 2 using the current function and 
current model set on the double Heidler function 
and the MTLE model, respectively. 

 
Table 2: The evaluated values of current parameters 
using inverse procedure algorithm. 

i01 (kA) i02(kA) τ11 (μs) τ12 (μs) τ21(μs) 
17.568 9.0103 0.2722 3.8723 4.7035 

τ22 (μs) n1 n2 Λ (m) V (m/s) 
53.3559 2 2 1716 1.71x108 
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 Figure 5 shows a comparison between the 
evaluated channel base current and the 
corresponding measured current. It illustrates that 
the evaluated current is in good agreement with 
respect to the corresponding measured values.  

 

Fig. 5. Comparison between evaluated channel base 
current and the corresponding measured current. 

 
Moreover, the magnetic flux density at  r2= 30 m is 
estimated based on the evaluated values of the 
current parameters from the inverse procedure 
algorithm as shown in Fig. 6 as compared to the 
corresponding measured field and the other 
simulated field based on ρg = 0 . Figure 6 shows 
that by considering the ground reflector factor, the 
evaluated field is in good agreement with the 
corresponding measured field, unlike other 
methods of simulating the field. 

 

Fig. 6. Comparison between simulated magnetic 
flux densities and the corresponding measured field 
at   r2= 30 m. 

The simulated vertical electric fields at  r2= 
30 m are compared to the corresponding measured 
fields. The simulated fields are evaluated based on 
the current parameters using the proposed method. 
The results show that the simulated field in the 
presence of the ground reflection factor is in better 
agreement with the corresponding measured field 
compared to other methods of simulating the field. 

 

Fig. 7. Comparison between simulated vertical 
electric fields and the corresponding measured field 
at r2= 30 m. 

Figures 6 and 7 demonstrate that the ground 
reflection factor has a direct effect on the values of 
the electromagnetic fields due to the lightning 
channel and the additional reflected currents act as 
new sources along the lightning channel to create 
the electromagnetic fields. Therefore, by ignoring 
the ground reflection factor, an error will be entered 
into calculations. The proposed method can 
evaluate the full shape of the lightning return stroke 
currents using the measured electromagnetic field 
directly in the time domain while all field 
components and ground reflection factor are taken 
into consideration compared to previous methods. 
Likewise, the ground resistivity parameter can be 
entered into account by using equation (9) that 
considers on the relation between the ground 
impedance and ground resistivity [29]. It should be 
mentioned that  ρg = zch−zg

zch+zg
  [30, 31], 

zg = ρ
2πl

ln (4l
r
− 1)                         (9)                                               

where, ρ is ground resistivity, l is the depth of rod 
(connection point), r is the radius of rod (connection 
point). 

The proposed algorithm can be used to prepare 
a lightning current data bank, which can be used for 
studies into the effects of lightning on power 
systems, buildings and humans and for setting an 
appropriate protection level for a power system. 
Moreover, the method can consider a wide range of 
lightning occurrences using local measured 
electromagnetic fields and LLS compared to direct 
measuring methods that can consider only limited 
occurrences. 
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VI. CONCLUSION 
In this paper, an inverse procedure algorithm is 

proposed to evaluate the full shape of lightning 
return stroke currents at different heights along a 
lightning channel in the time domain and it 
considers the all electromagnetic field components 
and the effect of the ground reflection factor on the 
fields. Moreover, the proposed algorithm is applied 
to a set of measured electromagnetic fields that 
have been obtained from a triggered lightning 
experiment and the results discussed accordingly. 
The proposed method can be used for preparing a 
lightning current data bank that can be very useful 
for studies into the effects of lightning on power 
systems and for setting the appropriate protection 
level for power systems and buildings.  
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