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Abstract ─ In this paper, a comparison amongst the 
spectral element method (SEM), the finite difference 
method (FDM), and the first-order finite element 
method (FEM) is presented. For the sake of 
consistency, the comparison is carried out on one-
dimensional and two-dimensional boundary value 
problems based on the same measure of error in order 
to emphasize on the high accuracy gained by the SEM. 
Then, the deterioration in the accuracy of the SEM due 
to the elemental deformation is demonstrated. 
Following this, we try to answer the question: Do we 
need the high accuracy offered by the SEM in 
computational electromagnetics? The answer is 
supported by solving a typical, unbounded 
electromagnetic scattering problem in the frequency 
domain by the SEM. Domain truncation is performed 
by the well-known perfectly matched layer (PML). 

Index Terms ─ Deformation, electromagnetic 
scattering, finite difference, finite element, photonic 
nanojet, spectral element method. 

I. INTRODUCTION 
Spectral element method was first introduced by 

Patera [1] in 1984 for computational fluid dynamics. 
Patera proposed a spectral element method that 
combines the flexibility of the finite element method 
(FEM) with the accuracy of spectral methods (the case 
where p-type method is applied for a single-element 
domain). In the spectral element method, he utilized 
high-order Lagrangian polynomial interpolant over 
Chebyshev collocation points in order to represent the 
velocity in each element in the computational domain. 

Generally speaking, spectral element methods are 
considered as a family of approximation schemes based 
on the Galerkin method. They share common 

characteristics with finite-element discretizations, and 
this provides the reason why they can be viewed as h- 
or p-versions of FEM. That is, when viewed as h-
version (mesh refinement), a Lagrangian interpolation 
formula on the parent element exists in both, as well as 
the basis functions have local support. On the other 
hand, spectral element methods use high-degree 
polynomials on a fixed geometric mesh for the sake of 
enhanced accuracy, and this is the fact characterizing 
the p-version (order refinement) of FEMs [2].

Orthogonality of basis functions either in the h- or 
p-versions of the FEM is due to non-overlapping local 
functions. However, in spectral element methods 
orthogonality is related to both analytical nature and 
topological nature (local extension) of the basis 
functions. This fact tells us why spectral element 
method is different from the FEM of h-version or p-
version [3].

There are mainly two implementations that have 
been proposed; one is based on the Chebyshev 
polynomials [1], and the other is based on the Legendre 
polynomials. In both cases, Gauss-Lobatto quadrature 
grid is utilized to perform Lagrangian interpolation. 
This implementation ensures the continuity of the 
solution and benefit from the associated numerical 
quadrature schemes. Patera [1] chose Chebyshev 
polynomials basically because of the possibility of 
using fast transform techniques. On the other side, the 
stiffness and mass matrices were evaluated by the 
quadratures that were performed analytically without 
utilizing the weighting factor associated with 
Chebyshev polynomials [2], (the weighting factor is 

21 / 1 ,x�  by which Chebyshev polynomials are 
orthogonal in contrast to Legendre polynomials whose 
orthogonality comes with unity weighting factor). In 
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this study, the implementation of SEM is based on 
Legendre polynomials and Gauss-Lobatto-Legendre 
quadrature grid is utilized to perform Lagrangian 
interpolation. 

In computational electromagnetics, the first- or 
second-order FEM and the finite difference method are 
extensively used in numerical modeling of 
electromagnetic radiation and/or scattering problems, 
both in frequency and time domains. On the other hand, 
although it is known for its high accuracy [4-7], the 
spectral element method is not familiar to the 
community of electromagnetics. However, to attract the 
attention of the community, a consistent comparison 
illustrating the accuracy of these numerical methods 
will have a remarkable value. 

In this paper, domain truncation is performed by 
the perfectly matched layer (PML) [8], namely the 
systematic formulation provided by Kuzuoglu and 
Mittra [9]. Based on that formulation, Mahariq, et al. 
[10], provided the values of the attenuation factors for 
the PML when SEM is utilized in modeling of 
frequency-domain electromagnetic problems while 
persevering the high accuracy of SEM. 

There are three main goals of the current study. 
The first is to demonstrate the accuracy of the SEM, the 
3-node-stencil FDM and the first-order FEM. For this 
purpose, a comparison is carried out by solving some 
boundary value problems in one dimension and two 
dimensions based on the same measure of error. After 
emphasizing on the accuracy of SEM, we illustrate the 
deterioration in the accuracy of SEM due to the 
irregularity in the elemental shapes (deformed 
elements). The third goal of this paper is to demonstrate 
a typical electromagnetic scattering problem which best 
provides an unusual answer to the title of the current 
study, i.e., does an electromagnetic problem requires 
the high accuracy gained by using the SEM? 

The paper is arranged as follows: in Section II, a
comparison amongst SEM, FDM and FEM is provided. 
In Section III, the deterioration in the SEM accuracy 
due to the elemental deformation is demonstrated. 
Section IV provides a typical electromagnetic scattering 
problem solved by the SEM, and finally some 
conclusions are presented in Section V.

II. ON THE ACCURACY OF SEM, FDM AND 
FEM 

To get an insight about the accuracy gained from 
SEM, when compared to other numerical methods, 
demonstrations are performed using numerical 
examples. For this purpose, a comparison is first carried 
out between SEM and FDM with a stencil composed of 
3 nodes in one dimension. We considered the following 
one-dimensional boundary-value problem: 

2
2

2 0, in the interval [0,1.1],d u k u
dx

� �  (1) 

with (0) 1, (1.1) exp( 1.1),u u jk� � �  where 2k �� . We 
define an error measure as follows: 

, ,

,

max ,
i

i exact i numerical

i exact

u u
Err

u

�
�  (2)

where ,i exactu  is the exact solution (for this problem, it is 
exp( )jkx� ), and ,i numericalu  is the numerical solution 
obtained by the specified numerical method at the ith
node in the computational domain. This definition of 
the error measure is used throughout this paper. 

In Table 1, the maximum relative errors for both 
FDM and SEM are presented as the number of nodes 
(N) increases in both methods. Obviously, it can be 
observed that the errors of FDM are slowly decaying 
although the number of nodes is chosen in the order of 
10. On the other hand, SEM shows high accuracy with 
much fewer number of nodes. That is, the accuracy 
obtained by FDM at 100 nodes can be achieved by 8 
nodes with SEM. 

Table 1: Maximum relative errors of FDM and SEM for 
the problem defined in Eq. 1 

FDM SEM
N Err N Err
10 0.1840 7 0.0103
20 0.0524 8 0.0012
30 0.0238 9 1.455e-04
40 0.0135 10 1.608e-05
50 0.0087 11 2.074e-06
60 0.0060 12 2.308e-07
70 0.0044 13 2.570e-08
80 0.0034 14 2.624e-09
90 0.0027 15 2.613e-10

100 0.0022 16 2.420e-11
110 0.0020 17 2.318e-12

To compare SEM with the first-order FEM, we 
consider the following 1D problem: 

2

2

2
2

2

0, in [ 1,0], and

4 0, in [0,1]

with ( 1) sin( 1), (1) sin(4).

d u u
dx
d u u
dx

u u

� � �

� �

� � � �

(3) 

In fact, the solution of (3) is ( ) sin(c ),u x x�  with 
c 1 in [ 1,0],� � and c 4 in [0,1]� . However, for error 
calculations, to avoid division by zero, we compute the 
error (only for this problem) as the maximum difference 
between the exact solution and the numerical solution.  
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The comparison is shown in Table 2, in which N 
represents the number nodes in each sub-domain. 
Again, it can be seen that SEM accuracy is much higher 
than that of FEM. Figure 1 shows the plot of the 
solution obtained by SEM for 15 nodes in each 
subdomain. 
 
Table 2: Maximum errors of FEM and SEM for the 
problem defined in Eq. 3 

FEM SEM 
N Err  N Err  
10 0.0546 7 7.033e-05 
20 0.0252 8 3.340e-06 
30 0.0164 9 4.697e-07 
40 0.0121 10 1.876e-08 
50 0.0096 11 2.593e-09 
60 0.0080 12 9.092e-11 
70 0.0068 13 1.132e-11 
80 0.0059 14 3.481e-13 
90 0.0053 15 3.941e-14 

100 0.0047 16 1.587e-14 
 

 
 
Fig. 1. Exact and SEM solutions of the problem defined 
in Eq. 3. 
 

It is worth also to compare FEM and SEM in a two 
dimensional boundary value problem. For this purpose, 
the point source problem (2D Green’s function) is 

considered. This problem is governed by the Helmholtz 
equation: 
 2 2 ( ),u k u r� � � � )�  (4) 
where 2 / ,k � � �  and �  is the wavelength. To avoid 
the singularity at the origin, the homogenous Helmholtz 
equation is solved inside a square element (Ω) of 

dimensions� �	  and 1� � , and Ω is defined in the xy-
plane so that the point (0,0) does not belong to this 
element. On the boundary ∂Ω, the exact to (4), which is 
expressed in terms of Hankel function of the second 

kind zero order is as follows: ( (2)
0( ) ( / 4) ( | r |u r j H k�) ( / 4)) ( r | ), 

is applied as boundary conditions, where | r |r |  is the 
euclidean distance from the origin to a point rr  on the 
boundary ∂Ω. Right-triangle elements are utilized in 
meshing the problem. Figure 2 shows the solution 
obtained by FEM at a grid of 20 20	  nodes. As 
observed from Table 3, the error profile in 2D does not 
differ from that of 1D case. 

It can be clearly observed from the demonstrated 
numerical problems that the accuracy of SEM is much 
higher than that of FDM or FEM. However, it is 
important to study the deterioration in the accuracy of 
SEM when deformed elements are used to discretize a 
given problem. This aspect is discussed in the next 
section. 
 

 
 
Fig. 2. FEM solution of the 2D point source problem 
defined in Eq. 4. 
 
Table 3: Maximum relative errors of FEM and SEM for 
the problem defined in Eq. 4 

FEM SEM 
N Err  N Err  
10 0.5554 7 0.00091 
15 0.3229 8 1.30E-04 
20 0.2018 9 1.25E-05 
25 0.1356 10 1.14E-06 
30 0.0967 11 1.13E-07 
35 0.0724 12 1.26E-08 
40 0.0562 13 1.51E-09 
45 0.0447 14 2.23E-10 
50 0.0364 15 2.57E-11 
55 0.0302 16 3.23E-12 
60 0.0255 17 2.86E-13 
80 0.0145   

100 0.0103   
 

III. ELEMENTAL DEFORMATION 
Most of practical engineering problems encounter 
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complex geometries; hence, the computational domain 
requires to be discretized into irregular elements. 
Meshing a problem in the case of FEM has been 
intensively investigated in the literature. For instance, if 
triangular elements are used to mesh a problem, it is 
recommended that the smallest angle in the element 
should not be lower than 15o in order not to deteriorate 
the accuracy. Hence, it is important to study the effect 
of elemental deformation on the accuracy in the case of 
SEM. In this section, we demonstrate the accuracy of 
spectral element method for a single-element domain of 
quadrilateral deformed elements. 

In SEM, mapping an irregular element to the 
standard element (see Fig. 3) is required in order to 
perform the differential and integration operations 
involved in the process of approximating the partial 
differential equations by SEM. As mentioned above, 
the nodal basis for the standard element is usually built 
by Lagrangian basis polynomials associated with a 
tensor product grid of Gauss-Legendre-Lobatto (GLL) 
nodes. Figure 4 shows such a grid for a ninth-order 
polynomial space. As seen from Fig. 3, the flexibility in 
the shapes of elements can be utilized in meshing 
complex geometries where different scattering objects 
of arbitrary shapes are involved. 

In this work, to differentiate between a reference 
square element and an irregular element, the following 
definition for the elemental aspect ratio ( AR ) is 
considered: 

max( )
,

min( )
i

i

d
AR

d
� (5) 

where (1 4)id i
 
  stands for side length of a 
quadrilateral element and 1,2,3,4i � . To make use of 
this definition, one needs to study the accuracy of SEM 
for a single-element domain having a reference area 
with equal dimensions (1 1	 ). We call such an element 
as a reference element. Then, by changing the 
dimensions and the shape of the element while having 
the same area as that of the reference element, a 
comparison can be performed. With this approach, the 
effect of AR on the accuracy can be realized. It is also 
worth to note that all sides of the element have equal 
nodes as GLL is utilized. 

The point source problem introduced in (4) is 
considered for this purpose. The maximum relative 
errors are presented in Table 4 as N increases for the 
reference square element and for a quadrilateral 
element of unit area for the aspect ratios: 1.33, 1.88, 
and 2.87. The real part of the solution in the straight-
sided quadrilateral element is shown in Fig. 5 for 
AR=2.87. As seen from Table 4, the effect of the aspect 
ratio on the accuracy can be clearly observed. However, 
even at large deformation (i.e., at AR=2.87), SEM still 
provides much higher accuracy than its counterparts 

(FDM and FEM) at much coarser grids.
In terms of the presented accuracy of SEM, one 

may wonder whether such a high accuracy is required 
in order to successfully model an electromagnetic 
problem or not. In the next section, we try to answer 
such questioning. 

Fig. 3. Mapping an element e�  to the standard element 
st� . 

Fig. 4. GLL grid nodes on the standard element for a 
ninth-order polynomial space (nodes are represented by 
the intersections of horizontal and vertical lines). 

Table 4: Maximum relative errors of SEM for the 
reference element and the straight-sided quadrilateral 
element having unit area 

N
Ref. 

Elmt.
Straight-Sided Element

AR = 1.33 AR = 1.88 AR = 2.87
Err Err Err Err

7 9e-4 1e-3 3e-3 6e-2
8 1e-4 2e-4 6e-4 1e-2
9 1e-5 2e-5 1e-4 4e-3
10 1e-6 2e-6 3e-5 1e-3
11 1e-7 2e-7 5e-6 3e-4
12 1e-8 2e-8 8e-7 6e-5
13 1e-9 2e-9 1e-7 2e-5
14 2e-10 3e-10 2e-8 3e-6
15 3e-11 3e-11 4e-9 7e-7
16 3e-12 4e-12 6e-10 2e-7
17 3e-13 4e-13 8e-11 3 e-8
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Fig. 5. SEM solution for the straight-sided quadrilateral 
element at AR=2.87. 
 

IV. SCATTERING PROBLEM IN 
RESONANCE ELEMENTS 

Accuracy of numerical approach is crucial in order 
to capture the intrinsic property of resonances of optical 
cavities. We specifically take two-dimensional 
dielectric micro-cylinder in this section of the study to 
emphasize the importance of fine discretization of the 
computational domain. 

When an electromagnetic plane wave is incident 
perpendicularly to a dielectric cylinder or to a dielectric 
sphere, instead of having a shadow region behind the 
dielectric material, a photonic nanojet is obtained at 
some specific choices of material dimensions and a 
corresponding refractive index. In order to obtain a 
photonic nanojet, the dielectric microspheres or micro 
cylinders must be lossless dielectric materials and of 
diameters greater than the illuminating wavelength [11-
15]. The phenomenon is named as photonic nanojet, 
due to the unique nature of the light distribution at the 
focal area. In Ref. 17, we provided detailed formulation 
of SEM and applied the method for investigating plane 
wave interaction with dielectric micro-cylinder. 

In the case of photonic nanojet where the scatterer 
is assumed to be an infinitely-long dielectric cylinder, 
the problem can be considered as a two-dimensional 
one when an incident plane wave propagating in a 
direction perpendicular to the cylinder axis is assumed. 
We consider an incident plane wave propagating in the 
x-direction and the electric field is polarized in the z-
direction (i.e., in a transverse magnetic mode, TMz): 
 exp( ).inc

z zE a jkx� �a exp(a exp(  (6) 
To solve the problem numerically, one must 

truncate the unbounded domain. In this work, domain 
truncation is performed by the perfectly matched layer, 
namely using the formulation presented in [10]. Figure 
6 shows in the xy-plane, a dielectric cylinder 

represented by C� , free space region represented by 

FS� , and the PML region denoted by PML� , which 
represents the region surrounding FS� . 
 

 
 
Fig. 6. Definition of the computational domain composed 
of a dielectric micro-cylinder ( C� ) embedded in the 
free space ( FS� ) and truncated by PML [17]. 
 

The set of the partial differential equations 
governing this electromagnetic scattering problem can 
be written as follows: 
 � 
2 2. u+ a u 1 ,inc

r r zk k E��� � �� �  (7) 
in which � is a tensor defined as: 

 11

22

0
,

0
� �

�� �
� ��� �

 (8) 

where r�  is the relative permittivity of the cylinder, 

a 1 ,
jk
�

� � �  is the attenuation factor, 

� �11 22
1 a
a
� �� � � � �� �

 for x-decay in the PML region, 

� �11 22
1a
a

� �� � � � �� �
 for y-decay in the PML region, 

� �11 22
1 1
a a
� �� � � � �� �

 for a corner (xy-decay) in the 

PML region with a 1�  in FS� , and r�  being greater 
than 1 in SC�  only, and 1 elsewhere. If n  denotes the 

refractive index of the cylinder, then 2
rn �� . 

It is worth to mention that, after obtaining the 
solution by spectral element method, which represents 
the scattered field, the incident plane wave is added to 
the scattered field in the subdomains C�  and FS�  
only. One can produce the same spatial light 
distribution for the case where FDTD method is used. 
We have performed FDTD study and verified the exact 
photonic nanojet generation. With the application of 
SEM in the frequency domain, it is easy to decompose 
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the total field into incident and scattered field 
components. Figure 7 shows the visualization of 
photonic nanojet when the cylinder radius is 5.0R ��
and dielectric constant is 1.30n � . 

Fig. 7. Visualization by the SEM of photonic nanojet at 
5.0R �� and 1.30.n �

Figure 8 shows one of the captured resonance 
mode supported by a dielectric micro cylinder with 

3.5R �� and 1.70.n �  The light focusing action with 
small amplitude can be observed at the interior part of 
the dielectric cylinder. On the other hand, strong 
electric field localization at around the small cylinder 
appears with a highly symmetric light distribution in the 
form of two rings. Light is trapped at the circumference 
of the cylinder by the total internal reflection 
mechanism. 

The special case corresponding to specific radius 
and refractive index values in Fig. 8 can be attributed to 
whispering gallery mode (WGM). In the representation 
of WGM, m  indicates the azimuthal mode number, 
and l represents the radial mode number. Using this 
notation we can express Fig. 8 in terms of WGM 
resonances. By means of spectral element method, we 
captured resonance modes as well as photonic nano jets 
cases as the details are reported in Ref. [17]. 

Photonic nanojet analysis can also be performed 
analytically. The well-known Mie theory was 
intensively utilized in electromagnetic scattering 
problems. However, when the characteristic dimensions 
of the scattering object becomes much larger than the 
wavelength, improper algorithms may lead to 
considerable numerical errors [16]. In the examples 
presented in the previous section, where resonance 
behavior takes places, the diameter of the micro-
cylinder is larger than the wavelength but not too much. 
It is very important to check whether the analysis that 
Mie theory provides produces such resonance cases or 
not. Itagi and Challener [16] provided the solution of 
the scattered light by a dielectric cylinder using Mie 
theory. This analytical solution is used to verify the 
existence of WGM in scattering by dielectric 

microcylinders. Figure 9 presents the scattered field 
inside the cylinder at 3.5 .R� �  The good match 
between Fig. 8 and Fig. 9 can be observed clearly. 

Fig. 8. Visualization of the evolution of a photonic 
nano-jet for 3.5R �� and 1.70.n �  Whispering gallery 
mode representation gives 2l �  and 28m �  [17]. 

Fig. 9. The analytical solution in C�  visualizes the 
WGM ( 2l �  and 28m � ) for the case shown in Fig. 8. 

With the use of SEM, we could accurately perform 
field analysis of photonic nanojets in dielectric lossless 
micro cylinders. Strong light focusing at the shadow 
side of the micro-cylinder is reported. Advantageous 
features of SEM allow the observation of commonly 
reported nanojet scenarios as well as the least pointed 
out transition region where resonance mode appears 
under certain conditions. The creation of whispering 
gallery mode types is plainly observed. 

Two dimensional dielectric cylinders may act 
either as resonant or focusing element depending on the 
stimulating conditions. One cannot observe and capture 
resonance frequencies if the discretization of the 
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computational domain is not properly performed. As an 
example, we provide field distribution of the dielectric 
cylinder under the same parameters ( 1.70n �  and 

3.5R �� ) except the case that low resolution (16×16 
nodes are assigned for each element) is introduced. 
Compared to Fig. 8, we see that the resonance is lost as 
shown in Fig. 10. 

Depending on the nature of the resonance mode 
(spectrally how sharp or broad the mode) one should 
utilize even finer or coarse discretization in the 
computational method as in SEM. Consequently, 
capturing of resonance requires fine discretization of 
the computational domain. 
 

 
 
Fig. 10. Visualization of the evolution of a photonic 
nanojet for 3.5R ��  and 1.70n �  at 16×16 nodes per 
element. WGM behavior is destroyed due to low 
resolution. 
 

V. CONCLUSION 
To realize and appreciate the accuracy of spectral 

element method, we carried out a comparison between 
this method and its well-known counter parts such as 
FDM and FEM. For this purpose, we applied these 
numerical methods to solve specific problems and the 
corresponding error calculations are subjected to a 
specific error measure. From the illustrated examples, it 
is clear that the accuracy of spectral element method is 
much higher than that of its counter parts. 

In most of practical engineering problems, the 
geometry of the region of interest is irregular. This 
means that discretization of the problem into elements 
of regular shapes is impossible. Spectral element 
method gives the capability of using deformed 
elements; and hence, a freedom in modeling irregular 
problems. For this reason, we illustrated the accuracy of 
this numerical method for single-deformed element 
case in order to check the deterioration of the elemental 
deformation on the accuracy of SEM. The aspect ratio 
of the element is considered as a measure of the 
deformation with fixed area. Based on the illustrations, 
we conclude that the accuracy of SEM even with large 
elemental deformation (which should be avoided while 

meshing an electromagnetic problem) still dominates 
the accuracy achieved by FDM or FEM. 

The accuracy of the spectral element method is 
very high as it can be observed from the presented 
numerical demonstrations. Here, it is important to ask 
the following interesting question: What would be the 
order of the error while solving a computational 
problem? One may seek an accuracy at around 210� or 

310�  while designing a system to capture the general 
behavior of the device. Hence, low-order FEM or FDM 
are very suitable and do meet some engineering 
purposes. However, based on the electromagnetic 
scattering problem discussed in Section IV, the answer 
to the above question has to be modified: we do indeed 
need high accuracy in some cases, especially resonance 
characteristics require fine resolution. That is, when 
low-order numerical methods are used to study 
electromagnetic scattering by dielectric microspheres or 
micro cylinders, whispering gallery mode will be 
missed. So, if the engineer design the material based on 
the numerical solution from a low-order method, and if 
whispering gallery mode takes place in the final 
implementation, the whole design will be in jeopardy. 
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Abstract ─ In this paper, a transverse electro-magnetic 
(TEM) coil operating at 128 MHz in a 3-T magnetic 
resonance imaging system has been studied in terms of 
the interaction with patients with or without an 
implanted pacemaker. The pacemaker has been 
simulated as a copper box with a catheter constituted by 
an insulated copper wire with an uncapped tip and it has 
been placed inside either box or anatomical models of 
the thorax. Electromagnetic and thermal simulations 
have been performed by using finite difference time 
domain codes. The obtained results show that in the 
absence of the pacemaker, and for a radiated power 
producing in the box a whole body specific absorption 
rate (SAR) of 1 W/kg, that is a typical value for MRI 
examinations, the coil produces in the anatomical 
models peak temperature values lower than the limits 
issued by the International Electrotechnical 
Commission (IEC). In the presence of the pacemaker, 
temperature increments at the catheter tip in excess of 
those issued by the IEC standard are obtained when the 
MRI scanned area involves the pacemaker region. The 
3-T coil produces lower SAR and temperature 
increments with respect to a 64-MHz (1.5-T system) 
birdcage antenna in patients with implanted pacemaker. 

Index Terms ─ Cardiac pacemakers, dosimetry, 
magnetic resonance imaging (MRI), temperature. 

I. INTRODUCTION 
Magnetic resonance imaging (MRI) is the primary 

tool for the diagnosis of a wide number of diseases. 
However, MRI is contraindicated for patients implanted 
with pacemakers and implantable cardioverter 
defibrillators [1-3]. The most adverse effect seems to be 
the heating of the heart tissue around the catheter tip 
produced by the high currents induced on the catheter 
by the RF field used in the MRI technique [4-6]. 

The International Electrotechnical Commission 
(IEC) [7] considers that, to prevent tissue damage in the 
body, the radiofrequency field should induce 
temperature increases in the body core lower than  
0.5 °C for normal operating mode and 1 °C for first 

level controlled operating mode, where medical 
supervision of the patient is required. Moreover, local 
tissue temperature should not exceed 39 °C and 40 °C 
for normal and first level controlled operating modes, 
respectively. Consequently, in [7] limitations have been 
reported with reference to the specific absorption rate 
(SAR). In particular, the whole body SAR (SARWB)
should not exceed 2 W/kg and 4 W/kg in normal and 
first level controlled operating modes, respectively. 

Most of MRI systems in use operate at 1.5 T 
(corresponding to a Larmor frequency of about 64 MHz). 
For typical RF sequences used in MRI the IEC limits 
are usually satisfied in terms of SAR and temperature 
[8-11]. However, if a subject with an implanted 
pacemaker is exposed to MRI radiofrequency (RF) 
fields, temperatures well above the IEC limits are 
reached at the catheter tip [12-17]. 

The last generation of MRI apparatus works with 
3-T static magnetic field (Larmor frequency of about 
128 MHz) [18-20]. To the Authors’ knowledge, only 

few studies have been performed to investigate possible 
effects, on patients with metallic implants, due to  
128 MHz MRI apparatus [21-23]. In [21], sixteen 
patients with pacemakers underwent 3-T MRI scanning 
of a region far from the one interested by the 
pacemaker, with a whole body system and with SAR 
limitation to 2 W/kg, without significant effects. In [22], 
a box phantom containing a vagus nerve stimulation 
catheter was exposed within a 3-T whole body coil with 
a 3 W/kg SAR. Temperature increments up to 14.7 °C 
were obtained after 15 minutes of exposure. Also in this 
case, the highest temperature increments were obtained 
when the scanned region was involving the catheter 
leads. Finally, a numerical study was performed in [23] 
to investigate possible effects due to 128 MHz 
apparatus on a realistic torso model obtaining 
temperature increments lower than 0.128 °C. In this 
case, vagus a very simplified pacemaker and coil model 
was used and no information on the radiated power was 
given. 

In this paper, the interaction between the 128 MHz 
field of MRI apparatus and pacemakers will be studied 
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by using a numerical technique with realistic antenna,
body and pacemaker models. Moreover, a comparison 
between SAR and temperature increments produced by 
128 MHz and 64 MHz coils will be performed. 

II. ELECTROMAGNETIC AND THERMAL 
MODELS 

The radiofrequency antenna used in this work to 
generate the electromagnetic (EM) field needed for 
MRI examinations is a shielded transverse 
electromagnetic (TEM) coil [18,19]. The coil external 
diameter is 78 cm, and the height 80 cm (see Fig. 1 (a)). 
The TEM coil is constituted by 16 cylindrical copper 
legs with a diameter of 2 cm and a height of 65 cm (see 
Fig. 1 (b)). The legs are equidistant on a cylindrical 
surface with a diameter of 70 cm. The legs are 
connected, by tuning capacitances (CT in Fig. 1 (c)), to 
two rings (with a 2 cm 	 4 cm cross-section) that are in 
contact with the external shield. The capacitances are 
tuned to achieve the desired resonant frequency. Four 
50 Ω generators (VG in Fig. 1 (c)), sinusoidal in time, 
spaced apart by 90° and with 90° phase shift, are 
connected between the legs and the upper ring and are 
used for exciting the antenna at the frequency of 128 
MHz. In correspondence of the generators, two tuning 
capacitances are used, one in series (CS) and the other 
in parallel (CP) to the generator (CT = CS + CP) (see Fig. 
1 (c)). This excitation simulates the one usually adopted 
in real coils [18,19], and produces a magnetic field with 
a circular clockwise polarization, with respect to the 
positive z-axis, necessary for maximum coupling with 
nuclear proton spin. A single generator with Gaussian 
time behavior is used for studying the frequency 
behavior of the reflection coefficient, from which the 
TEM resonance frequencies can be evaluated [18,19]. 

For sake of comparison, a 64 MHz low-pass 
birdcage coil has been also considered. The birdcage is 
identical to the TEM coil but the end rings are not in 
contact with the external shield. As a consequence, 
while in TEM coils the current paths close along the 
shield, in birdcages they close through the legs [24]. 

A box model (30	20	60 cm) and three 5-mm 
resolution anatomical models, derived from the Virtual 
Family (Duke) data set [25], have been considered. 

The Duke anatomical model is a highly detailed 
and realistic model of the human body directly derived 
from MRI scans of a healthy volunteer. In particular, 
the three considered anatomical models are partial body 
models and are used for studying MRI exams targeting 
the thoracic, abdominal and head regions of the body. 
Figure 2 shows these models with their positioning 
inside the TEM coil without the shield. All the 
anatomical models have been obtained by positioning 
the Duke data set (110	58	360 cells and 78 different 
tissues) inside the TEM coil and removing body 

portions far from the coil where the RF power 
deposition is expected to be negligible. The use of the 
reduced models gives rise to consistent savings of 
memory occupation and execution times, in both EM 
and thermal simulations, without reducing the accuracy 
of the computed results [17]. 

(a) (b) (c) 

Fig. 1. (a) Shielded TEM coil, (b) TEM coil without the 
shield, and (c) zoom on the leg-ring connection region. 

Fig. 2. (a) Box model, and three anatomical models 
corresponding to MRI exams targeting the: (b) thoracic, 
(c) abdominal, and (d) head regions of the body with 
their positioning inside the TEM antenna with removed 
shield. 

The considered pacemaker is constituted by a 
copper box (4	1	5 cm) equipped with a catheter (see 
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Fig. 3 (a)). The catheter consists of a cylindrical copper 
wire with a diameter of 0.8 mm. The copper wire is 
covered by an insulating material with an external 
diameter of 2 mm from which the last 2 mm before the 
catheter tip have been removed (uncapped catheter – UC). 
The UC geometry represents a good model of 
commercially available monopolar catheters [17]. 

In the human box model, the copper box is placed 
1 cm below the box surface and the catheter is placed 
on the same plane as in a typical experimental set-up 
(see Fig. 3 (b)) [26]. 

In the anatomical models the pacemaker is inserted 
in the subcutaneous fat layers in the left part of the 
thorax with a placement, based on computed 
tomography (CT) scans of patients with pacemaker, 
approximating the clinical one (see Fig. 4) [27]. In the 
body placement, the catheter roughly follows the vein 
path to the heart cavities of the anatomical model and is 
inserted a few millimeters in the right ventricle internal 
wall. In order to avoid unrealistic crossing of the 
catheter through different tissues, the vein path has 
been slightly modified at some points by adding 
cylindrical blood vessels of 3 mm diameter. This 
ensures that the catheter is always inserted into the 
vessels. 

Electromagnetic simulations have been performed 
using a code based on a conformal FDTD scheme with 
graded-mesh [28]. The FDTD domain has been closed 
applying a 4-layer uniaxial perfectly matched layer 
(UPML) boundary condition with parabolic profile and 
1% nominal reflection coefficient [29]. The 
investigated region has been divided in cells of variable 
side, from 0.5 mm (around the catheter) to 5 mm. For 
the permittivity, conductivity, and density data of the 78 
Duke tissues, the values in [30] have been considered. 
At 128 MHz the wavelength in the tissue with the 
highest permittivity is about 28 cm. Hence, the 
maximum cell size (5 mm) corresponds to about 1/50 of 
the wavelength, resulting in a phase-spread ratio better 
than 0.999 for all propagation angles. 

In all the simulations performed for the evaluation 
of the SAR distributions, a 128 MHz harmonic 
excitation has been applied. Once steady state 
conditions are reached, the amplitude of the three 
electric field components is determined, in the center of 
each cell, and the SAR distribution is calculated [17]. 
The evaluated SAR values are the peak SAR averaged 
over the mass of 1 FDTD cell (0.125 g - SAR0.125g or 
0.125 mg - SAR0.125mg depending on the used mesh), the 
peak SAR averaged over 10 g (SAR10g), and the SAR 
averaged over the whole body (SARWB), which is the 
quantity to be evaluated for assessing the compliance 
with IEC standard [7]. 

The temperature distribution T = T(r,t), inside the 
considered body models, has been computed by using 
the bioheat equation (BHE) [31,32]. To obtain a finite-

difference formulation of the BHE, the body model is 
divided in cells of variable side, equal to those used in 
the FDTD computations, and the temperature is 
evaluated in a grid of points defined at the center of the 
cells. The BHE has been solved by using an alternate 
direction implicit finite difference (ADI-FD) 
formulation [17,33]. 

 

 
 (a) (b) 
 
Fig. 3. (a) Pacemaker model, and (b) pacemaker 
positioning inside the box. 
 

 
 (a) (b) 
 
Fig. 4. (a) Pacemaker model, and (b) pacemaker 
positioning inside the thorax. 
 

The numerical codes used in this paper for the 
solution of the EM and thermal problems in patients 
exposed to the field emitted by MRI antennas have 
been previously validated [16]. In particular, in [16] the 
SARWB values, computed by using the FDTD code in a 
box model of the human body exposed to a birdcage 
antenna, showed a very good agreement with 
measurements performed by means of a calorimetric 
set-up. Similarly, temperature time behaviors at the tip 
of a pacemaker placed inside a box model of the thorax, 
measured with a fluoroptic thermometer (Luxtron 
3100), were in good agreement with thermal 
simulations performed with the ADI-FD code. 

 
III. RESULS AND DISCUSSION 

In all the simulations, the TEM coil has been tuned 
so that the mode with highest field homogeneity occurs 
at 128 MHz. This is accomplished by setting CT = 9.34 pF, 
CS = 4.67 pF, and CP = 4.67 pF. 

 
A. Box model without the pacemaker 

The first considered thorax model is a 
parallelepiped box (30 cm 		 20 cm 	 60 cm) whose 
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electrical properties mimic those of an average human 
tissue at the considered frequency. Permittivity (ε), 

conductivity values (σ) and density (ρ) of the model are 

equal to 69.0, 0.62 S/m and 1006 kg/m3, respectively. 
SAR values have been obtained for an antenna radiated 
power producing a SARWB of 1 W/kg (PRAD = 40.8 W) 
that is a typical value for MRI examinations [10,16]. 
For the considered coil, the induced SAR0.125g, and 
SAR10g are 4.3, and 3.4 W/kg, respectively. Figure 5 (a) 
shows the SAR distribution on a coronal section 
passing 1 cm below the box surface (where the 
pacemaker will be placed). While Fig. 5 (b) shows the 
SAR distribution on the central axial section. Figure 5 (b) 
outlines that the highest local SAR values are achieved 
close to the external surface of the box and, in 
particular, for a circular left polarized EM field, they 
are close to the bottom-right and upper-left corners. It is 
worth noting that the SAR distribution does not show 
horizontal symmetry. In fact, while the structure is 
symmetric, the field excitation presents an azimuthal 
phase shift. 

 (a) (b) 

Fig. 5. (a) SAR distributions for the TEM coil on a 
coronal section 1 cm below the box surface, and (b) on 
the central axial section. (a) Corresponds to section B-
B’ in (b), and (b) corresponds to section A-A’ in (a).

Thermal simulations have been performed by using 
the ADI-FD code with a box thermal conductivity (K) 
equal to 0.2 W/(m�°C), specific heat capacity (C) of 
4178 J/(kg�°C) and neglecting the blood perfusion (B = 0). 
A convection coefficient equal to 10 W/(m2�°C) has 
been also assumed at the air-box interface. Figure 6 
shows the temperature distribution over the same 
coronal section of Fig. 5 (a). A maximum temperature 
increase of about 2.3 °C after 60 minutes of exposure 
has been observed. It is interesting to note that the 
highest temperature increments are achieved at the  

point where the peak SAR10g is located (x = 28 cm,  
z = 30 cm). This is due to the fact that the point of the 
peak SAR0.125g (x = 30 cm, z = 30 cm) is close to the 
air-tissue interface where the thermal convection 
reduces the temperature increments. 

Fig. 6. Temperature distribution on a coronal section  
1 cm below the box surface. 

B. Anatomical models without the pacemaker 
The first considered anatomical model is the one 

suitable for simulating an MRI examination at the level 
of the thorax (see Fig. 2 (b)). For a radiated power of  
40.8 W (equal to that used for the box model of the 
thorax) about 35.5 W are absorbed in the reduced Duke. 

Since the absorption in the remaining part of the 
body can be considered negligible, a SARWB of 0.49 
W/kg can be extrapolated. 

Figure 7 (a) shows the computed SAR distribution 
in a central coronal section. The peak SAR0.125g is  
10.7 W/kg and has been obtained in the skin in the 
neck-shoulder region while the peak SAR10g is 4.7 W/kg 
and has been obtained in the neck muscle. 

Then, the second position (abdominal region 
examination) has been considered (see Fig. 2 (c)). The 
obtained results in terms of SAR are: 0.46, 6.2, 28.3 W/kg 
for the SARWB, SAR10g and SAR0.125g, respectively. 
Figure 7 (b) shows the SAR map in the central coronal 
section for this exposure. In this case, the peak 
SAR0.125g is located in the skin of the inguinal region 
and the peak SAR10g in the leg muscle. 

Finally, considering the head region examination 
(see Fig. 2 (d)), the obtained SARWB, SAR10g and 
SAR0.125g have been 0.35, 8.2 and 26.2 W/kg, 
respectively. Figure 7 (c) shows the SAR map in the 
central coronal section. Similarly to the thorax 
examination, the peak SAR0.125g is located in the skin of 
the neck-shoulder region and the peak SAR10g in the 
neck muscle. 
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 (a) (b) (c) 
 
Fig. 7. SAR distributions on a central coronal section for the three models corresponding to MRI exams targeting 
the: (a) thoracic, (b) abdominal, and (c) head regions. 
 

Starting from the obtained SAR results, 
temperature distributions have been computed in the 
absence and in the presence of perfusion by using the 
tissue thermal parameters available from [34]. The time 
behavior of temperature increment during a 1 hour MRI 
investigation has been computed at the points where the 
peak SAR are located. The considered exposure times 
are longer than those of a typical MRI examination, but 
have been considered in order to better evaluate the 
heating time constants. With reference to the thorax 
examination, Fig. 8 shows temperature increments as a 
function of time. The figure shows the strong limiting 
effect on temperature elevation of the blood perfusion. 
In fact the maximum temperature increment is 2.8 °C in 
the absence of perfusion and reduces to 1.1 °C when the 
blood perfusion is taken into account. The ratio 
between the maximum temperature increment in the 
absence and in the presence of perfusion is 2.5, very 
similar to that found in [35] by comparing measured 
temperature increases in a phantom model and in the 
human forearm. Moreover, both in the absence and in 
the presence of blood perfusion the highest temperature 
increments are obtained around the point where the 
SAR10g is located. 

Concerning the other two body positions, in the 
presence of blood perfusion, the TMAX after one hour 
exposure is 1.1 °C and 1.8 °C for the abdomen and head 
examinations, respectively. It is important to note that 
the IEC SARWB limits for the normal and first level 
controlled operating modes are 2 W/kg and 4 W/kg, 
respectively. Due to the linearity of BHE, if these 
values are reached, temperature increments about 4 
times and 8 times higher, with respect to those above 
reported, will be obtained. Under these conditions local 
tissue temperature limits issued by IEC for normal and 
first level controlled operating modes are overcome. 
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Fig. 8. Temperature time behaviour in the absence and 
in the presence of blood perfusion for the thorax 
examination. 
 
C. Box model with the pacemaker 

To study the exposure of a patient with an 
implanted pacemaker to a 3-T system, a pacemaker 
equipped with a unipolar catheter has been inserted 
inside the box model of the thorax in a typical operating 
position with the catheter tip 7.5 cm far from the 
pacemaker (see Fig. 3). The exposure has been studied 
exciting the coil with a power of 40.8 W that is the one 
producing a SARWB of 1 W/kg in the box in the absence 
of the pacemaker. 

The current flowing along the catheter has been 
computed as the circulation of the magnetic field 
around the catheter axis. Figure 9 (a) shows the 
obtained current distribution. The distance along the 
wire from the point in which the catheter is inserted in 
the pacemaker is reported on the horizontal axis (the 
catheter length is 60 cm). The obtained current 
distribution can be explained observing that the current  
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inside the catheter wire is mainly produced by the 
electric field component, found in the absence of the 
wire (unperturbed field), parallel to the wire axis [13-
17]. Moreover, for the considered 128 MHz field, the 
wavelength in the box tissue is about 28 cm, and hence, 
about half of the total wire length; this results in 
resonance phenomena along the wire. Finally, the 
maximum on the current behavior along the catheter, at 
distance equal to zero, can be explained as a short 
circuit effect of the pacemaker box, and the minimum at 
the catheter tip as an open end effect. 

Figure 9 (b) shows the SAR distributions in a 
coronal section passing through the catheter. The figure 
outlines that the highest SAR values are obtained at the 
catheter tip. SARWB, peak SAR0.125mg, and SAR10g are 
1.0, 7800, and 16.6 W/kg, respectively. In the presence 
of the pacemaker, the SARWB remains equal to the 
value without the pacemaker. To complete the 
dosimetry investigation, a thermal study has been then 
performed. In these simulations the tissue parameters 
used in the absence of the pacemaker have been 
employed. For the plastic insulation (p) and wire (w), 
instead, the values in [16] have been considered  
[Cp = 1500 J/(kg°C), Kp = 0.2 W/(m°C), �p = 1000 kg/m3; 
Cw = 385 J/(kg°C), Kw = 401 W/(m°C), �w = 8960 kg/m3].
The previously computed SAR distribution has been 
assumed as thermal source and a thermal transient 
analysis has been launched in the ADI-FD thermal 
solver for a duration of 15 minutes, that is the typical 
duration of an MRI examination [22]. 

Figure 10 (a) shows the time behavior of the 
simulated temperature along the catheter axis. After 15 
minutes of exposure, a temperature increment of about 
50 °C at a point just above the catheter tip has been 
obtained. The figure also outlines the reduction in 
temperature increase at points far from the tip. 

Figure 10 (b) shows a map of the temperature 
distribution, after 15 minutes of exposure, on a coronal 
section passing through the pacemaker plane. The 
figure outlines a high temperature hot spot at the 
catheter tip and some lower hot spots in correspondence 
of the catheter bends. 
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Fig. 9. (a) Current distribution along the catheter, and 
(b) SAR distribution on a coronal section 1 cm below 
the box surface. 
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Fig. 10. (a) Temperature time behavior along the 
catheter axis, and (b) temperature distribution on a 
coronal section 1 cm below the box surface. 
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D. Anatomical models with the pacemaker 
In order to achieve realistic SAR and temperature 

evaluations for a patient with an implanted pacemaker 
exposed to MRI fields, the pacemaker has been inserted 
inside the left part of the thorax of the Duke model, that 
in turn has been inserted inside the TEM coil and 
exposed to a 128 MHz left polarized field with a 
radiated power of 40.8 W (as for the box model). In 
particular, two configurations have been considered. In 
the first case (connected), the PM case is connected to 
the catheter as in Fig. 4 (a), while in the second case 
(disconnected), the first 2 cm of the catheter have been 
removed simulating the condition of a patient with the 
pulse generator not attached [36]. 

Figure 11 shows the current along the catheter, as a 
function of the distance from the point in which the 
catheter is inserted in the metallic box. In the 
considered cases the catheter length (31 cm) is 
comparable with the field wavelength in the body and 
only one resonance is present in the spatial current 
distribution. Moreover, a strong reduction in the current 
is observed in correspondence of the tip where the 
catheter is uncapped. The main difference between the 
two considered cases is the higher current along the 
catheter (78 mA versus 64 mA peak values) and at the 
catheter tip (20.9 mA versus 17.8 mA) of the 
disconnected case with respect to the connected one. 
Moreover, the short circuit effect of the PM case and 
the open end effect of the catheter tip, already 
evidenced in the previous section, are confirmed. 

The computed SAR0.125mg at the catheter tip are 
2670 W/kg and 3680 W/kg, while the SAR10g are 5.5 
W/kg and 7.5 W/kg for the connected and disconnected 
cases, respectively. These results confirm those in [36] 
where it was evidenced that the heating produced by 
MRI in patients with the pacemaker pulse generator 
disconnected was higher than that achieved when the 
pulse generator was attached. Similarly to the box 
exposure, the presence of the pacemaker does not affect 
significantly the SARWB. Moreover, the SAR 
distribution is similar to that in the absence of the 
pacemaker except for a strong hot spot at the catheter 
tip resulting from the high current densities induced in 
tissues around the tip. 

Concerning the exposure of a patient with 
pacemaker when performing an examination at the 
level of the abdomen, a peak SAR0.125mg at the catheter 
tip of 510 W/kg has been computed. The peak SAR10g 
is 6.2 W/kg, as in the absence of the pacemaker, while 
the SAR10g at the catheter tip in the heart is 1.0 W/kg. 
Eventually, the SARWB is still 0.46 W/kg. 

The exposure of a patient with pacemaker when 
performing an examination at the level of the head  

gives rise to SARWB and SAR10g of 0.35 and 11.6 W/kg, 
as in the exposure without the pacemaker. The 
SAR0.125mg and SAR10g at the catheter tip are 990 and 
2.0 W/kg, respectively. 
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Fig. 11. Current distribution along the catheter inserted 
inside the left part of the thorax of the Duke model. 

 
In order to assess the thermal risk associated with 

the computed SAR values, the graded mesh ADI 
solution of the bioheat equation has been applied. In 
this case, the heart-blood convection coefficient (HB) 
has been assumed equal to 1000 W/(m2�°C) [37]. 

Figure 12 shows temperature versus time at the 
catheter tip, for the connected case, computed by 
neglecting the perfusion and in the presence of 
perfusion. In the first case, temperature increments of 
about 12 °C after 15 minutes exposure are obtained and 
the time behavior indicates an exponentially growing 
trend with a time constant of the order of hours. The 
presence of blood perfusion reduces temperature 
increments to about 3.0 °C and, in this case, the steady 
state is reached in a few minutes. In both considered 
cases, the temperature increments are higher than those 
indicated as safe in the IEC Standard [7]. 

Concerning the other two body positions, in the 
presence of blood perfusion, the TMAX at the catheter tip 
after one hour exposure are 0.75 °C and 1.8 °C in the 
abdomen and head examinations, respectively. 

These results indicate that only if the pacemaker is 
far from the coil center (as in the abdomen and head 
examinations) temperature increments, produced by the 
interaction of the RF field with the pacemaker, are 
compliant with the IEC limits. This result is in 
agreement with experimental findings [21,22] 
suggesting the possibility, for patients bearing a 
pacemaker, to perform MRI examinations when the 
region to scan is far from the pacemaker. 
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Fig. 12. Temperature time behavior at the catheter tip. 

E. Comparison between TEM and birdcage coils 
In order to compare the 3-T system with 1.5-T

ones, some of the previously reported simulations have 
been repeated by using the 64 MHz birdcage coil 
previously described (see Section II). 

In these simulations, the birdcage has been tuned to 
64 MHz by using capacitances of 11.4 pF. Concerning 
the box simulations, permittivity and conductivity 
values of 78.2 and 0.6 S/m have been considered, 
respectively, while for the simulations with the Duke 
model the tissue permittivity and conductivity values in 
[30] have been used. 

The results for the 128 MHz coil are reported in 
Table 1, 3rd column, while those for the 64 MHz coil in 
Table 1, 4th column. The table shows that in the absence 
of the pacemaker, SAR and temperature increments 
obtained at 128 MHz are slightly higher than those 
achieved at 64 MHz. 

It is worth noting that, the reported SAR values 
have been obtained for an antenna-radiated power 
producing a SARWB of 1 W/kg in the box model. This 
radiated power gives rise in the box central region to 
magnetic fields of about 1.2 A/m and 1.6 A/m at 128 MHz 
and 64 MHz, respectively. TEM and birdcage coils can
be compared considering the same RF magnetic field in 
the investigated sample. To this end, a value of 2.4 A/m 
has been chosen. This value is close to the typical mean 
field value necessary in MRI to produce a 90° flip angle 
in the sample [10]. Under these conditions, SARWB of  
4 W/kg and 2.25 W/kg are obtained at 128 MHz and  
64 MHz, respectively, with a SARWB ratio of 1.78, very 
similar to that found in [38] for a doubling of the 
frequency. 

The presence of the pacemaker gives rise to higher 
SAR10g and TMAX in the birdcage coil with respect to 
the TEM one. This result can be explained comparing  

the SAR distributions of the box and of the anatomical 
model at 64 MHz reported in Fig. 13 (a) and (b) with 
the corresponding distributions at 128 MHz (see Fig. 5 (a) 
and 7 (a)). From the figures, the higher penetration 
depth of the 64 MHz field with respect to the 128 MHz 
one is evident. This, in turn, gives rise to higher 
currents at the catheter tip of the pacemaker exposed in 
the birdcage with respect to the TEM coil (22.4 mA 
versus 17.8 mA) and consequently to the higher SAR10g
and TMAX at 64 MHz with respect to 128 MHz. 

The superficial absorption of the 128 MHz field is 
also the responsible for the higher SAR and temperature 
increments in the TEM coil in the absence of the 
pacemaker. 

Table 1: Comparison between TEM coils operating at 
128 MHz and birdcage coils operating at 64 MHz 

3 T
(128 MHz)
TEM coil

1.5 T
(64 MHz)

Birdcage Coil
BOX SARWB 1.0 W/kg 1.0 W/kg

// SAR10g 3.4 W/kg 2.9 W/kg
// TMAX 0.7 °C 0.6 °C

DUKE THOR. SARWB 0.49 W/kg 0.46 W/kg
// SAR10g 4.7 W/kg 4.4 W/kg

// TMAX 
(WP) 1.1 °C 0.9

BOX + PM SARWB 1.0 W/kg 1.0 W/kg
// SAR10g 16.6 W/kg 17.1 W/kg
// TMAX 53 °C 55 °C

D. THOR + PM SARWB 0.49 W/kg 0.46 W/kg
// SAR10g 5.5 W/kg 14.0 W/kg

// TMAX 
(WP) 3 °C 8.3 °C

WP = with perfusion. TMAX are temperatures after 15 min exposure. 

(a) 
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 (b) 
 
Fig. 13. (a) SAR distribution for the birdcage coil on a 
coronal section 1 cm below the box surface, and (b) on 
a central coronal section of the anatomical model 
(thoracic examination). 
 

IV. CONCLUSION 
In this paper, a TEM coil operating at 128 MHz in 

a 3-T MRI system has been studied in terms of the 
interaction with patients. A box model and an 
anatomical body model in different positions have been 
considered with or without the presence of an implanted 
monopolar pacemaker. 

In the absence of the pacemaker, the power 
absorption in the box model is mainly concentrated in 
the external part of the box, while the region with 
highest temperature increments shows a slight shift 
towards the inner part of the box. The maximum 
temperature elevations in the box model are very 
similar to those obtained in the thorax model in the 
absence of blood perfusion. The highest SARWB have 
been obtained for the thorax examination and the lowest 
for the head one, while the opposite holds for the peak 
SAR10g values. 

The peak temperature increments computed inside 
the body in the presence of blood perfusion comply 
with IEC limits. However, if SARWB values are 
increased to the corresponding IEC limits for the 
normal and first level controlled operating modes, 
temperature limits would be overcome. Concerning the 
relation between maximum temperature increases and 
SAR10g, the obtained results indicate a factor of about 
0.2° C/(W/kg). 

The insertion of a pacemaker inside the box model 
gives rise to very high peak SAR0.125mg and temperature 
increments in the absence of perfusion. The inclusion of 
the blood perfusion strongly reduces temperatures 
increments that, however, remain higher than IEC 
limits whenever the pacemaker is close to the coil 
center. In the presence of the pacemaker, high SAR 

values are achieved close to the catheter tip inside the 
heart. In this case, the factor linking the SAR10g at the 
catheter tip to temperature increments is between 0.6 
and 0.9 °C/(W/kg) depending on the SAR distribution. 

A comparison between TEM coil and birdcage 
indicates that the 3-T TEM coil produces lower SAR 
and temperature increments with respect to a classic  
64-MHz (1.5-T system) birdcage antenna for patients 
with implanted pacemaker. 
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Abstract ─ Based on an equivalent circuit model, the 
least-square curve fitting technique is proposed to 
quickly design optimum values of geometrical 
parameters of a dual-band Jerusalem-cross element for 
arbitrarily specifying any dual resonant frequencies. The 
validity of the least-square curve fitting technique is 
checked by comparing geometrical parameters and dual 
resonant frequencies of six Jerusalem-cross grids 
obtained by the proposed technique with those obtained 
by the improved empirical model and measurement 
method. Design of dual-band Jerusalem-cross slots is 
also conducted by the proposed technique. Simulation 
results of reflection and dual resonant frequencies of 
Jerusalem-cross slots designed by the proposed 
technique are also validated by measurement data. 

Index Terms ─ Dual-band Jerusalem-cross element, 
least-square curve fitting, reflection, transmission. 

I. INTRODUCTION 
Frequency selective surface (FSS) has been 

extensively studied for many decades [1-32]. It has many 
applications in polarizers [1], antenna designs [2-10], 
transmission improvement for signals through energy-
saving glass [11-14], artificial magnetic conductor 
(AMC) designs [15-17], spatial microwave and optical 
filters [18-25], absorbers [26-31], and planar 
metamaterials [32]. The FSS is usually formed by 
periodic arrays of metallic patches or slots of arbitrary 
geometries. A FSS with periodic arrays of metallic 
patches or slots exhibits total reflection or total 
transmission in the neighborhood of the geometric 
resonant frequency, respectively. Typical FSS 
geometries are designed by dipoles, rings, square loops, 
fractal shapes, etc. Most of these FSSs are used to deal 
with reflection and transmission problems at a single 
resonant frequency. It is rather difficult to design FSS 
elements that offer dual-band responses. 

Several numerical methods have been used to design 
FSS parameters such as method of moments (MoM) 
[18], finite-difference time-domain (FDTD) method [33-

35], and finite-element method (FEM) [36]. These 
methods have a tedious computation procedure which 
involves many electromagnetic equations governing FSS 
theory. In recent years, many electromagnetic simulation 
commercial software packages are available for the 
design of FSS parameters, such as Ansoft’s HFSS, 

Ansoft’s Designer, and CST Microwave Studio. These 
commercial software packages are easily used to design 
FSS parameters. However, the design process of a FSS 
element using the commercial software package can be 
divided into preliminary and fine tune steps. In the 
preliminary design steps, various critical geometrical 
dimensions of a FSS element are well investigated 
through parametric study using a full-wave model 
simulation. Based on preliminary study, the final design 
can be achieved through fine tuning the critical 
geometrical parameters to obtain the desired resonant 
frequencies. This is a non-efficient and labor intensive 
process due to trial-and-error tests and heavy 
computational works. Alternatively, the equivalent 
circuit method [37-39] is much simpler than numerical 
methods for the design of FSS parameters. In this 
method, the segments of the FSS structure are modeled 
as capacitive and inductive components in a transmission 
line [37-38]. Limitation of the equivalent circuit method 
is that it can be used only for normal incidence and 
without substrates. 

In this paper, we propose the least-square curve 
fitting technique [40] to quickly obtain optimum values 
of geometrical parameters of a dual-band Jerusalem-
cross element for arbitrarily specifying any dual resonant 
frequencies. In the design process, an equivalent circuit 
model of the frequency characteristic for normal wave 
incidence [38] is introduced to facilitate the optimum 
design of a Jerusalem-cross element. In simulations, the 
transmission and reflection of Jerusalem-cross elements 
are obtained by using the Ansoft high-frequency 
structure simulator (HFSS, Ansoft, Pittsburgh, PA). 
Simulation results of geometrical parameters and dual 
resonant frequencies of Jerusalem-cross grids obtained 
by the proposed technique are compared with those 
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obtained by the improved empirical model and 
measurement method presented in the literature [38]. 
Dual-band Jerusalem-cross slots designed by the 
proposed technique are also presented. Simulation 
results of reflection and dual resonant frequencies of 
Jerusalem-cross slots are validated by measurement data. 
 

II. EQUIVALENT CIRCUIT MODEL OF 
JERUSALEM-CROSS GRIDS 

The equivalent circuit model of Jerusalem-cross 
grids is a very useful technique to quickly predict the 
resonant frequencies of their structures. Figure 1 shows 
a FSS element constructed with Jerusalem-cross grids 
and its geometrical parameters p, w, s, h, and d. Where p 
is the periodicity of a unit cell, w is the width of the 
conductive strip, s is the separation distance between 
adjacent units, h is the width of the end caps of the 
Jerusalem-cross, and d is the length of the end caps of 
the Jerusalem-cross. Based on Langley and Drinkwater’s 

studies [38], for any array of thin, continuous, infinitely 
long, perfectly conducting Jerusalem-cross FSS for 
normal incidence EM waves, the equivalent circuit 
model can be presented as shown in Fig. 2. The series 
resonant circuit L1C1 is used to generate the lower 
resonant frequency f1 (in reflection band), the series 
resonant circuit L2C2 is used to produce the higher 
resonant frequency f2, and the capacitor Ct is used to 
create the transmission band frequency ft. The 
normalized (with respect to the free-space impedance 
and admittance, respectively) inductive reactance XL1 
and capacitive susceptance BC1 of the equivalent circuit 
model are given as follows: 
 

1 1 1 1 1
1

( , , ) [ ( ) ( , , )],L w
pX ω L F p w λ n β G p w λ
λ
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where �� and ����are the wavelength and angular 
frequency of the first resonant frequency f1, respectively: 
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The first resonant frequency f1 can be obtained from L1 
and C1 expressed by: 

 1
1 1

1 .
2

f
π L C

�  (10) 

The normalized inductive reactance XL2 of the equivalent 
circuit model is given as following: 
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where �� and ����are the wavelength and angular 
frequency of the second resonant frequency f2, 
respectively: 
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The normalized capacitive susceptance BC2 of the 
equivalent circuit model is given as following: 
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�pd, A2+, and A2- are given in (9) and (14), respectively. 
The second resonant frequency f2 can be obtained from 
L2 and C2 expressed by: 

2
2 2

1 .
2

f
π L C

� (20) 

Equations (1)-(20) are valid when p<�2 and p>d, 

where���2 is the wavelength of the second resonant 

frequency f2. In band-stop electromagnetic shielding 

applications, the resonant frequencies f1 and f2 are 

specified first and then all parameters of the unit should 

be determined. However, to simultaneously determine 

all parameters of one Jerusalem-cross unit for arbitrarily 

given resonant frequencies f1 and f2 is not an easy job. In 

the following section, the least-square curve fitting 

technique will be applied to calculate all parameters of 

any Jerusalem-cross element for arbitrarily given dual 

resonant (rejection) frequencies f1 and f2.

Fig. 1. Geometrical parameters of a FSS constructed with 
Jerusalem-cross grids. 

Fig. 2. An equivalent circuit model for Jerusalem-cross 
grids. 

III. LEAST-SQUARE CURVE FITTING 
TECHNIQUE 

The equivalent circuit model of a thin, continuous, 
and infinitely long array of Jerusalem-cross grids is 
presented in Fig. 2. In the band-stop electromagnetic 
shielding design, critical geometrical parameters of 
Jerusalem-cross grids p, w, s, h, and d should be solved 
for arbitrarily given dual resonant frequencies f1 and f2.
Basically, resonant frequencies f1 and f2 are two 
nonlinear functions expressed by (10) and (20) in terms 
of geometrical parameters p, w, s, h, and d. The method 
of differential corrections, together with Newton’s
iterative method [40], can be used to fit the nonlinear 
functions f1 and f2. The differential corrections method 
approximates the nonlinear functions with a linear form 
that is more convenient to use for an iterative solution. 
By estimating approximate values of the unknown 
coefficients (0)

1 ,A (0)
2 ,A (0)

3 ,A (0)
4 ,A and (0)

5 ,A and expanding 
(10) and (20) in a Taylor’s series with only the first-order 
terms retained, we obtain: 
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where A1=p, A2=w, A3=s, A4=h, and A5=d. The 
superscript (0) is used to indicate values obtained after 
substituting the first guess ( (0)

1 ,A (0)
2 ,A (0)

3 ,A (0)
4 ,A  and (0)

5A ),
for the unknown parameters in (10) and (20). Equations 
(21) and (22) are two linear functions of the correction 
terms 1Δ ,A 2Δ ,A 3Δ ,A 4Δ ,A  and 5Δ ,A  and hence the least-
square curve fitting method can be used directly to 
determine these correction terms. The correction terms, 
when added to the first guess, give an improved 
approximation of the unknown coefficients, i.e., 
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subsequently substituted as new estimates of the 
unknown coefficients, the Taylor’s series reduces to: 
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where (1)
1f and (1)

2f as well as their derivatives are 
obtained by substituting the values of (1)

1 ,A (1)
2 ,A (1)

3 ,A  
(1)
4 ,A  and (1)

5A  in (10) and (20), respectively. Again, the 
correction terms 1Δ ,A 2Δ ,A 3Δ ,A 4Δ ,A and 5ΔA are 
determined using the least-square curve fitting method. 
The procedure is continued until the solution converges 
to within a specified accuracy. The criterion of best fit of 
the technique of least-square curve fitting is that the sum 
of the squares of the errors be a minimum expressed by: 

 2 2
1 2

1 1

N N

i i
i i

S ε ε
� �

� �! ! = minimum, (25) 

where the term errors 2
1iε  and 2

2iε  mean the difference 
between the measured (observed) values of the first and 
second resonant frequencies 1 ( )Mf i and 2 ( )Mf i and 
computed values from (23) and (24) for the ith case, 
respectively. N is the total number of cases. Substituting 
(23) and (24) into (25), the result yields: 
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A necessary condition that a minimum for the error 
function S exists is that the partial derivatives with 
respect to each of the correction terms 1Δ ,A 2Δ ,A 3Δ ,A

4Δ ,A and 5ΔA  be zero. For example, in the first iteration: 
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where j= 1, 2, 3, 4, and 5. Equation (27) can be expressed 
as a matrix equation. One can easily solve for the 
correction terms 1Δ ,A 2Δ ,A 3Δ ,A 4Δ ,A  and 5ΔA  in 
(28) by Gaussian elimination method. 

Equation (28) is a very sensitive equation because 
the partial derivatives of resonant frequencies f1 and f2 
with respect to each of the parameters A1=p, A2=w, A3=s, 
A4=h, and A5=d still can generate nonlinear functions 
such as square root, natural logarithm, sine, and cosine. 
Therefore, the values of parameters p, w, s, h, and d 
should be limited to an acceptable range in the Newton’s 
iterative process. In order to obtain a stable iterative 
process, the parameters p, w, s, h, and d are automatically 
checked and set to 0.75�2<p<��2, 0.1�2<w<�"#��2, 
0.03�2<s<�"#��2, 0.03�2<h<�"#��2, and 0.4�2<d<�"#$�2 
in each iteration, respectively: 
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The partial derivatives of resonant frequencies f1 and 
f2 with respect to each of the parameters can be obtained 
by the following two equations: 

3
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1 1 1 1
1 ( ) ( ),

4i i i

f C LL C L C
A π A A
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 (29) 

3
2 2 22

2 2 2 2
1 ( ) ( ),

4i i i

f C LL C L C
A π A A

�   
� � �

   
 (30) 

where A1=p, A2=w, A3=s, A4=h, and A5=d. The partial 
derivatives of inductances and capacitances L1, L2, C1,
and C2 are with respect to each of the parameters p, w, s,
h, and d as shown in APPENDIX. 

IV. VALIDATION OF LEAST-SQUARE 
CURVE FITTING 

In order to validate the least-square curve fitting 
technique, dimensions of six Jerusalem-cross grids with 
thin, infinitely long, and perfectly conducting strips 
listed in the literature [38] are checked by the proposed 
technique. Simulation results of transmission for six 
Jerusalem-cross grids generated by the least-square 
curve fitting technique are studied by the commercial 
software package HFSS. Comparisons of two specific
resonant frequencies f1 and f2 obtained by the least-
square curve fitting technique, improved empirical 

model [38], and measurement [38] are listed in Table 1.
Obviously, the six sets of dimensions obtained by the 
improved empirical model are different from those 
obtained by the least-square curve fitting technique. But 
it is found that simulation results of the resonant 
frequencies f1 and f2 for the six sets of parameters 
generated by the least-square curve fitting technique 
make a good agreement with those obtained by the 
empirical model and measurement available in the 
literature [38]. Table 1 illustrates that the set of 
dimensions of a Jerusalem-cross grid for any specific 
dual resonant frequencies f1 and f2 is not unique. Table 2 
shows the comparison of computational time obtained by 
the least-square (LS) curve fitting technique and HFSS 
implemented with genetic algorithm (GA) [41] for 
design of Jerusalem-cross parameters in a personal 
computer. It is illustrated that the proposed method 
provides a fast solution for design of Jerusalem-cross 
parameters. The frequency responses of transmission of 
the six Jerusalem-cross grids, their dimensions obtained 
by the least-square curve fitting technique, are also 
shown in Figs. 3-8. These Jerusalem-cross grids have a 
transmission of more than -30 dB at resonant frequencies 
f1 and f2. The average bandwidths obtained at resonant 
frequencies f1 and f2 are more than 12% with a 
transmission of -10 dB. 

Table 1: Comparisons of resonant frequencies f1 and f2 obtained by the least-square (LS) curve fitting technique (Figs. 
3-8), improved empirical model (IEM) [38], and measurement (M) [38] for different Jerusalem-cross grids for normal 
wave incidence 

No.

Dimensions (mm)
[38]

Dimensions (mm)
(LS) f1 (GHz) f2 (GHz)

p w d h s p w d h s M
[38]

IEM 
[38]

LS M
[38]

IEM 
[38]

LS

1 5.82 0.8 4.05 0.4 0.3 7.05 1.06 3.63 0.23 0.24 14.1 14.0 14.9
(Fig. 3) 41.5 42.7 40.5

(Fig. 3)

2 5.82 0.8 4.6 0.42 0.27 7.11 0.82 3.9 0.73 0.28 12.8 12.8 12.6
(Fig. 4) 38.3 38.0 37.6

(Fig. 4)

3 6.5 0.9 4.95 0.3 0.21 7.86 0.92 4.5 0.86 0.3 11.6 11.3 10.9
(Fig. 5) 33.7 34.2 33.6

(Fig. 5)

4 5.84 1.42 4.5 0.32 0.38 5.96 0.82 3.70 0.39 0.53 17.3 17.0 17.0
(Fig. 6) 43.0 41.8 41.9

(Fig. 6)

5 6.3 1.18 4.8 0.39 0.41 6.7 0.94 4.15 0.41 0.40 14.3 14.2 14.5
(Fig. 7) 38.3 38.2 37.4

(Fig. 7)

6 5.98 1.18 4.6 0.42 0.38 7.00 1.0 3.75 0.35 0.34 14.9 15.0 14.8
(Fig. 8) 40.1 40.0 40.1

(Fig. 8)
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Fig. 3. The frequency response of transmission of the 
sample No. 1 listed in Table 1. 
 

 
 
Fig. 4. The frequency response of transmission of the 
sample No. 2 listed in Table 1. 
 

 
 
Fig. 5. The frequency response of transmission of the 
sample No. 3 listed in Table 1. 
 

 
 
Fig. 6. The frequency response of transmission of the 
sample No. 4 listed in Table 1. 
 

 
 
Fig. 7. The frequency response of transmission of the 
sample No. 5 listed in Table 1. 
 

 
 
Fig. 8. The frequency response of transmission of the 
sample No. 6 listed in Table 1. 
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Table 2: Comparison of computational time obtained by 
the least-square (LS) curve fitting technique and HFSS 
implemented with genetic algorithm (GA) for design of 
Jerusalem-cross parameters 

V. JERUSALEM-CROSS SLOTS 
In order to improve EM transmission, aperture types 

of FSSs may be used to provide a better signal 
transmission at specific frequencies while also providing 
an isolation capability for unwanted EM noises. With all 
conducting and non-conducting areas interchanged, a 
Jerusalem-cross slot (a complementary Jerusalem-cross 
grid) can be used to reverse the transmission and 
reflection coefficients of the Jerusalem-cross grid [38]. 
We arbitrarily specify two pairs of dual resonant 
frequencies of (2.45, 5.8) and (3.96, 7.92) GHz to design 
two Jerusalem-cross slots by the least-square curve 
fitting technique. The Jerusalem-cross slots are 
constructed on a copper foil with a thickness of 0.05 mm. 
The specific frequencies of (2.45, 5.8) and (3.96, 7.92) 
GHz are in the Bluetooth (2.4-2.48 GHz), wireless local 
area network (IEEE802. 11a, upper band 5.725-5.825 
GHz), and ultra-wideband (low-frequency band 3.168-
4.752 GHz and high-frequency band 6.336-9.504 GHz) 
applications. Simulation results of reflection at 
frequencies (2.45, 5.8) and (3.96, 7.92) GHz will be 
investigated by checking the reflection with better than 
10 dB return loss for the two Jerusalem-cross slots. The 
simulation results of frequency response of reflection 
will also be checked by measurement data. Measurement 
data of reflection of the two Jerusalem-cross slots are 
obtained by using an Anritsz37369C Vector Network 
Analyzer and a pair of horn antennas operating at 
frequencies of 1-18 GHz as shown in Fig. 9. The 
frequency responses of reflection of the first and second 
Jerusalem-cross slots with parameters (p=40.0 mm, 
w=5.4 mm, s=4.5 mm, h=2.1 mm, d=29.0 mm) and 
(p=28.5 mm, w=5.6 mm, s=3.8 mm, h=1.2 mm, d=21.6 mm) 
are shown in Figs. 10 and 11, respectively. From Figs. 
10 and 11, it is shown that simulation results of 
frequency responses of reflection make a good 
agreement with those obtained by measurements. Figure 
10 shows that the first Jerusalem-cross slot has a 
reflection of more than -30 dB at frequencies of 2.45 and 
5.8 GHz. Simulation and measurement results of 
bandwidths at frequencies of 2.45 and 5.8 GHz have an 
average value of 15% with a reflection of -10 dB. From 
Fig. 11, the second Jerusalem-cross slot has a reflection 

of more than -40 dB at frequencies of 3.96 and 7.92 GHz. 
Simulation and measurement of bandwidths at 
frequencies of 3.96 and 7.92 GHz have an average value 
of 14.5% with a reflection of -10 dB. These bandwidths 
are enough to effectively transmit the Bluetooth, wireless 
local area network, and ultra-wideband signals. 

Fig. 9. Measurement setup. 

Fig. 10/ The frequency response of reflection of the first 
Jerusalem-cross slot. 

Fig. 11. The frequency response of reflection of the 
second Jerusalem-cross slot. 

No. LS HFSS with GA
1 3 s 1 day 7 hr 27 m 21 s
2 8 s 2 day 18 hr 28 m 13 s
3 6 s 3 day 16 hr 45 m 17 s
4 13 s 4 day 13 hr 24 m 49 s
5 4 s 1 day 19 hr 14 m 29 s
6 9 s 3 day 23 hr 58 m 38 s
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VI. CONCLUSION 
In this paper, we propose the least-square curve 

fitting technique to quickly obtain optimum values of 
geometrical parameters of a dual-band Jerusalem-cross 
grid with thin, infinitely long, and perfectly conducting 
strips. Based on circuit model, the least-square curve 
fitting technique can provide a quick and accurate design 
of a dual-band Jerusalem-cross grid for arbitrarily 
specifying any dual resonant frequencies. The validity of 
the proposed technique has been checked by comparing 
two specific resonant frequencies f1 and f2 with those 
obtained by the improved empirical model and 
measurement method. The proposed method provides a 
fast solution for design of Jerusalem-cross parameters. 
The proposed technique can also be used to optimally 
design a dual-band Jerusalem-cross slot for arbitrarily 
specifying any two resonant frequencies. However, the 
proposed technique presented in this paper does not 
include the substrate. It is expected that the presence of 
the dielectric substrate will shift the resonant frequencies 
downwards. In the future works, the shifting factor will 
be further studied on the transmission and reflection of 
an energy-saving glass coated with a metallic oxide layer 
on one side of ordinary float glass which is widely used 
in modern building. 
 

APPENDIX 
This Appendix illustrates the partial derivatives of 

inductances and capacitances L1, L2, C1, and C2 with 
respect to each of the parameters p, w, s, h, and d as 
following: 
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Abstract ─ The paper investigates the effect of pole arc 
skewing in synchronous reluctance machine on its torque 
ripple. To do this, the machine’s reluctances are 

calculated by using winding function approach (WFA). 
A numerical-based method is proposed for modeling the 
machine’s dynamic equations. The effect of rotor 

skewing and the winding type (single-layer or double 
layer) on the machine’s behavior and torque ripple are 

investigated. The results show that skewing the rotor is
significantly effective in double-layer winding case and 
it is not a proper idea for machine with single-layer 
winding. The proposed method is capable of studying the 
voltage-fed machine’s behavior which is common in 

reality in comparison with current source-fed machine. 
Also, shorter calculation time and capability of studying 
parameter sensitivity are other advantages of the 
proposed method in comparison with finite element 
method (FEM). 

Index Terms ─ Air-gap function, rotor skewing, slot 
opening, winding function. 

I. INTRODUCTION 
The synchronous reluctance machine (SynRM) has 

been widely employed in industry such as high speed 
applications and vehicular technology. Besides having 
high efficiency, these motors have working ability in 
variable frequency conditions. In many researches, the 
torque produced by the SynRM is supposed smooth; 
however, a real machine has some torque/current ripples 
due to some effects including slot opening and also 
limited slot numbers which make the winding function 
and magneto-motive force (MMF) non-sinusoidal. In 
this paper, by using winding function approach (WFA), 
rotor skewing, pole arc changing and also winding 
chording are analyzed in order to reduce the torque 
ripple. The WFA is a powerful tool for electrical 
machine modeling which has some advantages in 
comparison with FEM [1]-[4]. In [1], using WFA, the 
pole skewing is addressed for torque ripple reduction in
SynRM. The machine performance is studied in both 
single and double-layer winding case. Lubin, et. al., have 

modeled a 4-pole SynRM using both FEM and WFA and 
the results have been compared [2]. In both mentioned 
references, the three-phase sinusoidal current source has 
been used as power supply which is not usual in reality.
In [2], only a single-layer winding machine has been 
modeled by FEM and WFA, and the pole skewing is not 
considered in investigations. However, in [1], the pole 
skewing effect in double-layer winding machine has 
been presented. In the mentioned references, the 
machine performance has not been studied in voltage 
feed conditions. The synchronous machine has been also 
modeled in some researches for behavior studying and 
fault detection. In [3], using WFA, eccentricity fault 
effect has been addressed by Jocsimovich, et. al.; 
however, slot opening effect has not been considered in 
modeling. In another work, eccentricity fault have been 
studied by Faiz, et. al., for induction machine using 
WFA; however, only two simple windings have been 
considered and ideal air-gap function has been used [4].
In [5], WFA has been used for dynamic eccentricity fault 
diagnosis. In [6], the effect of slot and pole combination 
has been addressed for performance analysis of tooth-
coil synchronous machine by winding harmonic 
spectrum analysis. In this reference, the slot opening 
effect has not been considered. In [7], by simplifying the 
model (which reduces the accuracy of the results) and 
considering some damper bars for the machine and using 
electromagnetic equations, fault detection has been 
discussed. By taking in to account suitable design 
modifications, such as multiple flux barriers, axially 
laminated anisotropic rotor instead of regular induction 
motor rotor, the poor power factor of the SynRM has 
been improved [8]-[11]. Although, ideal machines can 
be modeled by using classical approaches such as dq
transformation, these kinds of modeling ignore all the 
space harmonics; therefore, they are not suitable for 
exact studying of the real machines [12]. In modeling of 
the real machine, the effects such as slot openings and 
distributed winding functions should be considered in 
the air-gap function. The latter is very important for 
eccentricity fault detection. Considering the above-
mentioned facts, an advanced method should be used for 
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space harmonics analysis and eccentricity fault detection 
instead of the classical methods [13]-[16]. 

In this paper, a sample SynRM is modeled using 
WFA and inductance calculations in cases of skewed and 
un-skewed rotor are done. Then, to compute the currents, 
torque, etc., an iteration-based numerical method has 
been proposed for modeling of the machine’s dynamical 

equation. The proposed method gives different results in 
comparison with those appeared in [1]. 

The results show that the skewing is an effective tool 
for torque ripple reduction in both single and double-
layer windings; however, in single-layer winding, the 
reduction of torque ripple is not considerable. By 
applying a three phase sinusoidal current to the stator 
winding as done in [1], it is shown that the torque ripple 
is considerably reduced due to rotor skewing. Due to the 
fact that the motor is supplied by voltage source in 
reality, the latter is investigated in this paper which 
shows different results in comparison to [1], in which the 
machine has been fed by current source, especially in 
case of single-layer winding. 
 

II. PROBLEM DEFINATION 
Torque ripple calculation of a three-phase four-pole 

SynRM is considered in this research (Fig. 1) which has 
been studied in [1] with the same structure. Stator has 36 
slots where three slots have been assigned for each pole 
per phase. As shown in Fig. 1, the stator reference 

 is supposed in the center of the phase ‘A’ winding, 

while the rotor reference  is set to the maximum 
air-gap length. Supposing the number of turns per pole 
per phase to be Ns, there exists the number of Ns/3 turns 
in each slot in single-layer winding and the number of 
Ns/6 turns in each slot in double-layer case. Clearly, the 
multi-layer winding reduces space harmonics produced 
by distributed windings; however, it has not any effect 
on the harmonics produced by the number of the slots 
and also slot openings. In [1], pole skewing has been 
proposed for reduction of space harmonics which is 
reconsidered in this paper to obtain extended results. The 
pole skewing is shown in Fig. 2. Calculations will be 
done for different scenarios to obtain extended results 
and the latter will be compared with the results in [1]. 
The machine parameters are shown in Table 1. In the 
following section, some phenomena involved in the 
dynamic modeling of the machine, are discussed. 
 

III. MODELING OF THE SLOT OPENING 
AND THE POLE SALIENCY 

One of the non-ideal features of a real machine is 
slot opening geometry. The proper function should be 
defined for rotor poles and slot opening for accuracy of 
the modeling. Geometrical structure of rotor poles and 
stator slots are shown in Fig. 3. 
 

A. Rotor’s poles 
Referring to geometric parameters shown in Fig. 3, 

the rotor pole saliency for one of the inter-polar-gap can 
be written as [2]: 

for , 
(1) 

where all angles are mechanical as shown in Fig. 3 and r 
is the inner radius of the stator. Since the rotor has 4 
poles, the gap function of these poles can be 
mathematically modeled as: 

, (2) 
 

 

(3) 

In the above equations,  and . 
 

 
 
Fig. 1. The SynRM structure. 
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Fig. 2. Illustration of pole skewing. 

Table 1: Geometrical and electrical specifications of the 
machine [1] 
Symbol Parameter Value

Turns per pole 90
Pole saliency 45o (un-skewed)

Rs Winding resistance 2 Ω
Angle of slot 

opening 3o

Air-gap 0.26 mm
Yn Windings connection Star grounded

Stator radius 4.5 cm
Machine length 15.5 cm

Leakage inductance 1 mH
b0,b1 Slot width properties 2.97, 7.51 mm
h0,h1 Slot depth properties 3.71, 3.51 mm
Nslot Number of slots 36
P Number of poles 4

Slot pitch 10°

Fig. 3. Geometrical structure of rotor poles and stator 
slots. 

B. Slot opening modeling 
The slot opening for a half-gap can be written as 

follows [2]: 
=

,

for   

(4)

(5)
The gap function for slot openings can be modeled as: 

, (6)

(7)
Using the above equations and considering that the 

stator has 36 slots, we can wright: 
For single-layer winding: 

, (8-a)
For double-layer winding: 

(8-b)

C. Total air gap function 
The total air-gap function consists of three parts 

including slot openings, rotor saliency and conventional 
air-gap which can be written as follows: 

, (9)
where  is the constant air-gap between the stator teeth 
and rotor saliency and also . So, as it is
seen in (2)-(9), the air-gap is a function of pole skewing 
( ), mechanical rotor position ( ), and also 
mechanical angle of stator ( ). The air-gap function for 
stator slot and rotor saliency is plotted in Fig. 4 for a 
sample case with 22.5 degrees skewing. 

(a) 

(b) 

Fig. 4. Illustration of air-gap functions considering 
: (a) 2-D scheme of rotor saliency and slot 

opening, and (b) 3-D scheme of rotor poles saliency. 
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IV. WINDING FUNCTION 
Sinusoidal winding function is an ideal feature of 

the machine that is not sufficient for exact modeling 
purposes. In fact, limited number of slots is one of the 
real factors that cause winding and MMF functions to be 
non-sinusoidal. It should be noted that a 4-pole machine 
with 36 slots and 90 turns per pole is equivalent to a 
machine with 30 turns per slot in single-layer and 15 
turns per slot in double-layer winding. Now, the winding 
function for phase ‘A’ (NA(θs ), is shown in Fig. 5 (a), 
which is obtained by considering Fig. 6 (b). Clearly, the 
winding function for phases ‘B’ and ‘C’ are obtained 
similar to phase ‘A’ with 120 and 240 degrees phase 

shift, respectively. The winding function shown in Fig. 5 
(a) will be used for modeling in next sections [1]-[5] and 
[17]. 
 
V. INDUCTANCE COMPUTATION BY WFA 

Considering , winding function 
approach is used to calculate the machine’s inductances 

as written in (10) (the winding functions used for 
calculations are shown in Fig. 5 (a)): 

 

 
(10) 

Using the above equation for different  values 
( ), the inductance matrix is calculated as: 
 

 
LAA θm LAB θm LAC θm

LAB θm LBB θm LBC θm
LAC θm LBC θm LCC θm

 (11) 

In (10), ),,( xf ssg %%  is the air-gap function which 
consists of three parts including rotor poles (fr), slot 
opening (fs) and conventional air-gap ( ), as written in 
(9). The instantaneous machine torque is calculated as 
follows: 

 (12) 
In which, L is the machine’s inductance matrix as 

written in (11), superscript T denotes the transpose of the 
matrix and i is the currents vector of stator’s windings 

which is given as follows: 
 (13) 

 

It is important to note that a proper procedure should 
be employed for modeling and computing of the 
machine’s variables such as currents, fluxes, etc., when 
a three-phase power is applied. Using current source as 
input of the machine does not model the real behavior of 
the latter. So, the machine’s performance will be 
different in comparison with the real performance. Thus, 
a proper dynamic model for machine to calculate the 
currents and torque is necessary. 
 

 
 (a) 

 

 
 (b) 
 
Fig. 5. (a) Winding function of phase ‘A’ in single  
and double-layer winding, and (b) slot-winding 
configurations. 
 

VI. DISCRETE MODEL OF SynRM 
To investigate the performance of the SynRM in 

steady state, we use the dynamic model of the machine. 
Neglecting the core losses, the motor’s equations can be 

written as: 
, (14) 

, (15) 

, (16) 

.
, (17) 

, (18) 

, (19) 

 (20) 
As being step time, equations (16) and (19) can 

be used for derivation. Considering (14)-(16), the 3- 
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phase currents is computed by (17). Equations (19) and 
(20) can be used for torque computation in (12). It should 
be mentioned that the accuracy of the model depends on 
the value of . In (14), R is the stator resistance matrix 
which is defined as: 

(21)
In which, Rs is the stator winding resistance. Also, 

in equations (14)-(17), ( )λ t  and )(tv  are the stator flux 
and voltage vectors which are defined as: 

(22)

VII. RESULTED AND DISCUSSION 
In this section, the torque ripple is calculated in 

various scenarios. At first, as in [1], a three-phase 
sinusoidal current source is applied to the motor with 
single-layer winding in skewed and un-skewed cases and 
the torque ripple is calculated. Then, for the same motor 
with single-layer winding, in both skewed and un-
skewed cases, a three-phase sinusoidal voltage is 
applied. The results are compared with those in [1]. It is 
shown that different results are obtained in voltage-
source case in comparison with the current-source case. 
Finally, the same calculations are done for the motor 
with double-layer winding. 

Phase ‘A’ self-inductance and mutual inductance 
between phases ‘A’ and ‘B’ of the machine in both 

skewed and un-skewed cases for single and double-layer 
winding are shown in Fig. 6. There are two kinds of 
harmonic components in inductances due to slot 
openings and distributed winding which have high and 
low order components, respectively. It is seen in Fig. 6 
that the high frequency components have been 
eliminated due to pole skewing. Moreover, the low 
frequency components are reduced in case of double-
layer winding. In fact, the slot opening effects have been 
eliminated due to pole skewing which can reduce the 
produced torque ripple. 

Fig. 6. The machine’s inductances in single and double-
layer winding, in skewed and un-skewed cases. 

A. SynRM with single-layer windings 
The machine with single-layer winding in skewed 

and un-skewed cases is simulated in this sub-section. 
The skewing angle is chosen  in skewed case 
and a 50 Hz three-phase 2A current source is applied to 
the motor: 

2 ,

2 ,

2 .

(23)

The rotating speed is considered equal to 
synchronous speed which is 1500 RPM in 50 Hz power 
supply frequency. Moreover, the  value is considered 

 to obtain the maximum average torque during 
simulation which is equal to 2.7 N.m. The output torque 
is calculated in both skewed and un-skewed cases. The 
results are illustrated in Fig. 7. It is seen that the torque 
has less ripple due to pole skewing. These calculations 
have been also carried out in [1] and [2] and the same 
results have been exactly obtained. Similar calculations 
have been done by applying the following three-phase 
voltages as input of the machine: 

95 ,

95 ,

95 .

(24)

The machine torque in both skewed and un-skewed 
cases are illustrated in Fig. 8. It should be mentioned that 
the value of the voltage source is considered 95 V to 
obtain the average torque of 2.7 N.m. with tuned  value. 
This causes the machine’s performance to be similar to 

that with 2A current source power supply. 
As it is seen in Fig. 8, the pole skewing has not 

considerable effect on the torque ripple in voltage source 
case. The current waveform is also shown in Fig. 8. It is 
clear that the current has some significant harmonic 
components because of non-sinusoidal winding function 
in single-layer case. In fact, the reason for this 
phenomenon is the limited slot numbers for winding 
distribution. 

Fig. 7. Output torque in skewed and un-skewed cases 
with sinusoidal current source (single-layer winding). 

0 45 90 135 180
0.03

0.18

L A
A

 (
H

)

 

 
A sample self inductance

Un-skewed, single layer
Un-skewed, double-layer

Skwed (�
sk

=10o), single layer

Skwed (�
sk

=10o), double-layer

0 45 90 135 180
-0.16

0.05

%
m

 (Mech-Deg)

L A
B

 (
H

)

A sample mutual inductance

0 45 90 135 180

0.5

2.5

3.25

4.25

%
m

 (Mech-Deg)

O
u
tp

u
t 

T
o
rq

u
e
 (

N
.m

)

Torque carve in both skewd and un-skwed cases with sinusoidal current power supply 

 

 

Un-skewd

Skewd with �
sk

=10o

735 ACES JOURNAL, Vol. 30, No. 7, July 2015



 

 
 
Fig. 8. Output torque and current waveform in skewed 
and un-skewed cases with sinusoidal voltage source 
(single-layer winding). 
 
B. SynRM with double-layer winding 

In this sub-section, the torque calculation for 
double-layer winding is performed. Figure 9 shows the 
output torque of machine with current source input. 

In this case, a significant reduction is seen in the 
torque ripple. Exactly, the same results have been also 
reported in [1]. Comparing to Fig. 7, which has been 
obtained for single-layer winding, less torque ripple is 
produced in case of double-layer winding. Since, in 
reality, the voltage source power is usually supplied to 
the motor, (24) is considered as an input. The output 
torque and stator currents have been obtained for this 
case which is shown in Fig. 10. As it is seen in this figure, 
significant reduction in torque ripple is obtained in case 
of pole-skewed double-layer winding. This result has not 
been obtained in single-layer winding with voltage 
source power supply. As shown in Fig. 10, the machine’s 

current has much less harmonic components than single-
layer winding (see Fig. 8). In fact, the pole skewing is an 
effective tool for torque ripple reduction, only in cases 
that the machine currents have low harmonic 
components due to more slot numbers for each pole. In 
order to make better comparison, more results in 
different cases have been obtained which are listed in 
Table 2. As it is seen in the table, in current source case, 
the pole skewing has significant effect on the torque in 
both single and double-layer winding machine (about 
80% reduction is seen in torque ripple); however, there 
is only 27.5% reduction in the torque ripple in voltage-
fed single-layer winding machine. Also, in voltage-fed 
double-layer winding machine, the pole skewing reduces 
the torque ripple 84%. 

Considering the results of Table 2, the effect of pole 
skewing on the torque ripple reduction can be 
summarized as follows: 

� For sinusoidal current source-fed SynRM, the pole 
skewing significantly reduces the torque ripple in 
both single and double-layer winding cases. The 
ripple reductions in single and double-layer winding 
are 80.5% and 79%, respectively. 

� For sinusoidal voltage source-fed SynRM, the pole 
arc skewing has not significant effect on the torque 
ripple reduction in single-layer winding case. This 
fact is due to generated harmonic components in the 
machine currents which are because of the produced 
space harmonics by the non-sinusoidal winding 
function. In this case, only 27.5% reduction is seen 
in the torque ripple. 

� As an important result, the pole skewing improves 
the torque ripple just for the machines with 
sinusoidal winding function which can be obtained 
by multi-layer winding or more stator slot 
numbering. 

� As another result, since in reality, the machine is 
supplied by voltage source, the pole arc skewing is 
an effective method for the SynRMs with the 
winding function having low harmonic components. 

 

 
 
Fig. 9. Output torque in skewed and un-skewed cases 
with sinusoidal current source (double-layer winding). 
 

 

 
 
Fig. 10. Output torque and stator current in skewed and 
un-skewed cases with sinusoidal voltage source (double-
layer winding). 
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Table 2: Torque ripple improvement due to pole skewing and double layer winding 
Current Source Voltage Source

Winding Layers 1 1 2 2 1 1 2 2
Average Torque (N.m) 2.8 2.8 2.1 2.1 2.8 2.8 2.5 2.5

Torque Ripple (%) 139 27.1 138 29.2 1428 1035 247 39.8

Torque Ripple Reduction (%) 80.5 79 27.5 84

VIII. VALIDATION OF THE RESULTS 
As it is known, to analyze electrical machines, the 

finite element method (FEM) is an established method 
among researcher [1]-[4], [18]-[20]. In this section, a 3-
D FEM is employed to evaluate the precision of the 
proposed method. The single-layer winding SynRM with 
un-skewed and 10◦ skewed poles is simulated in 
ANSOFT/Maxwell environment.  value has been tuned 
to obtain average torque of 0 N.m for no-load condition 
in both FEM and proposed modeling method. It should 
be mentioned that the rotational speed has been 
considered as synchronous speed (1500 RPM) in 
simulations. The machine structure in Maxwell 
environment is shown in Fig. 11. The calculation of 
voltage-fed non-skewed SynRM torque in no-load 
condition has been done by the proposed method and 
compared with the results of the FEM. The results are 
presented in Fig. 12. The same calculations have been 
done for 10◦ skewed poles SynRM. The results are 
illustrated in Fig. 13. It is seen in these figures that the 
results obtained by the analytical calculations are close 
enough to the results of the FEM, validating the proposed 
method. 

Fig. 11. Machine model in Maxwell environment. 

Fig. 12. Comparison of the proposed method with 3-D
FEM for no-load voltage-fed machine in un-skewed 
case. 

Fig. 13. Comparison of the proposed method with 3-D
FEM for no-load voltage-fed machine in skewed case. 

IX. CONCLUSION 
In this paper, a numerical discrete-time method has 

been introduced to model SynRM in voltage-fed 
condition. An exact analytical method is proposed to 
calculate the currents and the torque of the motor. The 
proposed method has a simple procedure and can be 
applied to all other machines. According to the obtained 
results, it was shown that the pole skewing of SynRM 
has significant effect on the torque ripple reduction in 
double-layer winding machine which has lower 
harmonic components compared to single-layer
winding. So, it is shown that the pole skewing is an  
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effective tool just in case that the winding function has 
low harmonic components which lead to semi-sinusoidal 
current. This case can be obtained by multi-layer 
windings or more slot numbers per pole. The machine 
has been simulated by 3-D FEM and the obtained results 
validate the accuracy of the proposed method. 
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Abstract ─ In this paper, the IEM2Mc (integral 
equation model for second-order multiple s and 
complex-permittivity scattering media) model is 
modified in two aspects in bistatic scattering. Firstly, 
the full forms of the surface current terms in the 
Kirchhoff surface fields are reserved. Secondly, a 
transition function is used to estimate the Fresnel 
coefficients instead of the original expression. The 
simulating results of the improved IEM2Mc are 
compared with those of small perturbation method 
(SPM), Kirchhoff model (KA), and method of moment 
(MoM) for random rough surfaces scattering problems.
It is shown that the improved IEM2Mc provides better 
predictions than the original form, especially for the 
large incident or scattering angle. 

Index Terms ─ Bistatic scattering, IEM2M, IEM2Mc, 
KA, rough surface, SPM. 

I. INTRODUCTION 
IEM (integral equation model) is a widely used 

analytical model for the electromagnetic wave 
scattering in microwave remote sensing. The original 
IEM was proposed by Fung [1] based on the 
approximation for the integral equations described by 
Poggio and Miller. The further studies focus on 
removing the simplification in IEM to improve the 
accuracy. IEMM [2] comprises the multiple scattering 
effects by including the full form of the spectral 
representation of the Green’s function (the effect of 

upward and downward waves on the surface fields). 
However, the IEMM doesn’t handle the single 
scattering. Full form of the spectral representation of 
the gradient of the Green’s function appears in the 

IEM2M model [3] and the advanced IEM model 
(AIEM) [4] for solving surface scattering problems. 

However, both IEM2M and AIEM fail to deal with 
scattering from rough surface of complex-permittivity 

media. An error function related terms for the cross and 
complementary scattering coefficients are introduced 
by Du [5] to deal with scattering from rough surfaces of 
complex-permittivity media. Also, Alvarez-Perez [6] 
extends IEM2M to IEM2Mc for complex-permittivity 
scattering media based on a full 3D expansion of the 
outgoing spherical wave. Because of the full 3D 
expansion of the outgoing spherical wave, IEM2Mc in 
[6] is much simpler than the method in [5]. 

In the IEM2Mc, the expressions of the surface 
fields neglect the sum of horizontal and vertical Fresnel 
reflection coefficients. This neglection may bring about 
erroneous results at the bistatic configurations, 
particularly when the incident or scattering angle is 
large. Besides, in the emissivity calculations, this 
neglection may also produce unacceptable prediction, 
since the error will be accumulated by integrating all 
the scattering power over the half-space. 

In this paper, the sum of horizontal and vertical 
Fresnel reflection coefficients in surface current 
expressions is added and a transition function is applied 
here to predict the Fresnel reflection. The newly 
derived IEM2Mc is verified by comparing the results 
with the SPM, KA, and MoM. The simulating is made 
on rough surfaces with small or moderate heights. In 
Section II, the scattered fields at the far zone, the 
scattered incoherent power and the scattering 
coefficients are specified. In Section III, the improved 
part of IEM2Mc is illustrated. Numerical simulations 
and comparisons with other methods are provided in 
Section IV. Finally, our conclusion is presented in 
Section V. 

II. THE FORMULAS OF THE SCATTERING 
PROBLEM 

Here we consider an incident plane wave 
impinging upon a rough surface from medium 1 to 
medium 2. The incident electric and magnetic fields  
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are: 
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where ^p  is the unit polarization vector; ik^  is the unit 
vector in the incident direction; E0 is the amplitude of 
the electric field; η1 is the intrinsic impedance of 
medium 1; ^

1 ,ik k k
(
� k is the wave number. 

The equations for the surface tangential fields are:
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where k 1 1;k ω ε μ� G1 is the Green function in 
medium 1; η1 is the intrinsic impedance of medium 1; 

'
)
n  and ''

)
n  are the unit normal vectors to the surface; 
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	En  and ''
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	Hn  are the total tangential fields on 
surface in medium 1.

In IEM2Mc, a full 3D spectrum of the Green 
function is used instead of the Weyl representation of 
the Green function. The corresponding expression can 
be written as: 
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The gradient of the Green function is given by: 
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Because of the full 3D spectrum of the Green 
function, the damped waves originating inside a lossy 
medium or the evanescent waves in non-lossy medium 
can be evaluated. 

The far-zone scattered fields are calculated in terms 
of surface fields. The far-zone scattered fields in the 
medium above the rough surface are derived according 
to the Stratton-Chu integral. It is divided into the 
Kirchhoff field and the complementary field: 
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In equation (7), the incident polarization is denoted 
by p and the receiving polarization by q. The incident 
polarization (p) could be horizontal polarization (h) or 
vertical polarization (v), and so is the receiving 
polarization (q):
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the polarization vector. 
The expression of the Kirchhoff field is: 
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The Kirchhoff components will not be affected by 
the introduction of the full 3D Green function. The 
complementary field can be obtained in conjunction 
with a spectral representation for the Green’s function 
and its gradient: 
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According to the new expression of the scattered 
field, the average incoherent power is obtained. In the 
original IEM2Mc, the Kirchhoff incoherent power is 
the same as that given in IEM2M. The cross incoherent 
power is: 
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where 
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W(n)( ) is the Fourier transform of the nth power of the 
normalized surface correlation function. 

The complementary incoherent power is: 

 

]}.),(

),(

),(),(

[

''''''''''''''

'''{}/1Re{
2

||

}Re{}/1Re{
2
1

)''''()''''(

)'''()'''(

)''''(

)'''()'''()''''()]'''()'''([

)]''''()''''([)]''''(')''()''''(')'''([

2,1,
147

2
0

1

4

6

21

	21�

2	

1

	

	�

2211�21�

((
0���

((
���

((
0

((
��

�������

�����������

�

00

*

! *

sin
qp

zziwzkzki

sim
qp

zziwzkzki

sin
qp

sim
qp

zziw

zziwzzikzzikyykxxki

yykxxkiyyvyyvxxuxxui

vv
s

nm
R

sc
qp

sc
qp

sc
qp

sc
qp

c
qp

kkFee

kkFee

kkFkkFe

eeee
ee

dydxdydxdydxdydx

dwdvdvdwduduKE

EEEES

vvzsz

zsz

v

v
zsz

vyv
x

sysxvv

+
�

+

 

(16) 

The scattering coefficient of the complementary 
term is: 
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The scattering coefficients are obtained by: 
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A more compact form is written as follows by 
extracting the single-scattering terms out of the cross 
and complementary terms and putting them together 
along with the Kirchhoff term: 
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III. IMPROVED PARTS FOR IEM2MC 
In this section, new surface field coefficients are 

derived by keeping the full forms of the surface current 
terms in the Kirchhoff surface fields. Then, the 
transition function is applied to predict the Fresnel 
coefficients. 

A. Surface field coefficients 
The estimates of surface fields are the sum of the 

Kirchhoff and complementary fields. They are related 
to the scattering coefficients by fqp and Fqp coefficients. 
In the original IEM2Mc, the terms of the surface fields 
neglect the sum of horizontal and vertical Fresnel 
reflection coefficients. Here, in the improved IEM2Mc,
the complete form of the surface fields are applied to 
calculate fqp. The fqp coefficients with the sum of 
horizontal and vertical Fresnel reflection coefficients [7] 
are: 

,')]')((

))('()')()[()((

')]'()1()'()1[(

^^^^

^^^^^^^^^^

^^^^^^

Dkntv

khdnkndhtvRR

DhnvRvnhRf

is

isishv

svsvvv

���

��������

	���	����

(28) 

,')]')((

))('()')()[()((

')]'()1()'()1[(

^^^^

^^^^^^^^^^

^^^^^^

Dkndv

kvdnknthdhRR

DhnhRvnvRf

is

isishv

shshhv

���

��������

	���	���

(29) 

,')]')((

))('()')()[()((

')]'()1()'()1[(

^^^^

^^^^^^^^^^

^^^^^^

Dkndv

kvdnknthtvRR

DhnhRvnvRf

is

isishv

svsvhv

���

��������

	���	���

(30) 

'.)]')((

))('()')()[()((

')]'()1()'()1[(

^^^^

^^^^^^^^^^

^^^^^^

Dkntv

khdnkndhdhRR

DvnhRhnvRf

is

isishv

svsvhh

���

��������

	���	���

(31) 

Substituting Equations (28)-(31) into (21), we 
obtain the newly derived ( ).n

qpI  This modification is 
made on the Kirchhoff field and there will be no change 
with the complementary fields. 

B. Transition function 
In IEM2Mc, the Fresnel coefficient is chosen with 

a posteriori method: 
.2/))()(( sRRR %% �( (32) 

This means an approximation to the first mean-
value theorem for integration together with the 
imposition of reciprocity on the scattered fields [6]. 
This approximation seems to work well in the IEM2M 
and IEM2Mc. However, when the Rv+Rh term is 
considered, the equation (32) may not derive good 
results. 

Here, the transition function which was reported in 
[8] is applied instead of the original expression. The 
transition function links the two extremes for the R(θi)
(Fresnel reflection evaluated at incident angle) and 
R(θsp) (Fresnel reflection evaluated at specular angle).
Thus, the Fresnel coefficients could be determined by a 
transition function as: 
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Sp is the ratio of the complementary term to the total 
scattering coefficients. Terms A, B, and C represent 
Kirchhoff, cross, and complementary terms, 
respectively. 

IV. NUMERICAL SIMULATION 
Since the improved model is applicable to the 

small to moderate rough surface scattering problems, 
the surface parameters for numerical simulation should 
be selected on this condition. To evaluate the scattering 
coefficients efficiently, a single-scattering expression 
(19) is applied. The single scattering coefficients have 
been widely used for surface scattering and its early 
version was already demonstrated by Macelloni’s
experiments [9] with a frequency range of 2-18 GHz. 
Besides, according to Tang’s [10] observation, the 
reflected energy for single scattering is about 95% of 
the total reflected energy for smooth surfaces with 
σ/l<0.25 (σ is RMS height, l is the correlation length) 
and is still dominant (~65%) for surfaces with an 
intermediate roughness σ/l<0.5. Thus, if the value of the 
kσ is determined in the simulation, the parameter l is 
limited to a range that σ/l is smaller than 0.25. We 
adopt some typical soil permittivity in the numerical 
simulation. For a real case, in order to match the radar 
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data, some semi-empirical calibration methods for IEM 
were required. For example, Baghdadi, et al. [11], 
replaced the measured correlation length by a 
calibration parameter corresponding to optimal 
correlation length, so that model simulations would 
closely agree with radar measurements. However, this 
is not what we consider here. In this section, the 
improved IEM2Mc was compared with the SPM, KA 
and MoM for rough surfaces in mono- and bistatic 
observation. 

Figure 1 shows bistatic scattering coefficients 
calculated by four models for Gaussian rough surface 
(kσ = 0.1, kl = 1.5) in small RMS height region. The 
incidence angle and scattering angle are θi = 30°,  
ϕi = 0°, ϕs = 30°. The simulating codes are programmed 
in Matlab and are implemented on a personal computer 
with an AMD Athlon II 3 GHz processor. The 
computation time of the original IEM2Mc and the 
improved IEM2Mc is 32.72 s and 32.92 s, respectively. 
Therefore, the computation efficiency of the improved 
IEM2Mc is almost the same as the original IEM2Mc. 
From the Fig. 1, when the scattering angle θ is larger 
than 60°, the bistatic scattering coefficients which are 
computed by SPM and original IEM2Mc drop much 
more quickly than those of the AIEM and improved 
IEM2Mc. The improved IEM2Mc are much closer to 
the AIEM. 

Figure 2 is the comparing result in KA region with 
simulation parameters: f = 5 GHz, kσ = 0.84, kl = 12.56, 
εr = 5.5+i2.2, θi = 40°, ϕi = 0°, ϕs = 0°, 180°. According 
to Fig. 2, the difference between the improved IEM2Mc 
and the original IEM2Mc becomes obvious when the 
scattering angle is large. This phenomenon verifies the 
conclusion by Wu [7], that the sum of horizontal and 
vertical Fresnel reflection coefficients is important for 
bistatic scattering when an accurate prediction is 
required. When the RMS height increases, Kirchhoff 
term will contribute more in the surface current 
expressions. Therefore, the improved IEM2Mc has a 
good agreement with KA in Fig. 2. In Fig. 3, the 
improved IEM2Mc is compared with the MoM [12] 
with kσ = 1 and kl = 6. It shows that the bistatic 
scattering coefficients calculated by the improved 
IEM2Mc are closer to those by the MoM than the 
original IEM2Mc. 

Next, we check the backscattering results between 
the improved IEM2Mc and the original IEM2Mc in  
Fig. 4. The MoM data is from Du [13]. The improved 
IEM2Mc agrees well with the MoM data than the 
original IEM2Mc, especially when the observation 
angle is large. However, both the original and improved 
IEM2Mc fail to match well with MoM at small angles  

of incidence. 
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Fig. 1. The bistatic scattering coefficients obtained with 
SPM, the original IEM2Mc and the improved IEM2Mc 
at θi = 30°, ϕi = 0°, ϕs = 30°, with rough surface kσ = 0.1, 
kl = 1.5: (a) co-polar horizontal polarization, and (b) co-
polar vertical polarization. 
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Fig. 2. Comparison of the bistatic scattering coefficients 
predicated by KA, the original IEM2Mc and the 
improved IEM2Mc at 5 GHz: (a) θi = 40° and co-polar 
horizontal polarization, and (b) θi = 40° and co-polar 
vertical polarization. 
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Fig. 3. Comparison of the bistatic scattering coefficients 
predicated by MoM, the original IEM2Mc and the 
improved IEM2Mc: (a) θi = 30° and co-polar horizontal 
polarization, and (b) θi = 30° and co-polar vertical  

polarization. 
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Fig. 4. The backscattering scattering coefficients 
obtained with MoM, the original IEM2Mc and the 
improved IEM2Mc with rough surface: (a) kσ = 0.719, 
kl = 5.03 and co-polar horizontal polarization, and (b)
kσ = 0.719, kl = 5.03 and co-polar vertical polarization. 

V. CONCLUSION 
In this paper, an improved IEM2Mc model for 

surface bistatic scattering is derived with small or 
moderated RMS height. The full forms of the surface 
current terms in the Kirchhoff surface fields are 
reserved, so that the bistatic scattering coefficients are 
more accurate and more general. Besides, the physical-
based approach with transition function to predict the 
Fresnel coefficients is proved to be better in the 
improved IEM2Mc than the posteriori method. The 
simulating results indicate that the improved IEM2Mc 
has better prediction than the original IEM2Mc, when 
comparing with SPM, KA, and MoM. 
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Abstract ─ A new planar reconfigurable wideband slot 
antenna is proposed for cognitive radio (CR) 
applications in this paper. The wideband function is 
obtained by inserting a meander ε-shaped slot in the 
rectangular radiation patch. The reconfigurable 
characteristics with frequency diversity are achieved 
using four ideal switches integrated on the meander-slot 
defected ground structure (DGS) band stop filter 
embedded in the ground plane. The design procedures, 
impedance bandwidth, and radiation patterns are 
presented for explanation and examination of this 
antenna.  The proposed reconfigurable slot CR antenna 
can work at three modes by controlling the switches at
ON and OFF states. It operates over the frequency band 
between 1.52 GHz and 2.75 GHz (bandwidth of 
57.6%), with two independent bands from 1.54 GHz to 
2.28 GHz (38.7%) and 2.28 GHz to 2.85 GHz (22.2%). 
The measured results show that it has wide impedance 
bandwidth, multimode characteristics, and 
omnidirectional radiation patterns. 

Index Terms ─ Cognitive radio (CR), defected ground 
structure (DGS), reconfigurable, reconfigurable 
meander-slot (RMS), slot antenna (SA). 

I. INTRODUCTION 
Recently, an increasing demand for antennas with 

multimode and cognitive radio (CR) operation in 
modern wireless applications with high-data-rate has 
drawn the very attention of researchers. The CR or 
software defined radio is directed to improve the 
spectral utilization by dynamically interacting with the 
RF surroundings. Sensing the surroundings may 
involve the measurement of the interference and 
communications traffic across a large part of the 
electromagnetic spectrum [1]. 

Dynamic control based on CR is usually achieved 
by incorporating switches in the antenna for 
reconfigurability. In other words, reconfigurable 
antennas with frequency diversity, which can scan the 
spectrum in a wideband mode and choose an available 
narrowband mode, provide the best solution for CRs. 

To this end, several CR antennas with complex single- 
and dual-port structure have been studied and 
investigated [2-7]. These references gave various 
methods for achieving frequency diversity using 
changing the structure of the antenna radiator or ground 
plane, defected microstrip structure bandpass filter, etc. 

In recent years, a great trend towards the design 
and implementation of a reconfigurable defected 
ground structure (DGS) where the location of the 
transmission zeros can be controlled and tuned may be 
seen from a number of authors [8-9]. DGS is realized 
by etching a certain defected pattern or slot in the 
ground plane. The reconfigurable DGS can been used 
in many applications like antennas due to their 
interesting properties in terms of size miniaturization, 
arbitrary stopbands and suppression of surface waves 
[8, 10-12]. However, still not a large amount of work 
has been presented in this domain. 

Several DGS have been proposed so far, such as 
dumbbell-shaped DGS, semicircle-shaped DGS, circle-
shaped DGS, cross-shaped DGS, spiral DGS, arrow-
head DGS, U-slot DGS, V-slot DGS, concentric ring 
DGS, MS-DGS and so on [10]. These DGSs are 
different from the quality factors (Q factors) and the 
band rejection characteristics [13]. Some of DGSs are 
already utilized in the letters as a switchable structure 
[8, 14]. In [8], a novel reconfigurable DGS unit cell on 
coplanar waveguide technology is presented. The 
presented DGS contains a number of PIN diodes on 
each side of the coplanar waveguide ground planes to 
give complete control of the number of transmission 
zeros obtained and their resonant frequencies. An UWB 
antenna with DGS and varactor for tuning the notch 
band has been studied in [14]. The varactor is loaded on 
the DGS to control the resonance frequency. 

In this article, a new slot antenna with 
reconfigurable meander-slot (RMS) DGS, which was 
previously introduced in [13], and multimode 
performances for CRs is presented. In the proposed 
structure, wideband function is provided by etching a 
slot on the rectangular radiating stub, and a multi-
resonance characteristic is obtained by using ideal 
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switches inside the MS-DGS. The reconfigurable 
characteristics by implementing ideal switches are 
already achieved in some articles [4, 15-16]. The MS-
DGS using ideal switches in this paper is designed to 
achieve reconfigurability of several stop bands. This 
reconfigurable DGS, when integrated with a wideband 
antenna, results in a frequency-agile system with a 
wideband operation when the DGS is disconnected by 
placing switches in the ON/OFF states. Good return 
loss and radiation pattern characteristics are obtained in 
the frequency band of interest. Simulated and measured 
results are presented to validate the usefulness of the 
proposed antenna structure for wireless applications. 

II. ANTENNA CONFIGURATION AND 
DESIGN 

In this section, the proposed slot antenna integrated 
with MS-DGS for CR applications is illustrated in 
detail. Design procedures are separated into three 
sections. Firstly, we will introduce the MS-DGS and its 
reconfigurability which will be integrated into the new 
slot antenna. Secondly, the slot antenna with and 
without a new slot on the radiation patch will be 
studied. Finally, we will study the proposed antenna 
integrated with reconfigurable DGS. In this study, the 
ideal switches for reconfigurability are metal bridges. 
The presence of the metal bridge represents that the
switch status is ON; in contrast, the absence of the 
metal bridge represents that the switch status is OFF. 
The simulated results are obtained by using Ansoft 
HFSS [17] based on finite element method.

A. Design and characteristic of RMS-DGS 
In microwave and electromagnetic engineering, 

hairpin filters are widely used than parallel-coupled 
microstrip filters because of its good filterable property 
and compact structure. To this end, in [13], a novel 
DGS which the authors name as MS-DGS is presented. 
It is conceptually obtained by folding the multi long 
arm-slots outwards to the U-slot DGS. The typical MS-
DGS is sketched in Fig. 1. Its defected pattern consisted 
of a U-shaped body and multi folding arms. In order to 
design a switchable DGS, four ideal switches are 
incorporated into the meander slot. The four switches 
are described as switch 1 (SW1), switch 2 (SW2),
switch 3 (SW3) and switch 4 (SW4), as shown in Fig. 1. 
In general, horizontal slots of the MS provide 
inductance effects, while vertical slots exhibit
capacitive characteristics [13]. Thus, the resonant 
frequency can be adjusted by controlling lengths of the 
meander slot. The dimension parameters of MS-DGS, 
including slot width c, w, central joint-slot length d,
arm-slot length f, and side joint-slot length e are shown 
in Fig. 1. This MS-DGS is built on a FR4 substrate 
whose relative permittivity (εr) is 4.4 and thickness (h) 
is 0.8 mm. The microstrip line on the top layer is 

designed to be 50-Ω transmission line (its width is 1.16 mm
under resonant frequency). 

Fig. 1. Sketch view of MS-DGS with defected pattern 
dimensions. 

The simulated reflection coefficient (S11) and 
transmission coefficient (S21) of the switching 
characteristics from DGS are illustrated in Fig. 2. In 
this simulation, the ideal switches are replaced with 
four metal strips with length 0.5 mm and width 0.4 mm. 
It is obvious that MS-DGS has four narrow stop bands 
with all switches OFF. The center frequency and 
number of these stop bands can be controlled by 
adjusting the MS lengths. When SW1, SW2 are ON and 
SW3, SW4 are OFF, the DGS has only one stop band 
which is near 8.6 GHz. For SW3, SW4 ON and SW1, 
SW2 OFF, the DGS has two stop bands with different 
center frequency compared to the previous situation. 
The DGS with longer length has narrower stop band 
than the DGS with shorter length at first center 
frequency. So, the switchable MS-DGS has tunable 
functions which can work in a stop band mode and 
multi stop band mode with different center frequency. 

Fig. 2. Simulated S-parameters of the RMS-DGS. 

B. Design of a novel slot antenna 
The configuration of the rectangular slot antenna 

fed by a 50-Ω microstrip line is shown in Fig. 3 (a), 
which is etched on an FR4 substrate of permittivity 4.4 
and thickness 0.8 mm. The basic antenna structure 
consists of a rectangular radiating stub with a 50-Ω 

microstrip feed line and a ground plane. The radiation 
patch and the feed line are printed on top of the 
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substrate, while the ground plane is printed on the 
bottom of the substrate. 

In this study, to design a novel antenna, a meander 
ε-shaped slot has been added to the antenna structure. 
As illustrated in Fig. 3 (b), this slot is placed in the 
center of the radiating patch and is also symmetrical 
with respect to the longitudinal direction. The slot 
excites the resonant response and also acts as a half-
wave resonant structure [18]. The meander ε-shaped 
slot creates an additional path for the surface current, 
which leads to an additional resonance, and 
consequently wider bandwidth can be produced [7]. 
 

 
 (a) 

 

 
 (b) 
 
Fig. 3. Structure of the proposed slot microstrip 
antenna: (a) side view, and (b) modified radiating patch. 
 

In this article, we start by choosing the aperture 
length Ls. We have a lot of pliability in choosing this 
parameter. The aperture length mostly affects the 
antenna bandwidth. As reduces, so does the antenna 
bandwidth, and vice versa. At the next step, we have to 
determine the aperture width Ws. The aperture width is 
approximately λs, where λs is the slot wavelength. λs 

depends on a number of parameters such as the slot 
width as well as the thickness and dielectric constant of 
the substrate on which the slot is designed. The last and 
final step in the design is to choose the length and width 
of the radiating patch L and W. A good starting point is 
to choose it to be equal to W=λm, where λm is the 

guided wavelength in the microstrip line. 

Figure 4 shows the structure of the various 
antennas used for simulation studies. Return loss 
characteristics for an ordinary rectangular antenna [Fig. 
4 (a)], with a slot in the ground plane [Fig. 4 (b)], and 
the antenna with meander ε-shaped slot in the radiating 
stub [Fig. 4 (c)] are compared in Fig. 5. It is found that 
by inserting slot in the ground plane, the antenna can 
create a wider bandwidth. Also as shown in Fig. 5, in 
this structure, the meander ε-shaped slot is used for the 
new resonance excitation function. 

As shown in Fig. 5, the impedance bandwidth is 
effectively improved by the use of slot in the ground 
plane. In addition, by inserting the meander ε-shaped 
slot on the radiating patch, the lower-frequency 
bandwidth is significantly affected and the antenna can 
create the new resonant frequency at 1.57 GHz. 
 

 
 (a) (b) (c) 
 
Fig. 4. (a) Ordinary antenna, (b) slot antenna, and (c) 
slot antenna with a new slot on radiating stub. 
 

 
 

 
Fig. 5. Simulated antennas return loss shown in Fig. 4. 
 

To design a novel wideband slot antenna, three 
modified slots are inserted in the radiating stub of the 
proposed slot antenna, as displayed in Fig. 6. Three 
such slots with different sizes are specified in as cases 
1–3. Figure 6 also shows the effects of these slots with 
different values on the impedance matching. It is found 
that by cutting the multi MS of suitable dimensions at 
the follow of ε-shaped slot, additional resonances are 
excited and hence, wider impedance bandwidth with 
multi-resonance characteristics can be produced, 
especially at the lower band. 
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Fig. 6. Simulated return loss for the slot antenna at three 
cases with various slots on radiating patch. 

C. Design of CR antenna with RMS-DGS 
Based on the studies of RMS-DGS (Section A) and 

novel slot antenna (Section B), a CR antenna has been 
proposed numerically and experimentally. 

The proposed antenna connected to a 50-Ω SMA 

connector is shown in Fig. 7. Firstly, a wideband slot 
antenna is designed. Secondly, a slot is etched in the 
radiation patch of the wideband slot antenna to produce 
wider band for covering UMTS 2100, PCS 1900, DCS 
1800, 2.4 GHz WLAN 802/11 (b & g), 2.6 GHz
WiMAX 802/16e, GPS, DMB, and DECT systems. 
Thirdly, a switchable MS-DGS is embedded in the 
proposed antenna ground plane to generate multiple 
frequency bands and controlling bandwidth for 
reducing or avoiding of systems. 

Fig. 7. Geometry of the proposed antenna. 

The final dimensions of the proposed antenna are 
improved using an extensive parametric study and 
listed as follows: g=45 mm, Wg=45 mm, Ls=29 mm, 
Ws=40 mm, L=24 mm, W=27 mm, Lf=15.5 mm, 
Wf=1.5 mm, Sf=3.5 mm, Le=9.9 mm, We=22 mm, 
ge=2 mm, Lm=4 mm, Wm=5 mm, and gm=1 mm. The 
dimensions of improved DGS of the antenna are f=5 mm, 
e=2.5 mm, d=2 mm, w=0.5 mm, and c=0.5 mm.

III. RESULTS AND DISCUSSIONS 
To verify the above designs, the modified antenna 

is fabricated and measured. The four ideal switches, are 

also metal bridges which are replaced by a microstrip 
line in fabrication. In simulation and fabrication, the 
metal bridges with dimensions of 0.5×0.4 mm are used 
to approximate switches. 

The improved antennas, as shown in Fig. 8, are 
measured using Agilent Network Analyzer. Measured 
and simulated results of return losses are compared in 
Fig. 9. The measured results almost agree with the 
simulated ones, which help to verify the accuracy of the 
simulation. The difference between the measured and 
simulated results may be due to a number of parameters 
such as the manufactured antenna dimensions as well as 
the thickness and dielectric constant of the substrate on 
which the antenna is fabricated. 

  
(a) (b) 

(c) (d) 

Fig. 8. Prototypes of improved antennas: (a) top view, 
(b) bottom view of proposed slot antenna with SW1, 
SW2 are ON, and SW3, SW4 are OFF (state 1), (c) 
with SW3, SW4 are ON, and SW1, SW2 are OFF (state 
2), and (d) with all switches OFF (state 3). 

Fig. 9. Return losses of the antennas shown in Fig. 8. 

It can be seen from Fig. 9, that CR antenna is a 
wideband antenna which has a wide bandwidth ranging
from 1.52 GHz to 2.75 GHz with SW1, SW2 ON and 
SW3, SW4 OFF. In this state, antenna can be used in 
overlay mode for channel sensing. As for antenna with 
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SW3, SW4 ON and SW1, SW2 OFF, it is a wideband 
antenna with narrower band from 1.54 GHz to 2.28 GHz 
than previous state which can prevent from WLAN, 
WiMAX, and DMB systems. In this state, CR antenna 
can be used for underlay mode. 

For the state of all switches OFF, proposed antenna 
has a narrower bandwidth from 2.28 GHz to 2.85 GHz 
compared with the previous two states, to expunge from 
UMTS 2100, PCS 1900, DCS 1800, GPS, and DECT 
systems. Thereby, we can control the switches ON and 
OFF to allow the proposed slot antenna to work in 
underlay and overlay modes for CR system. Also, the 
antennas can be used for multimode wireless systems 
by controlling the switches at ON and OFF states. 

Figure 10 shows the measured radiation patterns 
including the co- and cross-polarization in the E- and 
H-planes at 1.57 GHz, 2.1 GHz, and 2.6 GHz for state 3 
(with all switches OFF). 
 

 
 (a) 

 
 (b) 

 
 (c) 
 
Fig. 10. Measured radiation patterns of antenna at: (a) 
1.57 GHz, (b) 2.1 GHz, and (c) 2.6 GHz. 

The radiation patterns are demonstrated that the 
antenna actually radiates over a wide frequency band. It 
can be seen that the radiation patterns in H-plane are 
nearly omnidirectional and dipole like in the E-plane 
for the three frequencies. It is found that the measured 
results of antenna using the RMS-DGS, the meander ε-
shaped slot, and the ideal switches well satisfy the 
requirement of wideband CR applications. 
 

IV. CONCLUSION 
In this paper, a CR slot antenna integrated with 

RMS-DGS and the meander ε-shaped slot has been 
investigated. Reconfigurable DGS is analyzed and 
discussed before antenna design. The design procedures 
of CR antenna are illustrated in detail through analyzing 
antenna with and without slot and parametric studies. 
The reconfigurable functions are obtained using four 
ideal switches on MS-DGS. The switchable functions 
and bandwidth characteristics are investigated. By 
switching ON and OFF states of the four switches, CR 
slot antenna can work in three cases for underlay mode 
and overlay mode CR applications. The antenna with 
all switches ON and OFF is fabricated and measured. 
The impedance bandwidth and radiation patterns of the 
antenna are given and discussed. The proposed antenna 
can also be used as multimode antennas. As a result, 
they can well meet the wideband CR communication 
requirement and effectively change the modes. 
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Abstract ─ This paper investigates a compact tri-band 
patch antenna fed by a coplanar waveguide (CPW) line 
for the applications of WiFi, WiMAX and HiperLAN. 
The dimensions of the proposed antenna are optimized 
using genetic algorithms (GAs). The antenna is 
designed to function at three different resonant 
frequencies which are 2.46 GHz, 3.56 GHz and 5.5 
GHz. Numerical results for the return loss, radiation 
pattern and gain of the antenna are presented. The 
antenna structure was fabricated, and the measured 
results have a good agreement with the full-wave 
simulated ones. 

Index Terms ─ Coplanar waveguide (CPW), genetic 
algorithms (GAs), patch antenna, tri-band. 

I. INTRODUCTION 
In recent years, multiple service technology is 

broadly developed, especially in the radio frequency 
(RF) devices of the modern wireless communication 
systems such as high-speed wireless fidelity (WiFi), 
Bluetooth, worldwide interoperability for microwave 
access (WiMAX) and high performance radio local area 
network (HiperLAN) systems operating at frequencies 
between 2 GHz and 6 GHz. In order to accommodate 
this multi-band RF signal transmission and reception 
into a single RF transceiver, dual or more bands devices 
are required to incorporate circuits working in different 
bands into a single unit so that size, cost and device 
number can be reduced. To meet this demand, several 
multi-band antennas with a variety of services have 
been carried out [1]-[4]. However, it is still a big  

challenge to design this type of antenna with suitably 
compact circuit size, high gain and more design 
feasibility. 

In this paper, we propose a novel compact tri-band 
patch antenna fed by a coplanar waveguide (CPW) line 
for WiFi at 2.46 GHz, WiMAX at 3.56 GHz and 
HiperLAN at 5.5 GHz. The antenna structure is simple, 
compact and has controllable topology where its 
dimensions are optimized using internal genetic 
algorithms (GAs). The substrate material used for the 
design is an epoxy glass type with a thickness of 1.6 
mm and a relative permittivity of 4.4. Two different 
electromagnetic (EM) simulators and measurements are 
used to validate the results obtained for the return loss 
response. The simulation results show a good 
agreement to the measurement ones. 

II. THE PROPOSED ANTENNA 
GEOMETRY 

The geometry and parameters of the proposed 
antenna fed by a CPW line is shown in Fig. 1. The 
patch antenna is printed on a dielectric substrate of a 
height equal to 1.6 mm and a relative permittivity of 
4.4. The width of the 50 Ω microstrip fed line is 3 mm. 
The choice of the radiating element shape depends on 
diverse factors such as radiated power, polarization 
type, multi-band operation, gain and bandwidth of the 
radiator. The parameters for optimal antenna design 
which are selected to achieve the compact dimensions 
and possible best features such as high radiation 
efficiency, etc., are presented in the next section. The 
antenna was simulated and its prototype was fabricated  
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and measured. 

Fig. 1. The proposed antenna. 

III. OPTIMIZATION AND SIMULATION: 
RESULTS AND DISCUSSIONS

The optimization objective of the proposed 
structure consists of finding the best values of 
geometrical parameters which are close to the objective 
function of GAs. The literature has reported some 
works about the application of GAs for general 
electromagnetic (EM) problems [5]-[9] and particularly 
for the design and optimization of antennas arrays [10]-
[11]. The GAs are a class of search techniques that 
employ the mechanics of natural selection and genetics 
to conduct a global search of a solution space. The 
search objective is to find a good solution to the given 
problem. To start the optimization, the GA selects a set 
of designs, almost always at random. This set is called 
the population, just as in biology. The GA evaluates the 
performance of each member of the population using a 
simulator or analytic expression, and then applies a cost 
function. This function compares individual 
performance to the desired or ideal performance. It then 
returns a single number as a measure of its fitness to the 
GA. Table 1 illustrates the variation intervals of the 
antenna geometrical parameters. 

Table 1: Geometrical parameters interval of the antenna 
Parameters (mm) Interval
W [1    5]
Wm [1  15]
Lm [5    20]
H [0.5   5]
G [0.2   1]
L1 [0.1  15]
L2 [2   15]
L3 [5   30]
L4 [0   15]
L5 [5   20]
L6 [0   10]
D2 [0     5]

The aim of this part is to minimize the average 
value of the S11 module (in dB) in the three bands of 
([2.4 2.48] GHz, [3.5 3.7] GHz, [5.15 5.8] GHz) 
frequencies which correspond to WiFi, WiMAX and 
HiperLAN standards respectively. The cost function is 
computed for each individual as the sum of return 
losses at desired frequencies, given by Eq. (1), and the 
fitness is to minimize the cost: 
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where 
dBi11 )n(S  is the magnitude of the reflection 

coefficient, iN  is the number of desired frequency 
band and bN  is the number of frequency points in the 
desired frequency band. 

In this case, the multi-objective optimization 
function of the reflection coefficient must meet the 
following requirements: 

S11 ≤ -15 dB for 2.4 GHz ≤ f ≤ 2.48 GHz, 
S11 ≤ -15 dB for 3.5 GHz ≤ f ≤ 3.7 GHz, 
S11 ≤ -15 dB for 5.15 GHz ≤ f ≤ 5.8 GHz, 

and the GA, used in the optimization, has the following 
properties: 

- Number of population members: 60, 
- Number of generations: 30, 
- Mutation rate: 0.01. 

The optimization time for the antenna optimization 
took 2 days 03 hours and 21 minutes with HP I5 CPU 
2.5 GHz and RAM = 6 Go. 

The results obtained by a GA optimization are 
illustrated in Table 2, whereas the reflection coefficient 
simulation versus frequency of the proposed antenna is 
shown in Fig. 2. Figure 2 shows the presence of three 
diverse resonant frequencies which are 2.46 GHz, 3.56 
GHz and 5.5 GHz, in which a good matching is 
satisfied. 

Table 2: Optimized dimensions of the antenna 
Parameters (mm) Optimized Value
W 2.43
Wm 6.26
Lm 13.33
H 2.06
G 0.476
L1 9.19
L2 7.91
L3 20.22
L4 11.29
L5 16.83
L6 2.55
D2 1.01
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Fig. 2. The input reflection coefficient versus 
frequency. 

 
The current distribution of the structure is shown in 

Fig. 3 for diverse resonant frequencies values. It is clear 
the current circulation is concentrated on the feeding 
line and in diverse regions of the radiated element. 

Figure 4 shows the 3D radiation patterns variation 
for various resonant frequencies values, whereas Fig. 5 
shows the 2D radiation patterns at three distinct 
frequencies in the plans: (a) θ = 90°, (b) φ = 90°, and (c) 
φ = 0°. In the E-plane (φ = 90°) and H-plane (φ = 0°), 
Fig. 5 (b and c), the radiation pattern is bidirectional 
oriented towards the angles θ = 0° and θ = 180° for the 
three resonant frequencies. Consequently, the proposed 
antenna pattern looks like to that of a dipole. 
 

 

 

 
 
Fig. 3. Current distribution at three distinct frequencies: 
(a) f = 2.46 GHz, (b) f = 3.56 GHz, and (c) f = 5.5 GHz. 
 

 

 

 
 
Fig. 4. 3-D radiation patterns at three distinct 
frequencies: (a) f = 2.46 GHz, (b) f = 3.56 GHz, and (c) 
f = 5.5 GHz. 
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Fig. 5. 2-D radiation patterns at three distinct 
frequencies in the plans: (a) θ = 90°, (b) φ = 90°, and 
(c) φ = 0°. 

For the frequency 2.46 GHz, the maximum gain is 
around 2.15 dBi in the direction φ = 90° and θ = 180° 

with a -3 dB aperture of 83.6°. For the frequency 3.56 
GHz, the maximum gain is approximately 1.7 dBi in 
the direction φ = 90° and θ = 179° with a -3 dB aperture 
of 80.6°. For the frequency 5.5 GHz, the maximum gain 
is approximately 2.8 dBi in the direction φ = 90° and 

θ = -165° with a -3 dB aperture of 68.9°. 
Figure 6 shows the simulated maximum gain of the 

proposed antenna in the three bands. It is shown that 
this antenna has a good gain, varies between 2.1 dBi 
and 2.3 dBi inside the first frequency band, between 1.4 
dBi and 2.4 dBi inside the second frequency band, and 
between 2.6 dBi and 3.4 dBi inside the third frequency 
band. 

Fig. 6. Maximum gains versus frequency in the three 
bands. 
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IV. IMPLEMENTATION AND 
MEASUREMENT 

The proposed antenna with small in size of 
27.1x32.22 mm2 is fabricated as shown in Fig. 7. 

From Fig. 8, an acceptable agreement between the 
measured and simulated return losses is achieved. 
Moreover, these results show three diverse resonant 
frequencies with a small shifting toward high 
frequencies. The small deviations between the 
simulated and measured results may most probably be 
caused by the usual connectors and manufacturing 
errors. Moreover, the limitation of the EM simulator’s 

may lead to discrepancy between the simulated and 
measured results. Usually, such discrepancies may be 
attributed to the dielectric material that should be 
characterized before realization since its properties 
deviates from those set in the software simulator. 

The measured results are compared with some of 
the efficient and related antennas existing in literature 
and summarized in Table 3. The measured results 
indicate that the proposed antenna can meet the 
bandwidth requirements of WiFi/WiMAX/HiperLAN 
standards. It provides good performance in terms of 
better matching, larger bandwidth and smaller in size 
than those published works. 

Figure 8 shows the measured and simulated input 
reflection coefficient. The antenna characteristics were 
measured with an HP8719ES VNA. 
 

 
 
Fig. 7. Photograph of the fabricated compact tri-band 
antenna. 
 

 
 
Fig. 8. Comparison between simulation and 
measurements of the input reflection coefficient. 
 

Table 3: Comparison of the proposed CPW-fed tri-band antenna with other reported antennas 
 Substrate Material 

(εr/h) 
Size 

(mm2) 
Resonant Frequencies 

(GHz) 
Max |S11| 

(dB) 
Measured Impedance 
Bandwidths (GHz) 

Max Gain 
(dB) 

Ref. [2] 4.4/1.6 30x42 2.50/3.50/5.50 -26/-16/-14 0.41/0.44/1.00 < 2 
Ref. [3] 2.2/1.588 36.56x43.42 2.40/3.50/5.70 -32/-17/-22 0.12/0.15/0.20 - 

This work 4.4/1.6 27.1x32.22 2.46/3.56/5.50 -40/-32/-15 0.94/0.82/1.60 2.15/1.7/2.8 
 

V. CONCLUSION 
In this paper, a novel compact tri-band antenna fed 

by a CPW line for WiFi, WiMAX and HiperLAN has 
been introduced and investigated. The proposed 
antenna dimensions have been optimized using genetic 
algorithms (GAs). The obtained results by this 
algorithm are acceptable and show the importance of 
using a GA in the field of antennas synthesis. The 
results achieved by simulation as well as measurement 
show tri-bands behavior with a good matching for all 
resonant frequencies. 
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Abstract ─ In this paper, a novel frequency selective 
surface which has a narrower passband and sharper roll-
off rejection than the other single layer designs, is 
presented. Also, it has better independency from angle 
and polarization of incident plane wave. In this design a 
ring loop is placed on a cylindrical cavity of substrate 
integrated waveguide (SIW). Because of the most 
compatibility between loop and the electric fields of 
cylindrical cavity, minimum insertion loss and narrow 
passband are achieved. 

Index Terms ─ Cylindrical cavity, frequency selective 
surface (FSS), ring loop, substrate integrated waveguide 
(SIW). 

I. INTRODUCTION 
The frequency selective surfaces are recognized as 

spatial filters which pass or stop some frequency bands 
[1-3]. This filtering can be used in RCS controlling, 
radomes, sub-reflectors, anti-interfering walls, and so 
on. 

In designing FSS’s, like in other filters, obtaining 
the appropriate frequency characteristics, such as low 
insertion loss in passband, sharp roll-off and high 
rejection in out of bands, is one of the greatest 
challenges. More important than this, is making the 
frequency characteristics independent from the angle 
and polarization of incident plane wave [4]. There are 
so many attempts to improve these two factors such as 
dielectric loading [5], different periodic elements [4], 
close coupled FSS [6], and super dense stacked patches 
[7]. All above methods improve some characteristics of 
FSS but some of them by increasing the cost. As all 
improving methods work in the microstrip layout, no 
increment in Q-factor achieved and need for increasing 
Q-factor is sensible [8]. In recent years, with introducing 
SIW technology [9-10] and implementation of FSS on 
the cavity of SIW, brilliant results are obtained such as  

sharp roll-off rejection, stability of response about angle 
and polarization of incidence [11-13].

All recent FSS’s are implemented on square SIW 
cavity and with resonators compatible with square 
cavity like square loop, cross slot. But we know for the 
same size, cylindrical cavity has more Q-factor than 
square cavity [14], so cylindrical SIW cavity can be 
used to achieve better characteristics than conventional 
FSS implemented with square SIW cavities (SIWC). In 
this paper, a FSS structure with circular loop placed on 
cylindrical SIW cavity is presented, which has a 
narrower passband and sharper roll-off rejection than 
available FSS-SIWs

II. DESIGN 
One of the important facts in stability of FSS’s 

response is geometrical symmetry [15]. It seems that 
using a more symmetrical resonator such as circular 
loop instead of square loop or cross slot, improves this 
independency. Also keep in mind that circular cavity, 
for the same dimension, has more Q-factor than square 
cavity. So it is obvious that a FSS structure which is 
implemented with circular loop placed on cylindrical 
SIW cavity has better frequency characteristics and 
incident independency than conventional SIW FSSs. 
According to above descriptions, one cell of FSS 
structure is shown in Figs. 1 and 2, and the geometrical 
parameters are listed in Table 1. 

Via diameter and via spacing come from these 
inequalities: 

0.05 .025,p
�? ?

1 2,p
d? ?

which p is via diameter and d is via spacing. Other 
parameters and how they are determined will be 
described in the next section in which two formulas for 
the resonance of structure will be mentioned. 

1054-4887 © 2015 ACES

Submitted On: February 6, 2014
Accepted On: May 26, 2015

760ACES JOURNAL, Vol. 30, No. 7, July 2015



Dx
Dx

d

%

w

rp

rs

Fig. 1. Geometry of FSS with cylindrical cavity. 

h

Fig. 2. One cell of SIWC-FSS simulated in CST 
software. 

III. FORMULATION 
In SIW-FSS structures, because of SIW cavity 

resonant mode, there is one more resonating mode than 
conventional FSS structures. Cavity resonant mode in 
our design is TE010 (for which there is no variation in 
the z axis because of thin substrate height [14]). The 
resonant frequency of this structure is calculated: 

'
01( ),

2cav
effr

A pcf
r� �
�

� (1) 

,
2eff p
dr r B� � � (2) 

'
01p  is the first root of the derivative of Bessel function 

of kind 1 with n=0 and that is equal to 3.832. A and B
are empirical constants derived from numerical 
methods and for X-band frequency is 0.927 and 0.73.
Also, the resonance frequency of circular loop is: 

2

,
2 ( )slot w

s eff

cf
C r� �

�
�

(3) 

C is another empirical constant and here is 0.926. 
Suppose that a FSS in 12 GHz with 350 MHz 

bandwidths (f1 to f2) should be designed. fcav and fslot in 
equations (1) and (3) are selected equal to f1 and f2. By 
solving these equations, rs and (rp+w/2) are obtained. 
The spacing between cells should be less than λ/2.
These are the rough parameters and after some 
optimization the final parameters can be achieved. 

IV. SIMULATION RESULTS 
For analysis and simulation of FSS structures, 

according to type of the design, there are some methods 
such as FDTD [16], FDFD, MoM [17], spectral domain 
approach, variational method [18], point matching 
method [19], mutual impedance method [5]-[20], modal 
matching method [21-22], multimode equivalent 
network method [23] and equivalent circuit method 
[24].

In this paper as our novelty is in the design, no 
numerical methods have been used directly. So 
powerful full-wave simulator, CST, which is applying 
finite integral equation, was utilized and following 
results were obtained. 

Figure 3 shows the transmission and reflection of 
SIW-FSS for normal incident. It is obvious that there is 
a sharp roll-off in 12.18 GHz because of SIW cavity. 

Figures 4 and 5 show transmission, and Figs. 6 and 
7 show reflection of SIW-FSS for some different angle 
of incident and two polarizations. It is clear that for all 
incident angles until 30° and two polarizations, there is 
a stable frequency response for this SIW-FSS.

A comparison between the results obtained from 
this SIW cylindrical cavity FSS and one which is 
presented in [8], shows the narrowness of this design. 

The configuration of FSS rectangular SIW cavity is 
illustrated in Fig. 8. Transmission and reflection 
response of these two designs shows in Figs. 9 and 10. 

This narrow band property is about the essence of 
circular loop in comparison with the square loop. The 
other fact is the compatibility between resonant mode 
of circular loop and cylindrical cavity. 

Field contours of TE01 for cylindrical SIW is 
shown in Fig. 11. If the circular loop cuts the field 
contours, a compatible mode matching happens and 
electromagnetic wave suck in the cavity, for the other 
side of cavity, this procedure happens inversely. 
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Fig. 3. Frequency response of SIWC-FSS (reflection 
and transmission). 
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Fig. 4. Transmission response versus angle of incidence 
for TE polarization. 
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Fig. 5. Transmission response versus angle of incidence 
for TM polarization. 
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Fig. 6. Reflection response versus angle of incidence 
for TE polarization. 
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Fig. 7. Reflection response versus angle of incidence 
for TM polarization. 
 
Table 2: Geometrical parameters for SIW square cavity 
FSS in simulation 
Parameter Value Parameter Value 
Dx 14 (mm) Dy 14 (mm) 
L1 8 (mm) L2 8 (mm) 
W1 1 (mm) W2 1 (mm) 
d1 3 (mm) dW 3 (mm) 
d 1 (mm) dp 3 (mm) 
h 1 (mm) εr 2.65 

 
The resonance which appears in 16 GHz in 

proposed design is related to circular patch existing in 
the centre of the shape. In narrow-band application, 
most of the time, sharp roll-off rejection is more 
important than beyond out of band behavior. 
 

 
 
Fig. 8. Configuration of SIW square cavity FSS which 
is compared with proposed SIWC-FSS. 
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Fig. 9. Comparison between transmission response of 
SIW square cavity FSS and proposed SIWC-FSS.
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Fig. 10. Comparison between reflection response of 
SIW square cavity FSS and proposed SIWC-FSS.

H
E

Fig. 11. Electromagnetic fields of TE01 for cylindrical 
SIW and conventional waveguide. 

V. CONCLUSION 
A FSS design with narrow passband and sharp roll-

off rejection in a single layer format was presented. 
These features are related to use of SIW cylindrical 
cavity and circular loop mounted on it. As shown in the 
previous sections, the most compatibility between 
resonant modes of cylindrical cavity and circular loop, 
cause to these features. Also, because of extremely  

symmetrical shape, the maximum independency from 
angle and polarization of incident plane wave obtained. 
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Abstract ─ An efficient hybrid method is proposed to
analyze the electromagnetic scattering from the 
composite structures comprising PEC and 
inhomogeneous high-contrast dielectric materials with 
the volume-surface integral equation (VSIE) approach, 
which uses the main framework of the multilevel fast 
multipole algorithm (MLFMA) but adopts the 
multilevel adaptive cross approximation algorithm 
(MLACA) and the equivalent dipole-moment (EDM) to 
deal with part of the “strong” interaction of MLFMA.
Numerical results are presented to demonstrate the 
accuracy and efficiency of the proposed scheme. 

Index Terms ─ Equivalent dipole-moment, multilevel 
adaptive cross approximation algorithm, multilevel fast 
multipole algorithm, volume-surface integral equation. 

I. INTRODUCTION 
A lot of attentions have been paid for the analysis 

of electromagnetic scattering from the composite 
structures comprising PEC and inhomogeneous high-
contrast dielectric materials for its wide range of 
applications, such as PEC targets coated with multilevel 
dielectric radar absorbing materials, the near space 
hypersonic vehicle coated with inhomogeneous plasma 
and so on. Some numerical methods can be used to deal 
with inhomogeneous composite objects, such as 
PMCHWT [1-2], M ller [3], JMCFIE [4-5], etc.; but 
they are effective only for the piecewise 
inhomogeneous dielectric and the efficiency will be 
decreased with the number of the subdomains 
increasing.

VSIE [6-7] can handle composite structures with 
arbitrarily inhomogeneous dielectric materials 
conveniently. However the number of unknowns N is
large for an electrically large size problem, which 
brings the difficulty for solving matrix equation due to 
the computational complexity, 2( )O N  for iterative 
solver and 3( )O N  for direct solver. 

MLFMA [8-14] is a widely used fast algorithm and  

it can be used to reduce the computational complexity 
both for memory and CPU time. However the 
computational resources of the “strong” interactions are 
still large for the composite objects comprising high-
contrast dielectric since the finest level size should be 
larger than 0.2 0 ,�  where 0�  is the free space 
wavelength. MLACA [15-18] is another popular fast 
technique to analyze the electromagnetic problems. 
Compared with MLFMA, MLACA is purely algebraic 
and not limited by the forms of Green’s function. 

Although MLFMA and MLACA can be applied to 
accelerate the solving progress, the process of matrix 
filling is still time-consuming, especially for the 
dielectric part with high-contrast. EDM [19-21] is an 
arising method which can accelerate the computation of 
impedance matrix. In this paper, MLACA and EDM are 
used to speed up the computation for the “strong”

interactions, and the threshold values for different parts 
of VSIE matrix are analyzed. Several numerical tests 
are given to validate the efficiency to analyze the 
electromagnetic scattering from the composite 
structures comprising PEC and inhomogeneous high-
contrast dielectric materials. 

It is well known that MLFMA, MLACA, EDM and 
some kinds of their combinations have been used in 
scattering analysis for several years, while they are first 
used together on VSIE. The hybrid scheme is a very 
useful and efficient method for the analysis of 
electromagnetic scattering from these composite objects. 
We find a special application area to make the three 
algorithms play better roles. In our proposed hybrid 
method, the respective advantages of three fast 
algorithms are played to remedy above problems 
tactfully. These advantages are verified in numerical 
results accordingly. 

This paper is organized as follows. The theory and 
formulations of VSIE are demonstrated in part A of 
Section II, and the introductions of hybrid fast 
algorithms are mentioned in part B. Numerical results 
are shown and analyzed in Section III, and the 
conclusions are included in Section IV. 
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II. THEROY AND FORMULATIONS 
A. Volume-surface electric field integral equations 

Consider an arbitrarily shaped composite structure 
illuminated by a plane wave incE  in free space, the 
geometry of composite structures is shown in Fig. 1. 
 

Dielectric incE  

PEC 

 
 
Fig. 1. Geometry of composite structure. 
 

The PEC part of the composite structures is 
denoted by S, and the dielectric part is denoted by V. 
Where the relative permeability is all 1 and the 
permittivity ( )� r  is a position function in the space. 
Based on the boundary conditions of the total electric 
field, VSIE can be written as the following formats: 

 
( ) ( ) ( ) ( ) ( )

( ) ( )   ,

inc
V V

S S

j
j V

� � ��@
� ��@ A
� �
�

E r D r r A r r
A r r r

 (1) 

 tan

tan

( ) [ ( ) ( )
( ) ( )]   .

inc
V V

S S

j
j S

� ��@
� ��@ A
�
�

E r A r r
A r r r

 (2) 

In equations (1) and (2), incE  is the incident 
electric field, “tan” represents the tangential component, 

( )D r  is the electric flux density. ( ),VA r  ( ),V@ r  
( )SA r  and ( )S@ r  are the vector magnetic potentials 

and scalar electric potentials produced by the volume 
and surface currents, respectively. The electric flux 
densities ( )D r  are represented by the SWG [22] basis 
functions. At the same time, the surface currents ( )SJ r  
are represented by the RWG [23] basis functions. After 
the Galerkin’s test, equations (1) and (2) can be 
converted to the following matrix equations: 

 .
DDD DM D

MD MM M M

� �� � � �
� � �� � � �

� �� � � �� �� � � �

VZ Z I
Z Z I V

 (3) 

The four parts of impedance matrix ,DDZ  ,DMZ  
MDZ  and MMZ  are represent volume basis test volume 

integral equation, volume basis test surface integral 
equation, surface basis test volume integral equation 
and surface basis test surface integral equation, 
respectively. 
 
B. Hybrid fast algorithm applied for VSIE 

In order to reduce the filling time of MoM, EDM is 

introduced for impedance matrix generation. Using 
EDM method, the scattered filed produced by the 
surface and volume currents can be relapced by the 
approximation of the radiated field produced by a very 
small diopole with equivalent moment. The interaction 
between the source and testing basis functions can be 
computed directly without double integrals when their 
distance is larger than the threshold value. In this paper, 
the threshold value in DDZ  part for dielectric is 
assigned as 0.15 D�  and 0.15 0�  for the other parts, 
where D�  is the wavelength in dielectric. 

Although the time of impedance matrix evaluating 
is reduced, the memory consumption and time of 
matrix-vector product (MVP) are unchanged. MLFMA 
can be utilized to accelerate electromagnetic scattering 
calculation, which is based on the addition theorem for 
the scalar Green’s function. In the frame of MLFMA, 
the near and far interaction parts are constituted for the 
MVP, the near parts are still the same with MoM/EDM 
approach, the far parts are accelerated by MLFMA and 
not computed explicitly. 

Though MLFMA is an efficient method for solving 
the 3D electrically large problems, the phenomenon of 
“low frequency breakdown” should be attentioned 
when the finest box size of MLFMA is less than 0.2 

0.�  For the high-contrast dielectric materials, the 
consumptions of “near” region interactions in the frame 
of MLFMA are still unacceptable due to the relatively 
fine discretization. Therefore, MLACA is used in the 
“near” region to remedy the shortages mentioned above. 
The same octal-tree structure is employed in MLACA 
as in MLFMA, and the finest box size can be assigned 
as 0.15 ,D�  which is smaller than that used in MLFMA. 
Therefore the pressure of the “strong” interaction 

portion in MLFMA can be reduced by MLACA. 
During the procedure of MLACA, the impedance 
matrix can be split into two classes sub-matrix blocks. 
The blocks in the first class are the diagonal blocks 
built by the self-group or two adjacent groups 
interactions, which are calculated by MoM/EDM 
approach. The blocks in the second class represent the 
interactions of well-separated groups, which are 
numerically rank-deficient, and they can efficiently be 
compressed with MLACA. Therefore the second class 
blocks can be written as [ ] [ ] [ ]H

m n m r n r	 	 	B 	Z U V  to 
approximate the interactions of two well-separated 
groups in MLACA, where r  is its rank, m  and n  
represent the number of the basis functions in the 
observation and source boxes, respectively. With 
moderately grouping in the scheme, r  is often much 
smaller than m and .n  The singular value 
decomposition (SVD) algorithm can be used to further 
remove the redundancies in the matrices generated by 
MLACA. 
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In this paper, the hybrid MLFMA/MLACA 
algorithm is proposed to analyze the electromagnetic 
scattering from composite structures comprising PEC 
and inhomogeneous high-contrast dielectric materials.
The impedance matrix can be written as: 

� � � � � � � �0 1 2 .� � �Z Z Z Z (4) 

� �0Z  is the “near” part computed by MoM/EDM, � �1Z

is the “middle” part compressed by MLACA, and � �2Z
is the “far” part accelerated by MLFMA. In order to 
demonstrate our proposed scheme clearly, the 
impedance matrix can be described by the figure format 
as shown in Fig. 2. 

MLFMA MLACA MoM/EDM 

Fig. 2. The distribution of sub-matrix blocks. 

III. NUMRICAL RESULTS 
In this section, four numerical examples are 

presented to show the accuracy and efficiency of this 
scheme. The first and last three examples are performed 
on the server with same 2.67 GHz CPU, different RAM 
of 512 GB and 48 GB, respectively. The tolerance of 
MLACA in these examples is chosen as 5e-3. The 
multi-frontal sparse direct solver Mumps [24] is used as 
a preconditioner to accelerate the convergence. 

Firstly, the electromagnetic scattering from a series 
of coated spheres are computed to test the accuracy of 
the proposed method and the ability to analyze the 
object with the increasing unknowns. The radius of 
PEC sphere is 0.8 m, and the thickness of coated layer 
is 0.1 m. The relative permittivity of dielectric layer is 4. 
It is illuminated by the vertical polarization plane wave 
traveling along Z  direction at four kinds of incident 
frequencies 150 MHz, 300 MHz, 600 MHz and 1.2 
GHz. The unknown numbers are 16768, 115616, 
850816 and 6510080 for the different cases, 
respectively. 40 cores are used for the parallel 
computation. The curves of the bistatic RCS for 
different cases are shown in Fig. 3. It is observed that 
there are good agreements between the proposed 
method and Mie series results. The requirements of 
memory and CPU time are shown in Table 1. 
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Fig. 3. The bistatic RCS of coated sphere with different 
frequencies (phi=0). 

Table 1: Requirements of memory and CPU time 
Frequency (MHz) 150 300 600 1200

Memory (GB) 0.28 3.9 47.9 459.6
CPU time (s) 82 1292 7998 45989

Next, in order to demonstrate the effect of the 
proposed method with different relative permittivities, 
three PEC cylinders with different coating materials are 
considered. Here, all of the coated PEC cylinder have 
same dimensions with the height 1.6 m and radius 0.1 
m, the thickness of coating material is 0.07 m. They are 
illuminated by a vertical polarization plane wave 
traveling along Z  direction at the frequency of 0.3 
GHz. The relative permittivity of them are =2,4,16r� ,
and the unknowns are 5787, 12726, 96404 for the three 
cases, respectively. Here, the choices of EDM threshold 
value are discussed in detail according to the results of 
second model. The parameters of MLFMA and 
MLACA are unchanged. The value of relative root 
mean square (RRMS) error is defined as 

� 
 2 2

1
1 ,

n

i i i
i

n a b b
�

�!  where ia  and ib  are the 

values of bistatic RCS for the test results and VSIE 
method with only MLFAM and MLACA, n  denotes 
the number of observation. Now, except for DDZ  part,
the calculations of impedance matrix for the other three 
parts are accelerated by EDM with different threshold 
values. Then only the calculation of DDZ  part is 
combined with EDM, the curves of RRMS error are 
shown in Fig. 4. From the curves, it can be found that 
the RRMS error is acceptable when the threshold value 
in DDZ  part is assigned as 0.15 D�  and 0.15 0�  for the 
other parts. The curves of the bistatic RCS for three

x y
z
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different relative permittivities are shown in Fig. 5. It is 
observed that there are good agreements between them 
when compared with FEKO results (based on 
MoM/MLFMA with surface equivalence principle). As 
listed in Table 2, their memory requirement and CPU 
time are compared to show the efficiency of the 
proposed method, when 8 cores are used for the parallel 
computation. It can be found that memory requirement 
of “strong” interaction portion and CPU time can be 
reduced as high as 75% and 88% for the proposed 
method. 

In the third example, the effect comparisons of 
proposed hybrid method with dielectric materials and 
PEC are demonstrated. A X33 scale model is 
considered, which is shown as Fig. 6. It is illuminated 
by a vertical polarization plane wave traveling along 

X�  direction at the frequency of 0.3 GHz. The PEC 
and high-contrast carbon fiber medium are considered 
to use as the fuselage material, respectively. Their 
unknowns are 12948, 235940, respectively. The 
thickness of carbon fiber is 0.01 m, the relative 
permittivity is 40 and the conductivity is 1e-3. The 
curves of the bistatic RCS are shown in Fig. 7 for both 
MLFMA+MLACA+EDM and MLFMA. It can be 
found the accuracy of the hybrid method is acceptable 
when compared with MLFMA. As listed in Table 3, 
their memory requirement and CPU time are compared 
to show the efficiency of the proposed method, when 40 
cores are used for the parallel computation. For the 
high-contrast material, there are bigger advantages for 
memory requirement of “strong” interaction portion and 
CPU time than PEC material. 
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Fig. 4. The analysis of EDM threshold values with 
different relative wavelengths ( D�  for DDZ  part, 0�  
for the other parts). 
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Fig. 5. The bistatic RCS of coated cylinder with 
different cases (phi=0). 
 
Table 2: Comparison of the cost and performance 

 MLFMA MLFMA+MLACA 
Relative 

permittivity 2 4 16 2 4 16 

Number of 
levels 2 2+1 2+2 2+3 

CPU time for 
each MVP (s) 1.8 5.9 109 0.7 1.5 9 

Total time (s) 
(MoM) 45 539 17984 28 121 2436 

Total time (s) 
(MoM/EDM) 41 505 15237 25 96 2208 

Near part 
cost (MB) 116 545 13239 80 211 3245 

Memory saving ratio (%) 31 61 75 
Time saving ratio (%) 44 82 88 

 

 
 

Fig. 6. The geometry of the X33. 
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Fig. 7. The bistatic RCS of different materials (phi=0). 

Table 3: Comparison of the cost and performance 
MLFMA MLFMA+MLACA

Material Dielectric PEC Dielectric PEC
Number of 

levels 2 2 2+3 2+1

CPU time for
each MVP (s) 102 0.7 12.1 0.61

Total time (s)
(MoM) 11457 37.5 5275 78.5

Total time (s)
(MoM/EDM) 9897 29.6 4519 70.9

Near part 
cost (GB) 26.8 0.27 4.9 0.19

Memory saving ratio (%) 82% 29%
Time saving ratio (%) 61% --

In order to demonstrate the advantage of VSIE to
analyze the inhomogeneous composite object, an 
inhomogeneous composite body of revolution is 
considered as the last example, which is illuminated by 
a vertical polarization plane wave traveling along X�
direction at the frequency of 2 GHz and the unknown is 
221621. Its relative permittivity in XoY plane is shown 
in Fig. 8. The curves of the bistatic RCS are shown in 
Fig. 9 for MLACA+MLFMA+EDM and the MLFMA. 
It can be found that there is a good agreement between 
them when compared with the MLFMA. As listed in 
Table 4, their memory requirement and CPU time are 
compared to show the efficiency of the proposed 
method, when 40 cores are used for the parallel 
computation. It can be found that memory requirement 
of “strong” interaction portion and CPU time can be 
reduced 59% and 57% for the proposed method. 

Fig. 8. The distribution of relative permittivity (real and 
imagine part). 
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Fig. 9. The bistatic RCS of the inhomogeneous 
composite body (phi=0). 
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Table 4: Comparison of the cost and performance 
 MLFMA MLFMA+MLACA 

Number of levels 2 2+2 
CPU time for each 

MVP (s) 27.3 9.9 

Total time (s) 
(MoM) 3115 1578 

Total time (s) 
(MoM/EDM) 2691 1325 

Near part cost (GB) 31.6 12.9 
Memory saving ratio (%) 59% 

Time saving ratio (%) 57% 
 

IV. CONCLUSION 
In this paper, the combination of MLACA and 

EDM is introduced to further accelerate MLFMA in the 
VSIE to efficiently analyze the electromagnetic 
scattering from composite structures comprising PEC 
and inhomogeneous high-contrast dielectric materials. 
Its memory requirements of “strong” interaction portion 

and CPU time have been reduced effectively when 
compared with MLFMA. 
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Abstract ─ In this manuscript, a new design of octave-
band monopole antenna with multi-resonance 
characteristic is presented .The antenna consists of a 
fork-shaped radiating patch with three pairs of teeth, a 
feed-line and a horseshoe ground plane. Simulated and 
measured results show that the antenna design exhibits 
an operating bandwidth (VSWR<2) from 2 to 20 GHz,
which provides a wide usable fractional bandwidth of 
more than 160%. The proposed antenna has a 
symmetrical structure, therefore displays a good 
omnidirectional radiation pattern even at higher 
frequencies. The designed antenna has a very small size 
of 15×17 mm2 and the impedance bandwidth of the 
designed antenna is higher than the other antennas 
reported in the literature to date. The proposed antenna 
configuration is simple, easy to fabricate and can be 
integrated into UWB systems. 

Index Terms ─ Bandwidth enhancement, horseshoe 
ground plane, octave-band antenna, UWB applications. 

I. INTRODUCTION 
After allocation of the frequency band from 3.1 to 

10.6 GHz for the commercial use of ultra-wideband 
(UWB) systems by the Federal Communication 
Commission (FCC) [1], ultra wideband systems have 
received phenomenal gravitation in wireless 
communication. Designing an antenna to operate in the 
UWB band is quite a challenge because it has to satisfy 
the requirements such as ultra wide impedance 
bandwidth, omnidirectional radiation pattern, constant 
gain, high radiation efficiency, constant group delay, 
low profile, easy manufacturing, etc. [2]. In UWB 
communication systems, one of key issues is the design 
of a compact antenna while providing wideband 
characteristic over the whole operating band. 
Consequently, a number of microstrip antennas with 

different geometries have been experimentally 
characterized [3-6]. 

Three new small wideband printed monopole 
antennas using rotated T-shaped slot and parasitic 
structures, sprocket-shaped ground plane in the upper 
edge of ground plane, and fractal structure to achieve 
the maximum impedance bandwidth were proposed in 
[7-9]. Some methods are used to obtain the multi-
resonance function in the literature [8-12]. 

In this paper, a different design is proposed to 
obtain the very wide bandwidth for the compact 
monopole antenna which provides a wide usable 
fractional bandwidth of more than 160%. Good VSWR 
and radiation pattern characteristics are obtained in the 
frequency band of interest. The proposed antenna is 
successfully implemented and the simulation results 
show reasonable agreement with the measurement 
results. The designed antenna has a small dimension 
and the impedance bandwidth of the designed antenna 
is higher than the UWB antennas reported recently [3-
13]. 

II. ANTENNA DESIGN
The structure of proposed monopole antenna fed by 

a microstrip line is shown in Fig. 1. The dielectric 
substance (FR4) with thickness of 1 mm with relative 
permittivity of 4.4 and loss tangent 0.018 is chosen as 
substrate to facilitate printed circuit board integration. 
The basic monopole antenna structure consists of a 
fork-shaped radiating patch, a feed line, and a semi-
circular ground plane. The proposed antenna is 
connected to a 50-Ω SMA connector for signal 

transmission. Final values of the presented antenna 
design parameters are specified in Table 1.

The three essential parameters for the design of a 
rectangular microstrip monopole antenna are operation 
frequency (f0); as the ultra-wideband (UWB) uses the  
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frequency range from 3.1-10.6 GHz. Hence, the 
antenna designed must be able to operate in this 
frequency range. The resonant frequency selected for 
antenna design is 3 GHz (lower resonance frequency). 
The dielectric material selected for antenna design is 
FR4 which has a dielectric constant of the substrate 
( r� ) of 4.4. A substrate with a high dielectric constant 
has been selected since it reduces the dimensions of the 
antenna, height of dielectric (h). Hence, the essential 
parameters for the design are: f0 = 3 GHz, r� = 4.4 and 
h = 1.6 mm. The dimensions of the patch along its 
length have now been extended on each end by a 
distance ΔL, which is given empirically by: 

 
0.264( 0.3)

Δ 0.412 ,
( 0.258) 0.8

sub

eff sub

subeff

sub

W
ε h

L h
Wε
h

�
�

�
� �

 (1) 

where hsub is the height of dielectric, Wsub is the width 
of the microstrip monopole antenna and effr�  is the 

effective dielectric constant. Then, the effective length 
(Leff) of the patch can be calculated as follows: 
 2Δ .effL L L� �  (2) 
For a given resonant frequency f0, the effective length is 
given as: 

 .
2eff

o reff

CL
f ε

�  (3) 

For a rectangular microstrip antenna, the resonance 
frequency for any TMmn mode is given by as: 

 1
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The width Wsub of microstrip antenna is given by: 
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The design steps for the proposed UWB microstrip 
and calculations are given as follows: 
Step 1: Calculation of the width (Wsub): the width of the 
microstrip monopole antenna is given by Eq. (5) by 
substituting c = 3×108 m/s, r� = 4.4 and f = 3 GHz, we 
get: Wsub = 15 mm. 
Step 2: Calculation of effective dielectric constant 
( effr� ): Eq. (4) gives the effective dielectric constant 

by substituting r� = 4.4, W = 15 mm and h = 1.6 mm, 
we get: effr� = 4.2703. 

Step 3: Calculation of the effective length (Leff): Eq. (3) 
gives the effective length by substituting r� = 4.4,  
C = 3e8 m/s and f0 = 3 GHz, we get: Leff = 10.3696 mm. 

Step 4: Calculation of the length extension (ΔL): Eq. 1 
gives the length extension by substituting effr� = 4.2703, 

W = 15 mm and h = 1.6 mm, we get: ΔL = 0.0190 mm. 
Step 5: Calculation of actual length of patch (Lsub): the 
actual length is obtained by Eq. 2 as, substituting  
Leff = 10.369 mm and ΔL = 0.0190, we get: Lsub = 10.3316 mm 
which is fixed in Lsub = 10 mm. 
 

 
 
Fig. 1. Structure of the proposed antenna: (a) top layer, 
and (b) bottom layer. 
 
Table 1: Final parameters values of the antenna 
Param. mm Param. mm Param. mm

subW 15 subL 17 gR 5.5
fsW 1.6 fsL 2.6 fW 0.7

fL 7 fpW 1 sW 0.6
s1W 0.6 3R 7.5 2R 6.2

1R 4.7 0R 3.2 gW 2.7
gL 0.6 gndL 1.6 rL 1.4
sR 2.13 1R 4 g1L 0.19

 
Regarding defected ground structures (DGS) 

theory, creating slits in the ground plane provide 
additional current paths. Moreover, these structures 
change the inductance and capacitance of the input 
impedance, which in turn leads to change the 
bandwidth [3-5]. Therefore, by converting a semi-
circular ground plane to the horseshoe structure, much 
enhanced impedance bandwidth can be achieved. In 
addition, based on electromagnetic coupling theory 
(ECT), by increasing the teeth of fork-shaped radiating 
patch, additional coupling is introduced between the 
patch and the ground plane and impedance bandwidth 
of the antenna is improved without any cost of size or 
expense [7]. 
 

III. RESULTS AND DISCUSSIONS 
In this section, the microstrip monopole antenna 

with various design parameters was constructed, and 
the numerical and experimental results of the input 
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impedance and radiation characteristics are presented 
and discussed. The analysis and performance of the 
proposed antenna is explored by using Ansoft 
simulation software high-frequency structure simulator 
(HFSS) [14], for better impedance matching. 

The structure of the various antennas used for 
simulation studies were shown in Fig. 2. VSWR 
characteristics for the fork-shaped antenna with a semi-
circular ground plane (Fig. 2 (a)), the antenna with a 
horseshoe ground plane (Fig. 2 (b)), and the proposed 
antenna (Fig. 2 (c)) structures are compared in Fig. 3. 

As shown in Fig. 3, by using a horseshoe ground
plane additional resonances at 11 and 16.7 GHz can be 
achieved. In addition, by increasing the teeth of fork-
shaped radiating patch new resonance at 12.5 GHz is 
generated. By using these structures, the antenna 
exhibits an operating bandwidth from 2 to 20 GHz.
Also, the input impedance of the proposed antenna on a 
Smith-Chart is shown in Fig. 4. 

Fig. 2. (a) Fork-shaped antenna with a semi-circular 
ground plane, (b) the antenna with a horseshoe ground 
plane, and (c) the proposed antenna structure. 

Fig. 3. Simulated VSWR characteristics for the various 
structures shown in Fig. 2. 

Fig. 4. Simulated input impedance on a Smith-Chart for 
the proposed antenna. 

The simulated current distributions for the 
proposed antenna at the additional resonances 
frequencies are presented in Fig. 5. It can be observed 
in Fig. 5 (a) and 5 (b), that the directions of surface 
currents are reversed in compared to each other, which 
the antenna impedance changes at 4 and 12 GHz due to 
the resonant properties of the horseshoe ground plane 
structure. Also, the simulated current distribution at the 
middle resonance frequency (10 GHz) is presented in 
Fig. 5 (c). As shown in Fig. 5 (c), the current 
concentrated on the edges of the interior and exterior of 
the teeth of fork-shaped radiating patch at 10 GHz [15-
18].

Fig. 5. Simulated surface current distributions for the 
proposed antenna; (a) 4 GHz, (b) 12.5 GHz, and (c) 
17.5 GHz. 

As illustrated in Fig. 6, the proposed antenna was 
designed and fabricated. Figure 7 shows the measured 
and simulated VSWR characteristics of the proposed 
antenna. The fabricated antenna has the frequency band 
of 2 GHz to over 20 GHz. 

However, as seen, there exists a discrepancy  
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between measured data and the simulated results. This 
discrepancy is mostly due to a number of parameters 
such as the fabricated antenna dimensions as well as the 
thickness and dielectric constant of the substrate on 
which the antenna is fabricated, the wide range of 
simulation frequencies. In a physical network analyzer 
measurement, the feeding mechanism of the proposed 
antenna is composed of a SMA connector and a 
microstrip line (the microstrip feed-line is excited by a 
SMA connector); whereas, the simulated results are 
obtained using the Ansoft simulation software (HFSS), 
that in HFSS by default, the antenna is excited by a 
wave port that it is renormalized to a 50-Ohm full port 
impedance at all frequencies. In order to confirm the 
accurate return loss characteristics for the designed 
antenna, it is recommended that the manufacturing and 
measurement processes need to be performed carefully. 
Moreover, SMA soldering accuracy and FR4 substrate 
quality need to be taken into consideration [19-22]. 
 

 
 
Fig. 6. Photograph of the fabricated antenna: (a) top 
view, and (b) bottom view. 
 

 
 
Fig. 7. Measured and simulated VSWR characteristics 
of the proposed antenna. 

Figure 8 depicts the simulated radiation patterns 
including the co-polarization and cross-polarization in 
the H-plane (x-z plane) and E-plane (y-z plane). It can 
be seen that nearly omnidirectional radiation pattern 
with low cross-polarization level can be observed on x-
z plane. The radiation patterns on the y-z plane are like 
a small electric dipole leading to bidirectional patterns 
in a very wide frequency band. With the increase of 
frequency, the radiation patterns become worse because 
of the increasing effects of the cross-polarization [23-
30]. 
 

 
 
Fig. 8. Simulated radiation patterns for the proposed 
antenna at: (a) 4 GHz, (b) 12.5 GHz, (c) 14 GHz, and 
(d) 17.5 GHz. 
 

IV. CONCLUSION 
In this paper, a new design of microstrip monopole 

antenna with simple configuration is proposed which 
provides a very wide bandwidth for various UWB 
applications. The presented antenna consists of a fork-
shaped radiating patch with three pairs of teeth, a feed- 
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line and a horseshoe ground plane. The fabricated 
antenna has the frequency band of 2 to over 20 GHz. 
Good VSWR and radiation pattern characteristics are 
obtained in the frequency band of interest. 
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Abstract ─ A triple-mode microstrip square ring short 
stub-loaded stepped impedance resonator (SIR) is 
proposed for the design of bandpass filters (BPFs). The 
resonator possesses three resonances over the wide 
frequency band, which can be employed to implement a 
BPF with flat response. This kind of the filter is able to 
control spurious response by changing the structure of 
the resonator. For validation, a triple-mode BPF with 
central frequency of 2.55 GHz has been designed, 
fabricated and measured. Good agreement is observed 
between measured and simulated results. 

Index Terms ─ Triple-mode resonator, wideband 
bandpass filter, wide stopband response. 

I. INTRODUCTION 
With the rapid development of modern mobile and 

wireless communication systems, the filters with 
compact size and high performance are increasingly 
essential. Many ways have been developed to make the 
filters more compact. An effective one is to modify the 
traditional resonator to generate additional modes, thus 
the resonator can be treated as multiple resonators in 
electrical [1]. Among them, dual-mode filter is the most 
common multiple-mode filter, which has been analyzed 
deeply and comprehensively in many reports with 
various configurations, including circular loop [2], 
square loop [3], hexagonal loop [4], circular patch [5], 
defected ground structure [6], and triangular patch [7]. 
Triple-mode characteristics can be achieved by loading 
a stub to a resonator [8]. The λ/2 transmission line 
resonator with a pair of center loaded stubs is used to  

design the triple-mode filters [9-10].
In this paper, we will present a different type of 

triple-mode filter by using a novel improved tri-section 
stepped impedance multiple-mode resonator. The 
multiple-mode resonator is developed from a 
conventional SIR dual-mode resonator [11]. By 
introducing a short stub and a square ring stub loaded in 
the center of the SIR, a compact triple-mode BPF with 
wideband response, wide stopband, low insertion loss, 
and high selectivity is realized. The proposed BPF has 
been simulated, implemented, and measured. Good 
agreement is observed between simulated results and 
measured results. 

II. ANALYSIS AND DESIGN OF PROPOSED 
WIDEBAND BANDPASS FILTER 

A. Characteristic of the triple-mode resonator 
The proposed triple-mode resonator shown in Fig. 

1 is excited via capacitive couplings by input/output 
port. It consists of a square ring, short stub and a SIR 
resonator, and the parameters are indicated in Fig. 1. 
Mode decomposition provides a deeper insight to the 
operation of the resonator, where the corresponding 
even- and odd-mode resonators are illustrated in Fig. 2.

The symmetrical plane in Fig. 1 will behave as an 
electric wall (EW) or a magnetic wall (MW) under the 
odd-mode or the even-mode excitation, respectively. 
The resonator equivalent circuits are depicted in Fig. 2,
where Yineven and Yinodd represent the input admittances 
of the odd-mode equivalent circuit and the even-mode 
equivalent circuit, respectively. 
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Fig. 1. Layout of proposed triple-mode resonator. 
 

For even-mode excitation, the equivalent circuit is 
shown in Fig. 2 (a), which contains two resonant 
circuits: a tri-section quarter-wavelength resonator with 
one short end and a tri-section quarter-wavelength 
resonator with open end, as shown in Figs. 2 (c) and (e). 
The input impedance of the two even-mode equivalent 
circuits Yineven_1 and Yineven_2 can be deduced as: 
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where i (i=1,2,3 and s) is the electrical length for the 
section of the triple-mode resonator shown in Fig. 2. 

The two even-mode resonance condition can be 
derived by setting Yineven_1 = 0 and Yineven_2 = 0. Figure 2 (c) 
shows the Path I of even-mode equivalent circuit. The 
resonant frequencies of feven_2 can be extracted as 
follows: 
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For the simplicity of analysis, keep the condition of 
θ1=θ2=θ3=θ, and set K1=Z1/Z2, K2=Z2/Z3, then (1.3) can 
be rewritten as: 

 2

2 1 2 1

1 1 1( ) tan ( ) 1.
K K K K

� � �%  (1.4) 

Therefore, the condition for the fundamental 
resonance of a symmetrical tri-section SIR with equal 
section lengths can be derives as [12-13]: 

 1 1 2

1 2

tan ( )
1

K K
K K

��
� �

% . (1.5) 

Similarly for the resonant frequencies of feven_1, Fig. 
2 (e) shows the Path II of even-mode equivalent circuit. 
When θ1=(θ2+θ4)=θs=θ and K3=Z2/Zs, the fundamental 
resonant frequency feven_1 occurs at: 

 1 1 1 3

3

1
tan ( )

K K K
K
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�% . (1.6) 

For odd-mode excitation, its equivalent circuit 
shown in Fig. 2 (b) can be decomposed into two 
resonant circuits: a tri-section stepped-impedance 
resonators and a quarter-wavelength SIR, which are 
shown in Figs. 2 (d) and (e), respectively. The required 
odd-mode resonant frequency fodd_1 is introduced by the 
typical quarter-wavelength SIR. The input impedance 
of the two odd-mode equivalent circuit Yinodd_1 can be 
deduced as: 

 2 1 1 2 4
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2 1 1 2 2 4

tan( ) tan( )
(( tan( ) tan( ))inodd
Z ZY

jZ Z Z
� �

�
� �
% % %

% % %
. (1.7) 

The resonance condition can be derived by setting 
Yinodd_1 = 0. The fundamental resonant frequency fodd_1 
occurs at: 
 1 2 4 1tan( ) tan( ) K� �% % % . (1.8) 
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Fig. 2. Equivalent circuits of the triple-mode resonator: 
(a) even-mode, (b) odd-mode, (c) Path I of even-mode 
equivalent circuit, (d) Path I of odd-mode equivalent 
circuit, (e) Path II of even-mode equivalent circuit, and 
(f) Path II of odd-mode equivalent circuit. 
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Figure 3 shows the EM simulated frequency 
responses of the triple-mode resonator under the weak 
coupling, where fi (i=1, 2and 3) corresponds to the ith 
resonant frequency of triple-mode resonator and  
fzi (i=1 and 2) are the frequency locations of the 
transmission zeros. We can see that there are three 
resonances in the passband of the filter and two 
transmission zeros near the passband edges. 

Figure 4 shows the simulated even- and odd-mode 
normalized resonant frequencies fr/f0, where f0 is set to 
2.35 GHz. It is obvious to see from Figs. 4 (a), (b) that 
the resonant frequency fodd_1 receives little influence 
from the introduced square ring and short-stub, whereas 
feven_1 and feven_2 can be varied separately by changing 
the length θs and L3 of the short-stub and square ring, 
respectively. As shown in Fig 4 (a), by changing the 
short-stub length θs, the first resonant frequency feven_1
can be shifted within a wide range, while the fodd_1 is 
fixed and feven_2 varies slightly. Figure 4 (b) shows the 
distribution of resonant frequencies for cases of 
different length of θ3, it is clear that the third resonant 
frequency feven_2 can be shifted within a wide range, 
while feven_1 and fodd_1 are nearly unchanged. 

According to the curves in Fig. 5, the variation of 
resonant frequencies can be controlled by changing the 
impedance ratios of the tri-section SIR. As shown in 
Fig. 5 (a), the resonant frequency feven_1 can be changed 
widely by altering the impedance ratio of K3, and the 
resonance frequencies fodd_1 and feven_2 varies slightly. It 
also can be seen from Fig. 5 (b), the resonant frequency 
feven_2 can be shifted within a wide range versus 
different impedance ratio of K2, with the resonant 
frequencies feven_1 and fodd_1 having almost no change. 
Figure 5 (c) shows the variation of resonant frequencies 
feven_1, fodd_1 and feven_2 versus the impedance ratio of K1,
which have a common trend, but the change of resonant 
frequency fodd_1 is more intense.
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Fig. 3. Simulation transmission response of the 
wideband filter with weak coupling. 
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Fig. 5. Variation of resonant frequencies versus 
impedance ratio. Analysis of resonator frequencies 
versus impedance ratio of: (a) K3, (b) K2, and (c) K1. 
 

Based on the above analysis, the resonant 
frequencies of the proposed triple-mode resonator could 
be controlled by tuning the length of θ1, θ2, θ3 and θs 
and the impedance ratio K1, K2 and K3. There is more 
freedom in design compared with traditional triple-
mode resonator. 
 
B. Filter design 

The coupling scheme of the triple-mode filter is 
presented in Fig. 6. The dark circles and the white 
circles indicate resonant modes of resonators and 
source/load, respectively. These modes are all directly 
coupled to both the source and the load. The coupling 
between microstrip resonator and source/load can be 
modified by changing their distance and overlap length. 
The coupling between the even mode of the triple-mode 
resonator and input or output are both positive and the 
coupling between the odd mode and source is positive, 
while the coupling between this mode and load is 
negative. The dashed line indicates the coupling 
between source and load that is determined by the gap 
between input and output microstrip line. Therefore, the 
corresponding coupling matrix of the coupling scheme 
is given by: 
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  (1.9) 

Due to symmetrical geometry of the proposed filter, 
the coupling coefficients agree with MS1=ML1, MS2=ML2, 
and MS3=-ML3. So two inherent transmission zeros of 
the resonator and a transmission zero introduced by the 
source-load coupling can be achieved, which improve 
the selectivity of the proposed BPF. Therefore, the 
generalized coupling matrix for the proposed BPF with 

central frequency of 2.55 GHz can be obtained on the 
basis of the approach of synthesis in [14] as follows: 

0 0.6042 0.4861 0.8205 0.0186
0.6042 1.5887 0 0 0.6035

.0.4861 0 1.4814 0 0.4854
0.8205 0 0 0.2436 0.8199
0.0186 0.6035 0.4854 0.8199 0

M
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� ��� �
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� �

�� �
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The scattering characteristic of the proposed filter 
shown in Fig. 7 was synthesized. Three transmission 
poles are clearly observed in the passband of the filter. 
In addition, three transmission zeros are created which 
improve the selectivity in the transition band and 
rejection in the stopband. 
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Fig. 6. The coupling scheme of proposed triple-mode 
BPF. 
 

1 2 3 4 5 6
-100

-80

-60

-40

-20

0

S-
pa

ra
m

et
er

 (d
B)

Frequency (GHz)

 S
11

 S
21

 
 

Fig. 7. Synthesized theory result of triple-mode BPF. 
 
III. SIMULATION AND EXPERIMENT 
Based on the triple-mode resonator, a wide-band 

BPF has been designed and fabricated on Taconic RF-35 
substrate with relative dielectric constant of εr=3.5 and 
thickness of h=0.508 mm. The geometry of the 
proposed filter is shown in Fig. 8. It consists of one 
triple-mode resonator and a pair of parallel-coupled 
quarter wavelength feedlines. The dimensions of the 
proposed wideband BPF shown in Fig. 8. 
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Fig. 8. Layout of the proposed filter. 

The photograph of the fabricated filter is presented 
in Fig. 9 (a). The measurement is accomplished by 
using Agilent 8757D network analyzer. The simulated 
and measured frequency responses are compared in Fig. 
9 (b). Dotted lines and solid lines indicate the simulated 
and measured results, respectively. The 3-dB passband 
of the proposed filter is from 1.8 to 3.3 GHz, and its 
passband return loss is larger than 15.6 dB. Five 
transmission poles are clearly observed at 1.99, 2.18, 
2.55, 2.97, and 3.23 GHz in the passband of the filter, 
three of them are due to the triple-mode resonator, and 
the other two are yielded by the λ/4 coupled feedlines. 
Three transmission zeros are generated at 0.42, 4.28, 
and 4.64 GHz. The locations of the transmission zeros 
were affected in the stopband due to the dynamic range 
of measurement instruments. The minimum insertion 
loss in the stopband is greater than 20 dB. The 
simulated and measured maximum insertion losses in 
the passband are 0.06 and 0.55 dB, respectively. 
Measured results agree well with the simulated ones. 
The designed filter circuit occupies the overall size of 
about 30 mm × 15 mm. 
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Fig. 9. (a) Photograph of the fabricated filter, and (b) 
measured and simulated response. 

IV. CONCLUSIONS 
In this paper, a BPF using triple-mode square ring 

short stub loaded stepped impedance resonator has been 
proposed and fabricated. With the analysis of even- and 
odd-mode resonances, the characteristics of the triple-
mode resonator were investigated. When the triple-
mode resonator is employed to implement a wideband 
BPF, the triple resonant frequencies along with the 
three attenuation poles close to the edges of the 
passband on either side, essentially give rise to a flat 
passband and a wide upper stopband response. The 
coupling matrix of proposed structure is established to 
further explain the proposed design. The measured 
results exhibit good agreement with the simulation, 
verifying the proposed structure and design 
methodology. 
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Abstract ─ This paper presents and evaluates a parallel 
time domain analysis of a rectangular reflector on 
multicores machine. Rectangular reflector antennas have 
motivated the time-domain analysis of electromagnetic 
scattering problems. The asymptotic time domain 
physical-optics (TDPO) is applied to the analysis of a 
rectangular reflector illuminated by a Gaussian-impulse. 
It is a numerical technique used in computational 
electrodynamics. The effects of time-delayed mutual 
coupling between points on the surface will be ignored 
to avoid the numerical limitations found in other 
conventional time-domain techniques such as 
interpolation error, numerical dispersion error, etc. As a 
result, the scattered signals at the specular reflection 
point, at the edges, and at the corners can be clearly 
distinguished. Furthermore, this paper evaluates and 
compares the performance of the sequential time-domain 
analysis against the parallel time-domain analysis on 
multicores machine. 

Index Terms ─ Electromagnetic scattering, parallel 
computing, rectangular reflector, time domain. 

I. INTRODUCTION 
Reflector antennas are intensively applied in the 

radars, communication, and guidance, etc. Nowadays, 
the problems of electromagnetic (EM) scattering have 
been widely applied in fields of remote sensing, target 
identification, radar detection, and so on. The interest in 
the transient analysis of EM phenomena has been 
growing in recent years. This is due to the advance of 
ultra-wide band (UWB) radars and their associated 
antennas, various antennas have been proposed for UWB 
application [1], with mobile radio channels by means of 
their response to pulsed excitation [2]. There are several 

methods that are used to analysis the EM scattering that 
will be explored in next section. They have inherent 
difficulties with numerical instability, interpolation 
errors, and need of extensive computer memory and 
CPU time to solve problems involving large scatterers. It 
is more efficient to deal with the transient analysis 
directly in the time domain. The time domain physical-
optics (TDPO) [5-6] is an alternative method that 
requires relatively small amounts of computer memory 
and CPU time. 

Consequently, this paper will focus on 
implementing the TDPO approximation method on 
parallel computer system. However, this section will 
discuss several computational electromagnetic (CEM) 
numerical methods either implemented in sequential or 
in parallel as follows. 

Physical-optics (PO) approximation is one of these 
techniques. It has been widely used and considered as a 
good approximation of the far field electromagnetic 
scattering [16]. Starting from the Stratton-Chu integral 
equations, the PO expressions can be obtained for the PO
scattered magnetic field in frequency domain [17]. The 
PO approximation is initially applied in the frequency-
domain with the inverse Fourier transform [9] and [10]. 
Those equations are obtained directly from Maxwell’s 
equations by applying Green’s theorem in its vector 
form [17-18]. The PO requires integration over the 
illuminated surface of the scatterer. Due to the complex 
exponential term, the integrand of the PO integral is a 
very oscillatory function, especially at high frequencies.
Therefore, it is very expensive to compute these kinds of 
integrals by simple numerical integration techniques 
such as Levin’s integration method [19]. For large 
scatterer, the PO approximation is an efficient method in 
the frequency domain [7-8]. To accelerate the computing

1054-4887 © 2015 ACES

Submitted On: February 8, 2015
Accepted On: June 6, 2015

785 ACES JOURNAL, Vol. 30, No. 7, July 2015



of the PO, there are some researches that handle PO in 
parallel based shared memory [28] and distributed 
memory [29-30]. 

Moreover, there exist several analytical and 
numerical techniques for obtaining the response of 
scattering problems directly in the time domain, which is 
the most natural approach to be used, such as the finite-
difference time-domain method (FDTD) [3, 11-13]. 
Recently, the FDTD method is being used to solve a 
wide variety of practical problems, because it can be 
competitive with the FEM in terms of versatility and 
solve time, even on a single PC or laptop computer 
loaded with a 2 GB memory. However, the main 
advantage of the FDTD becomes increasingly apparent 
when it is run either on multi-core processors or MPI 
protocol with low-cost high speed networks, because it 
can be parallelized more efficiently than FEM [21-25]. 
Several works [26-27] present a hybrid FDTD numerical 
algorithm which has been successfully developed and 
validated. They employ distributed and shared memory 
thorough of MPI and OpenMP [14]. 

 
II. THEORY AND FORMULATION 

The TDPO integral is evaluated over the illuminated 
surface of the scatterer with a closed-form expression 
based on Gaussian-impulse. The formula of the TDPO is 
derived with the inverse Fourier transform. The scattered 
field of the TDPO is obtained as follows [20]: 

` `
`

`

 ( , ( , ))1( , )     ds ,
 t4`
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TDPO st

o
j r τ t r

e r t η
π r r

s
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where PO
stj  is given as: 
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stj r τ t r = 

 ` `( , ( , ))PO
sj r τ t r - ` ` ˆ ˆ[( ( , ( , ))) ] ,PO
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 ` `( , ( , ))PO
sj r τ t r  = ` `2 n ( , ( , )),inch r τ t r	n (inc ((  (3) 

where the vector r` locates the integration point on the 
scatterer surface, r is the distance between the observing 
point P and the origin O as shown in Fig. 1, c is the 
velocity of the light and is o+  the intrinsic free space 
impedance, )),(,( `` rtrjPO

s '  is the surface-current 

distribution in the time domain and )),(,( `` rtrh inc '  is 
the time-domain magnetic field incident on the surface. 

The delay time of the propagation is given by: 
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r r
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Based on Eq. (1), the surface-current density does 
not need to be solved. Consequently, minimum computer  

memory is required and no interpolation evaluation 
needs to be carried out because the incident fields are 
known for all positions and times. This benefit makes 
this approach suitable for limited computer-memory 
requirement (e.g., personal computer). Figure 1 shows 
the geometry of a rectangular reflector illuminated by an 
incident wave. We assume that incident wave is 
bandpass Gaussian-pulse transmit from x-polarized 
small dipole point source, which has the following form: 
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3  is the standard deviation of Gaussian envelope, B is 
the magnitude parameter of impulse, and o�  is the 
angular frequency. From Eq. (5), we can form the time – 
domain representation v(t): 
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as a real signal, we can write v(t) as: 
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where F(t) is analytic low pass input signal: 
 F(t) = I – j Q, 
where 
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where I and Q are the In-phase and Quadrate parts. F(t) 
corresponds to the complex envelope of v(t) and is useful 
to know the intensity of the scattered wave in time 
domain. 

The next step is show how such a bandpass system 
can be given an equivalent baseband representation at the 
center frequency, as: 

 U (t) = .d ] j [- Exp )(u 
T 2

1 2
  

2
  

''�'
� *

�

�

Tt

Tt

o  (8) 

The baseband output is the sum over each path, of the 
delayed replicas of the baseband input. When we get the 
U (t), it is possible to draw dB plot, as shown in Fig. 3 (b). 
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Fig. 1. Geometry of a rectangular reflector. 

III. PARALLEL IMPLEMENTATIONS OF 
THE TDPO 

In this paper, the OpenMP [14] programming 
interface was employed to parallelize the computations 
of the EM based on the TDPO method. It was developed 
on the multicore central processing unit (CPU) in 
multiple precisions arithmetic. OpenMP has been used 
to parallelize the code and memory-hierarchy-based 
optimization techniques to reduce the computer time of 
the code. Using these techniques, the computer time can 
be reduced in a factor close to the number of cores of the 
CPU [33]. While acceleration of the computational 
electromagnetic methods on graphics processing units 
(GPUs) has recently become a hot topic of 
investigations, multicore CPU still remains a source of 
significant computational power comparable to the GPU 
throughput for specific algorithms [15]. To the best of 
our knowledge, accurate computation of scattered field 
of the TDPO over rectangular reflector illuminated by a 
Gaussian-impulse for rectangular requires the multiple 
precision arithmetic, which has not been implemented as 
a library on GPUs yet. Therefore, it can be anticipated, 
that the proposed parallel CPU implementation will open 
the door to the implementation of the TDPO method on 
heterogeneous computing systems simultaneously 
deploying the computational power of multicore CPUs 
and GPUs for the tasks best suited for each. 

In this paper, the authors implemented their 
computing solution on parallel using OpenMP as 
follows. It begins with a single thread of control, called 
the master thread, which exists for the duration of the 
program. The set of variables available to any particular 
thread is called the thread’s execution context. During 
execution, the master thread may encounter parallel 
regions, at which the master thread will fork new threads, 
each with its own stack and execution context. At the end 
of the parallel region, the forked threads will terminate, 
and the master thread continues execution. 

The master thread performs the following steps to  

compute scattered field of the TDPO: 
E The geometry parameters of the rectangular 

reflector antennas are input to master thread. In 
addition, it initializes the constant values using Eq. 
(5) that calculates the incident wave ),( ` trh k

inc . 
E Calculate the scattered field of the TDPO equation 

),( tre TDPO by transforming the integral in equation
1 into sum of scatter fields over M x N small 
rectangular reflectors. The master thread creates 
NTHREADS worker threads where each one 
calculates the sum over a small rectangle reflector. 
The computing of the scattered field of the TDPO 

over rectangular reflector is obtained by Eq. 1. The 
rectangular reflector can be divided into M x N small 
rectangular reflectors as shown in Fig. 1, where 
M=2a/0.1�, N=2b/0.1�, and λ denotes the wavelength. 

Consequently, the integration in Eq. 1 can be expressed 
as the summation of scattered fields over these M x N
small rectangular reflectors. Therefore, it is time-
consuming calculations that are needed to be performed 
in parallel. At this time, the code has been parallelized 
by distributing the M vectors of rectangular reflectors 
into NTHREADS threads. Each thread calculates the 
sum of the scattered field over N rectangular reflectors. 
The total sum of all the scatter fields by M x N small 
rectangular reflectors constitutes the scattered field by 
the target as follows: 
#pragma omp parallel shared () private () {

#pragma omp for schedule (static)
for (i=-M; i<=M; i++) 

          for (j=-N; j<=N; j++) 
                sum = sum + Compute_ScatteredField (i, j); 

} 
The main problem that appears in using OpenMP is 

the order of the loops. If the directions of the observation 
points are used as outer loop, then each core can compute 
the scattered field created by all the rectangular in one 
direction, and at the end, it should store the result in a 
position of the output vector. But if the index of the 
rectangular reflector is used as the outer loop, then each 
core must compute the scatter field over this small 
rectangular and then use the reduction method to add all 
the results. Unfortunately, the reduction method is not 
well implemented for vectors in OpenMP, and each core 
must wait for the others to write their results. 

IV. NUMERICAL RESULTS AND 
DISCUSSION 

To explore the effectiveness of the used parallel 
technique, this paper implemented and carried out 
sequential and parallel experiments to examine the 
processing time needed to compute of the scattered field 
of the TDPO over rectangular reflector. 
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Fig. 2. (a-d). Scattered field rectangular reflector with Gaussian-impulse excitation TDPO with reflector diameters, d, 
2 d, 4 d and 8 d, respectively. 
 
A. Setup 

These computing algorithms were implemented by 
C++ programming language using Microsoft Visual 
Studio Professional 2012 on a HP server (ProLiant 
ML350p Gen8) with two Intel Xeon (R) processors (E5-
2620 @ 2.00 GHz), each processor has 6 cores and  
32 GB RAM. The total number of physical cores is 12. 
Hence, it is capable of running 12 threads 
simultaneously. The multicore CPU implementation was 
performed using the OpenMP programming model as in 
[14,31]. For the purpose of comparison, we have used 
Mathematica version 9.0. 
 
B. Numerical results 

Numerical results were obtained for a variety of 
configurations. As a target, we use a PEC rectangular 
plate as shown in Fig. 1, where �  is the wave length, 3� 
is the standard deviation of  Gaussian-impulse and 

3
' ott �
�  and d = c3� is the reflector diameter. 

Figure 2 (a)-(d) shows the numerical solution of the 
scattered field of the TDPO. The three scattering 
components shall be distinct, i.e., specular reflection at 
the center of rectangle, edge diffraction at the center of 
the edge, and corner diffraction at the corners were 
shown in Fig. 2 (a)-(d), respectively. In Fig. 2 (a)-(d), the 
reflectors diameters are d, 2 d, 4 d and 8 d, respectively. 
The scattered field TDPO increases as a result of 
increasing the reflectors diameter d by factors 2, 4, and 
8. The results appear to be more accurate and stable 

faster than those obtained by frequency domain physical 
optics [20]. For greater reflector size, the time domain 
solution requires considerably more computing power 
consequently we implemented it in parallel. Figure 3 (a) 
shows that the observation point is very close to the 
reflector shadow boundary associated with upper 
diffraction point and Gaussian-impulse excitation with 
coordinates r = 100 m, oo 0 ,65 �� 8% . Radiation pattern 
for Gaussian-impulse excitation, based in the peak 
response at the three scattering components is plotted in 
Fig. 3 (b). To compute the scattered field of the TDPO 
over rectangular reflector with diameter 10 d the single-
threaded code requires 177.422 seconds. While the 
multi-threaded code with 12 threads requires 19.73 
seconds. The merits of the parallel computing are 
speedup Sl and efficiency El using l parallel threads that 
can be computed as follows [32]: Sl = Tsequential /Tl and  
El = Tsequntial/(l. Tl), where Tsequential is the computing time 
in sequential, Tl is the computing time using l threads  
and 1≤ Sl ≤ l. However, the computing overhead is 
determined as follows: O(l) = Tl (1-El) = Tl – (Tsequential /l). 
This experiment shows that with 12 threads the 
computing is speedup by 8.99x and efficiency is 75%. 
Figure 4 (a) shows the plot that presents the speedup as 
a function of reflector diameters (d, 2 d, 4 d, 6 d and 8 d 
respectively). Moreover, it verifies that Mathematica 
runs between 1.65 and 1.72 times slower than OpenMP 
C++ implementation. The multi-thread code achieves an 
excellent speedup when executed on multiple cores. 
Figure 4 (b) demonstrates the required computing time 
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according to different reflector diameters along with 
increasing the number of parallel threads. This figure 
shows that for small wavelength the effect of parallel has 
less significant, however it shows significant impact as 
the reflector; s diameter is increasing. Moreover, we 
extend our experiments to reflector diameter 25 d and 
then we are able to calculate the scatter field in sequential 
within 12 hours and 14 minutes however it take one hour 
and 35 minutes and 20 seconds with carrying out 12
threads per 12 cores. This experiment shows that with 12
threads the computing is speedup by 8.02x and 
efficiency around 65%. 

(a)

(b)

Fig. 3. (a) Scattered field of a rectangular reflector with 
Gaussian-impulse excitation at r = 100 m, oo 0,65 �� 8% ,
and (b) radiation pattern for Gaussian-impulse 
excitation. 

(a) 

(b) 

Fig. 4. Speeding up the computing of the scattered field 
of the TDPO over rectangular reflector. 

IV. CONCLUSION 
To determine the analysis of a rectangular reflector 

illuminated by a Gaussian-impulse considering the 
UWB radar application, this work extends the concept of 
the frequency-domain physical optics approximation to 
time-domain. The scattered field of the TDPO is 
obtained by performing the inverse Fourier transform 
over the frequency-domain scattered field that is 
obtained by calculating the integral over the illuminated 
surface using the free space Green’s function.

The numerical results show the applicability of 
TDPO, as the scattered signals at the specular reflection 
point, edge diffraction and corner diffraction. Figure  
2 (a)-(d) shows comparisons of the TDPO results based 
on a frequency domain physical optics. The frequency 
domain physical optics solution requires considerably 
more computer time and becomes inherently unstable. 
Moreover, the TDPO can reduce CPU time drastically. 
The parallel implementation of the TDPO is developed 
over multicores using OpenMP. The parallel 
performance of the parallel TDPO program is measured. 
Finally, the results show that the speed up ratio is 
approximately equal to 8.99x with 12 threads. 
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Abstract ─ In this paper, a new design of cell phone body 
is presented to reduce the specific absorption rate (SAR) 
in the human head. The SAR in the human head and total
absorbed power by the cell phone user are calculated 
along with antenna performances in terms of radiation 
efficiency and directivity to validate the effects of cell 
phone body. It is found that the SAR in the head is 
reduced significantly for both the lower and upper global 
systems for mobile (GSM) frequency band. The new 
mobile body provides 63.8% reduction in the SAR 
at 900 MHz and 69.2% reduction at 1800 MHz in 
comparison of without mobile cover configuration. 
Moreover, the mobile casing improves the radiation 
efficiency 6% and 7% in the lower and the upper GSM 
frequency band respectively. 

Index Terms ─ Antenna, FDTD method, human hand 
model, human head model, mobile body, SAR. 

I. INTRODUCTION 
The health hazard of emitted electromagnetic (EM) 

radiation from the cellular phone has become a point of 
open deliberation as the use of mobile handset is 
increasing exponentially. For the protection of the 
human body from EM exposure, international 
authoritative bodies have defined exposure guidelines  
[1, 2]. The EM energy absorbed by human body tissues 
can be evaluated by the specific absorption rate (SAR) 
[3]. The safety limit of SAR averaging 1 g of tissues 
(SAR1g) is set to 1.6 W/Kg by Federal Communication 
Commission (FCC) [4] and 2 W/Kg for 10 g of tissues 
by IEEE [5]. Therefore, the reduction of the SAR is an 
essential issue for the cell phones and many researchers 
are working on this aspect. The simplest and easiest 
method for SAR reduction is to increase the spacing 
between human head and cell phone antenna because the 
SAR values are inversely proportional to this distance 
[6]. In addition, conducting material closed to the human 
body processes significant effects on the SAR values, 
which highly depends on the position and size of 
conducting material [7,8]. In [9], a conducting material 
was used as a protection attachment between the handset 

antenna and the human head. Moreover, radio frequency 
(RF) shielding using ferrite sheet has proved to be an 
attractive way of reducing the SAR in the human head 
[10]. In [11], a ferrite loaded short mono-pole antenna 
was proposed to reduce the SAR. Numerical results 
showed that the proposed arrangement can enhance 
antenna performance and reduce the SAR in the head for 
the frequency 1800 MHz and higher. On the other hand, 
a ferrite sheet with PIFA antenna was investigated in 
[12]. The considerable amount of SAR reduction was 
observed at 900 MHz. 

The SAR values can also be reduced by using 
artificial magnetic conductor (AMC), electromagnetic 
band gap (EBG) and photonic band gap (PBG) surfaces. 
In [13], two patch EBG structure was used in the ground 
plane of the antenna. The results revealed the reduction 
in total dispersed power and SAR toward the head. In 
[14], a study on the effects of EBG structure on the SAR 
and the radiation characteristics of dipole antenna has 
been presented. The outcomes indicated that EBG 
structure can improve the radiation efficiency and reduce 
the SAR at 3.5 GHz. Recently, metamaterials have been 
proposed for the SAR reduction of cell phone as they 
process extraordinary physical properties. The 
metamaterials are artificially constructed structure 
having negative permittivity, negative permeability or 
both simultaneously [15]. In [16], the designed square 
split ring resonator (SSRR) using metamaterial was used 
to degrade the SAR values. This investigation has 
achieved the SAR reduction at 900 MHz. In [17], the 
proposed metamaterial provided the moderate amount of 
reduction in SAR values for dual GSM frequency bands. 

However, the cell phone casing processes 
significant effects on the SAR values. In [8], a study of 
materials to reduce the SAR values has been presented. 
The numerical results showed that the cell phone case 
box made of materials with higher conductivity produces 
higher pick SAR in the human head. In this paper, a new 
design of mobile casing for PIFA antenna is used for the 
reduction of EM absorption for both GSM lower and 
upper frequency bands at 900 MHz and at 1800 MHz 
respectively. The antenna performances are also 
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evaluated to clarify the effectiveness of the new cell 
phone body. 

II. MODELS AND METHODS 
In this investigation, the study of SAR reduction 

using cell phone body was conducted by the finite-
difference time-domain (FDTD) method to lossy Drude 
model [18-19]. The major simulation tool used in this 
study, was Computer Simulation Technology 
Microwave Studio (CST MWS) based on the FDTD 
method [20]. A dual band PIFA was used in 
experimental set-up. The antenna elements were made of 
PEC comprising patches, ground plane, feed, and 
shorting wall. Additionally, FR-4 circuit board and 
electrical circuits were used along with antenna to take 
effect on the real cell phone. The dimensions of the 
circuit board are 80 mm × 40 mm × 1.6 mm. Figure 1 and 
2 shows the return loss characteristics and the geometry 
of the antenna with circuit board respectively. A body of the 
mobile phone was modeled using two different materials. 
The body of the mobile phone was modeled using plastic 
with dimensions 82 mm × 42 mm × 10 mm. The thickness 
of plastic sheet is 0.5 mm with 2.9 relative permittivity. 
The LCD, dimensions 60 mm × 38 mm × 2.2 mm, of the 
cell phone was considered as a part of handset body. An 
additional double-layer sheet of thickness 2 mm was 
placed below the LCD monitor which contributed to 
reduce the SAR values considerably. The additional 
sheet consists of silicon (1 mm) and PEC (1 mm). The 
permittivity and tangent loss of silicon sheet are 11.9 and 
0.00025 respectively. Figure 3 (a) indicates the cell 
phone model with proposed body structure. The 
dimensions and properties of handset components were 
set to comply with industry standard. The specific 
anthropomorphic mannequin (SAM) phantom was used 
as a head model which consists of SAM shell and SAM 
liquid. A hand model was also utilized in this study. The 
dielectric properties of head and hand model have been 
listed in Table 1. Figure 3 (b) represents the simulation 
setup of handset model with head and hand phantom. In 
this lossy-Drude simulation model, domain was  
128 × 128 × 128 cells with cell sizes dx = dy = dx = 3 mm. 
The evaluation of SAR is defined as SAR = σE2/2ρ,
where σ, ρ and E represent the conductivity of the tissue, 
the density of the tissue and induced electric field 
strength in the human head respectively. The peak SAR 
values were averaged over 1 g of tissue. 

Table 1: Properties of head and hand models 
Materials Relative 

Permittivity, �r

Conductivity, 3
(S/m)

900 MHz 1800 MHz 900 MHz 1800 MHz
SAM shell 3.7 3.5 0.0016 0.0016
SAM liquid 40.5 40 0.97 1.42

Hand 36.2 32.6 0.79 1.26

Fig. 1. Return loss characteristics of the PIFA. 

(a) (b)

Fig. 2. PIFA with circuit board: (a) front view, and (b) 
side view. 

(a) (b)

Fig. 3. (a) Handset model, and (b) head and hand model 
in talk position. 

III. RESULTS AND DISCUSSIONS 
In this paper, a mobile body with an additional sheet 

has been proposed to reduce the peak SAR in the human 
head. The additional sheet was double layer. 
Additionally, single layer sheets of aluminum, silicon 
and PEC with mobile casing was also investigated. The 
investigation results may be classified into three broad 
categories: 

A. Without additional sheet configurations; 
B. Single-layer additional sheet configurations; 
C. Double-layer additional sheet configuration. 
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A. Without additional sheet configurations 
In this section, plastic mobile casing without 

additional sheet is used. Figure 4 represents the values of 
SAR and total absorbed power off with and without cell 
phone body configurations. The body is made of plastic 
materials with 1 mm thickness. The plastic cell phone 
body leads to reduce the SAR 57.9% at the lower 
frequency band and increase the SAR 3.6% at the upper 
frequency band as compared to without casing 
configuration. Moreover, the total absorbed power is 
reduced 53.7% at 900 MHz and increased 4.6% at  
1800 MHz due to the plastic body. It is clear from the 
obtained results that the plastic body affects the EM 
absorption greatly at the lower frequency band and 
slightly at the upper frequency band. 

However, this plastic body can reduce the SAR at 
the lower frequency band considerably, but increases the 
SAR at the upper frequency band. Moreover, the plastic 
cell phone body increases radiation efficiency 12% at 
900 MHz and decreases 1% at 1800 MHz as indicated in 
Fig. 5. The directivity of antenna is not affected greatly 
due to the plastic body for both frequency bands. 
 

 
 
Fig. 4. SAR values and absorbed powers considering 
with and without phone body. 
 

 
 
Fig. 5. Radiation efficiency and directivity considering 
with and without phone body. 
 
B. Single-layer additional sheet configurations 

A single layer of silicon sheet was used as an 
additional sheet with plastic mobile body. The SAR 
values and absorbed power are plotted in Fig. 6. The 
results indicate that the mobile body with 1 mm 

additional silicon sheet provides 68.4% SAR reduction 
at 900 MHz and 2.4% SAR at 1800 MHz as compared to 
without casing configuration. Sequentially, 1 mm 
additional aluminum sheet lead to 68.3% SAR reduction 
at the lower frequency band and 4.22% increment at the 
upper frequency band as shown in Fig. 7. The PEC sheet 
of 1 mm reduces the SAR 59.2% at 900 MHz and 66.1% 
at 1800 MHz (as indicated in Fig. 8). The reduction in total 
absorbed power is 68.3%, 67.96% and 58.9% for 1 mm 
silicon, aluminum and PEC additional sheet respectively 
in the lower frequency band. At the upper frequency 
band, 3.85%, 3.85% and 14.4% increment in total power 
absorption are observed after using additional silicon, 
aluminum and PEC sheet respectively. The additional 
sheet (silicon, aluminum and PEC) thickness of 2 mm 
provides a further little bit lower the SAR values and 
total adsorbed powers. The PEC sheet can reduce the 
peak SAR sufficiently rather than total absorbed power. 

At 900 MHz, mobile cover with silicon and 
aluminum additional sheet of thickness 1 mm improve 
the radiation efficiency 11% (as shown in Figs. 9 and 10) 
and PEC leads to increase 6.5% (as indicated in Fig. 11) 
compared to without casing configuration. On the other 
hand, 1 mm silicon and aluminum sheet provide 1% 
degradation of radiation efficiency and 1 mm PEC leads 
to degrade 3% at the upper frequency band. The results 
of antenna directivity do not change considerably after 
using a mobile body with additional sheet. 
 

 
 
Fig. 6. SAR value and absorbed power for plastic mobile 
body with additional silicon sheet. 
 

 
 
Fig. 7. SAR values and absorbed powers for plastic 
phone body with additional aluminum sheet. 
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Fig. 8. SAR values and absorbed powers plastic phone 
body with additional PEC sheet. 

Fig. 9. Radiation efficiency and directivity of plastic cell 
phone body with additional silicon sheet. 

Fig. 10. Radiation efficiency and directivity considering 
plastic body with additional aluminum sheet. 

Fig. 11. Radiation efficiency and directivity for plastic 
phone body with additional PEC sheet. 

C. Double-layer additional sheet configuration 
From the results of single layer additional sheet, it is 

clear that the cell phone body with silicon and aluminum 
additional sheet decreases the SAR at the lower 
frequency band significantly and PEC sheet degrades the 
SAR highly at the upper frequency band. The body with 
silicon-PEC double-layer additional sheet can affect 
both frequency bands. Figure 12 shows the SAR values 
and absorbed powers in case of mobile body with 
double-layer and without casing configuration. 

The 3D distribution of the SAR values is shown in 
Table 2. Comprising with without body configuration, 
the proposed cell phone casing with double-layer sheet 
can reduce the SAR 63.8% and 69.2% at 900 MHz and 
1800 MHz respectively. Similarly, 45% and 14% 
reduction in total absorbed power can be achieved at the 
lower and upper frequency band respectively, due to the 
cell phone casing with double-layer additional sheet. 
Moreover, the proposed cell phone body leads to 
improve radiation efficiency 6% at 900 MHz and 7% at 
1800 MHz (as shown in Fig. 13). Figure 14 represents 
the curves theta versus directivity with constant phi 
(φ=90). The antenna directivity is not affected 
significantly for both frequency bands. 

Fig. 12. SAR values and absorbed powers in case of 
plastic mobile body with additional silicon-PEC double-
layer sheet. 

Fig. 13. Radiation efficiency and directivity for plastic 
phone body with additional silicon-PEC double-layer 
sheet. 
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(a) 

 

 
(b) 

 
Fig. 14. Theta (degree) vs. directivity (dBi) curves xz-plane 
for: (a) without casing, and (b) new body configurations. 
 

Table 2: 3D distribution of SAR values of without body 
and body with silicon-PEC double-layer sheet 

 At 900 MHz Scale At 1800 MHz 

Without 
casing 

 
0.76 W/Kg  

 
0.461 W/Kg 

Casing with 
silicon-PEC 

sheet 

 
0.275 W/Kg  

 
0.22 W/Kg 

 
IV. CONCLUSION 

In this paper, a new design of cell phone body has 
been proposed for the reduction of EM absorption in the 
human head. The mobile body consists of plastic and a 
double-layer silicon-PEC additional sheet. The 
numerical results show that the proposed casing provides 
significant reduction of EM absorption towards the 
human head as well as improve radiation efficiency for 
both lower and upper GSM frequency bands. The silicon 
layer of additional sheet provides SAR reduction, 
particularly for the lower frequency band and PEC layer 
for the upper frequency band. Although the proposed 
design increases the cell phone thickness about 10%, it 
reduces the SAR 63.8% and 69.2% for the lower and 
upper frequency band of PIFA respectively. In case of 
total absorbed power by the user, 45% and 14% 
reduction are achieved. Moreover, the presented cell 
phone body improves the radiation efficiency 6% and 
7% at 900 MHz and 1800 MHz respectively. It can be 
concluded that the proposed cell phone casing may 
process significant role to protect cell phone user from 
health risk of EM radiation. 
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Abstract ─ In this paper, we proposed a new 
multifractal geometry for design of frequency selective 
surfaces (FSS) with dual band response. The proposed 
new geometry is called Ericampos. The main advantage 
of the proposed geometry is to design dual band FSS 
and makes it flexible in terms of controlling resonance 
and bandwidth. In addition, the proposed structure is 
easy to implement. The validation of the proposed 
structure was initially verified through simulations in a
commercial software and then the structure was built 
and experimental results were obtained. A good 
agreement between numerical and experimental results 
is observed. The structure shows angular stability and 
polarization independence. 

Index Terms ─ Angular stability, FSS, multifractal 
Ericampos geometry, polarization independence. 

I. INTRODUCTION 
The technological development in recent decades 

in the construction of planar structures has performed a
key role in the implementation of devices with low 
weight, small volume and low cost, making these 
structures attractive for applications in aerospace 
systems and wireless communications, such as WLAN, 
Bluetooth, WMAN, among others. 

In literature, there is a large number of works with 
frequency selective surfaces (FSS) and may be noted 
that the application of fractal geometry in FSS is 
increasing. 

The study of fractal geometry is not something 
recent. In fact, it began in 1974, with the mathematician 
Benoît Mandelbrot using the word “fractal” to indicate 
objects whose complex geometry could not be 
characterized as an integral dimension. His examples 

included galaxies, coastal areas, snowflakes and the 
Cantor set. 

Several researchers have focused on studies with 
multiband FSS response lately. This is because various 
applications such as mobile communications and 
wireless computer networks need multiband operation 
with resonance frequencies closed. Fractal geometry is 
a good solution for this problem. These structures are 
recognized by their properties of self-similarity and 
fractional dimension [1]. 

Fractal curves are based on a mathematical concept 
geometry [2]. The FSS fractal geometric shape has a 
large effective length, which may be designed in 
various ways. Fractal shapes has some interesting 
properties such as the ability to obtain an arbitrarily 
large electrical length confined to a finite volume. 

The use of fractal elements in FSS design allows 
the development of compact spatial filters with better 
performance compared with conventional structures [3]. 
Several iterations in fractals can be used to design FSS 
with multiband frequency response associated with self-
similarity structure contained in [4].

Many studies on the FSS with fractal elements 
were performed by analyzing only monofractal 
geometry structures, where the proportion of the 
adjacent resonance frequencies is approximately equal 
to the fractal dimension [5]-[7]. However, these 
structures cannot be used in multiband designs with 
different ratios of resonance frequencies. 

In this work, an analysis of FSS with a new type of 
multifractal geometry, which is named Ericampos, is 
performed. This structure optimize the design of 
multiband FSS structures and allows construction of 
structures with different proportions of multiband 
frequency resonances. 
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II. MULTIFRACTAL GEOMETRY 
The proposed multifractal geometry is a new 

multifractal geometry, developed by the authors of this 
paper. Its geometric construction starts with a square as 
initiator element, Q0, and the generator element, Q1, is a 
combination of a square element with mass probability 
p1 and four square elements with mass probability p2, 
each. This process is repeated ad infinitum obtained for 
each element. Therefore, after m iterations we have 5m 
elements, where m = 0, 1, 2, F, 6 and Qn is the nth 
fractal element. The ratio � is defined as: 

1

2
,

p
p

��  (1) 

Thus, be μn the probability measure of the nth level 
fractal, then, if I is an interval of Qn we have: 

1 2( ) ,k n k
n I p p ��G  (2) 

where, by construction of I, the element with 
probability p1 is taken k times and the elements with 
probability p2 are taken n � k times. For example, for 
Q1, k = 1 and n = 4. 

Now, generalizing the above definition for all 
elements, it has Qn(y) as the set that contains the 
subintervals of length δn, then the local dimension is 
defined as: 
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Also, N�n is the number of elements with length δn 
contained in Qn(y), then: 

!4 .
!( )!n

k nN
k n k

�
��  (4) 

If we consider only the y values greater than zero, 
we define a function f(y), or multifractal dimension, as: 
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( ) .

log( )
n

n
n

N
f y � �

�
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The proposed geometry is shown in Fig. 1. Figure 
1 (a) has a monofractal geometry. Figure 1 (b) has the 
multifractal geometry. So, as you can see, the fractal 
dimension of the geometry is changed independently. 
This provides greater design flexibility. 

In Fig. 2 is shown a spectral diagram for the 
proposed structure. It can be seen that the multifractal 
spectrum has a maximum value of the fractal dimension 
of monofractal, or � = 1 and the area occupied by the 
conducting patches is highly concentrated. It is 
observed that reducing � the multifractality of the 
system increases and favors the spreading of the area 
occupied by the conducting patches. 
 

 
 Q0 Q1 Q2 
 (a) 

 
 Q0 Q1 Q2 
 (b) 
 
Fig. 1. Proposed geometry: (a) monofractal, and (b) 
multifractal. 
 

 
 
Fig. 2. Multifractal spectrum for different ratios 
fractality. 
 

To analyze the effect of multifractality, simulations 
of the transmittance were performed for different values 
of � and for vertical and horizontal polarizations. In 
Fig. 3, we can observe the coefficient of transmission 
for different simulation scenarios and vertical 
polarization. It appears that the increased multifractality 
enables a reduction in the resonance frequency and 
increased bandwidth, which does not occur for 
monofractal geometries. In monofractal case, there is a 
reduction in the frequency and bandwidth. In Fig. 4, we 
observe the same behavior for horizontal polarization. 
Thus, it can be seen that the structure has the 
independence of polarization. 
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Fig. 3. Transmission coefficient for various ratios of 
fractality and vertical polarization.

Fig. 4. Transmission coefficient for various ratios of 
fractality and horizontal polarization.

After previous simulations, was designed a FSS
with multifractal geometry Ericampos level 2. The 
geometry was obtained from an initiator element 
(squared patch) with 15 mm of side. The individual cell 
has periodicity of 15.5 mm in the x and y directions.
Probabilities p1 and p2 equal to 0.0178 and 0.1878,
respectively, were used, giving a ratio � = 0.095. 

In Fig. 5, we can see the frequency response of the 
FSS designed for different angles of incidence and 
vertical polarization. It may be noted that there is no 
degradation in resonance frequency or bandwidth. This 
shows that the geometry is stable in terms of incidence 
angles. In the simulations, the angles of incidence for 
an incident plane wave were changed from 0o to 45o.
This range covers almost all applications of interesting 
for FSS. 

In Fig. 6, we can see the frequency response of the 
FSS designed for different angles of incidence and 
horizontal polarization. It may be noted that, as in the 
case of vertical polarization, no degradation in 

resonance frequency or bandwidth. This shows that the 
structure has the independence of polarization. 

It can be seen that the designed structure has 
possible applications in the S- and X-band. 

Fig. 5. Transmission coefficient of the FSS designed for 
different angles of incidence and vertical polarization.

Fig. 6. Transmission coefficient of the FSS designed for 
different angles of incidence and horizontal 
polarization.

III. EXPERIMENTAL RESULTS 
To validate the analysis performed, a prototype 

FSS was designed and built, and experimental 
characterizations were performed. Thus, we could 
compare the simulated results with measurements. The 
measurements were carried out using a vector network 
analyzer from Rohde & Schwarz (ZVB-14), which 
operates at 14 MHz to 10 GHz, and two horn antennas 
operating in the band from 700 MHz to 18 GHz with 16 
dBi gain. A photograph of the measurement setup is 
shown in Fig. 7. Bulkhead on which is fixed the FSS is 
circulated by absorbers to avoid diffraction at the edges 
and lined with metal to ensure that the signal passes 
only through the FSS window. 
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Fig. 7. Photograph of the measurement setup. 
 

In Fig. 8, can be seen a comparison between 
numerical and measured results for cascaded FSS for 
normal incidence. The measured and simulated results 
show good agreement. At the second resonance, a little 
difference at the resonance frequency can be noted. 
This may be occuring because the FSS was built with a 
milling machine table and this may have slightly 
reduced the thickness of the dielectric, which would be 
more critical at higher frequencies. This would explain 
the small difference between the simulated and 
measured results, at the second resonance. 
 

 
 
Fig. 8. Comparison between simulated and measured 
results of the normal incidence transmission coefficient 
of the FSS designed. 
 

In Figd. 9 and 10, we can see measured results of 
vertical and horizontal polarizations, respectively, with 
oblique incidence. The angles of incidence ranging 
from 0 to 30 degrees. The measured results show that 
the bandwidth does not suffer degradation in both 

cases, for different incidence angles, confirming the 
stability angle and polarization independent. The angles 
of incidence were changed from 0o to 30o because we 
have limitations at the measurement setup. 
 

 
 
Fig. 9. Transmittance measured FSS designed for 
different angles of incidence and vertical polarization. 
 

 
 
Fig. 10. Transmittance measured FSS designed for 
different angles of incidence and horizontal 
polarization. 
 

IV. CONCLUSION 
In this paper, we presented a new multifractal 

geometry for design of dual band FSS. The new 
geometry was named Ericampos and the FSS presented 
potential for applications in S- and X-band. The main 
advantage of the proposed structure is to design 
multiband FSS with multiple frequency ratios between 
the adjacent bands and a facility to build the designed 
structures. In addition, the proposed structure increases 
the degree of freedom in design of multiband structure 
according to the number of fractal iterations. The 
validation of the proposed structure was initially 
verified through simulations in a commercial software 
and then with measurements. A good agreement 

BRAZ, CAMPOS: A NEW MULTIFRACTAL GEOMETRY FOR DESIGN OF FREQUENCY SELECTIVE SURFACES 802



between simulated and measured results was obtained. 
The structure shows angular stability and polarization 
independence. 
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Abstract ─  A finite length biconical antenna has 
standing waves existing due to its abrupt discontinuity 
at the terminals and results in band width limitation. An 
appropriate termination of these terminals can enhance 
its bandwidth to a considerable extent and make it truly 
wide band. A finite biconical antenna with its edges 
terminated in thick loop (circular) is proposed and its 
radiation characteristics are analyzed for different
values of ‘βr’. Where ‘β’ is the wave number and ‘r’ is 

the length of the antenna. Compact antennas for ultra 
wide band (UWB) and above are in demand for modern 
communications and the proposed antenna meets the 
wide band requirement at UWB and above such as X, 
Ku, K bands with very low return loss. 

Index Terms ─ Biconical, discontinuity, loop, return 
loss, termination. 

I. INTRODUCTION 
The research paper proposes, investigates and 

analyzes a biconical antenna with its edges terminated 
in circular metal loop. The antenna provides wide band 
width and is appropriate for the use in present day 
wireless communication applications. The addition of 
metallic loop of appropriate radius at the terminals 
makes the edges smoothly curved. It minimizes 
reflections and results in enhanced bandwidth and 
reduced return loss. Biconical antenna was first 
analyzed by S. A. Schelkunoff who stated that the 
cones are enclosed in a sphere with its center coinciding 
with the apex of the biconical antenna. Input impedance 
of small angle biconical antenna has been presented and 
is the basis for further investigations of the element. A 
spherical boundary surface has been used for 
calculation of fields [1-2]. Smith [3], Tai [4-6], Papas, 
King [7-8] have proposed spherically capped biconical 
antenna. Badii and Tomiyama have reported the 
numerical analysis of biconical antenna in transmitting 
mode and obtained solutions to near and far fields. 

Normalized complex power for electrically long 
biconical antenna is presented [9]. S. S. Sandler and 
King [10], in recent times S. N. Samaddar and E. L.
Mokole [11], D. Ghosh and T. K.Sarkar [12], have 
proposed and investigated the wide angle spherically 
capped biconical antenna. Radiation characteristics 
such as pattern, input impedance, return losses and 
transient response of the element are established with 
formulations. A small biconical antenna using shorting 
pins has been designed by Amert and Whites that 
operates up to UWB [13]. Lu, et al., have presented top-
loaded biconical antenna for UWB indoor base station 
applications. But this antenna is complex to fabricate 
and is heavy. Radiation pattern and return loss 
characteristics exhibit oscillations [14]. Jacobs and 
others presented a truncated asymmetric conical dipole 
for wide band applications up to 17 GHz [15].

Smith [3] is the first researcher to propose 
enhancement of band width in wide angle conical 
antennas with the edges terminated properly. He has 
considered cones with angles 61.8° and 101.2° with 
reduced length. Tai has presented the analysis of 
biconical antennas with small cone angles and also the 
E.M.F method of analysis for the spherically capped 
conical antennas. 

King and Papas have reported the determination of 
input impedance and expression for the radiation from 
spherically capped conical antenna fed by coaxial line. 

Sandler and King have proposed biconical antennas
of different lengths for operation from 20 MHz to 1 GHz. 
Samaddar and Mokole have reported the analysis of a 
20 inches wide angle cones up to 10 GHz [10]. They 
have also established the direction of maximum 
radiation in cones with unequal angles. 

Ghosh and Sarkar have extended the analysis of 
wide-angle (106.2° and 140°) spherically capped 
biconical antennas. The height of each cone is 56 mm. 
The spherical cap termination at the end of each cone 
minimizes the reflections due to sudden discontinuity at 
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the ends of the cone and enhances the band width of the 
antenna. The spherical cap termination widens its band 
width, but it is limited by poor efficiency for βr << 1. 

For electrically large structure such as βr >> 1, the 
radiation pattern breaks in to smaller lobes and loses its 
directivity and shape. The proposed element is
satisfactory around βr ≈ 1.

Analysis of spherically capped wide angle 
biconical antenna has been widely reported by 
researchers. These elements which are terminated at the 
ends by spherical cap are large in height and are widely 
flared with cone angles above 100°. Their limitations 
are also presented in the corresponding results. 

The paper presents a new technique of termination 
of cone edges. The cone angle of the proposed radiator 
is 90° and is small in length as compared to those 
proposed so far. Each cone of this small antenna is 
terminated at its ends by a thick circular conductor with 
a diameter of 1 mm, made of the same material. The 
cones are not totally covered by spherical cap and this 
reduces the weight of the antenna considerably. The 
curved conductor at each point on the edge of the cone 
provides appropriate matching. This reduces the 
reflections from the termination. 

The antenna is modeled and simulated in CST and 
HFSS from 1 to 40 GHz frequency range. The research 
work is analyzed for βr = 0.524, 3.14, 5.2, 10.47, 15.7, 

21. 
II. ANTENNA STRUCTURE 

An infinite biconical antenna is non-resonant and 
standing waves do not exist, which results in wide band 
performance. A finite biconical antenna is not perfectly 
non-resonant, due to its sudden discontinuity at the ends 
that causes band width limitation and high return loss. 

An appropriate termination of the ends of the cones 
enhances its band width. It is established that the 
spherical cap acts as a sink for the surface current and 
provides a smooth transition for current flow from the 
cone edges. Biconical antennas of different heights and 
varying cone angles have been proposed for wide band 
operation. The authors have proposed a biconical 
antenna with ends terminated in circular loop of 
appropriate radius that is of relatively small in height 
compared to those reported earlier. The proposed ring 
terminated biconical antenna is shown in Fig. 1. 

Total length of the proposed antenna is 25 mm. 
Length of each cone is 12.5 mm. Separation between 
the cones is 1 mm. Radius of the cone at the apex is  
0.9 mm. Dimensions of the loop have to be carefully 
considered and the upper radius of the cone and outer 
radius of the loop should be the same. The outer 
diameter of the loop is 25 mm and its inner diameter is 
22 mm for good termination of the cone. Diameter of 
loop conductor is 1.5mm. Optimum return loss is 
realized for 1-2 mm radius of the loop conductor. When 
the outer radius of the loop is greater than the cone top 

radius then it results in low return loss and distorted 
radiation pattern. 

The loop is correctly fused on the outer edge of the 
cone. This converts the sharp and abrupt discontinuity 
of the top end of the cone in to a smooth curved 
termination for the current flow. The biconical antenna 
is modeled in method of moment based CST and HFSS 
soft wares and simulated using both to obtain its 
performance for optimization. Time domain solver is 
used for simulation which is faster and takes less time 
as compared to frequency domain solver and is good 
for wideband structures. The solver generates field 
results for many frequencies with one simulation run. 
There is no restriction on mesh configurations. The 
volume of occupancy of this element is very small 
which is on par with those of microstrip antennas. All 
the design parameters are listed in Table 1. 

Fig. 1. Antenna structure - biconical antenna with ring. 

Table 1: Design parameters of the antenna 
Parameter Name Dimensions 

(mm)
Upper radius of top cone 12.5
Bottom radius of top cone 0.9
Upper radius of bottom cone 0.9
Bottom radius of bottom cone 12.5
Length of each cone 12.5
Separation between the cones 1
Outer radius of the terminating loop 12.5
Inner radius of the terminating loop 11
Diameter of termination loop 1.5
Position of termination loop ±13
Volume of the structure 4.0625 cm3

Cone angle 90°

III. SIMULATION 
The proposed design is simulated in CST and 

HFSS from 1 to 40 GHz. In CST the far-field monitor 
of field monitor window is used for the radiation 
pattern generation. In HFSS the far-field radiation 
sphere is used for the pattern. Hexahedral mesh 
configuration with minimum mesh step of 0.45 and 
maximum of 1.259 is used. The results are analyzed by
optimizing the design parameters of the element such as 
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the radius, position of the loop and the separation 
between the cones at the apex. Design parameters listed 
in Table 1 are selected for obtaining optimum results. 

Antenna simulation results with and without 
termination at 6 and 40 GHz are presented in Figs. 2-5. 
Comparing the current distribution on the cones at the 
corresponding frequencies of the element with and 
without termination reveals that the current density is 
uniform on the surface of the cone with ring 
termination. The current density reduces gradually with 
maximum at the apex or feed point towards the end. 
Each circular contour on the cone shows equal current 
density points. 
 

 
 
Fig. 2. Surface current distribution on cone without ring 
at 6 GHz. 
 

 
 
Fig. 3. Surface current distribution on cone with ring at 
6 GHz. 
 

 
 
Fig. 4. Surface current distribution on cone without ring 
at 40 GHz. 

 
 
Fig. 5. Surface current distribution on cone with ring at 
40 GHz. 
 

At the joint where the cone end meets the loop, the 
current density is smooth and continuous around the 
neck and on the loop as well. The contour lines show 
equal current density points. Hence, there’s an 

improvement in the band width and return loss. The 
current density on the cones without termination in Fig. 
2 and Fig. 4 is non-uniform. It appears like small 
patches on the surface of the cones. 

The simulation results show that the terminated 
cones have uniform current distribution as depicted in 
Fig. 3 and Fig. 5. The ring with its gradual curvature at 
the end provides smooth transition at each point on the 
edge of the cone. The spherical cap termination is not 
as smooth at the joint as the proposed loop discussed in 
this paper. Termination with loop is simple and reduces 
weight and volume as compared to that of a spherical 
cap. Analysis was done using current distribution on the 
cones at two frequencies (6 & 40 GHz). The same 
current distribution is observed at other frequencies 
also. 
 

IV. RADIATION PATTERNS 
The far zone broad side normalized electric field in 

E-plane is presented in Eq. (1). For a biconical antenna 
the radiation pattern is independent in azimuth 
direction. This equation depicts E-field of the biconical 
antenna that has no standing waves and represents 
radiation at low and high frequencies as well for cone 
angles greater than 40 degrees. The formula cannot be 
used for cones with small angles. 
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The omnidirectional pattern with maximum of the 
main beam is perpendicular to the axis of the cone and 
the radiation is confined between the two cones. 
Radiation patterns in vertical plane are shown and are 
omitted in horizontal plane for brevity. Elevation plane 
patterns at βr = 0.524, 3.142, 5.24, 10.47, 15.7 & 21 are 
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shown in Figs. 6-11 respectively. These patterns are 
smooth without ripples, side lobes and grating lobes. 
The low frequency patterns for βr = 0.524 are perfectly 

omnidirectional. Radiation patterns at specific 
frequencies are obtained in dB and normalized in both 
CST and HFSS, and are superimposed. Radiation 
patterns for βr = 15.7 and 21 are depicted in Fig. 10 and 

Fig. 11 respectively shows ripples or oscillations in the 
main beam and is not as smooth as those of βr < 10.47.

Fig. 6. Radiation pattern at 1 GHz (βr = 0.524). 

Fig. 7. Radiation pattern at 6 GHz (βr = 3.142). 

Fig. 8. Radiation pattern at 10 GHz (βr = 5.24). 

Fig. 9. Radiation pattern at 20 GHz (βr = 10.47). 

Fig. 10. Radiation pattern at 30 GHz (βr = 15.7). 

Fig. 11. Radiation pattern at 40 GHz (βr = 21). 

V. RETURN LOSS 
Another important parameter that shows 

considerable improvement is the return loss. The return 
loss is the negative of the reflection coefficient (S11)
when expressed in decibels. The S-parameter (input 
reflection coefficient) S11 for antenna without and with 
termination is shown in Fig. 12 and Fig. 13,
respectively. Return loss for cone without termination is 
less than that of ring termination for most of the  
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frequency range. The parameters of the cone and the 
loop are optimized to get best value of return loss, i.e., 
10 dB and more from 7.5 to 25 GHz. This frequency 
range covers X, Ku and K bands which are important 
for modern wireless applications. In the low frequency 
range 1-7.5 GHz and at high frequency range, i.e.,  
25-40 GHz the return loss is varying up to 5 dB and is 
omitted for brevity. It can be used as receiving antenna 
for short distance communication in the above 
mentioned ranges. The input impedance of biconical 
antenna involves resistance and reactance. As ‘βr’ 

increases the resistance and reactance of the conical 
antenna oscillates around its characteristic values and 
these oscillations cause fluctuations in the reflection 
coefficient. Papas and King [7] reported that the input 
resistance and reactance of biconical antenna with cone 
angles greater than 40° vary with frequency over wide 
frequency ranges. Consequently, the reflection 
coefficient also exhibits similar variations with 
frequency. Reflection coefficient of the antenna without 
termination shows dip at 9 & 17 GHz, whereas the 
element with edge termination shows similar 
oscillations at much reduced levels. The return loss of 
the terminated cone at each frequency has increased 
nearly by 5 dB. The inner circumference of the loop is 
69.12 mm. 

For large loops the circumference C = wavelength 
(λ): 

C = λ = 2*π*r = 69.12 mm ~ 4.5 GHz, 
C/2 = λ/2 = 34.55 mm ~ 9 GHz, 
C/4 = λ/4 = 17.28 mm ~ 17 GHz. 

The antenna is resonant at half wavelength 
intervals and causes a dip at these frequencies which is 
characteristic of the loop. Table 2 shows the values of 
gain and return loss at different values of ‘βr’ for both 

terminated and non-terminated cones. 
 

 
 
Fig. 12. S11 vs. frequency - without edge termination. 
 

 
 
Fig. 13. S11 vs. frequency - with edge termination. 
 
Table 2: Gain and return loss 

βr 

Gain Return Loss 
Without 

Ring 
With 

Terminating 
Ring 

Without 
Ring (dB) 

With 
Terminating 
Ring (dB) 

0.524 -0.825 0.37 0.2 1 
3.142 -0.4033 0.9 6 8 
5.24 0.0625 0.6 10 17 

10.47 0.6912 0.8 5.5 11.5 
15.7 0.2127 1.21 5 7.5 
21 1.44 1.532 3.5 4 

 
All the results have been obtained by using two Hi-

end EM simulation soft wares CST and HFSS. These 
results are superimposed to analyze their similarities 
and deviations. Radiation patterns from 1 GHz to 10 GHz 
are perfectly omnidirectional at all the angles without 
any deviation. Above 10 GHz there are slight 
deviations at certain angles such as 0° and 180°, values 
in HFSS shows some increase in minima as compared 
to that of CST and this is negligible. 

The S11 values in both simulators closely follow at 
each frequency. Radiation results shown using both 
solvers are in close agreement at each frequency. This 
establishes that the proposed design parameters are 
optimum. 
 

VI. CONCLUSION 
The proposed wide band biconical antenna with 

ring termination is novel and hasn’t been reported 
previously. It is presented that the curved conductor at 
the top edge of the cone provides smooth transition for 
current flow and provides an appropriate termination 
for the current. This causes smooth and uniform current 
density on the terminated cone surface preventing 
reflections from the edge of the cone. A uniform current 
distribution is realized from the feed to the open end. It  
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results in improvement of the return loss of the 
proposed antenna in the mid frequency range covering 
three major frequency bands X, Ku and K. It is also 
observed by the authors that at low and high 
frequencies the return loss varies up to 5 dB, whereas 
the radiation pattern is perfectly omnidirectional from  
1 to 40 GHz in the region between the cones. Hence, 
the proposed technique has enhanced the band width of 
the finite biconical antenna considerably. 
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